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Abstract:

Im Zentrum von schwarzen Lochern bricht die allgemeine Relativitétstheorie
zusammen. Diese Singularitdten kénnten durch eine Theorie der Quantengravita-
tion aufgelst werden. In dieser Arbeit untersuchen wir Tensormodelle fiir Quan-
tengravitation und beleuchten mogliche Gemeinsamkeiten mit anderen Theorien
der Quantengravitation, zum Beispiel mit der asymptotisch sicheren Quanten-
gravitation. Von besonder Bedeutung in diesem Zusammenhang ist die Existenz
eines universellen Kontinuumslimes. Auch wenn die allgemeine Relativititsthe-
orie bei kleinen Lingenskalen nicht konsistent ist, so ist sie auf makrosopischen
Skalen duferst erfolgreich. Wir werden untersuchen wie eine der Vorhersagen
der allgemeinen Relativititstheorie, Gravitationswellen, neue Physik implizieren
kann.



Abstrakt:

At the center of black holes, the theory of general relativity breaks down. The
resolution of such singularities could require a theory of quantum gravity which
describes the fundamental nature of space-time at shortest distances. In this the-
sis, we explore the tensor model approach to quantum gravity and inspect its
relation to other theories of quantum gravity, such as, e.g., asymptotic safety,
through a universal continuum limit. Even though at microscopic distances, gen-
eral relativity breaks down, at large distances this theory is highly successful. We
will inspect how one of the predictions of general relativity, gravitational waves,
can help us to learn more about new physics beyond the Standard Model.
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1 Introduction

Gravity is a topic that has fascinated humankind for centuries. Our current insight
into the gravitational force is summarized by the theory of general relativity (GR),
where space-time is dynamical and the interaction between masses leads to a curv-
ing of space-time: Matter dictates how space-time is bent while space-time describes
how matter moves. This intuitive understanding of gravity brings an incredibly rich
set of consequences with it. Examples are the prediction of the existence of grav-
itational waves, detected by LIGO [4], or the appearance of a black hole shadow,
which has been recently observed by the EHT Collaboration [5, 6, 7|. These two
predictions are just the most recently verified ones in a long history of testing obser-
vational consequences of GR. Exploring further implications of the theory of general
relativity and its interplay with matter might help us to not only better understand
the gravitational force, but also learn more about the fundamental properties of
matter and the matter content of our universe.

The detection of a stochastic background of gravitational waves in the frequency
range of future space-based interferometers LISA and DECIGO, for instance, can
result from a first-order phase transition in the early universe. While phase transi-
tions in the Standard Model are only cross-overs, a first order phase transition is a
prediction of many beyond the Standard Model scenarios, e.g., in order to attempt
to provide a mechanism to generate the observed matter-antimatter asymmetry. To
realize such an asymmetry, a deviation from thermal equilibrium is required. A
possible way to achieve a departure from thermal equilibrium is by means of a first-
order phase transition at the electroweak scale at around 102 GeV, where the Higgs
particle acquires an expectation value, thus giving mass to particles.

Gravitational waves offer not only a way to probe new physics in the matter sector,
but also allow to constrain the theory of general relativity. The detection of gravita-
tional waves in 2015 by the LIGO collaboration has cemented GR as the theory of
gravity, putting tight constraints on any modifications. An analysis of the first mea-
surement showed that the merger of two black holes with masses M; = (36 £ 6) M
and My = (29 £ 4)M had been the source of the signal. While the detection of
gravitational waves is fully consistent with Einsteins theory of general relativity, the
astrophysical objects producing them are not fully described by GR: The center of a
black hole cannot be described by general relativity, as the theory breaks down due
to a singularity. Hence, even though GR in the classical regime is well-understood
with a plethora of exciting repercussions that will allow us to learn more about
the matter content of our universe, gravity itself features internal inconsistencies at
shortest distances. The resolution of these inconsistencies could require a theory of
quantum gravity that will offer fascinating insight into the fundamental nature of
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space-time in the quantum regime.

A predictive theory of Quantum Gravity is not yet formulated as the naive way
to quantize gravity, which was so successful to quantize all other forces in nature,
fails. Part of the challenge of establishing a theory of quantum gravity is also due
to the fact that the Planck scale m,, at which quantum gravity effects are expected
to become important is m, ~ 10! GeV, which makes it very challenging to design
experimental tests. The LHC, for instance, was operating at 1.3 x 10* GeV before
its operation was stopped in order to set-up the next high luminosity run, expected
to launch in 2027. Hence, it is important to explore a diverse number of quantum
gravity approaches, which feature different strengths and weaknesses. Exploring
distinct approaches to quantum gravity can contribute to the development of new
ideas and viewpoints.

What a number of quantum gravity approaches have in common is that discreteness
is introduced in order to make sense of the path-integral for quantum gravity. The
spirit is very similar to lattice gauge theories, where discreteness allows to truncate
the number of degrees of freedom and serves as a regularization of the theory.
Continuum space-time is then discretized by little building blocks. In the contin-
uum limit, which corresponds to a second-order phase transition, the effects of the
discretization can be removed in order to recover a continuum space-time. Univer-
sality, which is a key property of second-order phase transitions, guarantees that
the physics that emerges in the continuum is independent of the exact shape of the
building blocks. In a broader sense, universality also has powerful implications, as
it potentially allows to relate microscopic descriptions which lead to the same con-
tinuum limit. It may thus be that seemingly different theories of quantum gravity
turn out to be related when taking the continuum limit.

While exploring some very fascinating questions related to new physics with and in
gravity we will be covering a wide range of fields of physics spanning from mathe-
matical physics to phenomenology.

Our journey through these different fields begins in Ch. 2, where we introduce the
necessary technical tools that will allow us to study the continuum limit in quantum
gravity. This will be the topic of Ch. 3, where we will review the status of the
continuum limit in different approaches to quantum gravity and highlight potential
relationships between some of those approaches and Ch. 4, where we will inspect
the continuum limit in tensors models, one approach to quantum gravity, in more
detail. Finally, Ch. 5 will be devoted to the study of how gravity, in particular the
production of gravitational waves in the early universe, can help us to learn more
about the fundamental properties of matter.
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2 The Philosophy of Coarse-Graining

In order to discuss the relevance and subtleties of the continuum limit in quantum
gravity, it is necessary to equip the reader with the necessary concepts and tools. The
renormalization group offers a framework to study the continuum limit. We will in-
troduce the idea of the renormalization group by providing an intuitive understanding
through the so-called block spin approach. From there, we will discuss a more mod-
ern understanding of renormalization by introducing the functional renormalization
group, which will allow us to study the continuum limit in the tensor-model approach
to quantum gravity.

As a physicist one is always eager to make things as simple yet precise as possible.
While it should certainly be possible to derive the physical properties of a water
molecule from some fundamental action of our universe, such an approach would be
very cumbersome. It would be equally cumbersome to derive the flow of a river from
the microscopic interactions of each individual water molecule. The clever physicist
will therefore try to find some effective degrees of freedom appropriate to study the
problem at hand. The flow of a river, for instance, is well-described by its velocity,
its pressure, its density and its dynamic viscosity, variables whose dynamics are de-
scribed by the Navier Stokes equations.

Nonetheless, one would expect that the different effective degrees of freedom that
are useful to study each phenomenon mentioned above are related in some way. The
concept behind the idea that a system with many degrees of freedom, such as the
river that consists of many water molecules, can also be expressed in terms of fewer,
more suited variables, is called coarse-graining. It is not only of relevance in physics
but also, e.g., in the social sciences. Economists for instance use aggregate variables
like the unemployment rate or the gross domestic product (GDP) to describe the
state of an economy rather than analyzing the complicated individual interactions
of all parties making up that economy. Coarse-graining describes a way to relate
the different variables at each scale.

One of the very first historical examples of coarse-graining is the block spin ap-
proach originally introduced by Leo Kadanoff in the 1950’s in order to study the
Ising model [8]. Kadanoff considered a two-dimensional lattice of spins pointing
either up (s = 1) or down (s = —1). The original idea of coarse-graining consists
in choosing a local patch of spins and average over them. This is precisely what is
called a block spin transformation. For instance, one could compare the number of
up-spins in a patch to the number of down-spins and assign a collective spin s’ = +1
or ' = —1 depending on which configuration is more prevalent. Finally, the lattice
spacing is rescaled to its initial size. This will result in a lattice made up of the
effective spins assigned to the different patches in the original set-up. The current
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discussion on coarse-graining is very qualitative but it sets the conceptual basis for
the further discussions on the renormalization group. In order to equip the reader
with the technical knowledge to follow the discussion on a the renormalization group,
we will briefly review the relevant field-theoretical concepts.

2.1 Generating Functionals

The central object in field theory is the generating functional that allows for the
derivation of all correlation functions of all degrees of freedom to all orders. Having
total knowledge of the correlation functions of a system is equivalent to knowing the
exact form of the generating functional and implies that the underlying theory is
fully understood. One such generating functional is the partition function Z defined
as

7 _ / Dipe-Slel+] dPal@)e() (2.1)

where J is a source-term. The real-time, Minkowski version of the above path-
integral is assumed to be defined through a Wick-rotation of its Euclidean avatar
given by Eq. 2.1. In particular, it is assumed that Euclidean correlation functions can
be analytically continued back to real time, while preserving their pole structure in
order to get Minkowski correlation functions!. In this sense, quantum and statistical
mechanics can be regarded as very closely related.

It is straightforward to check that correlations functions are obtained as follows

L (2.2)

D =Slel+Je
1 oZ[J] / o o(x1)...o(wn)e™®
(p(x1)...p(x)) = 7= 70

Z[0] 0J(x1)...0J (x, ]

The above generating functional Z[.J] allows to obtain all correlation functions,
however, it is not very effective as both connected and non-connected correlation
functions are generated even though we are mostly interested in connected corre-
lation functions for physical processes. One example is the derivation of scattering
amplitudes through the LSZ formalism, which only requires connected correlation
functions. A more efficient generating functional from which only connected corre-
lation functions are derived is the Schwinger functional W[J] = —ihln Z[J]. This
generating functional is also closely related to the free energy F', well-known from
statistical mechanics with the difference that the free energy F' corresponds to a
thermodynamic potential which is also reflected in its definition, F' = kgT In Z[T],
where kp is the Boltzmann factor and 7" the temperature. This slight difference
in prefactors, i.e. —ih vs. kgT, reflects the different underlying physical systems
described by W[J] and F[T] and also relates to the previous point that a Minkowski
theory can be defined through its Euclidean version by means of a Wick-rotation.

!Technically, this can for instance be done by means of a Padé approximation [9].

14



In quantum gravity, Wick rotation is non-trivial. We will therefore neglect these as-
pects for now and comment on them later on. Probabilities of expectation values on
the statistical mechanics side correspond to amplitudes on the quantum mechanical
side.

Connected correlation functions are obtained by differentiating W[J] with respect
to the source J. For instance, applying functional derivatives twice gives

SWI -
5I@I () (p(@)e(y))e = (p(x)e(y)) — ¢(x)o(y), (2.3)

where we introduced the notation ¢(x) = (p(x)). For most practical purposes, it
will, however, turn out to be beneficial to introduce yet another generating function
['[¢], which stores the same physical information as W/[.J] in a yet more efficient way
and is also more accessible from a physical point of view due to its exactness at tree
level. Tree-level exactness implies that the effective action allows one to derive full
quantum corrected propagators and vertices which in turn allow to determine phys-
ical parameters like masses. As a matter of fact, the masses and interaction terms
appearing in the effective action I' are also those that are measured in experiment.
The effective action I'[¢] is defined via a Legendre transform of W/[J],

rlo] =sup ( [ a?e stajot) - wis)). (2.9

J

and physically corresponds to the full quantum action which takes into account all
quantum corrections of a given theory. This becomes apparent as the definition of
' entails the following quantum equation of motion

o[ ()]
— 2 = J(y), 2.5
500) () (2.5)
which is analogous to the classical equation of motion
05[p(z)]
——==0. 2.6
dp(y) (26)

Since ¢ accounts for all fluctuations ¢, it becomes evident that the above equation of
motion is truly a full quantum one. When no quantum fluctuations are considered,
the effective action I' is just the microscopic action S. As useful as it is to have
full knowledge of the effective action I', it is hard to access in practice. This can be
seen by considering the definition of I' via the Legendre transform of the Schwinger
functional W[J| provided by Eq. 2.4 and plugging in the explicit form of W[J] given
by W|[J| = —ihlIn Z[J]. The resulting expression

e "l Z/ADsoeXp (—S[¢+¢]+/5g—ys@), (2.7)

is a complicated integro-differential equation for ¢ that is difficult to solve exactly.
In the above expression A is an ultraviolet cut-off that regularizes the measure and

@ can be regarded as a quantum mechanical fluctuation around some background
field ¢.
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2.2 Universality

Universality is a key concept that is associated to second and higher-order phase
transitions. In the 50’s and 60’s, second order phase transitions in gas-liquid sys-
tems and magnets were studied in great detail. Researchers observed that the scale-
dependence of certain observables followed a power-law, when approaching a con-
tinuous phase transition. Intriguingly, the scaling exponents of these operators are
universal, meaning that they are independent of the exact nature of the material
undergoing the phase transition. The spontaneous magnetization for instance was
found to have the following scaling

M(T) o (T —T,)", (2.8)

where 7' is the temperature, 7, the critical temperature at which the phase transition
takes place and (3 is a universal quantity. A universality classis characterized by a set
of universal critical exponents that describe the scaling of observables near a critical
point. Seemingly unrelated physical systems belonging to the same universality class
feature quantitatively similar large-scale behavior characterized by the same set of
critical exponents. An example of a well-studied universality class is the 3d Ising
universality class, which describes both the liquid-gas phase transition as well as
the ferromagnetic-paramagnetic phase transition. This highlights, that systems that
may be completely different in terms of chemical and physical properties may feature
similar behavior close to a critical point at which a second-order phase transition
takes place. Phrased differently, universality corresponds to the statement that in
order to describe the large-scale physics of a continuous phase transition only a few
number of parameters are relevant. In particular, the microscopic details, such as
the exact chemical composition of a system, are washed out.

In a field theoretical language, the concept of universality was put on firm ground
by Wilson in the 1970’s [10, 11]. Most QFTs of physical interest lead to unphysical
UV divergences that have to be properly tamed. This can be achieved by the
introduction of a cut-off A, which can be thought of as introducing a minimal length
1/A or an energy scale A up to which the theory is well-defined. Since physics should
not be affected by the length scale at which this unphysical cut-off is introduced, the
physics at different cut-off scales A should be related in some way. Building on the
previous discussion on generating functionals, which are the standard way to define
physical theories, this implies the following relationship between two generating
functionals Z describing the same theory defined up to different cut-offs A and A’,

A A
/ fque—So[(Zﬂ - ’ng’e—séfrW}’ (2.9)
0 0

which exactly expresses the fact that low-energy physics should remain independent
of the scale at which the cut-off is introduced. Remember that physical observables
are derived as derivatives from either the right or left hand side of the above equation.
The fact that both expressions are identical, implies that gauge-invariant quantities
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derived from either one of the expressions will be the same. The fact that physics
at different cut-offs has to be related implies the existence of an RG-scale A’, which
allows one to interpolate between physics at different cut-offs A. We will refer to
A’ as either the RG scale or the 'floating’ cut-off. The basis of the interpolation
consists in splitting the degrees of freedom ¢ of the theory into ’low-energy’ (or
low-momentum) and ’high-energy’ (or high-momentum) degrees of freedom, ¢, and
o, as follows

) = {W’ ired (.10

0, otherwise,

and

on(p) = {d)(p)’ A <p=h (2.11)

0, otherwise,

where p corresponds to the momentum of the mode ¢. The above definition guar-
antees that ¢(p) = ¢u(p) + dn(p). The key to relate the same physics defined at two
different cut-off scales A and A’ is to integrate out the high-momentum modes ¢y,
as follows
N A A
Iy = / Doy D¢h6730[¢z+¢h} = I 'D¢’e*5ég[¢']7 (2.12)
0 A 0

where we have relabeled ¢, as ¢’ in order to make contact with the right hand side
of Eq. (2.9). In order to compensate for the fact that the high-momentum degrees of
freedom have been integrated out, the couplings have to be rescaled. The rescaling
of couplings reflects the coarse-graining nature of Wilson’s approach. Similar to the
Block-spin approach, where the variables need to be rescaled according to new scale
of the lattice after a block spin transformation has been performed, the action in
the path-integral S.¢ is now expressed in terms of effective couplings.

The mode ¢’ may also be split once again into low- and high-momentum modes
in order to relate Z,, to some Z,» in a similar way as we just related Z, to Zj:.
Successively integrating out the high-energy modes leads to a constant change or
flow of the action Ses[¢] as a function of the RG-scale in order to satisfy the condition
Zn = Z) for any A and A’. The re-scaling dependence of the action S on the RG-
scale is typically characterized in terms of S functions of the dimensionless couplings.
Beta functions describe the scale dependence of the individual couplings, referred
to as the running of couplings. They are defined as

By, = kOkgi, (2.13)
where k denotes the RG scale and have the following generic form

By, = —Aig; + quantum corrections, (2.14)
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where A, is the canonical scaling? of the coupling ¢g;. The dependence of the cou-
plings on the floating’ cut-off scale k as well as the generic form of the beta functions
follows from the assumption that the action S may be expanded in terms of all field
monomials O that respect the underlying symmetry of the theory such that

Sy = Zgi(k)oz’(av ®), (2.15)

where the dimensionful coupling constants g; with mass dimension A; can be ex-
pressed in terms of dimensionless couplings® g; as

gi = gik ™%, (2.17)

The so-called theory space is spanned by all essential couplings* ¢ that are compat-
ible with the symmetries of the theory and is typically infinite-dimensional. The
running of couplings can be shown to lead to divergences of physical observables
unless it is possible to identify fixed points g;, of the renormalization group flow at
which either the TR or the UV limit can be taken. A fixed point has the defining
property that all couplings in theory space loose their scale-dependence, i.e.,

By (95 =g5.) =0 Vi, j. (2.18)

Thus, the requirement posed on any fundamental theory is that the renormalization
group trajectory emanate from a UV fixed point at which the dimensionless couplings
do not change under infinitesimal changes of the RG scale k. This allows to take
the limit k> — A — oo, as we will discuss in a brief moment. It is possible to
distinguish between two types of fixed points. The Gaussian fixed point, which
always exists, where all couplings vanish trivially at the fixed point and non-Gaussian
fixed points where some couplings take fixed point values different from zero. If the
theory departs from a Gaussian fixed point at high energies, this scenario is called
asymptotic freedom. On the other hand, if the theory starts at an interacting fixed

2The canonical dimension or scaling of a coupling characterizes the rescaling properties of that
coupling under space-time dilations x — Az, where X is a constant. The canonical dimension
of the mass for instance is one.

3Dimensionless coupling constants are used because physical observables such as cross sections

can be rewritten in terms of dimensionless couplings. Any dimensionful observable (O) can be
expressed as

(0(g:)) = [ (g:(k), X) B, (2.16)

where f is a function of the dimensionless couplings ¢g; and X, which describes any other
possible dimensionless dependencies of (O(g;)). A is the canonical dimensionality of O and E
the energy scale at which the observable is measured. Since FE is finite, O will not diverge as
long as its dimensionless version is finite at any finite £. In turn, this poses a requirement on
the dimenionless couplings to not diverge.

4Essential couplings are those that cannot be removed by a field redefinition. The wave function
renormalization Z; for instance is an inessential parameter, as it can be removed by a field
re-definition.
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point at high energies, it is referred to as asymptotic safety.
A fixed point can further be characterized in terms of the behavior close to the fixed
point of the couplings spanning the infinite-dimensional theory space. It is therefore
instructive to linearize the flow close to some fixed point g,

9i = 9i. + 09, (2.19)

where dg; corresponds to a small perturbation away from the fixed point. The scale-
dependence of the perturbed couplings g; close to the fixed point are described by
the following series-expansion of the beta functions

Bilg) = Bi(g.) = Y Mij(9.)3g; + O ((39)*) , (2.20)

J

where M;; denotes the entries of the typically non-diagonal stability matrix M de-
fined as
M.

i — T 4

2.21
dg; (221)

Here, we are interested in the physics close to the fixed point and therefore the
linearized behavior of the flow is sufficient for our analysis. Since the fixed point
criterion is precisely that 5;(g.) = 0, the first term vanishes and to linear order the
flow close to the fixed point g, is completely described by the stability matrix M,
since

Z i(9:)3g; + O (3g7) . (2.22)

The above equation can be solved by rotating into a basis of theory space in which
the stability matrix is diagonal. In that case the linearized solution reads

gi(k) = g; +ZCIVI (:0)91, (2.23)

where 0 are the critical exponents corresponding to the eigenvalues of the stability
matrix M. The index I labels the couplings ¢’ = S~ !¢ in a basis that diagonalizes
the stability matrix, the C; are constants of integration and are free parameters
of the theory, the V! are the eigendirections corresponding to the different critical
exponents and kg is a reference scale. Lowering k/kq corresponds to flowing towards
the IR. The above equation Eq. 2.23 describes the RG trajectory of a theory in
coupling space, once the linearized regime, where Eq. 2.23 holds, is entered. In
principle, one has to determine all free parameters C7 in order to fully fix the RG
trajectory. However, the critical exponents 6; allow for the notion of relevant and
irrelevant directions in theory space. If the real part R(6;) of the critical exponent 6;
satisfies R(0;) > 0, then the corresponding eigendirection is repulsed from the fixed
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Figure 2.1: The above figure illustrates the concept of universality. Different actions
S1, Sy and S5 serve as initial conditions of renormalization group tra-
jectories that reach the same fixed point FP for A — 0 with the arrows
pointing towards the IR. The different physically realized renormaliza-
tion group trajectories are functions of the relevant couplings ¢; and
go. Moreover, we also depict the concept of Wilsonian renormalization
by explicitly showing that one given renormalization group trajectory
connects an action S; defined at different cut-offs A.

point towards the IR. The coupling® ¢}(k) will grow towards the IR and consequently
the IR values of relevant couplings will depend on the constants C;. Eigendirections
along which the flow emanates from a fixed point towards the IR are therefore called
relevant directions because they are directions, the value of which is relevant for the
IR. On the other hand R(0;) < 0 will drive the flow towards the fixed point in the
limit k/ky — 0. Hence, the value of C; will not be relevant for the IR value of the
coupling associated to the irrelevant eigendirection. Hence, a multitude of different
initial conditions will lead to that fixed point. This corresponds to the idea of uni-
versality in field theory, where the same IR fixed point can be reached by different
microscopic actions S;. This is depicted in Fig. 2.1. Moreover, one may also ask
whether an RG trajectory is UV complete, i.e. whether it starts at & — oo. In
order for an RG trajectory to be UV-complete, the constant C; has to be set to
zero for the irrelevant directions such that there is only one allowed RG trajectory
for an irrelevant direction, which in turn implies that the value of the correspond-
ing coupling is fixed by the fixed point requirement. If the stability matrix also
features zero eigenvalues, R(6;) = 0, the behavior of these marginally (ir)relevant
directions is determined by the next order in the linearized flow. An eigendirection

®Note that strictly speaking g/ no longer has to correspond to the original set of couplings in-
troduced to describe the effective action since in order to solve the linearized flow equation
we rotated to a basis in coupling space that diagonalizes the stability matrix M. Hence, the
coupling g. could well be a linear combination of the original couplings.
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Figure 2.2: The left panel of the above figure depicts a truncated theory space with
two relevant couplings which span a two-dimensional critical hypersur-
face, which contains all RG trajectories that emanate in the fixed point,
illustrated in red. The coupling g; corresponds to an irrelevant direc-
tion, illustrated by the blue dashed line and is therefore fixed by the
fixed point condition. The relevant directions sketched in green are at-
tracted. The right panel of the figure depicts a truncated theory space
with two relevant couplings which span a two-dimensional critical hy-
persurface. The hypersurface contains all trajectories that emanate in
the fixed point FP. The coupling g3 is irrelevant and is therefore fixed
by the fixed point condition.

is truly marginal if it is marginal to all orders®. The classification of the flow of Sy
in terms of relevant and irrelevant directions leads to the concept of the UV critical
hypersurface, which can be associated to a fixed point in the ultraviolet. The UV
critical hypersurface is spanned by all trajectories that emanate from a fixed point
towards the TR. Since irrelevant directions are driven towards the fixed point, the
critical hypersurface will have the dimensionality of the number of eigendirections
with positive critical exponents R(6; > 0). A sketch of the critical hypersurface is
shown in Fig. 2.2.

In the previous section we have introduced the effective action I' as a convenient
way to store physical information. Here, universality follows from a fixed point of
a renormalization group trajectory. At a fixed point, the details of the microscopic
physics have been integrated out with the macroscopic physics being described by
only a small number of relevant parameters or fully fixed if there are no free param-
eters.

As a little toy example to illustrate the concepts related to the characterization of

6An example of a theory that is truly marginal to all orders is the non-commutative ¢* model
[12, 13].
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fixed points, we may consider the following dynamical system

ox = axr — Pry
Oy = oxy — VY. (2.24)

One may think of 0,x and O,y as corresponding to a system of [ functions but
it does not have to. As a matter of fact the above toy-model is also known as
the predator-prey or Lotka-Volterra model [14] and describes the dynamics of two
population groups, predators and their prey that 'interact’” with each other. The
Lotka-Volterra model features a Gaussian fixed point with one relevant and one
irrelevant direction, see Fig. 2.3, which can be understood as follows: The above set
of coupled non-linear differential equations describe how the predator population y
increases if there is enough prey z. In the absence of prey, i.e., x = 0, the time
evolution of the predator population is dominated by an exponential decay term.
On the other hand, the prey population of course decreases if there are a lot of
predators around. This is reflected by the —Sxy term. In the absence of predators,
the prey population increases exponentially. Note have that in the predator-prey
example the notion of IR or UV fixed point does not exist. This way of classifying
dynamical systems goes back to Liapunov [15].
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Figure 2.3: Phase diagram of a particular Lotka-Volterra model with parameters
a =2, 0=3 ~v=4and 6 = 1. The model exhibits a Gaussian
fixed point corresponding to an equilibrium state with a stable and an
unstable direction. This is physically very intuitive. The time evolu-
tion of the predator population consists of two competing terms. On
the one hand, there is a term dxy, which accounts for the fact that the
predator populations rises if there is enough prey. On the other hand,
there is an exponential decay term —~y, which is related to the fact that
predators die if there is no prey to eat. Conversely, the prey population
experiences an exponential growth in the absence of predators. The as-
sumption is that the prey has an infinite food supply (they may be for
instance herbivores). The observation that in the absence of prey the
predator population extinguishes is also illustrated in the above figure:
If we are placed at x = 0, i.e., there is no prey around, the ’time-flow’
naturally brings us to the Gaussian fixed point (r = 0,y = 0) where
the predators have died out due to a lack of food supply. The critical
exponent associated to that eigendirection is consequently negative. Al-
ternatively, assuming that for some reason there are no predators around
(i.e., y = 0), the prey population starts to increase in an unconstrained
way. This example also illustrates nicely that a fixed is a priory not a UV
or an IR fixed point, but that this distinction depends on the choice of
trajectory. To make contact with our discussion about UV and IR fixed
points, one can think of the time ¢ as being related to the RG scale k:
t = 0 corresponds to k — oo, while ¢ > 1 is related to k — 0. Moreover,
the figure also displays a so-called limiting cycle, indicating a recurrent
pattern, where the predator and prey population increases and decreases
in time-periods: If there is enough prey available, the predator popula-
tion will increase, consequently leading to a more substantial decrease of
prey population, which in turn will also affect the predator population.
With less predators around, the prey population can grow again and the
cycle restarts. In the context of QFTs limiting cycles are more exotic.
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2.3 The FRG

In short, the functional renormalization group acts like a mathematical microscope
that allows one to zoom into the microscopic properties of a theory.

This is achieved by interpolating between the bare action Sy in the UV and the
effective action I', as defined in Eq. 2.4, in the IR, which, as we have explained before
in Sec. 2.1, includes all quantum corrections. The interpolation is realized with a
scale-dependent action I'y, which can be shown to satisfy the following interpolation
equation [16, 17, 18]

1 1
KOWTi[¢] = 5Tr ((F;(f)[eﬁ] + Fi(p)) kakRk@)) , (2.25)
where k denotes the RG-scale and Ry, acts as both, an infrared and a UV regulator
satisfying a set of conditions that we will discuss below. The first term in the brackets
1

(F,(f)[qzﬁ] + Rk(p)) corresponds to the field-dependant non-perturbative regularized
propagator, where Fff) [¢] is defined as the second functional derivative with respect
to the field ¢. The above equation is also known as the functional renormalization
group equation and its conceptual idea is depicted in Fig. 2.4. The derivation of
[y, follows along similar lines as the derivation of the full quantum effective action
I with the sole difference that the action S which is used to define the generating
functional Z in Eq. (2.1) now includes an additional regulator term ASj, which is
given as

As = [ AP R 2.2
=5 | Gt (2.26)
This term is chosen such that modes with modes with momentum p < k are sup-
pressed at the level of the path-integral and only those with p > k can be integrated
out. The derivation of I';, and the functional renormalization group are provided in
the appendix. Since the FRG involves the trace of a propagator, it has a one-loop
structure and therefore can also be written in the following diagrammatic form

oo = | (2.27)

where the crossed circle corresponds to the regulator insertion kO Ry, while the
closed loop corresponds to the traced propagator with the regulator insertion. Let
us now comment on the so far unspecified regulator term Ry (p). The regulator term
has to be chosen such that on the one hand it acts as an IR regulator by providing
a mass term to the low-energy and massless modes with p < k. This implies the
following condition

lim  Ry(p?) > 0. 2.28
o k(p7) > (2.28)
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Figure 2.4: Graphical depiction of the philosophy behind the FRG. The scale-
dependent effective action I'j, interpolates between the microscopic ac-
tion S in the UV and the full quantum-effective action I' in the IR as
the RG scale goes to zero.

Moreover, we want the FRG to interpolate between the microscopic action S, when
k* — A — oo and the quantum effective action I', defined by Eq. 2.4, when k& — 0.
See Fig. 2.4 for a graphical depiction of the general idea. This property is only
guaranteed if on the one hand

Ri(p*) = 0 for k*—0, (2.29)
which implies that I'y approaches I' as k goes to zero and
Ri(p*) = oo for k* — A, (2.30)

which ensures that the microscopic action S is recovered” in the limit £ — A — oo,
limit in which the path-integral is dominated by the stationary point of the action
I', in that limit. This permits to use a saddle-point approximation which selects
the classical field configuration and the bare action I'y2_,, = S+ const. A regulator,
often employed in the FRG literature, is the Litim regulator [21, 22]

Ry(p) = (K* = p*)0(k* — p*). (2.31)

There exist also other possible choices of regulators. We refer to [23| for a discussion
on possible choices of regulators. Solving the FRG in Eq. 2.25 would yield an
expression for the full effective action, which alternatively could also be derived
from the path-integral formalism. Note, however, that the definition of I'y provided
by the FRG does not make any reference to a path-integral even if its derivation
involved one. Hence, the FRG can be viewed as an alternative way to define a QFT.
As an example that the two definitions of the effective action agree, it is possible to

"Reconstructing the correct bare action S from the effective action I'y, at some finite &, is chal-
lenging as the RG procedure is only defined for flows to lower values of k. This is because
lowering k is related to having integrated out massive degrees of freedom. Increasing k is there-
fore non-trivial as one does not have knowledge about the degrees of freedom that could have
been integrated out. Obtaining the microscopic action S from the effective action I'y is known
as the reconstruction problem and has been addressed in [19, 20].
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derive the perturbative one-loop effective action from the functional RG. Assuming
that the full effective action admits the following perturbative expansion

k(6] = S[g] + > Tuxlg), (2.32)
n=1
it is possible to identify
1 Or Ry 1
or = g% (i ;) = 0T + R (2.3)

due to the one-loop character of the effective action. Solving this equation and
taking the £k — 0 limit gives the well-known perturbative one-loop result for the
effective action

rieor[g] = S[g] + %Tr In (SP[¢]) + const, (2.34)
where const is a constant of integration that follows from Eq. 2.33. Accessing the
full non-perturbative I in the £k — 0 limit requires solving Eq. 2.25. Since the
FRG is a partial differential equation, solving it requires the specification of an
initial boundary condition at some scale k> = A. In practice, the FRG cannot be
solved exactly. Gaining insight about non-perturbative physics by solving the flow
equation therefore requires an approximation scheme. A standard approximation
scheme involves expanding 'y in a basis of local field monomials O; allowed by
symmetries such that

Iy = Zgi(k)oia (2.35)

where the couplings ¢g; span the full infinite-dimensional theory space. To perform
practical computations with the FRG, the infinite-dimensional theory space is trun-
cated to a finite number of couplings and corresponding field monomials. This
implies that the flow of ['y can be written as

i=1

where f3,, is just the beta function of the coupling g;. The sum over operators g;O;
is truncated at some finite n. The only two ingredients required to perform practical
computations with the FRG are thus the regulator R, that has to be chosen such
that it satisfies the three criteria mentioned above and a truncation of the effective
action I'y. The beta functions of the individual couplings are isolated by employing
some projection scheme such as 0/00;. The projection scheme is also applied to
the right hand side of the FRG in Eq. (2.25), which can be expanded in a basis of
field monomials O;, as can be for instance seen by expanding the field-dependent
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propagator term (F,(f)[gzﬁ] + Rk(p)> in powers of the fields.

Approximating the full ' by a finite set of local field monomials introduces spurious
truncation artifacts. Consequently, one has to be careful when searching for fixed
points where 5, = 0. Not all zeros of the beta functions will also be physical fixed
points. In order to distinguish between physical fixed points, which imply universal-
ity and a set of critical exponents, and truncation artifacts, a set of necessary but not
sufficient criteria can be put in place. For instance, the critical exponents associated
to a physical fixed point should display apparent convergence when expanding the
truncation. Enlarging the truncation should, thus, not induce new relevant direc-
tions.

We will discuss these details more carefully when applying the FRG in practice in
a later section. Note also that the renormalization techniques developed in this
section heavily relied on the existence of a background with respect to which it was
possible to define a scale. In the case of quantum gravity, which is supposed to be a
theory of space-time the notion of a background has to be absent. This makes the
application of renormalization group techniques highly non-trivial as we will also
discuss later on. In case the reader is interested in further details on the FRG, he
or she may consult [24, 25, 26, 23, 27, 28, 29|
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3 The continuum limit in Quantum
Gravity

A theory of quantum gravity is expected to resolve the inconsistencies of GR such
as the existence of black hole singularities or the big bang singularity. The naive
way to quantize gravity fails, however. In order to tame the divergences that result
from the nawe quantization, a number of quantum gravity approaches introduce a
discreteness scale, which is either fundamental or merely introduced as a technical
way to deal with the divergent path-integral. The path-integral then simplifies to a
sum over discrete configurations. In the following we are going to sharpen these
general points by providing an overview of the standard problems encountered when
quantizing gravity and argue that discreteness at the level of configurations that are
summed over in the path-integral does not necessarily imply discreteness at the level
of the resulting geometry. We are going to provide a brief summary of some of the
arqguments put forward to motivate a fundamentally discrete quantum space-time.

3.1 A general overview

The Standard Model of particle physics offers a very successful framework to unify
three of the four fundamental forces in nature, the weak force, the strong force and
the electromagnetic force. The quantum formulation of the fourth known force,
gravity, has so far stayed elusive. While there is no proof that the gravitational
force is indeed quantized at very short distances, there exist a number of heuristic
arguments as to why this has to be the case. The appearance of singularities inside
of black holes as well as the big bang singularity are often named as standard ex-
amples to motivate the need for a theory of quantum gravity, that can ultimately
resolve these shortcomings of classical General Relativity. First attempts to formu-
late a theory of quantum gravity using the same strategies that were so successful
when formulating the Standard Model failed. Mainly, this is due to the fact that
Einstein gravity is perturbatively non-renormalizable and hence the introduction of
new counterterms at every loop order in order to remove divergences renders the
theory unpredictive. Indeed, while 't Hooft and Veltman where able to show that
gravity coupled to scalar matter already features divergences at one-loop, in the pure
gravity case some miraculous cancellations led to an on-shell one-loop finiteness of
Einstein quantum gravity [30]. Ultimately, Goroff and Sagnotti showed that pure
gravity is two-loop divergent [31]'. The quest for a predictive theory of Quantum

'In principle some miraculous cancellations can still occur at higher-loop orders. A full proof that
infinitely many counterterms are required to cancel divergences is still missing.
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Gravity has sparked a very intense research program focusing on different attempts
to make sense of the quantization of the gravitational field. The different potential
theories for Quantum Gravity can be partitioned into two sets. On the one hand
there are those theories that assume that gravity at shortest scales is fundamentally
discrete and on the other hand there are those that assume a continuum space-time
at shortest distance scales.
It is possible to identify two main motivations as to why space-time at very short
distances might be fundamentally discrete. One argument is of technical nature and
is related to the fact that the absence of a UV cut-off in a path-integral approach
to Quantum Gravity leads to divergences. Introducing a scale at which space-time
is fundamentally discrete, is one possibility to get rid of the usual divergences ap-
pearing in local QFTs. Another motivation to consider a fundamentally discrete
theory comes from black-hole entropy arguments. Since works by Bekenstein and
Hawking in the 70’s sparked the field of black-hole thermodynamics [32, 33, 34, 35],
it is known that it is possible to associate an entropy to a black hole by dividing the
area of a black hole horizon by the Planck length squared, i.e.,
A A3A

SBHZQZM’ (3.1)
where the subscript is due to the fact that this entropy has been labeled Bekenstein-
Hawking entropy. At first, the above relation was only interpreted as an analogy
to the concept of entropy appearing in classical thermodynamics, even though intu-
itively it makes sense to assign an entropy to black holes. Typically entropy refers to
the lack of information one has about a system, which is indeed of relevance to black
holes, where information inside the black hole is screened to external observers by
the horizon. With the discovery by Hawking that black holes radiate and it is pos-
sible to assign a temperature to these systems [36], black-hole thermodynamics was
finally put on a firm ground [37]. Since then, a plethora of different interpretations
of black-hole entropy have been investigated. One interpretation is to understand
the Bekenstein-Hawking entropy in terms of small bits of information carried by
Planck-sized patches of the horizon. For a black hole with a horizon of size A there
are consequently 24/ ‘> microstate configurations. The associated entropy is then
expressed as S = log, (24/%) = A/ (2. From the fact that the horizon area is discrete
one also is led to the conclusion that space-time itself is discrete. Alternatively, it
also possible to understand black-hole entropy in terms of so-called entanglement
entropy. See [38] for a review. The idea behind associating the Bekenstein-Hawking
entropy with entanglement entropy is that since a black hole is created by the col-
lapse of some form of matter, the degrees of freedom within the black-hole horizon
must be correlated with the degrees of freedom outside the horizon. An observer,
however, can only access information about the degrees of freedom outside the hori-
zon. The entanglement entropy is obtained by tracing out the internal degrees of
freedom of a black hole, which are not accessible to an external observer. It turns out
that the entanglement entropy is proportional to the area of the black-hole horizon
with a coefficient that is UV-divergent if no appropriate UV-cutoff is introduced.
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This divergence can either be absorbed in the Newton coupling G [39] or tamed by
introducing a space-time that is fundamentally discrete.

Nonetheless, fundamentally discrete theories face a series of challenges. One consists
in recovering diffeomorphism invariance at low energies. Another one lies in the fact
that from an EFT point of view, close to the cut-off scale one would expect a loss
of predictivity: Physics in the IR is described by only a few interactions, as most
interactions are suppressed by the cut-off scale. In the UV, however, all infinitely
many couplings allowed by symmetries contribute to the dynamics [40]. As a con-
sequence, some mechanism is required in order to relate these couplings to render
the theory predictive by only having a finite number of free parameters left to fix.
These aspects can be remedied if discreteness is merely introduced as a technical
tool. In that case the physics results from taking the continuum limit. Building on
the notions introduced in the previous section, the continuum limit corresponds to
a fixed point of a renormalization group flow. Not only may diffeomorphism invari-
ance be recovered? by the fact that the cut-off is removed, but an RG fixed point
also features universality, thus introducing infinitely many relations between the
couplings and leaving only a finite number of relevant parameters to be measured.
The question of whether the continuum limit in quantum gravity is of relevance or
not is a highly-debated one.

3.2 Background Independence and the
Renormalization Group

One of the great difficulties associated to a continuum limit in Quantum Gravity is
the fact that unlike the gauge forces described by the Standard Model, gravity is a
force describing the dynamics of space-time itself. Hence, background-independence
should be a crucial ingredient of any theory of quantum gravity. This requirement
comes with a baggage of difficulties. In the absence of a background, setting up a
renormalization group flow becomes very challenging, as the absence of a background
also implies the lack of scales. The notion of scales and being able to hierarchically
organize degrees of freedom in terms of these scales is, however, at the heart of the
renormalization-group approach. Setting up a renormalization group flow, which al-
lows one to connect a given UV theory to the IR, becomes difficult. When discussing
the continuum limit in different theories of quantum gravity in the following, we will
discuss different strategies to circumvent these issues.

2Note that this does not necessarily have to be the case. The continuum limit could for instance
also correspond to Horava-Lifshitz gravity, a continuum theory of quantum gravity which ex-
plicitly breaks diffeomorphism invariance in the UV.
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3.3 The path integral and sum over histories

So far we have discussed that the standard way to quantize gravity fails and an
appropriate regulator that tames the divergences has to be introduced. Let us now
shortly review the expression that several theories of quantum gravity attempt to
make sense of.

A number of approaches to Quantum Gravity build on the path-integral formalism
corresponding to a sum over histories. The quantum gravitational path-integral is
schematically given as

Zog = Z Dy eiSGravity’ (3.2)

topologies

where the topologies might or might not fluctuate and the integration is performed
over all physical four-geometries 3. SGravity 18 supposed to be the fundamental action
of space-time and could denote the Einstein-Hilbert action Sgy but doesn’t have
to. In principle one could replace the Einstein-Hilbert action by a different action
possibly even including gravitational degrees of freedom different from the metric, as
long as the low-energy effective theory is given by the Einstein-Hilbert action*. The
debate of what exactly fluctuates due to gravitational fluctuations is still ongoing,
for instance there is also no clear reason as to why the deep-UV dimension of space-
time should be fixed to four. The transition amplitude from a state s characterizing
a space-time manifold M equipped with a metric g to a state s’ describing a space-
time manifold M’ with metric ¢’ is then computed in standard fashion as

g (M)
Glsh= > [ pgersin, 53)
topologies 9(M)
where the integral is performed over all four-geometries connecting the two boundary
manifolds M and M’, making the sum-over-histories interpretation more evident.
While the path-integral approach to quantum gravity is conceptually intriguing since
it allows for a clear interpretation of gravitational fluctuations as a sum-over-all
histories, it is an ill-defined expression when using standard perturbative techniques.
One of the reasons is that the measure term is an ill-defined quantity leading to the
standard UV divergences of QFT. A number of different approaches to quantum
gravity provide different solutions to remedy the problems related to the naive path-
integral approach to Quantum Gravity, relying on a non-perturbative treatment

30ne could argue, however, that the path-integral should be performed over all four-geometries,
or maybe even over all geometries of any dimension and that the gravitational action should be
such that these unphysical geometries interfere destructively with each other. This is exactly
the stand-point taken by causal set theory, as we will see later on.

“In that regard, it is important to mention that even if Zgqa is not UV-complete, one can still
make sense of it from an EFT point of view. For a review on general relativity as an effective
field theory the reader may consult [41, 42]. One notable prediction is the derivation of quantum
gravity corrections to the Newtonian potential [43].
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of the Einstein-Hilbert action. Ultimately, a consistency test that any theory of
quantum gravity has to pass is that it has to feature a continuum limit that allows
one to recover the well known IR physics described by the Einstein Hilbert action. In
the following, we will introduce the continuum limit and the associated challenges in
obtaining it in a number of different quantum gravity approaches. This discussion
will also allow to highlight the difference between discreteness at the kinematical
level of configurations that enter the path-integral

3.4 Asymptotically Safe Quantum Gravity

Arguably, the most conservative approach to quantize gravity is provided by the
asymptotic safety scenario of quantum gravity, as it does not require the inclu-
sion of new degrees of freedom or the introduction of physical discreteness at short
distance scales. Here, the underlying assumption is that, even though quantum
gravity is perturbatively non-renormalizable it might be non-perturbatively renor-
malizable. As such, asymptotic safety is a generalization of asymptotic freedom,
where couplings attain a vanishing fixed point value at high-energies. The concept
of asymptotic safety is, therefore, not only limited to quantum gravity but is much
more general®. Asymptotic safety corresponds to a realization of quantum scale
symmetry at the Planck scale, where quantum gravity effects are expected to be-
come relevant [45, 46]. Quantum scale symmetry is realized if the canonical scaling
and the quantum scaling of couplings are evened out. This implies that at least one
of the couplings of the theory attains a finite fixed point value such that gravity
could be non-perturbatively renormalizable.

Physically, asymptotic safety predicts that beyond the Planck scale the equations
governing the fundamental nature of space-time remain the same at energy scales
beyond the Planck scale. Another way to interpret the scale invariance entailed by
asymptotic safety is that space-time at shortest distance scales becomes fractal-like
since couplings become independent of the scale at which they are probed as they
reach their fixed point values. Zooming in on space-time thus no longer changes its
fundamental description giving rise to a fractal-like space-time. In relation to this
point, it is also possible to argue that asymptotic safety features a minimal length
scale [47, 48|. Length scales below this scale cannot be probed as space-times 'looks’
the same. Thus, asymptotic safety can be regarded as a continuum theory that
nonetheless features elements of discreteness.

One of the key consequences of quantum scale symmetry is the enhanced predictivity
it entails for the underlying theory. Quantum scale symmetry can be regarded as an
additional imposed symmetry that restricts the number of free parameters to a finite
one. This is related to the discussion on relevant and irrelevant parameters in the
previous chapter: The critical hypersurface introduced in Sec. 2 is finite-dimensional
such that only a finite number of parameters have to be fixed by experiment. Tech-

5As an example, in 2 < d < 4, O(N model have a non-trivial fixed point known as the Wilson-
Fisher fixed point [44].
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nically, evidence for the existence of a non-trivial UV fixed point at which quantum
scale invariance is realized is gathered with the FRG, also introduced in the previ-
ous section and has been initiated with the seminal paper [49]. Here, a UV fixed
point has been found in the so-called Einstein-Hilbert truncation that only includes
two couplings, the Newton constant G and the cosmological constant A. Studies
with the FRG have collected evidence point towards the existence of a gravitational
universality class, which has been dubbed Reuter universality class, within different
truncations of the full theory space [50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60]. There
exists now an increasing consensus in the literature that the Reuter universality class
is characterized by three relevant directions, even though recently there has it has
also been claimed that the dimension of the critical hypersurface of asymptotically
safe quantum gravity could be four [61]. Another key challenge of Asymptotic Safety
concerns the unitarity of the theory at the fixed point. General relativity can be
shown to be renormalizable if an R? term, where R is the Ricci scalar, is introduced.
However, the inclusion of such a term introduces a so-called ghost which renders the
theory non-unitary, violating a basic axiom of quantum mechanics, whereas proba-
bilities are conserved.

In Asymptotic Safety it is expected that higher-order curvature terms are turned
on, i.e., contribute to the dynamics of the theory at the fixed point. The appear-
ance of ghosts, which is related to the existence of additional poles, besides the pole
located at zero momentum corresponding to the massless graviton mode, in the
graviton propagator could, however, be avoided if the momentum-dependent inter-
actions causing the additional poles can be resummed to yield a non-local function.
Challenges related to unitarity can be addressed the study of so-called form factors,
which not only depend on the coarse-graining scale k& but also on the momenta of
the fields. For studies in this direction consider [62].

One of the strengths of the asymptotic safety program for quantum gravity is
that it is straightforwardly possible to study the interplay of gravity and matter
|63, 64, 65, 66] and derive potential phenomenological implications [67, 68, 69, 70,
71, 72, 73, 74, 75, 76]. Studying gravity-matter systems is also of interest as it
allows to put bounds on the matter content by demanding that the fixed point
be not destroyed by the inclusion of matter |63, 65]. As an example, in QCD,
asymptotic freedom is destroyed when too many quarks flavors are added. Studies
of gravity-matter systems have been performed in For a more detailed account of
Asymptotic Safety we advise the reader to consult the textbooks |77, 78] and the
reviews [79, 80, 81, 82, 66, 83, 84, 85, 86, 87, 38|.

For the discussion on the relevance of the continuum limit in different quantum
gravity approaches, the crucial take-away message for the reader is that even though
the configurations that enter the path-integral of asymptotically safe quantum gravity
are continuous four-geometries, the quantum scale tnvariance entailed by asymptotic
safety introduces a minimal length.
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3.5 Euclidean Dynamical Triangulations

The EDT program of Quantum Gravity falls into the family of theories of Quantum
Gravity that aim to quantize the Einstein-Hilbert action non-perturbatively by in-
troducing a lattice, i.e., a minimal length scale which takes the role of a regulator
term. Thus the physical content of the theory is obtained by removing the regulator
by sending the lattice cut-off to zero. The basic idea of EDT is that continuum GR
can be discretized in terms of equilateral four-simplices® that are glued together in
order to form four-dimensional manifolds. As such it can be regarded as an attempt
to formulate a lattice version of quantum gravity, allowing for a full non-perturbative
treatment of the theory. As usual for theories defined on a lattice, the actual physics
emerges when taking a proper continuum limit, as the effects of the discretization
are washed out. The hope of this program is that the continuum limit corresponds
to a theory of continuum quantum gravity, which could well be Asymptotic Safety.
In two dimensions this program is fully successful [89, 90, 91, 92, 93, 94|, reproduc-
ing results that are compatible with ones obtained via the quantization of gravity
in the continuum by means of the Liouville formalism, which will be presented in a
forthcoming section. The reason that gravity is solvable in two dimensions lies in
its topological nature in two dimensions. There are no local fluctuating degrees of
freedom.

The idea of triangulating space-time manifolds is borrowed from Regge calculus [95].
In contrast to Regge calculus, however, where the edge lengths of the triangles are
allowed to fluctuate, EDT posits equilateral triangles of edge length a, in the case of
two-dimensional quantum gravity. We refer to [96, 97| for an introduction to Regge
calculus.

A triangulation consisting of N, four-simplices” that are glued together in such a
way that said triangulation consists of Ny vertices, is weighted with the exponential
of the following action

S[T} == —:‘ioN()(T) + KJ4N4(T>, (34)

where K is related to the inverse bare Newton coupling while x4 is a function of
both, the bare cosmological constant and the continuum Newton coupling. Vertices
correspond to 'meeting points’ of four-simplices. Intuitively, a triangulation 7} with
a given number of four-simplices Nj and vertices N{ will have a larger overall degree
of local curvature than a triangulation 75 with the same number of four-simplices
Nj but with a larger number of vertices Ny > NJ. This intuition is made clear
by introducing the so-called deficit angle. In the absence of matter, we would thus
expect the former triangulation 7} to be less favorable than the latter configuration
Ty, as Ty is closer to the classical solution corresponding to a flat space-time. This
expectation is indeed reflected by the above action, where a triangulation with a large

6A four-simplex can be thought of as being a four-dimensional triangle. A three-simplex for
instance corresponds to a tetrahedron, while a two-simplex is a triangle.
“A four-simplex can be regarded as a four-dimensional generalization of a triangle.
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Figure 3.1: The principle behind the continuum limit in dynamical triangulations:
In the figure above, a three-volume is approximated by building blocks
with a certain edge length a. The edge length of the buildings is con-
tinuously taken to be smaller, while demanding that the overall volume
remains invariant under these rescalings. In particular, the continuum
limit allows to completely remove the discretization effects by rescal-
ing the building blocks to have vanishing edge length. The picture of
Einstein’s head on the right, for instance, already resembles that of a
continuum head. The figure on the left is credited to Getty Images.The
Einstein head on the right can be found at Legoland Florida.

number of vertices will be ultimately favored in the path integral since triangulations
are weighted as follows

z= % ﬁ exp {— (—koNo(T) + kaN4(T))}, (3.5)

where s(T') is a symmetry factor accounting for the fact that there are distinct
ways of gluing four-simplices while obtaining the same triangulation 7". In other
words, one can relabel the simplices and still end up with the same triangulation.
The fact that configurations with larger overall curvature tend to be suppressed in
the path-integral is also analogous to what happens in the continuum path-integral
formulation of Euclidean Quantum Gravity.

Having argued [95, 98] that the action S[T] in Eq. (3.4) is indeed a discretized
version of the Einstein-Hilbert action, it is important to stress once again that the
discretization introduced by the lattice is of a merely technical nature as, ultimately,
one is interested in the continuum limit, where the lattice spacing can be removed,
as is usual for lattice theories in general. Concretely, the continuum limit is of
interest because it allows to rescale the four-simplices to have infinitesimally small
edge length such that the discretization effects can be fully removed. To make this
point clear consider Fig. 3.1 which schematically shows how the continuum limit
allows to remove the discretization effects.

random triangulations
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Figure 3.2: Phase diagram of DT uncovered from Monte Carlo simulations. The
parameter k4 needs to be tuned to a critical value in order find the
continuum limit.

In EDT the infinite volume limit is obtained by tuning k4 to the critical line x§(k2)®.
When k4 approaches the critical line from above it can be shown that the discrete
four-volume grows as [99]

ad

(V) ~

P (3.6)
diverging at exactly the critical line. In order to keep the physical four-volume (V')
fixed, the cut-off a has to be removed. We will discuss dynamical triangualations in
more detail in an upcoming section, where we will also illustrate why tuning x4 to
the critical line k§(k2) gives access to the continuum limit. For now it is sufficient to
just note that x4 is send to a critical line leaving 9 as the only tuneable parameter to
find an interesting continuum phase resembling Einstein-Hilbert gravity. The phase
space of euclidean dynamical triangulations has been explored in [100, 101] and the
phase diagram depicted in Fig. 3.2 has emerged from these studies, where a critical
point (k§, k) separates two phases by means of a first order phase transition. The
different phases can be quantified in terms of different observables that allow for
comparisions with the continuum. One such observable is the Hausdorff dimension
dy. The Hausdorff dimension defines how the volume of a sphere r scales with the
volume V. In the case of a four-dimensional continuum space-time the Hausdorff
dimension agrees with the topological dimension. Hence, a good indication for a
continuum phase of gravity is to find dgy = 4. However, none of the two phases
identified by euclidean dynamical triangulations have turned out to be related to

8k (k2) corresponds to a critical line as ko is a free parameter that can be tuned freely. The

infinite volume limit is independent of the value that ko takes.
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a four-dimensional continuum gravity phase [102, 103, 104, 105]. At small values
of ke < K§ the lattice continuum limit corresponds to a so-called crumpled phase
with no extended space, characterized by an infinitely large Hausdorff dimension,
while at large values of ko > k§, the continuum phase resembles branched polymers
with an associated Hausdorff dimension of dy = 2. Moreover, the phase transition
between the two phases was found to be first-order [106, 107] making the existence
of a continuum limit improbable. The failure to find an interesting continuum limit
from the discretized Einstein-Hilbert action Eq. (3.4) has given rise to the causal
dynamical triangulations program, which we will introduce in a brief moment.
Nonetheless, some recent studies suggest that an appropriate measure term needs to
be taken into account to compensate for the breaking of diffeomorphism invariance
due to the discretization introduced by the lattice [108, 109, 110, 111]. This then
results in a critical surface k§(k2, ) with two tuneable parameters 5 and ko, where
[ is the additional measure term that is introduced.

Dynamical triangulations is an approach to quantum gravity that tries to make sense
of the path-integral of quantum gravity by following a discrete strategy. Ultimately,
however, one in interested in the continuum limit, where the discretization effects
can be remowved.

3.6 Causal Dynamical Triangulations

The failure to find evidence for a second order phase transition in four dimensions
in (Euclidean) dynamical triangulations has given rise to the causal dynamical tri-
angulations program [112, 113, 114, 115, 116, 117]. For reviews on CDT we refer to
[118, 119, 120]. The causal dynamical triangulation approach continues to follow the
same methodological line as the dynamical triangulations framework in the sense
that one is still interested in a UV fixed point where the lattice cut-off a can be
removed giving rise to a continuum theory. As an update to the dynamical trian-
gulations program, a global time foliation is introduced, which can be viewed as a
lattice version of global hyperbolicity in general relativity, which allows to uniquely
evolve a spatial hypersurface in time °. In particular, unlike in EDT, simplices are no
longer equilateral, but are characterized in terms of space-like edge lengths, Eg = ag,
and time-like edge lengths with £2 = —aa?. This distinction allows to construct two
different types of four-simplices, which we will denote (4, 1) and (3,2). The former
contains four vertices in a time slice ¢ and one vertex in the neighboring time slice
t — 1 or t+ 1, while the latter contains three vertices in a time slice ¢ and two in
the time slice t — 1 or ¢t + 1. Thus, CDT can be viewed as a theory of triangula-
tions of Lorentzian geometries. As such, it is possible to analytically continue CDT
triangulations to Euclidean signature and the discretized action of CDT satisfies
iS[LG] = —S[EG], where ' LG’ denotes triangulations of Lorentzian geometries and
'EG' corresponds to triangulations of the rotated Euclidean geometries. The action
for causal dynamical triangulations is more involved than the one for dynamical

9This is closely related to the ADM decomposition of GR.

38



triangulations introduced before. It is given by [11§]
S[T} = —(KJO + 6A)N0<T) + K4 (N4’1(T) + N372(T)) + AN4’1(T> (37)

and introduces an additional coupling parameter A related to the anistropy pa-
rameter a. As a reminder, just as in EDT, kg is related to the bare Newton cou-
pling and k4 corresponds to the bare cosmological constant. The coupling space
of CDT is therefore larger than the one of EDT and correspondingly also offers
a richer phase diagram. The original DT action is recovered for A = 0. It is,
however, worth emphasizing that the configuration space is still different, so the
phase diagrams of EDT and CDT will differ even though the actions agree. The
key characteristics of the CDT parameter space have by now been largely revealed
[117, 116, 121, 122, 123, 124, 125, 126|, showing a phase diagram with four phases
depicted in Fig. 3.3. Phase A is the oscillating phase, where the universe fluctuates
quickly and adjacent slices are not correlated. Phase B is characterized by the CDT
'building blocks’ being concentrated into a minimal number of time slices. Neither
phase A nor phase B correspond to our universe. The phase Cyg is of most in-
terest, as it exhibits a semi-classical geometry that resembles Euclidean de Sitter
space in four dimensions [116, 117, 122|. For larger kg, one observes a first-order
phase transition from Cyg to A, while for lower values of the asymmetry parameter
A, a second- or higher-order phase transition to the bifurcation phase Cj, which
is characterized by the emergence of local geometry around some vertices of the
triangulation, is observed [127, 128, 125]. Moreover, for even lower values of A, the
bifurcation phase Cj, and the phase B are also separated by second- or higher-order
phase transition [129]. Of particular interest is the behavior of the model close to the
phase boundary of continuous phase transitions, as it is of direct relevance for the
definition of a physical large-volume limit. In this limit, the lattice volume diverges
such that the discretization effects of the simplices can be removed !°.

Hence, the current goal of the CDT program is to have a renormalization group
flow via the de Sitter phase Cys in the space of bare couplings towards an UV fized
point, which characterizes a second-order phase transition, while keeping observable
quantities fized. The existence of such a UV fized point allows for the edge-length of
the simplices to be sent to zero such that the discretization effects can be removed,

10This applies to lattice theories in general. For instance, in lattice field theory, the ’physical’,
renormalized mass mp is extracted from the decay of the two-point function

(6(2)é(y)} o exp (—mlz — y]) = exp ('x - y'), (3.8)

where ¢ is the correlation length. On the lattice, it is only possible to measure dimensionless
quantities such that one can only measure the dimensionless combination ampg = é, whereas
the distance |« — y| can only be measured in lattice units. Taking the continuum limit ¢ — 0,
while keeping m g constant, drives the correlation length measured in lattice units £ /a to diverge.
This is only the case if the phase transition is of second order or higher. To make contact with
the discussion above, the correlation length measured in lattice units in our example corresponds
to the lattice volume Ny.
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Figure 3.3: Phase diagram of CDT uncovered from Monte Carlo simulations. The
parameter k4 needs to be tuned to a critical value in order find the infi-
nite volume limit, which allows the edge lengths to be sent to zero, while
physical quantities remain finite. This leaves a two-dimensional parame-
ter space, that allows for the phase diagram depicted above. Four phases
A, B, C4s and C have been identified. Phase A is the oscillating phase,
the three volume of the universe fluctuates quickly and adjacent slices are
not correlated. In Phase B the simplices are all concentrated at one time
slice, in which the Hausdorff dimension is large. This is similar to the
crumpled phase in D'T. The most interesting of the three phases is phase
C. Phase C can be split into two subphases. In phase C, the average
three-volume of the universe can be described by an effective minisuper-
space action. This minisuperspace action describes a Euclidean de Sitter
cosmology. The Hausdorff dimension of this geometry is 4. Figure taken
from [130].

while demanding that physical observables, such as N41/4a, stay finite. Euvidence for
a second-order phase transition has been found and the current studies focus on
exploring the geometry underlying that phase transition.

3.7 Matrix & Tensor Models

The philosophy of the tensor-model approach [131, 132, 133, 134] to Quantum Grav-
ity coincides with the one of dynamical triangulations. Discretization of a continuum
space-time is imposed as a technical way to introduce a regularization, which allows
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to treat the UV-divergences that appear in a continuum path-integral approach to
Quantum Gravity. The key of tensor models is that they generate Feynman dia-
grams which are dual to random triangulations of space-time, see Fig. 3.4. In order
to triangulate a four-dimensional surface a tensor with four indices having certain
symmetry properties, which we will not specify at this point, is assumed, where, in
simplified words, each index corresponds to one dimension. Uncovering a continuum
limit corresponding to a phase of quantum gravity phase in tensor models is still
ongoing research. The key, however, is that there exists a relationship between the
continuum path-integral of Quantum Gravity and a, yet unknown, path-integral of
tensor models

Z /Dg e_SGravity[g]_SMatter[¢] ~ ln (/ DTe_Stensor[T]) , (39)

topologies

where Sgravity[g] corresponds to a fundamental gravitational action, which does not
have to be the Einstein-Hilbert action and Sp,er €ncodes the matter degrees of free-
dom of our universe. The question of whether topological fluctuations are actually
allowed is still an ongoing research question. The motivation to study tensor models
to solve the four-dimensional path-integral for gravity follows from the success of
matrix models in two dimensions. In matrix models, which generate Feynman dia-
grams that are dual to triangulations of two-dimensional manifolds, the question of
the continuum limit has already been answered by explicitly comparing for instance
critical exponents characterizing the singular behavior of observables that have also
been obtained by continuum methods. The generating functional for matrix models
is given as

Fym[M] = In ( / DMe-“<M2>+9“<M3>) . (3.10)

In matrix models the continuum limit corresponds to the so-called double-scaling
limit, which we will also explore in more detail in a later section. In short, the double-
scaling limit is taken by sending the matrix coupling g to some critical value g., while
simultaneously assuming the matrix size N to be very large, i.e., N — oo. The
success of matrix models in recovering two-dimensional Quantum Gravity therefore
also provides the motivation to study tensor models in the first place. Indeed, matrix
and tensor models generate Feynman diagrams that are dual to two-dimensional and
higher-dimensional random triangulations of space-time, respectively. Therefore,
matrix and tensor models can be seen as an alternative formulation of FKuclidean
Dynamical Triangulations. For a review of the connection between matrix models
and two-dimensional quantum gravity we advise the reader to consult [135].
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Figure 3.4: Depiction of the duality between the Feynman graph expansion of the
free energy of a matrix model and a random triangulation. The vertices
in the matrix model correspond to triangles and the propagators to edges
of the triangles. The thickened structure of the lines is due to the fact
that matrices carry two indices.

3.8 Causal Sets Quantum Gravity

The Causal Sets approach to Quantum Gravity posits the causal nature of space-
time as fundamental [136]. For a more detailed account of causal sets quantum
gravity, the reader is advised to consult [137, 138, 139, 140, 141, 142, 143] The
minimalistic idea is that space-time geometry can be fully described in terms of
the causal structure of a manifold and the specification of a local volume element,
known as the conformal mode [136]. As such the assumption is that the space-time
structure is described by a partially order, locally finite set of events. The causal
structure of a manifold is realized by introducing a partial order relation <, which
implies the following two conditions

Transitivity : (Vz,y,2 € C)(z <y <z =z < 2) (3.11)
Acyclicity : (Vx € C)(x £ x). (3.12)

The transitivity condition enforces the usual continuum idea of causal relation, while
the acyclicity condition forbids causal loops, which would allow travelling back in
"time’!! These two conditions are intrinsically Lorentzian given that in a Euclidean
setting there exists no notion of causal order as space-time points are only space-
like separated. The above conditions are not enough to completely fix the causal
structure of space-time. It is still necessary to introduce a scale. Otherwise, it is just

1 An example of a causal loop would be x <y < z < .
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possible to make relative statements about lengths and volumes but to definite ones.
For that reason it is also necessary to set a unit-volume and associate a scale to the
theory!2. Hence the causal structure is not enough to fully specify the metric degrees
of freedom but it is necessary to provide a notion of scale or volume information.
This is done by introducing the local finiteness condition:

Local finiteness : (z,z € C)(card{z <y < z|y € C} < c0). (3.15)

The finiteness condition implies that there is only a finite number of causal points
between any two elements of a casual set. It thus introduces a notion of discreteness.
There exist two philosophies to interpret the discreteness condition: One is to assume
that the discreteness is merely a tool to regularize the continuum path integral
of quantum gravity, just as was the case for dynamical triangulations and tensor
models, while the other interpretation is to postulate that space-time at the Planck
scale is fundamentally discrete’®. Following the latter line of interpretation, which
is the most prevalent in the causal sets community, the Planck length is postulated
as the fundamental length scale and continuum physics is emergent in a coarse-
graining sense, where the metric is just an effective degree of freedom at scales
below the Planck scale. The number of elements of a causal set then corresponds to
the space-time volume. Broadly speaking the following interpretation of causal set
is set to hold

Order + Number = Geometry. (3.16)

This slogan was originally coined by Rafael Sorkin.

Going back to the interpretation of the discreteness condition in Causal Sets, de-
pending on which point of view is taken, one is interested in the continuum limit
or not. If the discreteness is seen as a technical tool to regularize the path integral
for gravity, like a type of random lattice, physics only appears in the continuum
limit. Here, we will be mostly concerned with this interpretation. There are sev-
eral challenges associated to the continuum limit in causal sets quantum gravity.
Schematically, the continuum limit implies the following relation

12 A metric g can be rescaled in the following way
G () = G (@) = )G () (3.13)
such that the line element is given by
ds* — d&* = Q(x)*ds?. (3.14)
Such a rescaling leaves the causal structure invariant (ds? = 0), independently of Q(z).

13Note that the fact that space-time at the Planck scale is fundamentally discrete is an additional
assumption which does not just follow from local finiteness.
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where the causal set path integral is performed over all causal sets C' that satisfy
the transitivity, acyclicity and finiteness condition. This already brings us to the
first challenge: What is the configuration space of Causal Sets? That is, what are
the causal sets (' that enter the path-integral? It turns out that most causal sets
are actually not manifoldlike. A manifoldlike causal set, is defined as causal set that
could have arisen through a random selection of a set of point from a manifold.
This selection process should be such that the volume is locally conserved under
Lorentz transformations. This selection process is referred to as sprinkling in the
causal set literature and space-time points are selected using a Poisson distribution.
Given that most causal sets are not manifoldlike the hope is that the manifoldlike
causal sets interfere destructively. Alternatively, the configuration space could also
be restricted to just the causal sets that follow from a sprinkling process.

As an additional challenge, the causal set approach of quantum gravity also only
allows to make statements about the kinematics, dictated by the three conditions
Eq. (3.11), Eq. (3.12) and Eq. (3.15). It could therefore well be that non-manifoldlike
causal sets are kinematically allowed but dynamically forbidden. This raises the
question on the dynamics of causal sets: What exactly is the action S[C]? Assuming
that regularization is a technical tool, the action S[C] is ultimately determined by
the continuum physics, for instance by the Asymptotic Safety conjecture. Following
that line of thought, the schematic continuum limit introduced in Eq. (3.17) could
take the following form

ZDC’speiS[CSP] — /Dgw,eiSAS[g“”}, (3.18)

where Sag corresponds to the microscopic asymptotic safety action. There exist
two possibilities to search for a continuum limit: Either by Monte-Carlo simulations
or using the functional renormalization group introduced in the previous section
[143]. Both methods are not suited for Lorentzian studies and hence an additional
parameter that allows for an analytical continuation has to be introduced. We refer
to [143] for technical details.

3.9 Spin Foams

The spin foam approach to Quantum Gravity aims to provide a framework that is
intrinsically background-independent and non-perturbative with no reference to a
background geometry at all. The idea is to interpret the sum over all space-time
histories as a sum over all boundary configurations obtained in terms of so-called
spin networks. Spin networks are kinematical states describing the discrete quantum
geometry of space in terms of combinatorial and group-theoretical data and are
derived in loop quantum gravity. Spin foams provide a framework to study the
dynamical evolution of spin networks with the spin foam amplitudes describing the
transition probability between two given spin network states s and §’. For a more
detailed account of spin foams, we refer the reader to [144, 145, 146] More generally,
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spin foams can be regarded as a lattice gauge theory: Space-time is described as
a quantum superposition of geometries weighted by some appropriate amplitude.
Hereby, a lattice is introduced in order to deal with the infinite number of degrees of
freedom that describe the evolution of a spin network'* by truncating them using the
discretization provided by the lattice. The sum over geometries and topologies then
consists in summing over discrete building blocks of space-time. This is very similar
to the tensor model approach to quantum gravity, in the sense that spin foams
are defined as graphs carrying vertices, edges and faces. The difference, however,
is that in spin foams the building blocks also carry group-theoretical data related
to the Lorentz group by carrying spins of the unitary irreducible representation of
SU(2), which can intuitively be thought of as being related to the area of a building
block and intertwiners assigned to the edges and nodes of a spin foam respectively,
which carry information about the shape of the building block. Hence, compared to
tensor models the building blocks already carry some amount information about the
continuum space-time. The question of the continuum limit is highly debated in the
spin foams community. One of the early successes of spin foams is the derivation of
a semi-classical limit for one spin foam building block corresponding to the Regge
action, a discretized version of the Einstein-Hilbert action. The question of how to
take the continuum limit in order to recover four-dimensional manifolds, however,
is still open for debate. There exist different proposals as to how to make sense of
a spin foam path-integral. One possibility would be to sum over all possible foams,
that is over all allowed dynamics of spin networks. This way of interpreting the
path-integral is the philosophy adopted by the group field theory approach that is
discussed below.

Alternatively, a spin foam can be regarded as a regulator. The continuum limit
can then be established in the following way: A truncation of fine hypercuboids
is considered. Similar to a coarse-graining procedure, the fine hypercuboids are
replaced by fewer more coarse and effective ones. The non-trivial aspect of this
coarse-graining procedure concerns the mapping of the boundary data, i.e., the
spins and intertwiners, to the fine building blocks. This relation is provided by
so-called embedding maps, mapping states on the coarse boundary to states on
the fine boundary. The exact choice of an embedding map is highly non-trivial
[147, 148, 149, 150]. Evidence for a phase transition in spin foams has been reported
in [151]. Nonetheless, given the conceptual points mentioned above, we would like
to reemphasize, The continuum limit in spin foams is one of the open challenges:
While it is possible to obtain discrete GR as a semi-classical limit for large quantum
numbers, it is not clear how to obtain a continuum geometry in limit of large lattices.
See [152] a recent review on coarse-graining and renormalization in spin foam models.

14The degrees of freedom in spin-foams are spins and intertwiners.
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3.10 Group Field Theory

Group field theories (GFTs) are closely related to tensor models, spin foams and the
simplicial quantum gravity models like EDT and CDT. The idea behind GFTs is
that a continuum geometry can be recovered from physically discrete atoms of space.
Space-time is ultimately recovered by considering large collections of building blocks.
In simple words, the picture that GFT proposes is that the universe can be regarded
as a quantum fluid, where the microscopic building blocks form a condensate [153],
analogous to Bose-Einstein condensation. That is, a continuum space is recovered
for a very large number of very small quanta of space-time close to equilibrium,
where the equilibrium state corresponds to a yet to be determined many-particles
vacuum state. Recovering continuum spaces of physical relevance is still one of the
challenges of GFTs. However, using a certain set of simplifications a Friedmann
equation with quantum gravity corrections can be recovered from the hydrodynam-
ics of a GFT condensate [154], which replaces the classical cosmological singularity
with a quantum bounce. In more technical words GF'T is motivated as follows: In
the Loop Quantum Gravity formalism space at the quantum level is described by
combinatorial graphs, equipped with algebraic data related to the group represen-
tation, which for four dimensional quantum gravity models is typically SO(3,1) (or
SL(2,C)) in the Lorentzian case and SO(4) in the Riemannian case. The graphs
carrying algebraic and combinatorial data are called spin networks. Spin networks
states can be shown to correspond to many-body states in a second-quantized Fock
space, where the quanta making up this Fock space correspond to building blocks of
spacetime. The Fock space made up by the discrete building blocks of space is the
Hilbert space that underlies GF'Ts [155]. For a more detailed account of GFTs and
its relation to other approaches of quantum gravity, we advise the reader to consult
[156].
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4 Tensor Models

In the previous section, we have discussed the relevance of the continuum limit as
well as its challenges for different approaches to quantum gravity. We have arqued
that there exists a difference between discreteness at the kinematical level, before the
continuum is taken, and discreteness at the dynamical level, after the continuum
limit has been taken. Crucially these two realizations of discreteness do not have to
wimply each other. The path-integral may consist in summing over discrete configu-
rations but the emerging geometry might be continuous

Dynamical triangulations and the tensor model approach to quantum gravity, for
instance, exploit the discretization of space-time as a technical way to regularize
the divergent path-integral of quantum gravity where the actual physics is found by
taking the continuum limit. In that regard, we have also discussed some key points
related to the continuum limit in asymptotic safety, dynamical triangulations and
tensor models, and how these three approaches are or might be related to each other.
Here, we will attempt to make these points more precise and clear, paying particular
attention to the tensor model approach to quantum gravity. We will start by dis-
cussing the conceptual commonalities of dynamical triangulations, matrix models !
and continuum quantum gravity in two dimensions. Their relationship is displayed
in Fig. 4.1. The idea of the relationships depicted in Fig. 4.1 is the following: A
continuum surface can be discretized in terms of small polygons, whose exact shape
does not matter. For instance, the surface can be triangulated or discretized in
terms of squares. The continuum limit, where the effects of the polygonization can
be removed, then corresponds to two dimensional quantum gravity. The dynamical
triangulations approach hinges mostly on numerical methods as computations are
performed on the lattice. The matrix model formulation of quantum gravity offers
analytical insights into the theory of random triangulations as its Feynman diagram
expansion can be shown to be dual to polygonizations of two-dimensional surfaces.
Matrix models, hence, provide an analytical way to access the continuum limit. Un-
derstanding the relationships depicted in Fig. 4.1 will set the stage to discuss higher
space-time dimensions, in particular four. Whether the relationships depicted in
Fig. 4.1 actually also hold in higher dimensions is still an open research question.
Gravity in two dimensions is special, as we will see below, and therefore it is highly
non-trivial that a relationship between tensor models, dynamical triangulations and
continuum gravity could also persist in higher dimensions. In any case, the discus-
sion on two-dimensional quantum gravity will provide us with a toolbox to discuss
higher-dimensions, also shining light on possible subtleties related to the inclusion
of topological fluctuations in the path-integral of quantum gravity. Equipped with

'Here, matrices can just be regarded as tensors with two indices.
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Figure 4.1: General idea of how matrix models relate to Dynamical Triangulations
and 2d Quantum Gravity.

the toolbox that we acquired from studying two-dimensional quantum gravity, we
will explore the possibility of a continuum limit in tensor models in three and four
dimensions that might provide insight into a phase of quantum gravity, potentially
corresponding to Asymptotic Safety. The technical tool that we will employ to ex-
plore this possibility will be the functional renormalization group introduced in Ch.
2. As already discussed in the previous chapter, the fact that a theory of quantum
gravity has to be a theory of space-time rather than a theory on space-time implies
the absence of a notion of a background, which is a crucial ingredient in the usual
Wilsonian RG approach introduced in Ch. 2. We will overcome these conceptual
difficulties by setting up a renormalization group flow in terms of the tensor size
N, which counts the number of degrees of freedom. While the tensor size N no
longer corresponds to a local scale, taking N to be the RG scale makes contact with
the coarse-graining approach, where the philosophy is to replace many fundamental
variables by a few more effective ones. Equivalently, taking the tensor size N as a
scale, we will replace large tensors with many entries by more effective tensors with
fewer degrees of freedom.

We will, thus, pay particular attention to these conceptual points in the following
when discussing the continuum limit in tensor models.
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2D Quantum Gravity in the continuum

Our quest to explore tensor models for four-dimensional quantum gravity begins in
two dimensions, where gravity is special, allowing us to introduce a set of tools that
will be also of relevance for higher-dimensions.

The fact that two-dimensional gravity is special, is already apparent at the clas-
sical level, as the classical equations of motion are trivially satisfied. As a conse-
quence, gravity is, on the one hand, purely topological and on the other hand not
only diffeomorphism-invariant but also Weyl-invariant, which greatly restricts the
physical metric degrees of freedom. This can be seen by considering the Riemann
curvature tensor R, ,,, which respects the following set of symmetries

Ruupo’ = _Ruupa = _RMVO'pv (41)
Ry = Ropyo: (4.2)
Ruvpo + Rooup + Rupow = 0. (4.3)

In any space-time dimension d, the Riemann tensor can be shown to have
1
czﬁfW—U (4.4)

independent components. This implies in particular, that in two dimensions the
Riemann tensor only admits C' = 1 independent components.

Gaining a deeper understanding about the Einstein equations in two dimensions
allows to better understand why two-dimensional gravity is special. Tt is therefore of
interest to have knowledge not only about the number of independent components of
the Riemann tensor but also about its exact form. For this reason, it is instructive
to consider a maximally symmetric space-time, that is a space-time that is both
homogeneous and isotropic. For such a space-time, it is possible to show that the
Riemann tensor only admits one independent component, corresponding to the Ricci
scalar 2. Indeed it can be shown that R,,,, can be written as

R

Rype = m (GupGvo — GuoGvp) » (4.5)
which after contraction with g,, also yields the Ricci tensor
R
RMV = Eguy (46)

for a maximally symmetric space-time. Similarly, as already pointed out, in two
dimensions the Riemann tensor admits C' = 1 independent components. Therefore,
the Ricci tensor of two-dimensional gravity will have the same form as Eq. 4.6, with
the exception that in two dimensions R can depend on the space-time position unlike
in the maximally symmetric case where R is constant. Since now, in two dimensions

R

RMV = Eg/“, (47)
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it follows that the Einstein tensor

1
G/U/ = Rp,u - §QW/R =0 (48)
vanishes trivially, independent of the space-time considered. This is a consequence
of the fact that two-dimensional gravity is topological, i.e.,

/d2m\/§R =X, (4.9)

where x is the Euler character. In two dimensions the Euler character can be
expressed in terms of the number of handles h of the underlying space-time, i.e.
X = 2 — 2h. Hence, there are no local but only topological degrees of freedom in
two-dimensional classical gravity.
The fact that the Einstein tensor vanishes identically implies that the two-dimensional
cosmological constant also has to vanish in the case of pure gravity. As a result, the
classical theory is not only invariant under diffeomorphisms but also possesses an
additional conformal symmetry since the classical action is invariant under

G = g, (4.10)
where w(x) is a space-time dependent parameter. The fact that two dimensional
gravity possesses an additional symmetry besides coordinate reparametrization in-
variance will turn out to have interesting far reaching implications for the quantum
theory.

Liouville Gravity

In two dimensions, classical gravity is not only diffeomorphism invariant but also
classically conformal. At the quantum level, however, conformal invariance is broken
due to the path-integral measure term not being invariant under conformal trans-
formations. In order to restore conformal invariance, one is led to introduce the
so-called Liouville action, which renders two-dimensional quantum gravity coupled
to conformal matter non-trivial by introducing an additional gravitational interac-
tion on top of the ones included by the Einstein-Hilbert action. The conformal
anomaly introduces an additional interaction that has the structure of the Liouville
action

Sp(o) = /d2§\/§ <%g‘“’8,p&,a + Ro + 76”) : (4.11)

up to some different prefactors. The above action introduces an interaction term
Ro, rendering the quantum theory of two-dimensional gravity non-trivial. Here, o
is the Liouville field corresponding to the conformal mode.

A standard quantity that allows to compare Liouville gravity to dynamical triangu-
lations and matrix models is the so-called string susceptibility, which describes how
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the partition function scales for fixed large areas. The area can be fixed by including
a delta constraint in the path-integral such that

Z(4) = / DyDge—S 5 ( / 2675t — A) | (4.12)

where the measure Dy describes the integration over matter fields and Dg the
integration over conformal metrics. Here, § denotes the background metric in the
conformal gauge g., = €?gq. For large areas, the scaling of the partition function
can be expressed as

lim Z(A) ~ A072371 (4.13)
A—o0
which also serves as a definition for the string susceptibility 7. The string suscepti-
bility « can be determined by a scaling argument presented in the appendix. From
that scaling argument it follows that ~ is given as

1

- = (p-1)-VD=2)(D-1)). (4.14)

~
Here, D corresponds to the so-called central charge which can be expressed as D =
1 —6/m(m+1), where m is an integer m > 2 indexing the unitary discrete series of
conformal field theories. D has been normalized such that the theory with one free
boson has central charge D = 1. Pure gravity then corresponds to a theory with
central charge D = 0. To make contact with matrix models, we replace the central
charge D by m such that the string susceptibility is given as

v=-— (4.15)
For pure gravity, D = 0 such that m = 2. In that case the string susceptibility
corresponds to ¥ = —1/2. A theory coupled to a conformal 1/2-boson or a fermion
can be shown to have a central charge of D = 1/2 such that m = 3. Such a theory
is known as the two-dimensional critical Ising model and has a string susceptibility
of v = —1/3. The string susceptibility is historically the first indication for a cor-
respondence between matrix models, dynamical triangulations and two-dimensional
continuum gravity. Further evidence in favour of this correspondence has been
gathered by studying the scaling of observables close to the critical point that is
approached in order to take the continuum limit.
Let us finally close the discussion on Liouville gravity by pointing out that it only
allows to derive the area scaling for fixed topology given by Eq. (4.13). As an out-
look, matrix models for two-dimensional gravity can be solved for both fixed and
fluctuating topologies. When the topology is held fixed, the string susceptibility
will agree with the one of Liouville gravity. Two-dimensional quantum gravity with
fluctuating topology is defined through the matrix model formulation. It is, how-
ever, still an open research question whether topological fluctuations actually have
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Figure 4.2: The gravitational path-integral including gravitational, matter and topo-
logical fluctuations.
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to be taken into account. If topological fluctuations are considered, one then finds
the following schematic description in two dimensions

Z~ Y / Dge Senld =~ / Dg e PATX, (4.16)
h

topologies

where [ is the two-dimensional cosmological constant which is coupled to the area
A = [+/detg and v is related to the two-dimensional Newton coupling and linked
to the Euler character which is given by

1
X:E/\/deth:2—2h, (4.17)

where we made use of the Gauss-Bonnet theorem, which states that in two dimen-
sions [ v/det g R is topological and replaced the sum over topologies by a sum over
handles h, which in two dimensions denotes the number of holes of a given topology
as depicted in Fig. 4.2

Dynamical Triangulations and Quantum Gravity

So far, we have remained in the realm of continuum gravity. We have shown that
classical two-dimensional gravity is trivial. At the classical level, 2d gravity is not
only diffeomorphism invariant but also Weyl invariant. The latter symmetry is
broken at the quantum level and the restoration of the symmetry, by including a
Liouville-like action, renders the theory non-trivial. We showed that for fixed topol-
ogy it is derive a set of critical exponents that describe how the partition func-
tion of Liouville gravity scales for fized large areas. In the following, we will be
also interested in considering topological fluctuations. This challenge can be ad-
dressed in the matriz model framework. We will see that for fized topologies, the
string susceptibility derived for Liouville gravity can also be recovered in matrix mod-
els
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Matrix models offer an alternative formulation of two-dimensional quantum gravity?.
In an attempt to make the relationship between matrix models and quantum gravity
clear we will first understand how two-dimensional space-times can be discretized
in order to deal with the usual divergences appearing in quantum field theory. This
is the cornerstone of not only dynamical triangulations but also Regge calculus, an
alternative, and historically, the first way to discretize the path-integral of quantum
gravity. The second step will consist in understanding how these discretized surfaces
can be naturally generated via a certain family of matrix models. Finally, we will
show how to remove the effects of the discretization and take the continuum limit,
which encodes all the physical content and argue why the continuum limit corre-
sponds to two-dimensional quantum gravity. En route we will highlight the power
of matrix models, which are easier to access analytically compared to dynamical
triangulations. As a reminder for the reader to not get lost at this stage, the big
picture of how all these aspects are related is encoded in Fig. 4.1. The following
subsections will be devoted to understanding the different relationships depicted in
Fig. 4.1.

Discretizing 2d Quantum Gravity

It is an open question, whether topological fluctuations have to be taken into account
in the gravitational path-integral®. If topological fluctuations are considered, the
path-integral in two dimensions also contains a sum over h, where h denotes the
number of handles. Liouville gravity with fluctuating topology has not been solved
as we discussed in the previous section. A framework that allows to study the
two-dimensional gravitational path-integral with fluctuating topology is, however,
provided by the theory of dynamical triangulations and matrix models, which we
will inspect in more detail, foreseeing the relevance of these two frameworks for
further discussions on higher dimensions.

The main obstacle in order to solve the path-integral for quantum gravity is that
[ Dg is not clearly defined and leads to divergences. One strategy to overcome this
obstacle is to discrelize the path-integral by replacing the sum over topologies and
space-times by a sum over random discrete triangulations. Ultimately, the physics
content of the theory is accessed in the continuum limit, where the effects of the
discretization are removed. In a field theoretical language this suggests the following
replacement

> / Dg — > . (4.18)

random triangulations

2In the context of quantum gravity, matrix models have actually emerged in two distinct ways:
On the one hand matrix models were successful as a way to solve two dimensional Liouville
Quantum Gravity. On the other hand matrix models also found use in 0-dimensional String
Theory, which can be regarded as a theory of surfaces with no coupling to matter.

3Note that even though topological fluctuations might be allowed kinematically at the level of
configurations that are summed over in the path-integral it is not clear whether they can appear
from a dynamical point of view.
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Figure 4.3: Graphical depiction of the deficit angle ¢;, which is a way to quantify local
curvature in a discrete setting. If ¢; = 0, six equilateral triangles meet
a vertex. This corresponds to a locally flat triangulation. In the above
figure €; > 0, which implies that in order to connect the triangles at the
two extremes, it is necessary to ’cut the page’ and the local curvature
will be positive. Conversely, €¢; < 0 describes negative curvature.

In this context the use of matrix models as a tool to solve two-dimensional quantum
gravity will also become more apparent. In order to justify the line of argument pro-
posed by Eq. 4.18, where the gravitational path-integral is discretized, we will first
convince ourselves that is indeed possible to rewrite geometric continuum quantities
in a discrete way. This will provide some heuristic evidence that random triangu-
lations and matrix models are indeed a way to describe two-dimensional quantum
gravity and that Eq. 4.18 is valid way to tackle the challenges associated to the
path-integral of quantum gravity. In that spirit, to support our line of argument
that dynamical triangulations provides a way to solve two-dimensional quantum
gravity, we will understand how the Ricci scalar can be rewritten in a discrete form
in a dynamical triangulations setting. While showing that such an equivalence holds
is not sufficient in order to prove that dynamical triangulations in 2D corresponds to
two-dimensional quantum gravity as we remain agnostic to the dynamics of dynam-
ical triangulations and quantum fluctuations might spoil this duality, it will provide
some motivation in favor of Eq. 4.18. We will address these issues later on.

The space-time volume term in two dimensions can be shown to be discretized as

1 \/§a2
detg «— =S N; : 4.19
| Vet D (419)

4

where N; denotes the number of triangles at each vertex ¢ and V342 /4 is the area
of an equilateral triangle of edge length a and is typically set to one by convention
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such that the area element in a discrete setting reads
! >N (4.20)
O, = = i .
345

In simple words, the quantity on the right hand side represents the total number of
triangles. The factor 1/3 accounts for the fact that we are overcounting the number
of triangles as we are summing over all vertices ¢ and each triangle is part of three
vertices, as each triangle has three corners.

In order to rewrite the curvature term in a discrete setting it is necessary to introduce
a notion of local curvature. One way to do so is via the so-called deficit angle, which
intuitively measures the departure from flatness, see Fig. 4.3, and is given by

g =2 — Y at), (4.21)

ted

where «;(t) is the angle of a triangle at a vertex i. In a flat triangulation, the angles
of all triangles meeting at a vertex ¢ will add up to 2w, such that ¢;, = 0. If ¢; < 0
(e; < 0), the curvature will be negative (positive). Assuming equilateral triangles,
this expression can be rewritten as

s
where 7/3, the angle of an equilateral triangle, is multiplied with the number of
incident triangles at a vertex 7. The curvature can then be discretized in terms of

the deficit angle as
/ Vdet gR +— 2 Z Vol(i*™ — vertex) g; = 2 Z Eiy (4.23)
M i i

where Vol (i — vertex) is the volume of a vertex and is set to one by convention,
such that the total curvature can be expressed as a sum over deficit angles. Note
that the above relationship only holds in two dimensions, where [/detgR is a
topological invariant. Indeed, the above equality is fixed by demanding that both,
the discrete as well as the continuum version give the Euler character, as we will
show in a moment.

Plugging ¢; given by Eq. (4.22) into the above expression we obtain

/ Vdet gR +— ;M (1 - %) : (4.24)

such that the generating functional Z is given by

Z ~ > exp (—1/321\@—2@ (1—%)). (4.25)

oriented triangulations
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Let us recall that the discrete version of the area element /det g is expressed as the
total number of triangles which can be written in terms of Eq. (4.19). Combining
this with the above equation, it is evident that the Ricci scalar admits the following
discrete formulation

_ 27(6 — N;)

Ri )
N;

(4.26)
where N; denotes the number of incident triangles at a vertex ¢. The reader can
indeed check that o;R; yields Eq. (4.24). The dependence of the discrete Ricci
scalar on the number of incident triangles captures its local nature. For N; = 6 the
triangulation is locally flat at the vertex ¢, while for N; > 6 (IV; < 6) the curvature
is negative (positive). Using some identities relating the total number of vertices,
edges and faces, which are non-local quantities to the number of incident triangles
at each vertex ¢ it is possible to rewrite the discrete Einstein-Hilbert action in a
more convenient form. Rewriting the discretized Einstein-Hilbert action in terms of
vertices, edges and faces has the benefit that they can be related to the topological
Euler character, something which is not evident from the current form, where we
have expressed the Einstein-Hilbert action in terms of local properties at the incident
vertices.

The first step in the derivation consists in realizing that each edge is shared by two
triangles such that we can relate the total number of edges to the number of incident
triangles in the following way

2E =Y N (4.27)

Another way to understand the above expression is by multiplying the total number
of triangles by three, which is the number of edges of each triangle. As argued above
the total number of triangles is given by 1/3 ). N;.

Discrete Quantum Gravity

Having hopefully convinced the reader that it is possible to rewrite geometrical
quantities in the continuum in a local setting, we will now explore the relation-
ship between dynamical triangulations and two-dimensional quantum gravity. The
generating functional for dynamical triangulations takes the following form [157]

1
7 — E agNo+a_N_+aaNa 4.98
S(T)e ’ (4.28)

where Ny, N_ and Na are respectively the number of vertices, links and trian-
gles and ag,a_, an are free parameters and s(7') is a symmetry factor, which
follows from the fact that there are several ways to obtain the same triangula-
tion, just by permuting the vertices, edges and faces of the triangles. The vertices
v, edges e and faces f used to built the surface are taken from the labeled sets

oriented triangulations
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v=A{v,...,on },e = {e1,..,e_} and f = {fi,..., fa} ; for this reason the symmetry
factor is given by s(T) = No!N_INa!. Relabeling of the triangulation can be seen
as a discrete version of diffeomorphism-invariance in the continuum. The config-
uration space over which one is summing contains only oriented triangulations in
order to forbid non-Riemannian manifolds such as the Mobius strip. Moreover, the
edge length is kept fixed, in contrast to Regge calculus, where the edge length is
allowed to fluctuate [97]. The above path-integral can be understood intuitively as
one adds all the ingredients required to build a triangulation with a discrete notion
of local curvature. It is, however, clear that these ingredients (the vertices, links and
triangles) cannot be independent from each other as a triangle is constructed from
vertices, links and edges. This is also what one expects from trying to make contact
with the continuum formulation of the Einstein-Hilbert theory of quantum gravity,
which only contains two free parameters, the Newton coupling and the cosmological
constant. Indeed, the following identity relates the number of links to the number
of triangles

3NA = 2N_, (4.29)

which can be understood from the observation that each face of a triangle contains
three edges that are each shared by two triangles. Taking also into account the
discrete version of the Euler character y = Ny — N_ + Na, one can recast the
generating functional of dynamical triangulations into the following form

1
Z = > ﬁe-wﬁw (4.30)
oriented triangulations

with A and ~ being given as

a 3a_
/\ = — (?0 + T + CLA> (431)

and
Y = ao- (4.32)

It is straightforward to see that A\ and ~ are related to the cosmological constant and
the Newton coupling, respectively. The exact relation between A and v on the one
hand and the Newton coupling and the cosmological constant on the other hand is
given as

1
and
1
- 4.34
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where we set the area of an equilateral triangle to be one. Note that even though A
does depend on the Newton coupling G it is often somewhat inaccurately also just
referred to as the cosmological constant in the literature. From the generating func-
tional Eq. (4.30) it is possible to generate dynamical triangulations via a Feynman
graph expansion. Note that the previous conceptual discussion on the discretization
of continuum quantum gravity does not require triangulations. We could equally
well have considered any type of polygonizations. The discreteness is merely a tech-
nical tool and the dependence on the form of discretization should disappear when
taking the continuum limit.

The remaining question is now how to obtain the continuum formulation. This
question can be approached following two related line of thoughts.

The first one being that from an intuitive point of view, we expect the continuum
limit to be the limit where the average number of triangles diverges, while physical
quantities such as the total space-time volume or the renormalized cosmological con-
stant are kept fixed as shown in Fig. 4.4. Following this line of argument we would
see (as we will also discuss in the following), that the size of the triangles would have
to go to zero. Alternatively, one could also reverse the order of the previous argu-
ment and demand that the continuum limit must correspond to the limit where the
size of the triangles a, which acts as a cut-off, is sent to zero. Indeed, in the contin-
uum limit all information on the discretization should be lost, as the discretization
is assumed to be merely technical rather than a physical feature of the theory. A
continuum limit at a finite a, however, suggests that the shape of the polygon that
is used to discretize the surface is actually relevant. This feature is only avoided in
the limit ¢ — 0. Again, just as in the former line of argument, physical quantities
should be finite in order to be observable. Paired with the fact that we sent a — 0,
this implies that the average number of triangles (Na) has to diverge ¢. In short,
the continuum limit corresponds to the limit where a — 0 and (Na) — oo, while
physical quantities are kept constant. Let us fix for now the topology. In order to
have the average number of triangles diverge, the partition function Z needs to be
singular. This can be easily understood as correlation functions are computed by
taking derivatives of the partition function with respect to the discrete avatar of the
cosmological constant, A, as

or

and only diverge if 7, is singular. Typically, these divergences occur in a power-law
fashion. Given also that the two-dimensional theory depends only on one parameter
A, it is therefore safe to assume the following singular behavior, where we fix the

*Note that even though (Na) and is therefore strictly speaking an observable it does not cor-
responds to a physical quantity. The average number of triangles is a mere artifact of the
discretization. The unphysical nature of the average number of triangles becomes very obvious
if one thinks about discretizing a given surface. Depending on the size of the triangles the
average number will differ even though the physical quantity, the area of the surface, remains
constant.
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Figure 4.4: Continuum Limit in the dynamical triangulations approach. The average
number of triangles is increased while the volume of the triangulation
is kept finite. The continuum limit corresponds to the limit where the
average number of triangles diverges.

topology
Zolg] o< (A = Ac)™* + less singular terms. (4.36)

The coefficient @ captures the way in which the singularity is approached and is
related to the critical exponent at the fixed point. The average number of triangles
is then given as

<NA>h = —%IDZ}L = )\_L/\c
One observes that the limit where (Na) tends to infinity implies that A is sent
to some critical value A.. All higher-order moments, such as e.g. (NaANa), can
be also shown to diverge. Physically, this means that the system no longer has a
characteristic scale. Indeed, an alternative way of phrasing the continuum limit is
that one is interested in a critical point where scale invariance is observed®. As
discussed in Ch. 2 scale invariance implies a second order phase-transition, which is
characterized by diverging observables. The diverging behavior allows one to remove
the cut-off.

Let us stress once again that the continuum limit corresponds to the limit, where
the average number of triangles diverges while the size of the triangles a, which
acts as a cut-off, is sent to zero in such a way that physical quantities such as the
volume or the dimensionful cosmological constant are kept fixed and finite. Note
however, that the cosmological constant or the space-time volume of individual
configurations can differ and are therefore fluctuating. It is only the volume and
the cosmological constant averaged over all space-time configurations that are kept
fixed. The dimensionful cosmological constant in two dimensions is given as

A= )\/ad’ (4.38)

+ less singular terms. (4.37)

5In two dimensions it can be shown that scale invariance also implies conformal invariance, which
puts even more constraints on the theory. Whether this also extends to higher dimensions is a
current research topic.

29



It is then possible to define a renormalized cosmological constant as
AR = (/\ - )‘c)/a2a (439)

such that the unphysical cut-off a can be removed if X is tuned to some critical value
A¢ in such a way that Ag is kept fixed and finite.

As a consistency check to see that all physical quantities do indeed remain finite if
AR is kept finite, it is worthwhile to have a closer look at the physical volume. In
two dimensions this simply corresponds to the total average area, which is given via

(A) = a*(Na)

a? 1
A— o Ap

=« (4.40)
We see that the requirement that Ar be finite also implies finiteness of the physical
area. It is straightforward to check that also the higher moments (A™) are finite.
Let us remark that this previous analysis is not a proof that the continuum limit
actually is equivalent to the continuum theory defined according to Eq. (4.16). In
the previous analysis we have assumed fixed topology. The question on the existence
of a continuum limit when topological fluctuations are allowed can also be asked and
is best addressed in the framework of random matrices. The surfaces of different
topology that one is summing over can be approximated by unphysical discrete
polygonizations. It turns out that these polygonizations can be generated by matrix
models by making use of a duality between the Feynman graphs of the following
matrix model with an n-valent interaction term g and the polygonized surfaces. The
benefit of using matrix models rather than staying in the framework of triangulations
is that matrix models can be tackled analytically as we will also see in some later
section.

2D Gravity from matrix models

As already touched upon, matrix models are dual to dynamical triangulations and
therefore offer an alternative road to solving two-dimensional Quantum Gravity.
The benefit of matrix models is that they can be accessed in an analytical way. The
generating functional for matrix models is

oZ — /dM e—%tr]WQ—&-iNk/gQ_ltr]Wk, (4.41)

where M is a hermitian matrix and N is the size of the matrix. The logarithm of
the above expression corresponds to the free energy of the theory. The particular
scaling in N is required in order to relate matrix models to dynamical triangulations
as in that case each Feynman diagram is weighted by a factor NX, where y denotes
the Euler character. This allows to recast the sum over Feynman diagrams in a
matrix model in terms of a sum over topologies. The above expression generates
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Figure 4.5: Part of a random triangulation. At A and C the triangulation is locally
flat as six equilateral triangles are meeting at one vertex. At B the
triangulation is curved, as there are less than six triangles meeting at
one vertex.

both connected as well as non-connected correlation functions, which is the reason
why the logarithm of the above expression, which is the free energy, will correspond
to the path integral of two-dimensional quantum gravity in the continuum limit.
In that case the non-connected diagrams, which are dual to non-connected patches
of space-time, are removed. A more naive approach to generate 2d surfaces would
involve a scalar ¢" theory. However, the generated Feynman diagrams will not
have enough structure to only reproduce Riemann surfaces. This is remedied by
Hermitian matrix models, which generate so-called ribbon graphs with orientable
loops, thus avoiding non-orientable surfaces like the Md&bius strip.

Using a tri-valent interaction term, i.e. £ = 3, will lead to Feynman diagrams that
are dual to triangulations of the surface. It is, however, important to stress that the
way in which the surface is tessellated plays no role, as the discretization is just a tool
to make sense of the path-integral and one is ultimately interested in the continuum
limit, where the effects of the discretization will disappear. The key concept here
is universality, which wipes off any details of the discretization. Having motivated
why it is interesting to consider matrix models to solve 2d Quantum Gravity, we
will now explain in more detail how matrix Models connect to 2d gravity. The key
is to relate the inverse Newton coupling v and the cosmological constant 5 to the
characteristic quantities of the matrix model, namely the coupling g and the size of
the matrix V. We will leave the technical details of the exact identification for the
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appendix. For now it will suffice to note that the above-mentioned quantities are
related in the following way

g~ e & N~ e, (4.42)

where ¢; and cy are constants larger than zero. These relations can be understood
through a series expansion of the path integral.

The continuum limit in matrix models

In order to learn about the continuum limit in the matrix model scenario, it is useful
to perform the following rescaling of the matrix M

M — MVN, (4.43)

where N denotes the size of the matrix, which allows one to pull out an overall
factor of NV in the matrix model action, such that one gets

eZ — /dM eN(—%tI‘M2+gter)‘ (444)

The benefit of this rescaling is that it is easier to keep track of the powers of N
appearing in the amplitudes of a Feynman expansion: Each propagator will con-
tribute with a power of N1, each vertex with a power of N and each loop will also
contribute with a power of IV, due to the contraction of delta functions coming from
the propagators. The series expansion of ¢Z can be reorganized in a 1/N expansion
in the following way

e/ => N7, (4.45)
h

where h is the number of handles reflecting the underlying topology. Taking the
naive large-N limit leads to a domination of planar topologies (h = 0). On the
other hand, it is possible to rewrite the 2d continuum action in a similar way as

Z=Y / Dge P4 =3 " ()" Z,,, (4.46)
h

h

where the series expansion is indexed in terms of the number of handles of a given
Feynman diagram which allows to immediately identify N ~ e7. The perturbative
series Zp, in the coupling g can be shown to, asymptotically for large number of
vertices n, behave as

Znlg) =y apn®mon2t (5) ~ ap (9. — g)* 7, (4.47)

n

where we replaced x by x = 2 — 2h, which holds in two dimensions and a is a
constant.
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In order to compare with continuum results we need to identify a notion of ’area’
in matrix models. This can be done as follows: If we restrict ourselves to spherical
topology, h = 0 and express Zj in terms of a perturbative series in the coupling g,
we find that

Z), ~ ; =3 (gﬁ)n . (4.48)

The average area of all triangulations (A) = (n) corresponds to

1 0

(A) = (n) v—g 99 In Zj,. (4.49)
The critical exponent g, is called the string susceptibility for historical reasons and
Ystr = —1/2 for pure gravity and g, = —1/3 for gravity coupled to the Ising model.
Assuming a matrix model potential such as the one introduced in the free energy
Eq. (4.44) with one interaction parameter, it is possible to show that there exists
a critical point at which the continuum limit can be taken for which 7, = —1/2.
Assuming a more complicated potential with additional couplings to tune, it is
possible to recover so-called multi-critical points. These multi-critical points can be
shown to be characterized by the critical exponents of gravity plus conformal matter
[158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169], as derived from Liouville
gravity coupled to conformal matter. One can think of the new parameters as being
related to additional degrees of freedom, as now, additional distinct geometrical
forms are introduced in the dual picture. For instance a potential of the form

V(M) = %tr(MQ) T tr(MP) + (MY, (4.50)

will lead to Feynman graph expansion which in the dual picture mixes triangles and
squares. Again, the exact geometrical form does not matter, as it is a mere technical
tool to discretize the continuum path integral. What matters is the property of
having two distinct interactions that can be understood as being related to two
distinct degrees of freedom. For v, < 2 topological fluctuations are enhanced as g
approaches the critical value g.. This raises the question whether it is possible to
compensate the suppression of topological fluctuations in the large-N limit by an
enhancement of them as g approaches g.. As we will see in a forthcoming section,
it turns out that it is indeed possible to consider all topologies when taking the
so-called double-scaling limat.

Analytical Results of matrix models

One of the main advantages of matrix models compared to dynamical triangulations
is that it is easier to get an analytical handle of matrix models.

The first indications pointing at the equivalence of 2d quantum gravity and matrix
models in the continuum limit relied on comparing critical exponents on both sides.
The critical exponents of matrix models in the simple large-N limit can be derived
analytically using standard matrix-model techniques.
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Saddle Point Approximation

One of the main advantages of matrix models compared to dynamical triangulations
is that it is easier to get an analytical handle of matrix models.

The first indications pointing at the equivalence of 2d quantum gravity and matrix
models in the continuum limit relied on comparing critical exponents on both sides.
The critical exponents of matrix models in the simple large-/N limit can be derived
analytically using standard matrix model techniques. The key is to rewrite the
hermitian matrix model in Eq. (4.44) in terms of an integration over eigenvalues
and it is therefore crucial that the matrix be a square matrix. Decomposing the
matrix in Eq. (4.44) in terms of its eigenvalues gives

e’ = / dM e~ N9V M) / Hd)\ A?(N)em N9V (4.51)

where we renormalized the potential in order to pull out the coupling constant g and
A()) is the Vandermonde determinant corresponding to the jacobian that follows
from reducing the measure dM to an integration over eigenvalues. The Vandermonde
determinant is defined as

A =TT - A) (4.52)
1<)

and can be interpreted as a repulsive force pushing the eigenvalues away from each
other. This effect competes with the potential V' that acts as an attractive force
which in itself would be minimized if all the eigenvalues lied together at some con-
stant value. For the potential we are considering here this constant value would be
zero. Interestingly, this mechanism of balancing the repulsive nature of the Van-
dermonde determinant and the attractive nature of the potential allows to model a
number of phenomena in nature, e.g., the distance between cars parked in a street or
birds perching on an electric wire [170, 171]. This can be understood in the following
way: On the one hand, the wire is limited in its size and hence acts as a constraining
potential. On the other hand the birds cannot occupy the same space, pushing their
neighbors mildly to the sides. This leads to a repulsion that can be modeled by
the Vandermonde determinant. The reader may consult [170] to see that the gap
distribution of eigenvalues of a Gaussian matrix model at large-/N indeed fits the
distribution of spacing between perched birds or parked cars.
In the large-N limit, it is possible to perform a saddle-point expansion in order to
solve the path integral. The saddle point equation is then derived from

9 <eln<A2<A>>—(N/g>ZV<Ai>) —0, (4.53)
By

where we exponentiated the Vandermonde determinant in order to make its contri-
bution to the total potential more apparent. Performing the derivative leads to

2 1 1
— 2V (), 4.54
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where the effect of the Vandermonde determinant is illustrated very clearly as
the minimum of the total potential is shifted by a contribution proportional to
—1/32,2(Ai = Aj). Solving the above equation is quite cumbersome and we refer
the reader to [172|. Having found a solution to the classical equations of motion, one
then proceeds to evaluate the partition function in the saddle-point approximation
approaching some critical point where the continuum limit can be taken and the
partition function becomes singular. It turns out that near the singular point g. the
partition functions behaves as
4 N? 5/2
Z(g) ~ T15 42 (9e —9)”"" .
The singular behaviour of Z near its critical point is then compared to the singular
behaviour in the Liouville case which is given by

Z(A) ~ ALsu=2)5-1 (4.56)

(4.55)

and may be compared to the scaling of Z(g).

Orthogonal Polynomial Method

The saddle point method introduced in the previous section was historically the first
approach to solve matrix models. It is however limited to fixed genus g. A more
powerful method that also allows to solve the partition function of matrix models of
relevance for quantum gravity with fluctuating genus is the orthogonal polynomial
method. We will illustrate the conceptual steps and refer to [172| for the details.
The starting point is again the decomposition of the matrix in terms of its Eigen-
values such that

¢? / dMe VM / HdA AZ(N)e™ 2 VD) (4.57)

The orthogonal polynomial method now consists in introducing a set of polynomials
that are orthogonal with respect to the measure of the matrix model such that

/ d e VPN Por(N) = $n0pm, (4.58)

where s,, are normalization coefficients that are fixed such that the polynomial P,
has the form P, = A" + ..., which explains the appearance of the constant s,, on the
right-hand side of the above equation.

The free energy of the matrix model can then be rewritten as

N-1 N-1
Z _ NI H s; = N! H A (4.59)
=0 k=0

where fp = sp/sk_1. Solving the matrix model therefore comes back to finding the
normalizations s,, or equivalently their ratios. We refer the reader to [172] for details
on how this is done.
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The Double-Scaling Limit

In the previous section we have discussed how to take the continuum limit at fixed
topology h. This led to a domination of planar diagrams which tessellate the two-
dimensional sphere S?. In the following, we will also consider topological fluctua-
tions, which in the so-called double-scaling limit are enhanced such that manifolds
of all topologies contribute in the continuum limit. In the large-N limit, where N
denotes the size of the matrix, and for large number of vertices n in the Feynman
graph expansion, it is straightforward to rewrite the free energy of a Hermitian
matrix model with a tri-valent interaction as

2—2h
€Z ~ Z (N (gc _ g)(Q_Vstr)/2> ay, (460)
h

using the findings of the previous section. Topological fluctuations will only be
retained, if the expression inside the brackets approaches a finite value. That is N
approaches infinity, while ¢ is tuned to its critical value g. in such a way that

N (g — )" 27 = st (4.61)

is kept fixed at some constant. This is exactly the double-scaling limit. We will come
back to this limit later on when thinking about how to set up a renormalization group
flow for matrix and tensor models.

What about higher dimensions?

In higher dimensions the argument to write down the path-integral and search for
a continuum limit would go along similar lines. That is once again we can keep
Fig. 4.1 in the back of our mind. The generating functional for higher-dimensional
dynamical triangulations will now take the more general form

D
1
Z — Z m exp <QON0 -+ CL_N_ -+ CLANA + Z ale> ) (462)

oriented triangulations =3

where the NN; are i-simplices. We include all ¢-simplices up to the space-time dimen-
sion D. Just like in the two-dimensional case the different i-simplices are not in-
dependent from each other. The constraints given through the Euler character and
the relation between edges and faces in the previously discussed two-dimensional
case are updated by higher-dimensional versions [173]. These higher-dimensional
constraints are the so-called Dehn-Sommerville relations [174, 175]. To construct a
simplicial manifold 7 one must therefore satisfy

X(T) = Z(—l)"M(T), (1.63)
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where x(T') is the Euler character and

- i+1)!
.Z (=) (i — 2k(+;)!()2k - 1)!Ni(T) =0 (4.64)

where k is an integer satisfying 1 < k < D/2if D is even or

D

;C(_l)i(z — zfliill))!!(%)!N"(T) =0 (4.65)

where k is an integer ranges from 1 < k < (D —1)/2 if D is odd.
Let us take a closer look at the four-dimensional case where the Dehn-Sommerville
conditions imply the following set of constraints:

No— N1+ Na— N3+ Ny, =, (4.66)
9N, — 3N, + 4N; — 5N, =0, (4.67)
5N, = 2N;. (4.68)

Combining the above expressions with Eq. 4.62 leads to a path-integral formulation
with two independent couplings, which in turn means that the theory space of
couplings consists of two tuneable parameters to identify an interesting continuum
limit. In particular, the partition function is given by

1
7 —kn Np (T)+kn—2Np—o(T) 4.69
> ’ (469

oriented triangulations

where the couplings k,, and k,_5 can be associated with the Newton coupling G and
the cosmological constant A as follows

| arccos(+) -
k, = Avol(c™) 4+ 5 (n+1) nwvol(a ) (4.70)
and
vol(a"?)
by g = SN ) 471
, = 2 (4.7

where the former is a linear combination of the cosmological constant A and 1/167G,
while the latter is inversely proportional to 1/167G.

It is possible to explore the continuum limit following the same line of argument as
in the previously discussed two-dimensional case. Physical quantities are demanded
to remain finite, while the lattice cut-off a is removed.
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What about higher-curvature terms

The Asymptotic Safety scenario of quantum gravity suggests that it might be in-
teresting to also consider discrete versions of higher-order curvature terms. In par-
ticular, there are hints that some linear combination of R? and R, R*” might be a
relevant direction |55, 56, 57, 58, 59, 60]. This would imply that one would have
to tune an additional parameter in the discrete setting in order to find a physically
interesting continuum limit. From the previous discussion we know that we can
identify

(4.72)

which in turn implies that we can generalize this to obtain a discrete expression for
R? by simply squaring the previous expression [176]

R? = (W)Q (4.73)

A much less obvious question, which is still an open research question is how to
discretize R, R". Proposals in that direction have been put forward in [177, 178,
179].

4.1 Tensor Models

The previous sections were devoted to gain an understanding of how matrix mod-
els, dynamical triangulations and two-dimensional quantum gravity are related. In
particular, we showed that a Feynman graph expansion of the free energy is dual
to dynamical triangulations. The power of matriz models is that they can be ac-
cessed analytically which allowed us to study their relationship to two-dimensional
Quantum Gravity. The success of matrix models as a way to solve two-dimensional
Quantum Gravity, naturally motivated physicists in the 90’s to consider a gener-
alization of matrix models to higher-dimensions, in particular to three and four
dimensions [180, 181, 182, 183]. This led to the consideration of tensor models. The
simple idea behind studying tensor models is that it is possible to construct dual
building blocks of space-time from a tensor interaction such that a Feynman expan-
sion of the free energy of a tensor model corresponds to a gluing of these building
blocks.

In two dimensions, the duality between matrix models and dynamical triangulation
hinged on the fact that vertices corresponded to two-simplices while propagators
were associated to edge pairings. Tensor models allow to extend this duality to
higher dimensions d by relating vertices to d-simplices and propagators to gluings of
faces of co-dimension 1. Each index of a rank-D tensor can be associated with the
D — 1 face of a D dimensional polyhedron. The rank of a tensor which corresponds
to the number of indices of a tensor is then related to the space-time dimension d.
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The standard techniques that allowed to solve matrix models, such as for instance
the orthogonal polynomial method that we discussed previously, were, however, not
available for tensor models. Ultimately, the first tensor models were discarded be-
cause they did not admit a 1/N expansion of the free energy as matrix models did,
where the 1/N expansion could be recast into a topological expansion, indexed by
the genus.

In 2009 and thereafter, the so-called (un)colored tensor models [184, 185, 186, 187],
were introduced and shown to admit a 1/N-expansion of the free energy labeled
by the so-called Gurau degree [188, 189, 190]. This non-negative integer, unlike the
genus is, not a topological quantity, but depends on both the topology and the de-
tails of the triangulation. This new class of colored tensor models was characterized
by more constraining symmetries, making the diagrammatics of the Feynman graph
expansion more tractable compared to the original tensor models studied in the
90’s, which were taken to be completely symmetric under permutation of indices. In
two dimensions, the leading diagrams in the 1/N expansion of the free energy are
the planar ones, which correspond to triangulations of the sphere. Hence, taking
the continuum limit (without enhancing topological fluctuations) was shown to lead
to planar diagrams. The equivalent of planar diagrams in tensor models are the
so-called melonic diagrams which are characterized by a Gurau degree w = 0 and
dominate the 1/N expansion of the free energy.

While tensor models were introduced as a way to generalize the success of matrix
models in solving two-dimensional quantum gravity to higher-dimensions, they have
also found applications in a wide range of different fields. It is possible to devise two
lines of thoughts where tensor models have found applications. One line of research
attempts to explore the relationship between tensor models and random surfaces
[191], which is the line of research followed in this thesis, while the other line of
thought is dedicated to the study of strongly-coupled QFTs.

For theories with a large number of fields N, a perturbative series in terms of 1/N
exists that allows to treat the couplings non-perturbatively. This is of interest in the
study of holographic dualities, where, recently, tensor models have been considered
in the context of the AdS/CFT conjecture after a reformulation of the Sachdev-Ye-
Kitaev (SYK) model [192, 193]. The SYK model is a toy model that allows to study
the AdS/CFT conjecture, employing real fermionic tensor fields without quenched
disorder and was put forward in [194, 195, 196, 197]. In contrast to the tensor
models that are of interest to quantum gravity, the tensor models that are studied
in the context of the SYK model are space-time dependent. The link between the
SYK model and tensor models has, thus, sparked intense research of so-called tensor
field theories in one or more dimensions [198, 199, 200, 201, 202, 203, 204, 205, 206,
207, 208, 209, 210, 211, 212, 213, 214, 215]. More generally, tensor field theories are
also of interest due to their generic properties in the melonic large-N limit®. For
instance, in [195, 201] a non-trivial conformal field theory (CEFT) has been found in

6As a reminder, the large-N limit of tensor field theories is dominated by so-called melonic
diagrams.
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the infrared. The motivation behind studying such CFTs is on the one hand to im-
prove the theoretical understanding of CFTs in higher dimensions and on the other
the potential relation to the AdS/CFEFT conjecture. For a review on melonic CFTs
we refer the reader to [216]. As a side remark, it is worth mentioning that more
recently, tensor models have also being studied in the context of machine learning
|217, 218].

Complex tensor models

The first uncolored tensor models studied in the tensor model literature were the
complex tensor models.

A complex rank-D tensor model is a model that is invariant under independent
rotations of each tensor index under the unitary group U(N), where N denotes the
size of the tensor, that is

1
Tbl b2...bp = T(Ql az...ap Z Utg,l)bl a2 bQ "UCSD)I)DTbl b2...bp>» (474)
b1,b2,...,bp

where the matrix U is unitary. As a consequence, tensor invariants, invariant under
of U, are always built from complex conjugate pairs of tensors where the first index
of one tensor T is contracted with the first index of another complex conjugate
tensor 7. Finding tensor invariants at a given interaction order therefore amounts
to a combinatorial problem.

A valid tensor invariant could for instance take the following form

= Z Ta1a2a3Ta1azb3Tb1b2a3Tb1b2b37 (475)

a;,b;

It is straightforward to show that the above expression is invariant under actions of
the U(N) group on each tensor index.

In the following we will drop the sum and summation over indices will always be
implied.

It is standard in the literature to associate colors to the distinct indices in order
to keep track of the contraction pattern. These colors however are not related to
colored tensor models introduced before.

The tensor invariants of a complex tensor model admit a graphic representation in
terms of edge-colored bipartite graphs.

Real tensor models

Real rank-D tensor models were shown to also admit a large-N limit [219]. They
are defined as being invariant under independent actions of the O(N) group on each
tensor index. More explicitly, one has

Tb17b27 7 :>T(;,1 az,. Z Oa1b1 a262 O( ) Tb17b27 7b (476)

apbp
b1,b2,..,bp
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The property of O entails that invariants are built from pairs of real tensors, where
just like in the complex case, the index of some tensor at some position 7 is contracted
with the i*" index of some other tensor. The interactions of the complex model also
exist in the real model in the sense that in the real model T' = T'. However, compared
to the complex tensor model, the real tensor model has an extended and therefore
richer set of interactions. Of particular importance is the so-called cross interaction
of a rank-3 real tensor model

O(T) = T(11(12(13Ta152b3Tb1a2b3Tb1b2a37 (477)

where each tensor is contacted to all the other tensors in the invariant. The name of
this interaction stems from the fact that tensor invariants can also be represented as
edge-colored graphs. In order to do so, indices of a tensor are associated to edges of
a graph and tensors are represented by vertices. The contraction pattern of a given
tensor invariant is then captured in the specific way that vertices are connected
by edges. As an example, the above introduced interaction admits the following
graphical representation.

C(T) = TalazasTalbzbsTb1a2b3Tblb2a3 = :'“~: ) (478)

where the edges correspond to indices and lines correspond to contractions between
them. The colouring of the line indicates the position of the index in the tensor. In
the graphical representation Fig. 4.78 it becomes evident why C(T) is referred to as
the cross interaction.

Multi-orientable models

It is also possible to consider invariants constructed from both real and complex
tensor. Such models are called multi-orientable models and were introduced in
[220, 221, 222, 223]. See [224] for a review. They were originally introduced as an
update to colored tensor models by allowing for a larger class of invariants, while
still admitting a large-N expansion.

4.2 RG flows for Matrix and Tensor Models

Let us summarize our discussion on tensor models so far. In two dimensions there
exists a relationship between continuum quantum gravity and matriz models. This
relationship provides the motivation to study tensor models as a way to discretize
higher-dimensional gravity. First attempts to bridge the gap between tensor models
and continuum quantum gravity were already undertaken in the 90’s. Unlike matrix
models, where the Feynman diagram expansion of the free energy could be organized
in a 1/N ezpansion in terms of the genus, the tensor models considered at that time
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were not 1/N-expandable. Almost 20 years later a new class of colored tensor models
was proposed, which was shown to admit a 1/N expansion of the free energy indexed
by the so-called Gurau degree. This resparked the original idea of tensor models to
provide a way to analytically access a discretized path-integral for four dimensional
quantum gravity. The physics emerges when taking the continuum limit. In the fol-
lowing we are going to discuss how the continuum limit can be studied in the context
of tensor models and highlight how a renormalization group flow can be set up for
tensor models. The continuum limit then corresponds to a fized point of this RG
flow.

Typically one is used to thinking about the RG in terms of a shell-wise integration
of momenta. This approach allows one to clearly define the UV and the IR in terms
of high and low momenta, respectively. The existence of a UV and an IR regime
requires the existence of a background, which describes the underlying space-time.
In a theory of Quantum Gravity, however, space-time itself is also fluctuating. As
a consequence, a theory of Quantum Gravity is expected to be background inde-
pendent as the singling out of a special background would contradict our intuition
about GR.The absence of a fixed background geometry in turn implies the absence
of any characteristic length or scale in general, which is a crucial ingredient in the
Wilsonian renormalization group approach. It is therefore a highly non-trivial ques-
tion how one can set up an RG flow to search for fixed points of that flow.

It is, however, possible to circumvent these issues by setting up an RG flow in such
a way that the outermost layers of indices are integrated out. The size of the matrix
or the tensor can then be interpreted as the RG scale. This way to set up an RG flow
is actually very intuitive as it is very much related to the fundamental philosophy
of coarse-graining as a way to describe a system with many degrees of freedom in
terms of fewer, more effective, degrees of freedom, where one thinks of the matrix
or tensor size N as counting the number of degrees of freedom of a matrix or tensor
model. Successively integrating out rows and columns in a matrix model for instance
corresponds to decreasing the matrix size N and reducing the number of degrees of
freedom [135]. To make this analogy more solid, it is necessary to recall the discus-
sion on the continuum limit in matrix models for two-dimensional quantum gravity,
where it was shown that the so-called double-scaling limit can be taken in order
to recover a two-dimensional quantum gravity phase characterized by an associated
critical exponent. As a reminder, the double-scaling limit is characterized by the
coupling ¢ in Eq. (4.41) approaching its critical value g., while the matrix size N
tends to infinity in such a way that the expression

(9—9.)7 N = Ny (4.79)

is kept at a constant value Ny. It is possible to rewrite this expression in a more
familiar way, where

s (5) o
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Rewritten in this way, the above equation resembles the linearization of the flow
around a fixed point, as discussed in Ch.2 at g. where 6 denotes the critical exponent
and N sets the RG-scale. The existence of a double-scaling limit in matrix models
can therefore be shown to be analogous to the existence of a fixed point characterized
by one relevant direction.

4.2.1 FRG for Matrix and Tensor Models

Given that the double-scaling limit of matrix models can be interpreted as an RG
flow in terms of the matrix size N, it is possible to also set up a functional RG
to study non-perturbative phenomena along the lines of the derivation presented in
section Ch.2. Given a matrix model or a tensor model it is possible to derive a flow
equation for the effective action I'y, given as

1 —1
Oy = 5Tr ((rﬁ + RN) atRN) , (4.81)

where Ry is a regulator that satisfies the criteria mentioned in Ch.2 such that it
acts as both an IR and a UV regulator. The FRG for matrix and tensor models
was first derived in [225, 226|. Since the FRG cannot be solved exactly and one has
to rely on a truncation of the effective action I'y. In a local QFT, a truncation is
typically set-up in terms of local operators and the notion of a background allows
one to define a canonical mass dimension for these operators, which then implies a
canonical scaling dimension which is a crucial ingredient when building truncations,
as otherwise the canonical guiding principle, discussed in Ch.2 becomes nonsensical.
The absence of a background in matrix and tensor models, however, makes the
scaling properties of operators with the RG scale N a non-trivial question. We will
show that it is, nonetheless, possible to give matrix and tensor operators a canonical
scaling dimension without making reference to a background.

Large-N scaling for Tensor Models with the FRG

The definition of units of length or energy (GeV) only make sense when specified
in reference to a background, as one can for instance see from the standard def-
inition of the line element ds* = g,,dx"dz”, which requires the specification of a
background geometry equipped with a metric g. The existence of a background and
the possibility to define units imply the notion of a canonical mass dimension. The
canonical scaling dimension is then derived from the assumption that a re-scaling of
units, such as GeV — X GeV, where ) is an arbitrary constant, should be unphysical
and therefore not affect the theory. In a local coarse-graining procedure the scaling
dimension thus accounts for the response of operators to a re-scaling of lengths and
momenta and the canonical mass dimension therefore implies the canonical scaling
dimension. In order for the re-scaling of units to not affect the theory, the action
has to be remain dimensionless and the dimensionful operators need to be rescaled
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accordingly. A simple example to determine the scaling dimension of an operator
can be given in the framework of a free scalar field theory with the action

S[¢] = / d*x m?¢?. (4.82)

Rescaling the units of energy as GeV — A GeV and performing a dimensional anal-
ysis, requires to redefine ¢ — ¢, which implies that the operator [ d*z ¢* has
canonical scaling dimension —2. Contrary to standard QFT, tensor models, how-
ever, do not make any reference to a background and therefore it is no longer possible
to define a notion of length or momentum. The definition of a canonical dimension
seems to be therefore, a priori, not possible or an ill-defined problem, and it is
therefore also no longer possible to analyze the response of a tensor operator to a re-
scaling of some fundamental length scale. There exists, however, an alternative way
to define the canonical scaling dimension in a local QFT, which relies on the beta
functions becoming autonomous, i.e., independent of the RG scale. This method
allows one to recover a scaling dimension that still agrees with the mass dimension,
as one would expect for a local and therefore background-dependent theory. This
second way of determining the scaling dimension, by requiring the beta function to
become autonomous is also more suited for tensor models, where we will require the
beta functions to loose their explicit dependence on N in the large-N limit. Phrased
differently, the beta functions have to admit a 1/N-expansion with non-trivial 1/N°
terms. This requirement will be shown to set upper bounds on the scaling dimension
of couplings. If the upper bound is satisfied the scaling dimension of the couplings
is called enhanced [227, 228, 229, 230, 231|.

Ultimately, the scaling has to be fixed uniquely by making contact with the geo-
metric interpretation of matrix or tensor models. We already discussed that in two
dimensions matrix models can be shown to be dual to dynamical triangulations.
This observation relied on the fact that it is possible to identify the free energy of a
matrix model with the partition function of dynamical triangulations. Demanding
this identification allowed us to relate the two different approaches. In tensor models
the sum over Feynman diagrams are weighted by the Gurau index w in contrast to
the Euler character y in two dimensions [188]. While there is so far no analogue of
the Gurau index in higher-dimensional dynamical triangulations, one would expect
that for the duality between tensor models and dynamical triangulations to make
sense, it should be possible to also introduce a Gurau index in dynamical triangula-
tions and to perform a similar analysis to the one done in order to show that matrix
models and dynamical triangulations in two dimensions are dual.

Benchmarking FRG results

The FRG for matrix models was first derived in [225]. Here, the FRG was applied to
both a truncation of single-trace matrix operators as well as one with both single-
trace and double-trace operators. The double-scaling limit of matrix models was
shown to imply the interpretation of a renormalization group flow in the couplings
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in terms of the matrix size N in [135]. Since the FRG for discrete models has
been derived in [225, 232|, different continuum limits have been charted with these
tools, not only in tensor models but also in the closely related group field theories
[233, 234, 235, 236, 237, 238, 239, 240, 241, 242, 243, 244, 245, 246, 1, 247|.

4.2.2 An algorithm for Tensor Models

In the last sections, we have been showing how it is possible to set up an RG flow for
tensor models in terms of the tensor size N, which allows to search for continuum
limits that are of possible interest for quantum gravity. Crucially, the absence of a
background tmplied that it is not possible to assign a canonical mass dimension to
operators and couplings in order to study their behavior under rescalings of the mass
dimension. This posed some additional complications in setting up an RG flow. We
circumuvented these issues by arquing that an alternative way to assign a notion of
canonical scaling dimension is by insisting that the beta functions do not explicitly
depend on the RG scale N. For local QFTs, this way of fixing the scaling exactly
yielded the canonical mass dimension. The reader is now equipped with the necessary
tools and aware of the subtleties related to a renormalization group flow in tensor
models.

Deriving the running in the tensor size N for all couplings up to interaction order
T? is no longer feasible by hand within the lifetime of a PhD. For that purpose it
is unavoidable to rely on a computer code which is able to derive all beta functions
with as little input as possible. In the following we will present an algorithm which
only requires the 7% interactions of a given tensor model as initial input in order
to derive the beta functions of any rank at any interaction order in principle. The
practical implementation is done in Mathematica and requires the xAct and xTensor
packages [248]. In practice, however, computing higher-order beta functions becomes
very expensive with increasing order of the truncation.

The derivation of beta functions with the FRG requires in practice the specification
of a truncation of the effective action. In order to set up a momentum-independent
truncation it is therefore necessary to construct and identify all invariants at a given
interaction order. A bottom up approach to construct all possible invariant of an
arbitrary tensor model is the following

e Provide all T* interactions. This is the only input needed.

e Compute the two-point functions of all 7% interactions. Derivatives are defined
in accordance with the symmetry of the underlying model. As an example,
tensor derivatives in the O(N)? model are defined as

aTal asas

m = 5!111)1 5a2b25a3b37 (483)

while a symmetric tensor model, where tensors are invariant under permuta-
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tions of all their indices, has the property that

aira asa 1
m = 5 (5a1b1 6a2b2(5a3b3 + 5a1b25a251 5a3b3 + 5a1b35a2b?6013})1
+(5a1bl 5a2b3 5a3b2 + 5CL152 5a2b35a3b2 + 5a1b3 (5a2b1 (5(1362) ’ (484)

e From the T* two-point functions we can construct all 7" interactions, with
n € N and n > 2 by simply contracting the different two-point functions with
delta functions.

The method will be illustrated with the real rank-3 tensor model, although it is im-
portant to stress that the algorithm is model independent and therefore the method
will go through for any tensor model, independently of the symmetry.

Let us consider one representative of each color-symmetric family, which we define

l . (4.85)

where we introduced the notation {«a;} to represent the three indices ay, as and asg.
Using the graphical notation introduced previously in Eq. (4.78), vertices correspond
to tensors, edges between vertices are linked to contracted indices and open lines
going out of a vertex represent uncontracted, open indices. Single lines are delta
functions.

The above graphical expression for the two-point function can be then understood
as follows: Acting with the second derivative on a tensor invariant is equivalent to
opening up a graph by removing two vertices. There are distinct ways of removing
two vertices which in the case above results in three different tensorial building
blocks. The prefactors in front of the distinct tensorial pieces of the two-point
function are of combinatorial nature and count the number of possibilities one has to
remove two vertices while generating the same opened graph. In the above example
the prefactor of four can be understood as 4 = 2 x 2; The two-point function
is symmetric under permutation of the order of derivation. This accounts for an
overall factor of two. The other factor of two in front of each of the pieces of the
two-point function accounts for the symmetries of the invariant when represented as
a graph. Note that it is a peculiarity of 7% that this symmetry factor is the same for
all contributions to the two-point function. At higher orders in 7' this is no longer

the case. Each of the three pieces in the above two-point function of I I represents

7 Alternatively, we will also call refer to II as pillow interaction, as is also common in the

literature.
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a building block to construct higher-order tensor invariants.
The remaining building blocks are obtained from the color-symmetric siblings of I I,

as well as from the cross interaction and the multi-trace invariant. The two-point
function of the cross-interaction reads

Y
| x| =4 T 44 TN 44
0T 0T gy &7

while the two-point function of the multi-trace interaction is given by

'\ . (4.86)

l . (4.87)

Interactions of a given order are built by combining all building blocks obtained
from the two-point functions of the 7% interactions in all possible ways and tracing
over them. Up to degeneracies, this procedure allows to generate all interactions of
a given order. As an example, a T° interaction of a rank-3 O(NN) model can be built
from combining the following three building blocks

N (/. ............ .\ < < >: N / e \ (4.88)

where the prefactor of N follows from contracting the delta functions associated to
the red indices. In order to determine all possible invariants we do not care about
this prefactor and therefore drop it, only keeping the tensor invariant. The above
generated T° interactions corresponds t0 T, asas Tusasbs Toibabs Loibocs Lerescs Teyesas I
the Einstein convention. Since distinct building blocks can generate the same in-
variants, one has to get rid of such degeneracies. In Mathematica, this can be prac-
tically done with the ToCanonical function of the zTensor package. Implementing
the described algorithm and removing degenerate invariants we find the following
number of interactions for the O(N)? model at interaction order T2 T4 T¢ T® and
T10 respectively

1,5,16, 86, 448. (4.89)

while we find the following number of rank-4 O(N) interactions at interaction order
T2 T4 T6 and T8, respectively

1,14,132, 4154, (4.90)

As a cross-check of our method we find that these numbers are in exact agreement
with those found by the authors of [249, 250]. Similarly, we also recover the same
number of invariants for the rank-3 U(N) model as the authors of [251]. Having
identified all possible invariants of a given model up to a certain order, there are
two possible ways to continue to set up the truncation:
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1 The most general theory space is considered by assigning a coupling to every
tensor interaction.

2 A color-symmetric theory space is set-up, which collects the different tensor
interactions in terms of combinatorial families. Each interaction belonging to
the same color symmetric equivalence class gets assigned the same coupling.

Possibility (1), where a distinct coupling is assigned to every interaction, is signifi-
cantly easier to deal with than alternative (2) as one does not have to find a feasible
prescription to collect interactions belonging to the same combinatorial family. On
the other hand the theory space in option (1) will be significantly larger, conse-
quently leading to a larger number of beta functions to be derived.

Let us analyze scenario (2) and explain how one can collect all tensor interactions
belonging to the same combinatorial family. More explicitly we are interested in
setting up a truncation of the following kind

This is a non-trivial question as Mathematica generates output in the Einstein no-
tation, that is, e.g., as Ty a0as Lajasbs Lbibobs Lbiboas- 10 deal with this challenge, a
novel combinatorial object, which we shall call the indicator, that allows to assign
interactions to a unique combinatorial family is introduced. The indicator of depth
k can be defined as follows

Definition 4.1. Let 7;;, ;, = 17 be a tensor of rank d transforming under some
arbitrary symmetry. Let O,(T) = >, Tr,Ty,... Ty, K(I1, I, ..., I,) be a tensor ob-
servable, where the kernel K is a product of Kroneckers implementing the con-
traction of indices in a particular pattern. The indicator of depth k of a tensor
observable of tensors of rank d > 2 is a set of pairs of numbers derived from
Tr( ‘.s.k Tr(T™)). To determine the indicator of depth k, with k& < n,

44444

servable as well as the power in the tensor size N multiplying each newly generated
tensor invariant are collected to form a couple.

In the following we will refer to the indicator of depth k = 2 as simply the indicator
given that this will be the quantity that we will be using in order to identify color-
symmetric families. An example of how to derive the indicator of a given tensor
invariant will be provided below. In simple words the indicator of depth k = 2 of
any interaction is computed as follows:

S.1 Compute the second variation of a tensor invariant, respecting its symmetries.

S.2 Take the trace of the obtained object. This will result in a sum of terms
involving a product between a tensor interaction, a prefactor p € N and the
tensor size N to some power x, where 0 < x < d and d is the rank of the
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tensor. The number of elements in the sum is a way to measure the amount
of symmetry of a given interaction. Broadly speaking: The more symmetry a
given tensor interaction has, the less terms there are in the sum.

S.83 We collect all the prefactors p as well as the powers in /N, that we denote by
x. This gives a list of pairs of numbers (p and x) whose length equals the
number of terms in the sum that one obtained in the previous step. We call
this object the indicator.

As an illustrative example, let us consider again the real rank-3 tensor model and
compute the indicator for the pillow interaction I I Invoking the definition of the

indicator, the computational steps are the following

= {(4,2),(4,1),(4,0)} (4.92)

The idea is to compute the indicator for every interaction in order to finally compare
the indicators of the different invariants to each other. Using the fact that interac-
tions belonging to the same combinatorial family have the same indicator, we can
then assign a single coupling to all interactions belonging to the same family. This
step completes the construction of the truncated effective action in the case that the
same coupling is assigned to all interactions of a given-symmetric family. Crucially,
we have assumed that the following conjecture holds:

Conjecture 1. There is a one-to-one corresponce between a given indicator and a
tensor invariant.

If the above conjecture did not hold, it could be that invariants belonging to
different color-symmetric families could share the same indicator. We have not
found any evidence that the conjecture does not hold. Having set up a truncated
effective action in the case where the same coupling is assigned to all interactions of
a given color-symmetric family, it is possible to proceed with the derivation of the
beta functions using the functional RG. The following steps apply again to both,
scenario (1) and (2). In order to evaluate the flow of the truncated effective action
[y it is necessary to evaluate the right hand side of the FRG equation Eq. (4.81).
One option to proceed with the practical computations is to use the so-called P~1F
expansion. The flow equation can then be expressed as

Oy = %Tr [(O.RN) P + % ;(—1)” Tr [(8:Ry)P " (P'F)"] (4.93)
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with

P=T%|,_,+ Ry (4.94)
and
2 2
F=r{ -1, (4.95)

The P~LF expansion is an expansion in powers of tensors. The trace in equation
Eq. (4.93) involves summing over all indices and fields. Tracing over the contraction
of delta functions appearing in P due to the field-independent part of the second
variation of the effective action I'y with the open indices arising from the field-
dependent part of the second variation (e.g. as illustrated in Eq. (4.87), where the
second variation of the multi-trace melonic invariant opens up indices by "removing"
two vertices), generates new interactions. Hereby, the mechanism is very similar to
the one illustrated in Eq. (4.88), where we were setting up the truncation by tracing
over contractions of different building blocks of the two-point functions of the T4
invariants. In contrast to this procedure, however, it is now also necessary to take
into account the presence of the regulator Ry in the definition of the inverse prop-
agator P and its scale-derivative 0, Ry. The combinatorics of a particular invariant
resulting at order n = 3 constructed through the P~!F expansion can therefore be
illustrated pedagogically using the following diagrammatic notation

Tr (@ Rn)P (PTUF)'] =T (@RN) e )

where the single lines represent delta functions and the scale derivative of the regu-
lator Ry was replaced by a cross. Lines of same color running through the regulator
are contracted. This allows to identify the generated invariant. Note that the above
expression only describes the combinatorics as we dropped for instance the couplings
and prefactors.

We will discuss the details of the P~1F expansion when studying the real rank-3
tensor model and in Appendix B. For now it is sufficient to bear in mind that the
flow generates symmetry-breaking (index-dependent) terms of the following form
through the P~'F expansion

ZTr (P H0.Ry) (PT'F)") =

= Z H (g, bi; g;) x Tnvariant (T*; a;, b;), (4.97)
1,a;,b;
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where k counts the number of tensors that constitute the invariant and H is a
threshold function that includes index-dependent terms coming from the presence
of the regulator multiplied with the couplings associated to the invariants entering
a given term of the P~1F expansion. In general H will have the following generic
form

H(ai7 bz7 gj) =
=fa(gi) x F(as, bi)
x Degeneracy of couplings x Prefactors of two-point function, (4.98)

where f,(g;) is a function that depends on the couplings only and F(a;,b;) is a
function that depends on the indices. The degeneracy of couplings follows from the
fact that the P~ F expansion at order n generates n!/deg(g;)! terms, where deg(g;)
counts the degeneracy of the coupling g;, as one can see more clearly using a little
example. For that purpose, we consider the following explicit form of a part of the
P~LF expansion

(P'F) =P 'F....P'F. (4.99)

Invoking the definition of F in Eq. 4.95, it is clear that there exist n!/deg(g;)! ways
to generate the same invariant as each individual F will be a function of the form

F=> gO2(T" k> 2). (4.100)

For instance, we may consider again the example provided in Eq. (4.96), this time
making the dependence on the couplings explicit. In that case

(4.101)

A proper treatment of the symmetry-breaking due to the regulator requires to con-
sider modified Ward Identities. This in turn necessitates to extend the theory space
by terms that explicitly break the symmetry of the model. The truncated theory
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spaces that we consider in this work will not include index-dependent terms and
therefore we will set indices that appear simultaneously in the function F' and as a
contraction in the invariant Invariant’(T*; a;, b;) to zero as they are not part of the
truncations that we will consider here. Ward identities in the context of the FRG
applied to tensor models have been considered in [252, 253, 254, 255]. See [256] for a
review on the current status. Setting the indices that appear in both the threshold
function F' and the tensor invariant to zero allows one to perform the threshold sums

I =>" Flan), (4.102)

that appear in the computation of the flow of ['y, for instance in Eq. 4.97. Here,
a,, denotes the m < D, where D is the rank of the tensor model, indices that are
non-zero and n labels the order of the P~ F expansion. Hereby, I' is a function
of the anomalous dimension 7, the parameter r introduced in the Litim-regulator
and the scale N introduced by the regulator. The threshold functions for the real
rank-3 tensor model assuming a Litim-type regulator are provided in Eq (B.19) in
Appendix B. We will leave the technical details for a forthcoming section on the
real rank-3 tensor model.

The steps S.1-5.3 of the algorithm have allowed us to derive the function f,(g;), the
threshold function F,,; and the prefactors of the two-point function which enter
the function H in Eq. 4.97. In order to read off the beta functions of the individual
dimensionful couplings, the expressions resulting from the evaluation of the right
hand side of the FRGE, structurally given by Eq. (4.97), need to be compared with
the expressions resulting from the right hand side, which have the following structure

Z(atgf) x Invariant’ (T%) (4.103)
I

The beta functions can therefore be read off by comparing the invariants appearing
in the terms given by Eq. (4.97), that have been generated on the right hand side
of Eq. (4.93) through the P~'F expansion with those coming from O,y given
by Eq. (4.103). In Mathematica the comparision between the invariants generated
through the P~'F expansion with those in 9,y involves the following steps S:

S.4 The previous steps S.7-5.3 yield terms that involve numerical prefactors, cou-
plings and tensor invariants.

5.5 Compute the difference between an invariant 7, generated through the P~'F
expansion and an invariant 7; appearing in the effective action. If this dif-
ference is equal to zero then the prefunction F' associated to the generated
interaction 7, contribute to the beta function of the coupling linked to T;.

S.6 Do this comparison between all interactions of a given interaction order 2n
that can be generated through a P~1F expansion and all interactions of order
2n defining our effective action. As before, whenever this difference is zero, an
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P~ F-generated interaction contributes to the beta function of the interaction
we are comparing to. If a coupling is assigned to every invariant the speed of
this comparision can be accelerated.

S.7 Keep track of the symmetry factors appearing due to the degeneracies of cou-
plings, as well as the 1/2 prefactors coming from the flow equation.

S.8 Add the contributions from the threshold functions.
S.9 Add the contribution from the canonical scaling dimension.

This allows us to find the dimensionful beta functions. The dimensionless beta
functions are determined by insisting on a well defined large-N limit where the
beta functions become autonomous. They will in general have the following generic
form The beta functions that one derives for tensor models will always the following
generic form

Bae = (—lgx] +20) gk + Y N™i7" fimm <H gc> N~ll+Xcloc) (4.104)
j C

J

where the functions f; are functions of (products of) couplings g, where C' indexes
the couplings associated to interactions that generate the invariant linked to g by
means of the P~'F expansion. The i” are the threshold functions introduced in
Eq. (B.19), where the power in N has been factored out. They depend on the
anomalous dimension 7 and the parameter r introduced in the definition of the
modified Litim-regulator in Eq. (4.111). Herein, m counts the order at which the
P~LF expansion has been performed in order to generate the invariant linked to
gr and n counts the number indices running freely through the regulator as delta
functions.

Let us summarize this rather technical part of the thesis. Qur goal is to study the
continuum limit of tensor models for four-dimensional quantum gravity. The tool
that we are using in order to search for fixed points of a renormalization group
flow in the tensor size N is the FRG. The benefit of the FRG s that it allows to
perform practical computations and is thus a very convenient way to explore new
universality classes. The FRG cannot be solved exactly and therefore we have to
rely on truncations of a scale-dependent effective action I'y. We then search for
fixed points within these truncations. To do so, we have to derive the running of
the couplings that span the truncation. The number of tensor invariants at each
interaction order grows very quickly and hence a derivation of the beta functions by
hand becomes unfeasible.

4.3 Understanding 3D

As a first stepping stone towards four-dimensional Quantum Gravity we are going
to study three dimensions.
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Figure 4.6: Geometrical interpretation of the cross-interaction: The tensor is re-
placed by the face of a triangle, while its indices are represented by the
edges of that triangle. With this identification in mind, the cross in-
teraction Ty, apas Lt bobs Lbyboas Lbyasbs, Which can be diagrammatically rep-
resented as shown in Eq. 4.78, is dual to a tetrahedron. One therefore
expects that such an invariant might be of relevance for a possible three-
dimensional quantum gravity phase.

Even though ultimately one is interested in 3+1 dimensions, in this work we will only
focus on purely Euclidean models since the implementation of causality conditions
is not yet understood in higher-dimensional quantum gravity. For this purpose we
will consider a tensor model of rank-3.

In particular, we will study a real tensor model featuring an O(N) x O(N) x O(N)
symmetry such that a tensor transforms under three distinct copies of the O(N)
group as

Ta1a2a3 = 0(21)1710(2) 0(3) Tb1b263 (4105)

azb2 ~azbs

leaving the action invariant. The three-dimensional case will also allow us to illus-
trate the intricacies of the FRG applied to tensor models that we discussed previ-
ously. We look for a continuum limit using the FRG. The Feynman diagrams gener-
ated by tensor models are dual to dynamical triangulations and therefore studying
tensor models in three dimensions is an alternative to probing the continuum limit
in three dimensional dynamical triangulations. The benefit of the FRG is that it
is computationally less costly than the computer simulations that are run in order
to find a tentative continuum limit in the dynamical triangulations setting. Rank-3
Tensor Models have been studied before using Large-N techniques as well as the
FRG [233, 235, 238, 239]. Compared to previous tensor models studied within the
FRG, the real tensor model provides an extended theory space and therefore a po-
tentially interesting continuum limit. In particular, the O(N)? model allows for a
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so-called tetrahedral invariant, 74, a,a5 Lo1b0bs Lbyasbs Lbibyas, Which is forbidden in the
complex tensor model case. On the one hand such a type of interaction extends the
theory space and therefore offers a richer set of possibility of potential continuum
limits. On the other hand one can associate a dual geometrical meaning if one as-
sociates to each tensor a triangle, with the edges denoting the indices of said tensor
and then glues the edges of the triangle together following the contraction pattern
of the interaction, as depicted in Fig. 4.6. As a matter of fact, using this prescrip-
tion it is possible to construct a geometric dual for all allowed tensor interactions.
Naively, one can then think of the Feynman expansion of a tensor model as gluing
together these microscopic geometric entities, such as the tetrahedra depicted in
Fig. 4.6. It is, however, important to stress again that ultimately the physics in the
continuum limit should be independent of the way that the space-time is discretized
and one should therefore not associate any physical meaning to the shape of these
microscopic building blocks and only think about them in an intuitive way. The key
notion is universality, which implies the independence of the emergent physics from
the microscopic details. We will search for candidate fixed points for the flowing
effective action I'y, which allows for a universal continuum limit, using the FRG

1 -1
OLx [T) = NoyTy[T] = 3 Tx [(rﬁ) + RN> atRN} , (4.106)

where, for now, we leave the regulator Ry unspecified. As we have discussed in
previous chapters, the flow equation cannot be solved exactly and we therefore need
to specify a truncation of the flowing effective action I'y [N]. In continuum FRG
computations truncations are typically set up following the assumption that the
canonical dimension is a reliable estimate to tell whether a coupling is relevant or
irrelevant. This so-called canonical guiding principle therefore implies that increas-
ing a truncation should not induce new relevant directions. In the tensor model
language there is however no notion of background and therefore one can also not
associate a canonical dimension to a coupling. We have discussed in the previous
section how it is nonetheless possible to associate a scaling in the tensor size N to
a tensor model coupling by insisting on the large-N limit. We will assume that
increasing the order of interaction leads to lower scaling dimensions and is therefore
an appropriate way to increase a truncation, just like in standard local quantum
field theory. In the following, we will therefore study a truncation of the average
effective action I'y up to order 79, i.e.,

I'n =Tn2+Tna+ g, (4.107)
with
7
FN,Q = TNTalaQagTalaQaga (4108)
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where Zy denotes the wave function renormalization,

_2.1

I'ya = 94,1 Tarazas Torazas Toibabs Larbabs
=+ gif Tal azas Ta1 baas Tblb2b3 Tbmzbs
+ gi:? Ta1a2a3 Ta1(12b3 Tb1b2b3 Tb1b2(13
+ gg,l Ta1a2a3Tb1a263Tb1b2a3Ta1b2b3
+ giQ Tala2a3Ta1a2a3Tb152b3Tb1b2b3 ) (4109)

and

I_\]\7,6 = gg:% TalazasTb1t12a3Tblb2b3T01bzbsTclcchTalczcs
+ gg:f Tal azas Tal baas Tb1b2b3 Tb102b3 TC16263 T01¢12C3
+ gg? Ta1a2a3 Ta1a2b3 Tb1b2b3 Tb1b203 T010263 Tcwza:s
+ ggj Ta1a2a3Ta1b2a3Tb152b3T0162b3T010203Tb1a203
+ gg)f Tll1 azas Tbl azas Tb1b2b3 Tclczbs T6102C3 Talb263
+ g;:? Ta1a2a3 Tb1a2a3 Tb1b2b3 T61b263 T610263 Ta1C2b3
+ géj Ta1a2a3Ta1b2b3Tb152a3Tb10263T6102C3TC1a2b3
+ géf Tala2a3TblaQb3Tblb2a3TC1b263T616203Ta162b3
+ gé:? Tal azas Tb1b2a3 Ta1b2b3 TC102173 T610203 Tbla263
+ ggfp Ta1a2a3 TblaQbs Tb16203 Tclczas Tc1b2b3 Ta1 bacs
+ gg:f Ta1 azas Tb1a2b3 Tbl bacs TC1 b2bs3 TC1 c2a3 Ta16203
+ gg’:; Ttl1tl2ll3TbmzasTb1b2b3Ta1b2b3T61€263TC1C263
+ g:é:g Ta1a2a3Ta1b2a3Tb1b2b3Tb1a2b3T010263TC102C3
+ gg’:g Ta1 azas Ta1a2b3 Tb1b2b3 Tb1b2113 T010263 T010203
+ gtl‘),Q Tala2a3 Tbmzbs Tbl baas Tal babs TCl cac3 T810203
+ gaz Ta1a2a3Ta1a2a3Tb1b2baTb1b2b3TC162C3TC1C263 .

(4.110)

The studied truncation in the graphical representation for the different interactions
is depicted in Fig. 4.7. Herein, the subscripts associated to the different couplings
g,ijl have to be understood as follows: ¢ denotes the number of sub-melons, i.e. the
number of times pairs of indices of two tensors are contracted; j denotes the posi-
tion of a distinct index of a tensor invariant; & denotes the order of the interaction
and [ denotes the number of connected tensor components. Additionally, we also
introduced the superscripts p and np which indicate whether the graph associated to
that interaction is planar or non-planar. It is worthwhile to discuss the appearance
of invariants with more than one connected components, i.e. [ > 1. These invariants
can be represented as disconnected graphs and the analogous versions of these terms
in background-dependent QFT, ([ d*z1Li(x1)) ... ([ d*z2L,(2,)), are typically not
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Figure 4.7: Depicted above is the truncation of I'y for the real rank-3 model studied
in this work using the graphical representation introduced in Eq. (4.78)
for the invariants.

considered as they are suppressed with the space-time volume. Physically, such
interactions also seem weird in a local setting as they necessitate the notion of a dis-
connected space-time and would violate the notion of causality as fields in different
disconnected space-times could interact with each other. In a background inde-
pendent setting, however, where the notion of space-time does not appear, these
disconnected interactions are not associated to disconnected space-times but are
typically obtained as disconnected boundaries of a connected space-time which are
sometimes just referred to as baby universes. Unlike in the local case where non-local
interactions of the form described above are space-time suppressed, the correspond-
ing non-local interactions, such as Ty, 05050 azas, 11 tensor models are generated
by the RG flow. We will show this explicitly when discussing the g functions of
the real rank-3 tensor model. It is therefore not possible to discard these kind of
interactions as they directly contribute to the anomalous dimension and the critical
exponents characterizing the fixed point. It is also not possible to suppress these
interactions through the assignment of an appropriate scaling. One route one might
take, however, is to find mechanism that dynamically realizes a vanishing fixed point
value gi; = 0 for g7,. We will show later on in the discussion of the beta func-
tions that this can be realized if no symmetry between colors is assumed, that is if
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gij = gi’f = gif is violated.

Compared to the U(N)? model which has previously been studied in the literature
using the FRG up to a T truncation, we have to consider the additional interactions,
associated to the couplings 9., g571, g5+ and g¢,.

Applying the FRG

In order to study the above truncation with the functional RG, we have to specify a
regulator that fulfills the set of conditions given by Eq. 2.28, Eq. 2.29 and Eq. 2.30.
Different choices of regulators exist and we will use the Litim regulator

N7 NT
RN({ai7 bl}) = ZN5a1b15a2b25a3b3 (— - ]-> 9 (— - 1) )

ay + as + as a; + as + as
(4.111)

where N refers to the size of the tensor and we have introduced the parameter r,
which for the standard Litim regulator, commonly employed in local FRG compu-
tations, has to be one by arguments of dimensionality. To make this point clearer,
let us discuss why r = 1 in local quantum field theory. Typically, in a Wilsonian RG
setting in momentum space one splits the fields into light modes and heavy modes

according ¢ = ,(p) + én(p), where

o(p), ifp<k
= 4.112
éulp) {0, otherwise, ( )
and
o(p), Hk<p<A
on(p) = ) . (4.113)
0, otherwise,

A flow in the couplings follows from integrating out the heavy modes and demanding
the path-integral to remain unchanged. The distinction between light modes and
heavy modes is based on the existence of a notion of momentum scale, which neces-
sitates a background in order to be defined, since \/F = \/guwp'p’. The existence
of a background and the associated notion of momentum thus also fixes the ratio
between the mass dimension of k and the mass dimension of p to be one in order for
the distinction between light and heavy modes to make sense from a dimensional
point of view, and therefore » = 1. In the tensor model RG language the distinction
between what would be the analogue of the light and heavy modes in local quan-
tum field theory is based on the number of tensor entries. The larger indices of a
tensor are associated to the UV modes, while lower indices are related to the IR.
More concretely, in a tensor model language one could make the following analogue
distinction to the local QFT-on-a-background case

W:{m,ﬁZM<N

o : (4.114)
’ 0, otherwise,
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and

T,, ifN<S.a <N
h:{ o ! 2.0 < (4.115)

i 0, otherwise,

where N’ denotes the total number of tensor indices and is the analogue of the
UV-cutoff A in the local QFT-on-a-background scenario. The crucial difference to a
QFT defined on a background is now that the distinction between light and heavy
modes is made in terms of the magnitude of the indices, which are numbers without
any reference to a background and therefore it is also not possible to associate any
notion of mass dimension to these tensor indices. In turn, this means that the power
of the floating cut-off N can be chosen freely such that more generally one may make
the following distinction

pt = Tow 120 <N (4.116)
’ 0, otherwise,
and
w [T N <Y 0 <N )
“ 0, otherwise,

which explains why the appearance of the parameter r in the Litim regulator defined
previously is an allowed peculiarity of background-independent models. Nonetheless,
r cannot be chosen at random but has to be larger than zero: In the limit N —
N’' — o0 no "heavy’ modes should have been integrated out. In that case Eq. 4.116
should always be satisfied. If r < 0, however, the role of N is reversed. The limit
N — 0 corresponds to the UV limit where no modes have been integrated out,
while N — oo corresponds to the IR. The case r = 0 is also forbidden because in
that case the floating’ cut-off N completely disappears by becoming constant and
continuously integrating out heavy modes of freedom is no longer possible because N
cannot be varied. In the following search for fixed points that allow for a potentially
interesting continuum limit that leads to a three-dimensional quantum gravity phase,
we are, however, going to restrain ourselves to the r = 1 case, although ultimately r
is fixed by trying to make contact with the actual physics that one is interested in.
Choosing a different r» has an immediate influence on the scaling dimension of the
individual couplings. We will discuss this point in more detail later on. The r # 1
case has been discussed in [257].

Derivation of beta functions

Beta functions can be obtained from the Wetterich equation. The P~'F expansion
allows one to then carry out practical computations with the FRG and to derive beta
functions. We will now build on the previous discussion on the derivation of beta
functions and try to make the technical steps avoided in the previous discussion on
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the P~1F expansion clearer and more concrete. The reader who is more interested
in the physics of tensor models rather than in the technical details may therefore
skip this section.

Practical computations with the FRG require two ingredients. First a truncation,
that we already specified in Eq. (4.107) and second a regulator Ry, which is given
by Eq. (4.111). For r = 1 this regulator entails that its scale-derivative is given by

oty — 2y [Lountd (——— 1) (= —
PN T AN a:bi CL1+CL2+6L3 " CL1—|—CL2+CL3 )

i=1

(4.118)

where the anomalous dimension 7 is defined as n = —0;Zy/Zy. Hence, the trun-
cation and the regulator Ry are all the ingredients that are needed in order to
perform practical computations with the P~'F expansion of the FRG introduced in
Eq. (4.93). As already discussed, the regulator introduces an index-dependence that
only vanishes in the limit N — 0 and which breaks the original O(N’) x O(N’) x
O(N') symmetry of the model. Accordingly, it is necessary to introduce a projection
prescription that differentiates between symmetric and symmetry-breaking terms.
This is done by setting indices that appear simultaneously in the regulator and as
indices in tensors to zero. A simple example that arises in the computations is the
following

T (aRx P (PF)")

1 3!70 _2.1\2 1 a1+ as + as 2 N
~N 2 ey - (TR 1—p)—
Z 2 X 2!94,1(94,1) Z]%] N ( 77) ay + s + as + n

1 1
U (it — 1) O ) 1= (i = 1) Olon,02.09)

X Tayasas Lerasas Leipaps Lgrpops Lgryavs Larvans (4.119)

X

where I; denotes the set of indices I; = {{a;}, e1, 91, a2, as, B2, B3,72, 73} and O is
defined as O(iy,ia,1i3) = (N — iy — iy — i3). The factor of 1/2 is the prefactor that
appears on the right hand side of the definition of the FRG. The factor 3!/2! is of
combinatorial nature and counts the degeneracy of couplings. The factor of N arises
from the contraction of free delta functions.

The above expression can be compared to the one given by Eq. (4.97). Hereby, the
function F' is given by F' = F(ay,as9,a3,€1,91). The indices ey, a1, g1 and as occur
as both, overall prefactors and as tensor indices and need therefore to be set to zero
in order to recover the original underlying symmetry of the model. The index ag
does not appear as a tensor index and consequently also does not break the original
symmetry of the real model. Thus, in order to project out non-symmetric terms one
considers the function F = F(0,0,a3,0,0). This allows for the calculation of the
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spectral sums ) F(a;) as the sum does no longer involve a summation over indices
that appear simultaneously in the threshold function F' and the tensor invariant. In
the thermodynamic large-N limit the threshold sums become threshold integrals.
The detailed computational steps are performed in Appendix B. Therefore without
loss of generality we may write in the large-N limit

Tr (985 P (P F)Y)

Loy 0y (2132
= 962_]3V I3 (341) (921) (4.120)
Note that at most R indices, where R is the rank of the tensor, can be non-zero.
In that case the P~1F expansion involves only terms of the two-point function of
multi-trace invariants of the type Ty, 005 Loras0s T1(T™), where n is an even integer,
that have no opened lines, e.g.

(4.121)

The combinatorics of the resulting invariant constructed through the P~1F expan-
sion in the above example in Eq. (4.119) can be illustrated pedagogically using the
diagrammatic notation

where the single lines represent delta functions and the scale derivative of the regu-
lator Ry was replaced by a cross. Lines of same color running through the regulator
are contracted. This allows to identify the generated invariant. Note that the above
expression only keeps track of the combinatorics and not of the spectral sums that
need to be performed.

Scaling Dimension in rank-3 Tensor Models

We have already discussed in detail that as a consequence of the background inde-
pendence of tensor models the scaling dimension has to fixed after having derived
the beta functions by demanding the beta functions to become autonomous, i.e.
loose their explicit dependence on N, in the large-N limit. The beta functions that
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one derives for tensor models will always the following generic form

Boe = (=lge] +20) g + Y N™i" frmm (H gc> N-ll+Eclge] (4.123)
j C

J

where the functions f; are functions of (products of) couplings gc, where C' in-
dexes the couplings associated to interactions that generate the invariant linked to
gr by means of the P~1F expansion. The " are the threshold functions introduced
in Eq. (B.19), where the power in N has been factored out. They depend on the
anomalous dimension 7 and the parameter r introduced in the definition of the mod-
ified Litim-regulator in Eq. (4.111). Herein, m counts the order at which the P~*F
expansion has been performed in order to generate the invariant linked to g and n
counts the number indices running freely through the regulator as delta functions.
The requirement of having a well-defined large-N limit implies the following set of
inequalities

n— (g + Y _[9c] <0. (4.124)

Sticking for instance to the example of Eq. (4.119), this entails the following in-
equality for r =1

1 —2[gi1] = [994] + [9en] < 0. (4.125)

Every term contributing to every beta function will therefore entail an inequality
such as the one above. These inequalities will, however, not be sufficient in order to
uniquely fix the scaling. Ultimately, the scaling has to be fixed by comparing with
the continuum side.

The derived beta functions are presented in the appendix.

Search for universality classes

We may now look for universality classes in the large-N limit. The theory spaces
that we consider in this thesis are rather large and solving

B, =0 (4.126)

will yield a zoo of zeros of the set of beta functions. This, however, does not mean
that the solutions found to this set of equations are actual physical fixed points.
In order to distinguish spurious zeros of the beta functions that arise as truncation
artifacts from physical fixed points we consider the following set of criteria that need
to be satisfied

(.1 Stability of results under successive extension of the truncation.

C.2 Regulator bound n < 7.
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C.3 Canonical guiding principle.

The first criterion implies that a fixed point should already be apparent at low order
in the truncation. In detail this implies that we consider fixed points that already
appear at 7" for n = 0 or in special cases, as we will see later on for a perturbative
approximation of the anomalous dimension. We track those fixed points through
successive extensions of the truncation by considering different approximations of
the anomalous dimension as well as increasing the order of the invariants taken
into account. Therefore, the scheme where n = 0 and only 7% interactions are
taken into account is the simplest one. Next, a perturbative approximation of the
anomalous dimension is considered. This implies that, whenever the anomalous
dimension follows from the scale-derivative of the regulator it is set to zero. This
way only the ’canonical’ n’s that follow from the wave function renormalization
of the couplings are taken into account. The name originates from the fact that
the universal one-loop beta functions for the dimensionless couplings are derived
within such an approximation from the FRG. Finally, taking into account the full
non-polynomial form of the anomalous dimension corresponds to resumming higher-
order couplings. This same scheme is then applied at the next higher interaction
order. This allows us to track the fixed point going from 7 = 0 at 7% to the full non-
polynomial anomalous dimension at order 7°. The change of the critical exponents
should hereby not be larger that O(1). This implies that the number of relevant or
conversely irrelevant directions should only change if |0;] < 1. The second criterion
follows from the consistency of the regulator. In the limit, where the floating’ cut-off
N tends towards the UV -cutoff N’ which tends towards infinity the effective action
'y becomes the microscopic action S. For this to occur the regulator has to diverge,
ie, 8

D
. . NT
yim fiv=lm 2w <@ - 1) O(N — E;a» —o0.  (4.127)

Note that Zx has an explicit dependence on N. In order to analyze the conditions
that need to be satisfied for the regulator to diverge, we are therefore interested in
the particular scaling in NV of Zy, which follows from solving the differential equation

VAN
_ —n. 4.128
Zy ( )
It follows that
Zn ~ N". (4.129)

8In the UV, where the regulator cut-off N tends towards the UV cut-off N’ which itself is sent to
infinity, one wants to recover the bare microscopic action S from the effective action I'y. The
regulator term in the path-integral exp (—T{ai}RN({Oéi, 51‘})T{,3i}) has to therefore decouple in
that limit, which sets the requirement that Ry diverges in the limit, where N’ — N — oo. This
also justifies the use of a saddle point approximation that singles out the microscopic action S.
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In turn this implies that in the UV the Litim regulator has the following scaling in
N

- D
lim Ry= lim N” (JDV— - 1) O(N = a;)

N—N’'—00 N—N’'—00 .
1=

~ lim N™ — oo, (4.130)
N—N'—00

where the regulator only diverges if n < r. This explains the regulator bound
introduced as the second criterion C.2 that we require a fixed point to satisfy. Finally,
the third criterion is the canonical guiding principle. It implies that enlarging a
truncation should not induce new relevant directions. Phrased differently, it means
that the fixed point should not be oo non-perturbative such that the classical scaling
of an operator is still a reliable estimate of whether that given operator is relevant
or irrelevant at an interacting fixed point. In standard, local QFT, the canonical
guiding principle implies that standard power counting of operators is a reliable way
to set up truncations.
In more quantitative terms, the canonical guiding principle sets a bound on the
largest allowed critical exponent by demanding that the inclusion of new operators
in a truncation that has been set up through power counting of operators, should not
induce new relevant directions once the new couplings that are added are sufficiently
irrelevant in the canonical counting.. Therefore, the maximal shift between the
largest critical exponent max(f) and the scaling dimension max(dpg)) of the coupling
with the largest canonical scaling should not exceed the value of the jump that
is required to make the coupling with the largest scaling dimension outside of the
truncation max(djg_ ) marginal. This sets the following bound

max(&) — max(d[g]) S 0— max(d[g}out). (4.131)

Note that not satisfying the above bound does not necessarily imply that the can-
didate fixed point does not exist. It rather means that larger truncations have to
be studied in order to reliably establish its existence or a different way of setting-up
the truncation than the near-canonical guiding principle has to be considered.

Universality classes in 3d tensor models

We find five candidate fixed points that can be separated into two different families
of fixed points: The family of dimensionally-reduced fixed points and the family of
fixed point candidates for three-dimensional quantum gravity. By dimensionally-
reduced fixed points we mean fixed points at which all the invariants that have
non-zero fixed points values exhibit an enhanced symmetry. These invariants are
characterized by the fact that certain indices are always contracted in multiplets.
As a consequence, these multiplets of indices can be 'merged’ to form a super in-
dex. An example of dimensional reduction is illustrated in Fig. 4.8. On the other
hand, the candidate fixed points for three-dimensional quantum gravity cannot be
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dimensionally reduced by merging the same set of multiplets. An example of an
invariant that cannot be dimensionally reduced is the cross interaction Iﬁj::n::ﬁl where all
indices are distinct. Indeed, the cross-diagram allows for a dual ’geometric’ interpre-
tation as a tetrahedron, as illustrated in Fig. 4.6. The three-dimensional character
of the cross-interaction therefore suggests that it might be of relevance in describing
a three-dimensional quantum gravity phase and one would therefore expect that a
fixed point describing a continuum limit where one recovers three-dimensional quan-
tum gravity features a non-zero value for the tetrahedral coupling. Let us analyze
which generic types of fixed points may appear at a quartic truncation just from un-
derstanding the structure of the quartic beta functions. We will first focus on fixed
points that can be dimensionally reduced and afterwards study the ones that might
be of potential interest for a 3d quantum gravity phase. The quartic beta functions

L —

are given as follows. The running of the coupling associated to the invariant has
the following form
4 2,1 22 | 23
92, = (3+ 277)93,2 + 5 (5—-mn) 92,2 (94:1 +giq + 94:1)
4 2,1 2,2 2,1 23 2,2 23 2 2
+ 5 (4= n) (92197 + 91901 + 94:1931) + £ (6 =) (912) (4.132)

The beta functions up to order T* associated to I I (and color-symmetric permu-

tations thereof) are given via

i, 2 in2 2 2
By = 2+ 2m) g5t + (5= (61) + 5(4=m) (d1) - (4.133)

Note that the above beta functions are invariant under gi’% gi’f ~ gif. This

simply reflects the fact that the pillow diagrams have the same combinatorial form
and only differ through their preferred color. Finally, at quartic order, the running
of the coupling of the cross-interaction Ijj::s::ﬁ:] is captured via

3
i (5+2) (4.134)

where we have chosen the enhanced scaling, that is the upper bounds derived through
the requirement of obtaining autonomous beta functions in the large- NV limit are sat-
urated. This implies that gZ,Q has scaling dimension —3, the couplings of the pillow
interactions gi’i have scaling dimension —2 and the coupling linked to the cross in-
teraction has a scaling in N of —3/2. Let us analyze the type of fixed points that
can be found.

The cross interaction coupling 92’1 may be consistently set to zero. In that case its
beta function vanishes identically. There now exist different mechanisms in order to
also make the ﬁgié and fg2 vanish.

Let us focus on the case that is related to the original reason that we introduced
different couplings for the different pillow interactions, namely the dynamical de-
coupling of giQ which was argued to be related to the emergence of connected
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Figure 4.8: The ’pillow’ invariant depicted above features an enhanced O(N’) x
O(N") symmetry compared to the original O(N’) x O(N’) x O(N’)
symmetry of the underlying model. This enhanced symmetry can be
understood from the fact that two indices always appear in pairs. As a
consequence it is possible to merge these pairs of indices to a super-index.
The resulting invariant in its diagrammatic form is shown above on the
right and represents the rank-2 tensor operator My, 4, Mo, B, Moy a4, Mo, B, ,
where capital indices run from 1 to (N’)*. While rank-3 tensor models
generate Feynman diagrams that are dual to triangulations of three-
dimensional pseudo-manifolds, the Feynman diagrams of rank-2 tensor
models (or simply matrix models) are dual to two-dimensional triangu-
lations. This explains the term dimensional reduction when referring to
fixed points where all invariants feature the same enhanced symmetry
and pairs or triplets of indices can be ’collected’ to form a super-index.

space-times with disconnected boundaries. Such kind of topological fluctuations

the space-time splits into baby-universes. Setting the multi-trace interaction : to
zero implies that its beta function takes the following preliminary form '

4 21 22 2
Baz, = 3 (4= n) (91927 + 9i

The above part of the beta function vanishes if all pillow couplings vanish, this
corresponds to the Gaussian fixed point, or if one pillow coupling is non-vanishing
while two are. If all pillow couplings are zero than also their beta functions vanish
identically. Let us analyze the case in which one of the pillow couplings is non-
zero. In that case one of the pillow beta functions, say 52! will have the following

123, 22 23
gg1 + 94,194,1) . (4.135)

) )

- , 22 _ 23
preliminary form, with ¢9, = ¢, = ¢g;7 = g17 = 0, namely

2 2
By = (2+2mgir+ £ (6-m) (931) - (4.136)

A non-trivial zero is found if the canonical term (2+2n) is balanced with 2 (5 — 1) gi’i.
In particular this implies that gi’ll has the following non-trivial fixed point solution
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for a quartic truncation

* 5 242

2,1

lo=—=" . 4.137
9a1 2 5_q ( )

We call a fixed point where g3," = gi,” = gi7 =gy = 0while gj; are non-trivial

(or permutations thereof) a cyclic-melonic single trace fixed point. We see that it
is indeed possible to dynamically decouple the multi-trace interaction.
The second fixed point that we expect is one where only ng is turned on. One

reason for this expectation is that the multi-trace invariant “ " exhibits an enhanced

O(N") symmetry and there is a folk theorem that the ﬂow protects the symmetry.
Alternatively, it is straightforward to see that g9, = 94 1= gi D= 94 2 = 0 implies
vanishing beta functions for all those couplings, while the running of g472 has the

following remaining contribution

Z(6-1) (92,)°. (4.138)

Bz, = (B+2)gis+ ¢

The beta function vanishes either trivially if 92,2 = 0, which corresponds to the
Gaussian fixed point or non-trivially if the two contributions to the running of giQ
are properly balanced such that

= —— . 4.139
94,2 2 61 ( )

We call such a type of fixed point a multi-trace melonic fixed point.

Moreover, we expect fixed points where giz takes non-trivial values and either one,
two or all pillow interactions are also turned on. The underlying reason for this is
the fact that the different colours don’t mix. That is the running of gi’i only features
contributions from couplings that have no preferred colour or have preferred colour
1. The only scenario out of these three featuring dimensional reduction is the one
where giz # and one of the pillow couplings is non-vanishing. Since giz does
not contribute directly to the running of the cyclic-single trace couplings giﬁ, the

balancing mechanism applicable to generate a non-trivial fixed point for gi’i that
worked previously for the cyclic-melonic single-trace fixed point also applies here.
The running of g3, then takes the following form

1 N 4 ,
Bz, = (3+2mgis + 0% (92,’1“ ) +5 (- (93? ) .. (4.140)

This equation can then be solved for 942 in order to have Sz = 0. We dub such a
fixed point a cyclic-melonic multitrace fixed point. It is always possible to make any
beta function of a plllow 1nteraet10n with preferred color ¢ vanish by having either
99, =0 and g41 =0org],” =0and g41 given by Eq. (4.137) which follows
from balancing the different remaining contributions after g471 = ( to the running

of gi’i. The fact that the pillows invariants are combinatorially identical, implies
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that the beta functions of all pillow interactions have the same form and therefore
if the balancing mechanism works for one pillow interaction it works for any. As
a consequence, in the case were one pillow coupling vanishes while the fixed point
values of the two others are given non-trivially by Eq. (4.137) the running of g7,
takes the following form

4 2,k% | 25* 4 2,5% 2.k*
92, (3+ 277)922 + 595,2 <94,’1 + 911 ) + 3 (4—-n) <94:{ 911 ) ) (4.141)
where ¢ # j # k. The fixed point values of gi’i and gi’f are determined via the same
balancing mechanism that already applied in Eq. 4.136, i.e.

g2,1* _ 92,2* _ _§ ) 2+ 2n
4,1 4,1 2 5 o ,r] :

(4.142)

Plugging the fixed point value obtained via the balancing mechanism at quartic
order given by Eq. 4.137 into Eq. 4.141 it is straightforward to find two possible
fixed point values for 92,2- Namely, they are given by solving the quadratic equation
that follows from the fixed point requirement ﬁgig = 0. The fixed point solutions

for g7, take a rather involved form. For n = 0, however, the fixed solutions found
are complex and are given as

By = i (25 + Z@) (4.143)
This artifact also persists when the full anomalous dimension is taken into account
at quartic order. The picture changes, however, for the hexic truncation, where all
fixed point values are real. Interestingly, this fixed point features no dimensional
reduction, that is it is not possible to 'merge’ the same pairs of indices in order to
obtain a single matrix model.

Yet another fixed point that we expect from the combinatorial structure of the
beta functions which features no dimensional reduction involving multi-trace and
single-trace melonic interactions is the so-called isocolored melonic fixed point. The
isocolored melonic fixed point characterized by giQ and all single-trace couplings

gi’i being non-zero. The fixed point mechanism is similar to the one that also
applied for the cyclic-melonic single-trace, the cyclic-melonic multitrace and the
double cyclic-melonic multitrace fixed points: Non-trivial fixed point values for the
pillow couplings are generated via a balancing mechanism derived from Eq. (4.136)
such that the pillow couplings gi’i are given by Eq. (4.137). This fixed point will
turn out to have complex fixed point values at quartic and at hexic order in the
truncation.

Lastly, while the running of the cross coupling ggjl seems rather trivial; it is given
by

3
w, = (5 +2m)di (4.144)
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it is actually possible to generate a fixed point for 9271 within a quartic truncation
by demanding that 7 = —3/4. In that case the canonical prefactor of 9271 vanishes
identically and ggl can take non-trivial fixed point values. The set of allowed fixed

point values for gzﬁ* and gi; is thereby constrained by the beta functions vanishing
and n = —3/4. This also sets a restriction on possible fixed point values that 92,1 can
take, even though its running is identically zero due to n = —3/4. As a consequence
of the fact that ggjl has a quadratic contribution to the pillow couplings it turns out
that there will be two possible fixed points resulting from the constraint n = —3/4.

Dimensionally reduced fixed points

This section reports on the dimensionally reduced fixed points that we find and
expect from the previous discussion. They are not candidates for three-dimensional
quantum gravity, but are related to either branched polymers or two-dimensional
quantum gravity. As a reminder, from the structure of the quartic # functions we
expect to find the following fixed point candidates

o A cyclic-melonic single-trace fixed point where only gi’i and ggﬁ as introduced
in Fig. 4.7 are non-zero (and color permutations thereof).

o A multi-trace bubble fixed point, where only g3, and gg 5 are non-zero.

, : . : 21 31 31 :
o A cyclic-melonic multi-trace fixed point, where g1, 951, 952, 930 and gg 5 are
non-zero (and color permutations thereof).

Let us discuss these fixed points in more detail and understand the mechanisms
behind their ’generation’, potentially also at hexic order.

Cyclic-Melonic Single-Trace fixed point

The fact that at the cyclic-melonic single-trace fixed point only the couplings gi’}

and gé’j are non-trivial implies an enhanced symmetry. The values of the coupling
constants at the fixed point as well as the associated critical exponents are reported
in Tab. 4.1 for the quartic truncation and in Tab. 4.2 for the hexic truncation. At
the fixed point, one has

* 2,1\ *
SFP - (94, ) Tala2a3TblazasTalbzbsTblbzbs

1
31y *
1) Tal aza3 Tbl aza3 Tblbzbg Tclbzbg T010203 Ta1 coc3 )y (4 145)

or in the diagrammatic form

p = (giﬁ)*[:—::] + (g01) / \ (4.146)
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that is the last two indices are always contracted in pairs. Therefore, as also illus-
trated in Fig. 4.8, we may merge these two indices to form a new ’'super-index’. The
resulting rewritten fixed point action is then

;P = (QZ:%) TalAQTb1A2Ta132Tb132
+ (92%)* Ta1A2Tb1A2TblB2TC1BQTC1C2TG102 (4147)

)

or in the diagrammatic form

wp = (g31) + (ga1) - (4.148)

The double lines indicate that this index runs from 1 to N"2. At quartic order in

I 0 * 2,17 2,2% 2,37 7 *
scheme || ggq | Gq1 941 941 912

2

full 0 |-0.38 0 0 0
pert 0 [-0.43 0 0 0
n=20 0 -1 0 0 0

scheme 01 92 93 94 95 n

full 2.27 1 -0.16 | -0.34 | -0.84 | -0.84 | -0.58
pert 2 |-0.14 | -0.36 | -0.86 | -0.86 | -0.57
n=0 | 2 1 | 15| 2 | 2 .

Table 4.1: The cyclic-melonic single-trace fixed point features one relevant direction
in the quartic truncation.

the truncation we observe one relevant direction as the anomalous dimension 7 is
taken into account in in the perturbative scheme and in the full non-polynomial one.
There exists a degeneracy between two critical exponents, which is a consequence of
the existing symmetry of the system of S-functions under the exchange of gi’% and
gi’f. At order T, the system of S-functions and the critical exponents can be solved
exactly as the stability matrix takes a block diagonal form. The stability matrix
reflects the fact that the g functions of gi’f and gi’f only have contributions through

their canonical scaling term (2 + 2n) giﬁ as all other contributions are quadratic in

the couplings and all couplings except gi’f vanish at the fixed point. The fact that
the 3 functions are invariant under the exchange of gi’f and gi:f and have at most a
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2IF [ 3,17
scheme | g3} | gg1

full -0.28 | -0.15
pert -0.30 | -0.18
n=0 | -0.46 | -0.50

scheme 01 02 93 9475 96 97,8 09 010
full 2.19 | -0.03 -0.69 -1.19 | -1.68 | -1.78 | -2.08 | -2.15
pert 2 -0.03 -0.70 -1.20 | -1.69 | -1.79 | -2.09 | -2.17

n=>0 2 0.53 -1.5 -2 -2.58 -3 -2.66 | -3.25

scheme 911,12 913,14 915,16,17 ths 19 920,21 n
full -2.18 | -2.28 -2.78 -2.94 | -2.98 | -3.18 | -0.41
pert -2.19 | -2.29 -2.79 -2.94 | -2.98 | -3.19 | -0.40

n=20 -3.08 | -3.5 -4 -3.41 | -3.94 | -4.08 -

Table 4.2: The cyclic-melonic single-trace fixed point only features cyclic melonic
couplings and one associated relevant direction in the truncation to sixth
order. Given the systematic error of the truncation and the small value
0y = —0.03, a second positive critical exponent might exist at higher
orders in the truncation.

linear dependence in the coupling allows us to easily read off the critical exponents

4 ,
e_:—@+2m—3@—nﬂﬁ®

3

4
%:—@+%ﬁ—g®—m@ﬁf

Multitrace bubble fixed point

The multitrace bubble fixed point is characterized by only the multitrace invariant
with the most non-connected components being non-zero. That is g:/f /2 where n is

this implies that the couplings associated to : and <= are non-trivial. This

L ——

fixed point features an enhanced O(N"®) symmetry, which follows from the fact
that indices are always contracted as triplets. It is therefore possible to 'merge’ this
indices in order to a single one. The resulting model is a vector model. A peculiarity
of the multitrace bubble fixed point is the simplicity of the involved combinatorics,
which makes it very easy to include higher-order terms in the truncation and track
it deep into theory space. At hexic order the only non-trivial beta functions, i.e.,
those that are not trivially vanishing after setting all couplings except giz and ggg
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to zero are precisely those related to these two couplings, i.e.,
g, = (B+20)gis +4- 17 (gi,)° +6- 17 - g5 (4.150)

and

L 3!
B, = 6+3n)ges +4% 13- (61,)" + 5 - (4-6)- BB+ (g3) (3,)".  (4151)

2!

Each term contributing to a tensor model beta function consists of a prefactor
that follows from the permutativity of couplings, a prefactor that follows from the
computation of the two-point function, a threshold function / and a product of
couplings. In the case of multi-trace couplings of the form gy, ,,, where 2n denotes
the order of the invariant, the prefactors that follow from the computation of the
two-point function are straightforward to identify. Namely, they are exactly given by
the numbers of tensors 2n, which follows from the fact that each multitrace invariant
related to couplings of the form gy, , consists of n products of tensor contractions
of the form T, 0,057 0 00as- Since derivatives commute each such pair of tensor
contractions gives an overall factor of two. Given that the invariant associated
to g5, , has n such pairs of tensor contractions this results in an overall factor of
2n. This knowledge allows one to systematically write down the beta functions for
higher-order invariants. Since at the multi-trace bubble fixed point all interactions
except those of the type g, ,, are turned on, it is possible to extend the T truncation
by just including multi-trace interactions of the form gy, , without generating terms
outside the truncation, or more precisely the terms that are generated outside the
truncation would be vanishing at this fixed point. This is a consequence of the
enhanced O(N"®) symmetry featured by the fixed point. Including for instance gg ,
results in the following additional beta function

3!

ﬁ9§,4 = (9+ 477)9;1’4 +44. 13 (9372)4 + 5 (6-4%) - 13 - (92,3) (92,2)2
3!
+62 13- (gis)" + R (8-4) 13- (9s4) (9i2) (4.152)

and having to take into account an additional contribution of gg , to the running of
gg’g. The fixed point values and critical exponents that we find for each successive
scheme are reported in Table 4.3 for the quartic truncation and Table 4.4 for the
hexic truncation. The critical exponents associated to this fixed point are in agree-
ment with the ones found in the complex model [226]. However, due to a larger
theory space a second relevant direction is picked up in the quartic truncation. The
systematic error associated to regulator and truncation dependence is expected to be
larger than the second relevant critical exponent, which in the scheme where the full
anomalous dimension is taken into account, is 6, = 0.18. We therefore caution that
the quartic truncation is not sufficient to make statements on the number of relevant
directions associated to the multitrace bubble fixed point. As a matter of fact, the
hexic truncation features only one relevant direction. In order to test, whether this
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picture persists at higher truncations we extend our truncation by g§74 as discussed
above. The additional beta function is given by Eq. (4.152). We observe that un-
der an extension of the truncation in this form, the number of relevant directions
remains stable. Indeed for n = 0 we find that §; = 3 while 6, = —1.5. Enlarging the
truncation with a perturbative approximation of the anomalous dimension yields
61 = 3 and 0, = —0.65. Finally, taking into account the full non-polynomial form of
n results in 6; = 3.24 and 0, = —0.64, while ng,,; = —0.43.

0 * 2,1% 2,2% 2,3% 2 %
scheme || g5, | 971 | 911 941 [
full 0 0 0 0 -1.44

pert 0 0 0 0 -1.67
n=20 0 0 0 0 -3.75
scheme 01 92 93 04 95 n

full 3.47 | 0.18 | -0.32 | -0.32 | -0.32 | -0.84

pert 3 0.17 | -0.33 | -0.33 | -0.33 | -0.83
=0 3 |15 2 | 2 | -2 .

Table 4.3: The multitrace-bubble fixed point features two relevant directions in the
truncation to quartic order, with one of the positive critical exponents
rather close to zero, calling for an extension of the truncation to confirm
its relevance.

sch. || %" | gt | g3 | gen® | oob |gen | ot | gen |95 |gis | s

full 0 0 -1.05 0 0 0 0 0 0 0 -2.27

pert 0 0 -1.16 0 0 0 0 0 0 0 -2.82
n=>0 0 0 -1.73 0 0 0 0 0 0 0 -7.45

sch. th 0 93,4,5 96,7 98,9,10 01 912,13,14,15,16,17 918,19,20 B2 Ui
full 3.32 | -0.33 | -0.83 | -1.24 | -1.74 | -1.82 -2.24 -2.32 | -3.28 | -0.59
pert 3 -0.34 | -0.84 | -1.26 | -1.76 | -1.83 -2.26 -2.33 | -3.30 | -0.58
n=20 3 -1.5 -2 -3 -3.5 | -3.12 -4 -3.62 | -5.08 -

Table 4.4: Results for the multitrace-bubble fixed point at order 7% in the truncation.
The leading critical exponent is close to our bound 6 < 3.5, yet the explicit
extension to T° shows the fixed point persists.

Cyclic-melonic multitrace fixed point

The last fixed point belonging to the family of dimensionally reduced fixed points
and expected from the combinatorial structure of the quartic beta functions is the
cyclic-melonic multitrace fixed point. At quartic order this fixed point is charac-

terized by one non-vanishing pillow interaction II with coupling gi’i and a non-

vanishing multitrace interaction :: with coupling 92,2' This fixed point has also
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been explored in the complex model, featuring two relevant directions in both, the
real and the complex model. At quartic order, the critical exponents of the real
and the complex model agree. At hexic order, however, the critical exponents re-
ported in this work differ from those found in the complex model [226]. The reason
for this deviation, which is 15% for the most relevant critical exponent in the full
non-polynomial approx1mat10n is that in the study of the complex model, the up-
per scaling bounds of g6 1 were not satisfied. The fact that in this work the upper
bounds are satisfied also explains the reported three-fold degeneracy in a subset of
the critical exponents in Table. 4.6, which was not observed in the complex case.

The degeneracy follows from the fact that if the upper bound is satisfied for gd is
has the same scaling as the hexic cyclic single-trace melonic couplings g671. In that
case, the couplings géﬁ, géf and gé’:? have the same diagonal contribution —(4 + 3n)
to the stability matrix, which turns out to then be block-diagonal in these entries.
The three-degeneracy follows from there.

This fixed features an enhanced O(N’)x O(N"?) symmetry, just like the cyclic-melonic
single-trace fixed point, whereby the fixed point action can be rewritten a single ma-
trix model

* 21* 2 *© 31*
FP =041 +9io + s

-
< >

+ 085 >+ gin - (4.153)

-

Note that in principle the indices of the multi-trace invariants could be merged
even further, as the new ’super-index’ and the ’green’ index still appear in pairs.
This would result in a matrix-vector model since the melonic interactions cannot
be further dimensionally reduced. Consequently, one would still expect of such
a fixed point to be associated to the triangulation of a two-dimensional surface.
Interestingly, it has been observed that taking into account multi-trace invariants in
matrix models allows one to correctly derive the precise critical exponents describing
two-dimensional quantum gravity coupled to conformal matter. Intuitively, this
could follow from the fact that the multi-trace In that context, one would expect
that the cyclic-melonic multitrace invariant M of the form

M = TmazagTa1ﬁ253Tﬁ152ﬁ3TﬁlazasT’Yl’YﬂsT’Ym’Ys = [I (4'154)
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might be important, as it mixes vector and matrix degrees of freedom when dimen-
sionally reduced as follows

M = (VaVa)Tr (M*) =

(4.155)

It is evident that the above invariant mixes vector and matrix degrees of freedom,
which could tentatively be interpreted as an interaction between matter and two-
dimensional gravitational degrees of freedom on the continuum side.

scheme || ¢f," | g1 | gi7 | 907 | 93o
full 0 |-0.29 0 0 -0.38
pert. 0 |-0.35 0 0 -0.38
n=0 0 -1 0 0 1.25
scheme 0, 0, 05 015 i
full 2.57 | 0.11 | -0.16 | -0.66 | -0.67
pert. 2.20 | 0.10 | -0.19 | -0.69 | -0.65
n=0 2 -1 -1.5 -2 0

Table 4.5: At quartic order the fixed point possesses two relevant directions. Com-
pared to the complex model, one finds a new irrelevant direction (63)
which is associated to the“tetrahedral" interaction. There is good agree-
ment between the complex and the real model at quartic level.

*

sch. || g1 | g g e gl el | gy | e | gy
full -0.27 0 -0.05 0 -0.13 0 -0.05 0 -0.01
pert || -0.30 0 -0.04 0 -0.17 0 -0.05 0 -0.01
n =201 -0.46 0 0 0 -0.50 0 0 0 0
sch. 01 92 03 0475 06 07,8 99 910
full 2.23 | 0.03 | -0.66 | -1.16 | -1.66 | -1.74 | -2.04 | -2.12
pert. 2.03 | 0.03 | -0.67 | -1.17 |-1.67|-1.76 | -2.05 | -2.14
n=0 2 0.93 | -1.5 -2 -2.58 -3 -2.66 | -3.25
- 911,12 913,14 015 016,17,18 th9 920,21 Ui
full -2.16 | -2.24 | -2.73 | -2.74 | -3.10 | -3.12 | -0.42 -
pert. || -2.17 | -2.26 | -2.77 | -2.76 |-3.10 | -3.14 | -0.41 -
n=201-3.08 | -3.5 | -3.41 -4 -3.94 | -4.08 - -

Table 4.6: Fixed-point values of the cyclic melonic couplings and critical exponents
in the truncation to sixth order for the cyclic-melonic multitrace fixed
point. The couplings not displayed are all vanishing at the fixed point.
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Candidate for 3D Quantum Gravity

From the analysis of the quartic beta functions, we expect three classes of fixed
points that feature no dimensional reduction. These fixed point candidates are

e a double cyclic-melonic single-trace fixed point where only the multi-trace
couplings giz and g§73 as well as two of the three cyclic-melonic single-trace
couplings are non-zero (and color permutations thereof).

e an isocolored melonic fixed point, where all single-trace melonic interactions
as well as the bubble interactions are interacting.

4 . . : 4 2,1 31 31
e an isocolored fixed point with tetrahedral interaction, where g3y, ge'1s Gs'a> Jao
and gg ; are non-zero (and color permutations thereof).

We will mostly focus on the latter one of these three fixed points, the isocolored
fixed point with tetrahedral interaction.
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Isocolored fixed point with tetrahedral interaction

The name of the fixed point stems from the fact that the ’geometric’ interaction
9271 is non-trivial, where ’geometric’ refers to the fact that the corresponding cross-
interaction admits a dual interpretation, as depicted in Fig. 4.6, where the cross-
invariant corresponding to

C(T) = Tayazas Tarbobs Thrazbs Thibsas = :'“~: (4.156)

is identified with a tetrahedron. The identification is based on the fact that each
tensor can be represented by the face of a triangle, while each index of a tensor corre-
sponds to an edge of that triangle. One would expect that such an interaction plays
a crucial role, when trying to unravel a continuum limit with a three-dimensional ge-
ometric interpretation. As a reminder, within a quartic truncation it was possible to
generate a non-trivial fixed point for 9271 by having n = —3/4. At sixth order, how-
ever, this requirement is no longer needed as the running of g | obtains an additional
contribution from gég. As a consequence the interpretation of Tab. 4.7 and Tab. 4.8
should be treated with the remark that the mechanism for the fixed point generation
in the quartic truncation and the one in the hexic truncation are rather distinct and
our criterion C.1 is in fact violated. The fact that the sixth order truncation is the
first order in the truncation where the requirement n = —3/4 is no longer needed in
order to generate a non-trivial fixed point for g7 ; explains the significant shift in the
critical exponents and in the anomalous dimension when enlarging the truncation
from quartic to hexic order. To obtain a glance on whether the isocolored fixed point
with tetrahedral interaction has any relation to three-dimensional quantum gravity a
first step is to compare critical exponents on the discrete tensor model side with crit-
ical exponents derived on the continuum side. Ultimately, however, to draw stronger
conclusions it is necessary to find more evidence for instance by comparing the scal-
ing of geometric observables on both sides or by computing dimensional estimators
such as the spectral dimension or the Hausdorff dimension. This is beyond the scope
of this work and we will for now attempt to only compare critical exponents. On the
continuum site, critical exponents associate to a scale-invariant UV regime haven
been computed under the assumption of the Asymptotic Safety scenario. In three
dimensions, using Euclidean signature, and assuming a Einstein-Hilbert truncation,
a non-trivial fixed point with two relevant directions 6; ~ 2.5 and 6 ~ 0.8 has been
reported |258|, while the discretized Wheeler-de-Witt equation yields a leading crit-
ical exponent of ¢; = 11/6 [259]. In order to make the comparision between the
critical exponents sharper it is necessary to discuss the associated error resulting
from truncating. The leading critical exponent in the scheme where the full anoma-
lous dimension is considered at quartic order deviates from the one at hexic order by
0 =~ 1.6. It is therefore necessary to study larger truncations in order to make more
precise statements about the numerical values of the critical exponents. The way
to proceed by comparing critical exponents, however, is a sensible way to compare
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the discrete and the continuum side. The idea of such an approach is identical to
the one undertaken when studying the duality between matrix models, dynamical

triangulations and continuum two-dimensional quantum gravity.

scheme [| g9, gir gis gy | 93y
full £ 0.07 -0.04 -0.04 -0.04 | -0.93
pert. + 0.09 -0.05 -0.05 -0.05 | -1.12
scheme 61 92 93 04 05 n
full 298 |-0.28-10.22 | -0.28 +10.22 | -0.29 | -0.29 | -0.75
pert. 2.60 -0.27-10.21 | -0.27 +10.21 | -0.31 | -0.31 | -0.75

Table 4.7: The isocolored fixed point with tetrahedral interaction 951),1 features an
anomalous dimension of n = —0.75, as discussed in Sec. ?7. It is clear
then that for n = 0 no such fixed point exists. The sign of ggj is not
determined by the fixed-point conditions, i.e., there are two fixed points.

E3

scheme g9, gin s g1 o1
full + 0.42 -0.50 3.43 0 0
pert. + 0.46 -0.54 3.68 0 0
n=2>0 + 0.60 -0.71 5.09 0 0
scheme 91,2 93,4 95,6 07,8 99,10
full 1.35 £ 1.56¢ | 0.13 | -0.02 £5.10¢ | -0.08 £ 5.35 ¢ | -0.08% 5.35 ¢
pert. 1.46 £1.39¢ | 0.15 | -0.11 £4.83 7| -0.10 £ 5.42 7 | -0.10 £ 7 5.42
n=0 1.95+£0.69¢ | 0.38 | -0.03 £5.964 | -0.29 &£ 7.06 ¢ | -0.29 &+ 7.06 ¢
scheme o1 g1 gy | ges 9is
full -5.33 4.19 + 2.65 | -2.26 35.27
pert. -6.33 4.96 + 3.18 | -2.56 39.82
n=0 -10.67 8.20 + 7.16 | -4.35 67.32
scheme 6’11,12 6’13,14 915,16,17 918,19 020 0oy n
full -0.88 4= 1.33: -1.40 -1.43 -2.00 -3.04 -4.80 -0.33
pert. -0.99 + 1.34¢ -1.41 -1.46 -2.04 -2.95 -5.36 -0.32
n=2>0 —1.74 -1.89 + 2.7 -2.07 -3 -5.70 + 1.57¢ | -5.70 - 1.571¢ 0

Table 4.8: Fixed-point values and critical exponents at sixth order in the truncation
for the isocolored fixed point with tetrahedral interaction.
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Tk

scheme 941 giﬁ il 911 Jis
full 0 -0.24 £ 0.06 ¢ | -0.24 £ 0.06 ¢ 0 0.05 7 0.42 ¢
pert. 0 -0.28 £ 0.07 ¢ | -0.28 £ 0.07 ¢ 0 0.07 7 0.48 ¢
n=0 0 1.04 £ 1.07¢ | 1.04 &+ 1.07 2 0 -1
scheme 91 92 03 94 85
full 2.57 0.11 -0.16 -0.66 -0.67
pert. 1.82 £0.112 | 0.56 F0.13¢ | 0.53 =180 ¢ | -0.06 £0.13 ¢ | -0.56 & 0.13 ¢
n=0 2 2 0+£5.121 -1.5 -2

Table 4.9: There exists a pair of families of fixed points at which two representatives

of gi’i are turned on. At quartic order the fixed point possesses two rele-
vant directions, while in the scheme where 7 = 0 there is also one marginal
direction. When taking into account the anomalous dimension in either
the perturbative or the full scheme, all couplings taking non-trivial fixed
point values are complex. Note that it is not clear, whether having com-
plex couplings is actually problematic in a background-independent set-
ting where there is no notion of space-time as there is no metric and
hence also not a notion of signature. The action might therefore also
be allowed to be complex. Moreover, the plus-minus sign indicates that
there are two possible fixed points with complex-conjugate fixed point
values for the couplings. The two fixed points are characterized by criti-
cal exponents whose real parts agree but with a different sign in front of
the complex part of the critical exponents.

Double Cyclic-Melonic Single-Trace Fixed Point

The structure of the quartic beta functions also allows for a second family of fixed
points? at which interactions cannot be dimensionally reduced, which also persists
once the truncation is extended by including hexic interactions. This fixed point
has not been reported so far in the literature.

At quartic order the fixed point is characterized by two cyclic-melonic interactions,
giﬁ and giﬁ, and the multitrace interaction being turned on. For any given value of
1 and j, with ¢ # j, there exists a pair of fixed points with complex conjugate fixed
point values. When the truncation is extended by including hexic interactions the
couplings take real fixed point values.

9By fixed point family, we mean that there exists a collection of fixed points for which gii =
290, Vi)
9a1 # 0, i F .
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2,3 % 2,(5,k)* 2 * 3,1% 3,(2,3)F 3
sch. 941 | Y941 9412 6.1 96,1 Y6,

full 0 -0.13 |-037 | O -0.01 0 -0.40 | 1.93
pert 0 -0.15 | -037 | O -0.02 0 -0.05 | 2.37
n=>0 0 -045 |-006 | 0 -0.43 0 -0.51 | 4.76

A* T 3,G.k)F 3 *
i 96,2 96,3

sch. 01 6)2 93 84 05 06 97 6)8 99
full 2.67 | 0.34 0.18 -0.31 | -0.81 | -1.27 -1.54 -1.66 | -1.72
pert. || 242 | 041 0.25 -0.32 | -0.82 | -1.23 -1.52 -1.64 | -1.73(6)
n=201] 3.65 | 2.10 1.89 -0.87 | -0.89 | -1.5 -1.90 -2 -2.21
- 6)10,11 912,13 014 015,16 917 018 919,20 921 Ui

full || -1.22 | -144 | -1.73 | -1.94 | -2.01 | -2.22 | -2.41 £0.55¢ | -2.33 | -0.59
pert. || -1.24 | -1.44 | -1.73(7) | -1.94 | -1.97 | -2.24 | -2.41 £ 0.51 ¢ | -2.34 | -0.58
n=20 1] -2.61 -3 -3.10 | -3.11 | -3.16 | -3.5 | -3.69 £0.52: | -4 -

Table 4.10: Fixed-point values of the cyclic melonic couplings and critical exponents
in the truncation to sixth order for the cyclic-melonic multitrace fixed
point. The couplings not displayed are all vanishing at the fixed point.

4.4 Towards four-dimensional Quantum Gravity

Having explained the technicalities associated to the FRG and to the FRG for tensor
models in particular, we have set the stage to study the case that is of upmost inter-
est to us: A tensor model for four-dimensional quantum gravity. Naively, one would
think that in analogy to the duality between matrix models and two-dimensional
quantum gravity, a rank-4 tensor model would be an appropriate choice to inves-
tigate the possibility of uncovering a continuum limit that gives four-dimensional
quantum gravity. We will therefore study a rank-4 O(N’)* tensor model. Tensors
then transform as

Ta1a2a3a4 = Z Oa1b1Oa2b20a3b30a4b4Tb1b2b3b4~ (4157)
b.

7

Just like in the rank-3 case invariants are built by contracting an index a; of one
tensor with the index @ of another tensor, where i denotes the position of the index in
the tensor. The number of invariants at each interaction order is significantly larger
in the rank-4 case. As a reminder at order T, T and T® there are respectively

14,132, 4154

invariants. Using the same strategy as in the rank-3 case would therefore imply that
studying a T° tensor model required us to derive 156 beta functions and consequently
solve 156 coupled non-polynomial equations in order to identify fixed points. We
will therefore study a truncation that assigns the same coupling to all members of a
combinatorial family, that is invariants that are symmetric under color-exchange. In
order to proceed that way, we will make use of the indicator, which was introduced
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+ TY interactions + 7% melonic interactions

Figure 4.9: We are studying a real rank-4 tensor model. The full truncation is de-
picted above. We include all interactions up to order 7¢ and additionally
melonic T® interactions.

in Definition 4.1. Using the indicator, it turns out that there are
4,20, 188

combinatorial families at order 7%, 7% and T®. These numbers are in agreement
with the ones found by the authors of [250].

In the following we will consider a complete truncation up to order 7° plus melonic
T® invariants. In total we therefore take into account 170 invariants belonging to 31
combinatorial families implying the need to derive 31 beta functions. Given the size
of the truncation, we will restrain from providing the diagrammatic or the Einstein
summation representation of the full truncation. We will, however, provide a glance
at the truncation by providing the kinetic term as well as the 7% part as illustrated
in Fig. 4.9.

Derivation of Beta Functions

The general algorithm for the derivation of the beta functions for the real rank-4
tensor model is the same as the one discussed previously for the rank-3 model. There
is, however, a subtlety in the derivation of the combinatorial factors that contribute
to the prefactor of the beta functions and a difference in the projection procedure
onto the flow of the individual couplings. In the rank-3 model every invariant had
a distinct coupling. Here, one same coupling is assigned to all members of the same
color-symmetric family. This makes it slightly less obvious to track the degeneracies
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of the pillow couplings due to the P~!F-expansion. As a little example in the
rank-3 model the running of the multi-trace interaction had a contribution from
a combination of pillow couplings gi’igi’{' with ¢ # j. The prefactor was given by
4 x 4 x 2! x 1/2, where the factors of four came from the two-point function, the
factor of 1/2 was the prefactor of the flow equation and importantly the fact01 of 2

followed from the fact the P~1F expansion generated 2! terms, one g4 1g4’1 and one

g4’{ gii The fact that the couplings were different made it rather easy to track these

degeneracies that resulted from the P~'F expansion. In the rank-4 case, where we
assign the same coupling to each invariant of a combinatorial family these factors are
still there, as can be understood from the following example, where we are interested
in the second order of the P~ F expansion in order to determine the contribution
of the quartic pillow couplings to the quartic multitrace coupling

2 , 02 , o
Haz DrsToT | | 17 L STST g

2 (g2,)" > ther t 4158

~ 94,1) SToT \ || L + other terms. (4.158)

Note that in the second line we only kept the combination of invariants that actually
contribute to the running of the multitrace coupling.

To summarize, it is important to be aware of this subtlety, which actually also
has effects on the speed of the Mathematica algorithm. If distinct couplings are
assumed for every invariant, the step 4.2.2 does not have to be performed for every
combination of invariants.

Keeping in mind these additional subtleties due to the fact one couplings has been
assigned for all invariants of a color-symmetric family, the derived quartic beta
functions for the real rank-4 tensor model are the running of the pillow coupling gi’i

i 4 )2 4—n
atgi:1=(3+277)g21+48 T(92:§1’)> +96-T(9

=11 06\ 5—=1 ( 0, i
+72- D <94,§ ”) + 48 - 0 (94,% 7 'gil)

0,(14) 0,315
0L g (a>>

) )

i i 6—n  2iy2
751: ) . gil) + e ——= (gi’l) (4159)
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which has a contribution from every possible combination of pairs of couplings except
(932)?, the running of the multitrace invariant g7,

= 6—n i 5 =1 ( 2i\2
atgi,Q = (4 + 2n) giz +38- 952 (9 ) + 64 - o0 (QZQ ‘92,’1) +96 - 50 (93,71)
+96.2=" (92 g (m)) Lo6. 2= <gz .go,(l,z))
50 \Jaz294n 50 \Ja2 " 9u3
4= o0, 4—n (i,
w192 = (a1 - ai) + 192 5 (ol - o)
(4.160)
the running of the so-called necklace coupling go (L)
i K o — % o — 7,7 2
A = 2+ 20) 7 416 2 (gl )) +16- 21 (g4)
’ 20 ’ 20 ’
(4.161)
and the running of the cross coupling g, f” )
7 7 5 7 7
g™ = (2+2n) gy + 16 - 2077 (giﬁl’) g4 ”) : (4.162)

Of particular interest for us are those structurally allowed fixed points that feature

no dimensional reduction. As a consequence, either the pillow coupling gii, the

necklace coupling gﬂl’i) or the cross coupling g4 1 ) have to be turned on. Let us

explore those possibilities. We will start by dlscussmg the non-melonic sector, i.e.
the one involving the necklace and the cross-interaction. The non-melonic sector
is decoupled from the melonic one, in the sense that melonic couplings do not feed
into the running of the non-melonic ones. The following discussion on fixed point
mechanisms in the non-melonic sector will therefore be entirely independent of the
melonic sector.

A priori one can think of four possibilities for B 0.9 and 6 0.0) to vanish. Either

both g ) and g4 Vamsh either they are both non-trivial or one vanishes while

the other doesn’t. Let us go through each of these scenarios. The case where

both 69(),(1,7;) and /890,(7;,]‘) are zero makes their running vanish identically. This is
4,1 4,1

not surprising as we expect the Gaussian fixed point to be a trivial solution of the
entire set of beta functions. Next, let us study the possibility of having a Vanlshlng

necklace coupling, while the cross coupling is non-trivial. The running of g4 1 " with

ggé D=0 is given by

0,(i.5) ) 2
BQO,(Z'J) ~ (9471 ) . (4163)
41

It is therefore not possible to have a fixed point where the necklace coupling vanishes
while the cross coupling doesn’t.
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Similarly, it is also not possible to have both, the necklace and the cross coupling
vanish. In order to understand why, let us have a closer look at the running of

ggjii’j). As can be seen from Eq. 4.162 the condition gi’il’i) # 0 puts a constraint on

the fixed point solution of 92;§1’i), namely ggﬁl’i) has to be given as

i)* 2421
gy = - p— (4.164)

where c; is the prefactor associated to <g2:§1’i) -ggﬁi’j)) in Eq. 4.162 given by ¢; =

(16/20)(5 —n). Under the above assumption, ggf’j) only stops running if

9 2 2 2 2 2 i 2
(2+29)° (2+20) +03< g,w)) —0 (4.165)

_ o Co (01)2 1

is satisfied. Hereby, the constants ¢y and c3 are the overall prefactors associated
to (ggﬁl’i))Q and (gif’”)z in Eq. 4.161. Crucially, ¢, = ¢;, which is a non-trivial
combinatorial coincidence which implies that the first two terms in the above equa-
tion cancel each other out, thus resulting in gi’ii’j ) = 0. This completes our analysis
of the non-melonic sector. To summarize, there exist two possibilities for potential
fixed points: One, where both, the necklace and the cross coupling vanish and one,
where the cross coupling is zero while the necklace interaction is non-trivial.

Finding a continuum limit

The goal is to find a fixed point that cannot be dimensionally reduced by 'merging’
specific groupings of indices. This would already provide a first hint that such a
fixed point might be of potential interest for a phase of four-dimensional quantum
gravity. A requirement that needs to be fulfilled in that case is that the fixed point
necessarily has to feature a non-trivial fixed point value for the couplings other than
the multi-trace interactions.

From studying the structure of the beta functions, we expect a fixed point where
the entire melonic sector, in particular the cyclic-melonic sector, is fully interacting.
This expectation is confirmed by the numerics: We identify a fixed point with a
complex pair of two relevant directions, given by

015 = 2.79 + 1.48i (4.166)

in the perturbative scheme for the anomalous dimension. At this fixed point all
melonic invariants are interacting. Let us point out that when taking into account
the full non-perturbative anomalous dimension we did not find a real extension of the
fixed point. This could be a consequence of the additional zeros of the beta functions
due to their non-polynomial character, thus leading to fixed point collisions. To fully
settle this question further extensions of the truncation are necessary. We leave this
as open work for the future given that the derivation of beta functions and the
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2 2 3 3 2 4 4 4 4 4 4
trunc. H 942 ‘ 941 ‘ 96,3 ‘ 96,1 ‘ 96,2 ‘ 93,4 ‘ 983 ‘98,1‘ 93,2 ‘98,2,3 ‘QS,Z,m

T 11.3 | -1.61 - - - - - - - - -

T" 5.36 | -0.98 | 230.1 | -1.42 | -12.43 - - - - - -

T® 3.50 | -0.73 | 219.6 | -1.68 | -12.29 | -300.2 | 272.8 | -2.4 | -19.0 | -23.6 | -6.1

Table 4.11: We find a fixed point characterized by two relevant directions. Shown
above are all non-zero couplings.

posterior fixed point search become technically very involved.

We will discuss the implications our result in a brief moment. First, however, we
will try to quantify the systematic error that is induced by the regulator and by
truncating the full theory space allowed by symmetries. Hereby, it is assumed that
the guiding principle introduced in C.3, whereby the inclusion of new operators
with lower canonical scaling dimension should not induce new relevant directions,
holds. This criterion is indeed satisfied within our truncation. While extending the
truncation by including higher-order operators is therefore not expected to introduce
new relevant directions, higher-order couplings directly feed into the running of
lower order ones and thus also contribute to the stability matrix, thereby ultimately
affecting the critical exponents. Indeed, one may attempt to quantify the systematic
error associated to the largest irrelevant critical exponent 03 in term of its change as
the truncation is increased. As the truncation is enlarged from fourth order to sixth
order and from sixth order to eight order, the change of 03 is roughly |Af3| =~ 0.5.
It is therefore not possible to entirely discard the possibility of a third relevant
direction, given that within our truncation 63 = —0.28.

Keeping in mind that a third relevant direction cannot be entirely discarded, let us
discuss the implications of our results. As pointed out before, the fixed point action
consists of only melonic diagrams. In [229] it has been discussed that taking the
simple large- N’ limit in a melonic model leads to a branched polymer phase, as also
found in dynamical triangulations. Here, we argue that one needs to go beyond this
simple limit and consider fixed points with additional relevant directions in order to
escape the branched polymer phase. For the dynamical triangulations simulations,
this could imply that more tuneable couplings have to be taken into account in order
to reach a sensible continuum limit. Let us also remark that in matrix models the
multitrace invariants actually correspond to higher-order curvature operators. Their
inclusion might therefore be crucial in order to escape the branched polymer phase.
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trunc. H n ‘ 012 ‘ 05 ‘ 04
T4 0.86 | 2.996 +£1 1.227 | -0.288 | -0.288
T -0.62 | 2.984 +1i1.369 | -0.752 | -0.752
T8 -0.49 | 2.793 +£11.478 | -0.21 -1.01

Table 4.12: We find a fixed point characterized by two relevant directions. Within
the estimated systematic error it appears possible that the third critical
exponent, #3, could become positive under extensions of the truncation.
Our notation for the couplings follows that used in [143, 1|: The first
lower index denotes the number of tensors in the interaction, e.g., g4
denotes all quartic interactions. The second lower index denotes the
number of connected components of an interaction. The upper index
indicates the number of “melonic" parts it includes. Additional lower
indices denote distinct characteristics of an interaction structure. All
other couplings that exist at quartic, hexic and octic order in tensors
vanish exactly at the fixed point we explore here.

Solving multi-rectangular-matrix models

The fixed point found using functional RG methods in the real rank-4 matrix model
only includes non-zero values for the single-trace melonic diagrams. This implies that
the truncated fixed point action can be rewritten in terms of a multi-non-squared-
matrix model. The kinetic term in the real rank-4 tensor model T}, 4,040, L01a0a3a45
for instance, can be decomposed as follows

4
1
Ta1a2a3a4Ta1a2a3a4 — Z ZLMiaiAMiaiA> (4167)
=1

where the M; are matrices. Research in random matrix theory has established
a powerful machinery to solve certain matrix models exactly. It is therefore an
intriguing question whether it is possible to also solve the multi-matrix model that
results from the fixed point action of the real rank-4 tensor model. A question that
needs to be addressed in that regard is how square-matrix model techniques can
be carried over to non-square-matrix models. The key difficulty is that one of the
crucial steps in solving matrix model relies on the fact that square matrices can be
decomposed in terms of their eigenvalues. This is no longer the case for non-square
matrices. There exists however the method of singular value decomposition.
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5 Gravitational Waves from an
Electroweak Phase Transition

In the past chapters we have devoted our attention to the internal inconsistencies
of general relativity and argued that these can be resolved by a theory of quantum
gravity, which will allows us to zoom wnto the fundamental nature of space-time at
shortest distances. At large scales, however, gravity is well-understood and highly
successful with a rich variety of physical implications. One of these is the existence
of gravitational waves. In the following, we are going to see how gravitational waves
can allow us to learn new aspects about the matter content of our universe.

In the recent past, the Standard Model has been successfully confirmed as an ef-
fective theory for low-energy particle interactions at least up to the TeV scale, by
the discovery of the Higgs at the LHC in 2012 [260]. Nonetheless, the Standard
Model has some shortcomings, such as failing to provide a Dark Matter candidate,
lacking a mechanism for the generation of neutrino masses or an explanation for the
matter-antimatter asymmetry of the universe. Experimental confirmation of the-
oretical models attempting to address some of these shortcomings is still missing.
This motivates the search for new experimental windows.

The field of Gravitational Wave astronomy has opened new promising ways to not
only test the theory of General Relativity but also probe particle physics models.
A cross-fertilization between gravitational-wave astronomy and particle detectors
might therefore be just what is necessary in order to learn more about the open
problems that the Standard Model fails to address.

The reason that gravitational waves might help to shine new light! on new physics
is that many beyond the Standard Model scenarios predict a first order phase tran-
sition in the early universe, where the universe transitions from a metastable but
initially stable phase to an energetically more favored one by means of a process of
bubble nucleation, growth and merger [261, 262, 263, 264|. This transition leads to
the release of latent heat, which acts as a source for gravitational waves [265, 266].
If the phase transition is strong enough, future space-based gravitational wave de-
tectors such as LISA [267], expected to launch in 2030, or DECIGO might be able
to detect these gravitational waves.

Phase transitions are quite common in the Standard Model. Examples are the elec-
troweak phase transition or the QCD phase transition. However, assuming just the
Standard Model, one finds that these phase transitions are cross-overs [268], where
the universe smoothly transitions to its ground state at 7' = 0 without releasing
latent heat, rather than first-order phase transitions. The detection of gravitational

! Actually gravitational waves do not shine light. This is only meant in a metaphorical sense.
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waves in the frequency range of LISA or DECIGO would therefore be an indication
of additional physics not described by the Standard Model. Adding new matter
content to provide an explanation for Dark Matter, for instance, can lead to first-
order phase transitions. Gravitational Waves from phase transitions in a dark sector
have been studied in [269, 270, 271|. Moreover, a departure from thermal equilib-
rium, which can be realized by a first-order phase transition, is one of the necessary
requirements in order to generate a matter-antimatter asymmetry in our universe.
Enlarging the Higgs-potential by a ¢°® operator, for example, which can be motivated
from an effective field theory point of view as resulting from having integrated out
some heavy particles, already leads to a first-order phase transition [272, 273, 274].
In the following we will set the stage to understand the concepts behind the gen-
eration of gravitational waves from first-order phase transitions by taking a closer
look at phase transitions in the Standard Model and beyond. We will explain why
the Standard Model only predicts cross-overs and how certain minimal extensions
lead to first-order phase transitions, and consequently to the production of gravita-
tional waves. Of particular interest to us will be the electroweak phase transition,
which can be of relevance when addressing the matter-antimatter asymmetry in our
universe [275]. We will explain how a first-order phase transition proceeds via the
nucleation of bubbles of the symmetry-broken phase.

Having equipped the reader with the necessary background knowledge, we will con-
sider three different extensions of the Standard Model Higgs potential, which are all
motivated from an effective field theory point of view where heavy degrees of freedom
of some unknown UV-theory have been integrated out. Those extensions will be the
inclusion of a ¢% operator, a Coleman-Weinberg inspired logarithmic contribution
and a non-perturbative exponential term. An extension of the Higgs-potential is
linked to a modification of the triple- and quartic Standard Model Higgs couplings,
which could potentially be measured at the next LHC high-luminosity run [276].
The detection of gravitational waves provides an additional testing arm to probe
the aforementioned extensions of the Standard Model Higgs potential. Thus, an
interplay of collider experiments and gravitational wave astronomy will allow us to
learn more about exciting new physics.

5.1 Phase Transitions in the Standard Model and
Beyond

In the introduction we have learned that a first-order phase transition can lead to
the generation of gravitational waves, whose detection provides an indication for new
physics beyond the Standard Model. In the following, we are going to discuss one
reason why the existence of a matter-antimatter asymmetry in our universe requires
modifications of the Standard Model.

The Standard Model predicts a so-called cross-over, given the value of the Higgs self-
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interaction A where the universe smoothly transitions from a metastable symmetric
ground state ((h) = 0) to a global one at which the Higgs boson h acquires a
vacuum expectation value ((h) = 246 GeV), thus giving mass to the Standard Model
particles. A schematic example comparing a first order phase transition to a cross-
over is provided in Fig. 5.1. In order to determine the order of the electroweak phase
transition in the Standard Model, numerical methods such as lattice simulations
or resummation techniques have to be employed, as it turns out that the naive
assumption of weak coupling which would allow to employ standard perturbation
theory breaks down?. Lattice simulations [268, 277, 278, 279, 280] have uncovered
a two-dimensional phase diagram in terms of the temperature 7" and the ratio of
the Higgs mass at zero temperature to a gauge boson mass. If the Higgs mass my
is small with my < 75 GeV, the electroweak phase transition is of first order and
a perturbative treatment of the Standard Model including thermal corrections is
valid. For larger Higgs masses, the strength of the phase transition, quantified for
instance in terms of the released latent heat, decreases and ultimately goes to zero
as a critical point is reached where the electroweak phase transition in the Standard
Model is of second order. Beyond this critical value, the phase transition is a cross-
over and the system smoothly transitions from a metastable thermal ground state
to its true ground state without releasing any latent heat®. Since the Higgs mass
has been measured by the LHC to be my ~ 125 GeV, the renormalizable Standard
Model exhibits a cross-over phase transition. Nonetheless, there exist a number of
reasons to extend the renormalizable Standard Model. One reason is that a first-
order phase transition leads to a departure from thermal equilibrium, which is one
of the requirements that need to be satisfied to address the question of why there is

2This can be understood, e.g., by studying a scalar field with a ¢* interaction term, whose
Hamiltonian is given by H; = ¢* [ dx L. Applying thermal field theory, it turns out that the
correct expansion parameter is not g2 but rather e = g% f (E), where f (E) is the phase space
density f(k) = 1/(e®“r — 1), with wp = k2 +m? and 8 = 1/T. The phase space density
f(I;) approaches T'/w; in the limit where w; < T. In that case, for k < ¢>T, the expansion
parameter € becomes of order unity and in particular diverges in the case of massless particles
in the infrared where |E| — 0. This picture is not yet complete, as massless particles also receive
a mass via thermal corrections. One distinguishes between the electric mass, a thermal mass
for the timelike components of the gauge boson and the magnetic mass, a thermal mass for
the spacelike components. While the electric mass turns out to behave like a scalar mass with
m?2(T) = m3+cg*T?, where my is the mass at vanishing temperature (in this case mg = 0) and
c is a theory-dependent constant, the magnetic mass vanishes, causing the expansion parameter
€ to diverge in the infrared limit. While this is not a problem for the Standard Model photon
as it has no self-interaction terms, it is a problem for all other Standard Model gauge bosons
and the application of perturbation theory consequently breaks down.

3To get a better understanding of second order phase transitions and cross-overs one can take
the liquid-vapour phase transition of water as an illustrative example. At high pressure, the
density of water smoothly decreases with temperature rather than exhibiting a sharp jump as
the liquid-vapour phase transition takes place. At exactly the critical point, at T = 374°C
and p = 218 atm, the correlation length of the density fluctuations diverges, leading to the
phenomenon of critical opalescence where water acquires a milky appearance as the entire
spectrum of visible light is scattered.
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Figure 5.1: Assuming a simple toy model, the above examples show why the inclu-
sion of additional polynomial terms beyond a quartic potential modifies
the character of the phase transition. If just a quartic potential is as-
sumed the system will just continuously roll down into the new minimum.
Indeed, the possibility where the quadratic coefficient is positive while
the quartic one is also positive only allows for a saddle-point at = = 0,
while if the quadratic term is negative a non-trivial minimum develops
while the minimum at x = 0 becomes unstable, as can be easily checked.
On the other hand including a hexic term, allows for the possibility of
two minima, a metastable (local) one and a stable (global) one.

more matter than anti-matter in our universe.

Electroweak Baryogenesis

The mechanism behind producing an asymmetry between baryons and anti-baryons
from an initially balanced state is called baryogenesis. The name originates from
the fact that the asymmetry n can be described in terms of the net baryon num-
ber of the universe as n = (np — ng)/n,, where ng and np refer to the baryon
and anti-baryon number density, respectively and n, denotes the number density
of cosmic background radiation photons. The baryon asymmetry parameter today
is n ~ 1071°, For a review on the observational evidence of the matter-antimatter
asymmetry in the early universe, we refer the reader to [281]. Several models intro-
ducing distinct new physics exist, but most of them satisfy the so-called Sakharov
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criteria |282], which are
e Violation of baryon number conservation.
e C and CP violation.
e Departure from thermodynamic equilibrium.

The reasons behind these three requirements are the following: Baryon number
needs to be violated because otherwise the universe cannot evolve from an initial
state of baryon-antibaryon symmetry, where n = 0, to an asymmetric state with
n > 0. In electroweak baryogenesis, baryon number is violated through sphaleron
processes. C and CP symmetry need to be broken because otherwise any process
leading to an excess of baryons has a counter-process compensating for that excess
by leading to an increase of antibaryons. Finally, thermal equilibrium needs to be
violated as otherwise any process A — B leading to an excess of baryons allows for a
process B — A that compensates for this excess. The first two Sakharov conditions
are model-specific and can be probed by precision measurements of the given model.
The third condition, departure from thermal equilibrium, can be realized by means of
a strong first-order phase transition, for instance at the electroweak scale [275, 283].
As discussed previously, a first-order phase transition is associated with a release
of latent heat. For strong enough first-order phase transitions, the release of latent
heat due to the transition from a metastable thermal ground state to a stable one
leads to the production of gravitational waves that could be detectable by future
space-based laser interferometers such as LISA or DECIGO. We will come to the
production of gravitational waves after having introduced extensions of the Higgs
potential that lead to a first-order phase transition.

Modifying the Higgs Potential

An interest in extending the Higgs-potential in the Standard Model can arise for at
least two reasons. On the one hand, depending on the exact value of the top mass,
the Higgs potential is metastable, even though the decay time of the metastable
vacuum is much larger than the age of the universe. On the other hand several
models for baryogenesis, as explained above, require a first-order electroweak phase
transition, which can be triggered by small extension of the Higgs potential. We
will follow [276] where new physics is parametrized by three different extensions of
the Higgs potential defined at some cut-off scale A. These extensions are

P A

with AV describing three different extensions of the Higgs potential where

X6 g
AV, = A_‘gm, (5.2)
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can be motivated as being the leading contribution of new physics in an effective-field
theory expansion,

¢2A2 ¢2
A‘/}‘ln,Z = _)\IH,Q 100 1n W 9 (53)

has the form of a Coleman-Weinberg effective potential, which follows from inte-
grating out heavy fermions or scalars and

4 —2A2
AV = Aexpa® €xXp ( pe ) , (5.4)
which is inspired from non-perturbative effects. As we introduce new physics by
modifying the Standard Model Higgs potential we are still required to recover IR
observables like the Higgs mass my ~ 125 GeV or the electroweak vacuum expecta-
tion value (vev) v = 246 GeV. If no new physics is assumed the quartic coupling A\,
is fixed exactly by demanding that the correct Higgs mass mpy and the electroweak
vev v are recovered in the IR. Indeed, an easy check, where we assume the broken
phase of the renormalizable Standard Model Higgs potential and ignore Goldstone
modes such that

Mz 2, M 4
V=5 HP 4+ 2 0+ H) (5.5)

allows to derive the minimum v of the broken Higgs potential which is given by

_Iu2
v =] = =246 GeV. (5.6)
A4

as well as the Higgs mass
my = /2 0 ~ 125 GeV. (5.7)

The Higgs mass and the vev have been measured at the LHC with their experimental
values shown above and thus fix the quartic coupling A\, and the mass parameter u.
Expanding Eq. (5.5) in powers of H and trading pu and A, with the physical Higgs
mass my and the vev v, it is also possible to obtain the Standard Model predictions
for the physical triple and quartic Higgs couplings, which are given as

3 2
Appsg = —H (5.8)
and
3m?
)‘H4,0 = UQ (59)

If, however, the Higgs potential has corrections as the ones introduced before, in
order to modify the potential such that it accounts for a first order phase transition,
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the quartic coupling is no longer fixed. Rather, the additionally introduced couplings
that now also enter the Higgs mass and the electroweak vev and A\, have to be
adjusted such that the correct IR physics is recovered at 7' = 0, i.e. such that
observables still keep their corresponding experimental values. As an example, one
may consider the effect of an H® operator. The Higgs mass, which has been already
measured as well as the triple and the quartic Higgs couplings are now given as

A 2
mu = V2w (1412280 ) &~ 125 GeV, (5.10)
A2
3m?, 16A6v*
3m?, 96 g0
A = = (1+ n? ) (5.12)

where the Ays and Aga couplings will potentially be measured at the next high lu-
minosity run at the LHC via Higgs pair production through gluon fusion. See [3]
for a pedagogical review. Comparing the new form of the Higgs mass to the one
derived from the renormalizable Standard Model in Eq. (5.7) it becomes apparent
that the bare coupling A\, is no longer fixed by the experimental value of the Higgs
mass. Rather, the Higgs mass is now a function of the bare quartic coupling A4,
the bare hexic coupling A\ and the cut-off scale A at which new physics is assumed.
The exponential and logarithmic potentials will have similar effects in the sense that
their couplings also enter the definition of the different physical observables.

The strength of the phase transition at the critical temperature 7T, can be quanti-
fied by ¢./T., where ¢. = (¢). is the expectation value of the Higgs at the critical
temperature T,.. At the critical temperature the effective potential V' (¢) develops
two degenerate minima at ¢ = 0 and ¢ # 0. Below the critical temperature, the
non-trivial minimum becomes a global one and in the limit 7" — 0, the field value
at the minimum approaches the measured vev v = 246 GeV. The field expectation
value at the critical temperature, ¢., is an order parameter: If ¢. # 0, the phase
transition is a first order one. In order for to efficiently generate an asymmetry be-
tween baryons and anti-baryons, the phase transition has to be a strong first-order
phase transition, characterized by ¢./T. 2 1, since otherwise the baryon asymmetry
is not explained [283].

In order to make the physical implications derived from a modification of the Higgs
potential as precise as possible, a general set-up that has been discussed and in-
troduced in [284] in order to discuss stability properties of the Higgs potential, is
employed with the difference that the set-up includes the full modified Higgs poten-
tial with quantum and thermal corrections, the top-Yukawa-sector and its coupling

“As a reminder for the reader, a first-order phase transition is characterized by the fact that
at some critical temperature T, the potential features two degenerate minima in contrast to
a cross-over or a higher-order phase transition, which only feature one minimum ¢, = 0 that
is continuously evolving with temperature. Hence, the fact that ¢. # 0 is characteristic of a
first-order phase transition.
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s, a fiducial coupling gr that mimics the SU(2) and the U(1) sectors as well as the
SU(3) gauge coupling gs. The IR values of the top-Yukawa-coupling y;, u* and A
will be fixed by the observational values of the top mass m;, the Higgs mass my
and the electroweak vev v

my = 173GeV  mpy = 125GeV  and v = 246GeV, (5.13)

for any given pair of either Ag, Ain2 or Aexpa and A. Moreover, the SU(3) gauge
coupling is fixed by the requirement that

g(1GeV') = 1.06, (5.14)

while its running will be the standard QCD running which allows for Asymptotic
Freedom. The fiducial couplings gr = {g, ¢’} describing the electroweak sector can
be assumed to be approximately constant with respect to the RG scale and hence
also the temperature 7.

The running of the full Higgs potential and the top-Yukawa coupling have been
derived with the FRG at finite temperature. The FRG is well suited in order to
study non-perturbative phenomena, while allowing to follow the separate depen-
dence of the potentials on the three different relevant energy scales, the RG scale k,
the temperature 7" and the value of the field ¢. Here, the temperature 7" is an ex-
ternal energy scale of the system while ¢ can be regarded as an internal energy scale’.

The running of the couplings and the full Higgs potential represent a coupled set
of partial differential equations that are solved numerically with a grid code, which
transforms them into a large system of ordinary differential equations. The numer-
ical background of the gridcode has been introduced in [285]. Besides specifying a
truncation, that is described by the set-up that we have introduced above, the FRG
requires a regulator. For technical reasons it is beneficial to introduce a regulator
that only regularizes the spatial momenta leaving the temperature unaffected, which
is compactified anyways. Such a regulator has also been discussed in the context of
the quark-meson model [286]. A regulator allowing for a covariant treatment of the
temperature and the spatial directions has been considered in [287]. The threshold
functions derived from the FRG in that case are rather cumbersome.

5.2 Dynamics of Phase Transitions

The type of extensions introduced feature a first-order phase transition, which, if
strong enough, can source Gravitational Waves that could be detectable by future

>The existence of an external energy scale T' and an internal energy scale ¢ can be understood as
follows: The temperature is related to the average translational kinetic energy of the system
of interacting particles. As long as T' > T, the particles are in the symmetric phase. When
T < T,, the entire system of interacting particles transitions to a new equilibrium state, which
is characterized by the value of the field ¢ in the broken phase. At this point there will be two
distinct energy scales ¢ and T'.
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Figure 5.2: Thermal fluctuation lead to the nucleation of bubbles, where the Higgs
is in a stable ground state. These bubbles expand into the regions where
the Higgs persists in its metastable ground state. At early times, the
bubbles do not overlap. Later, however, they merge until the entire fluid
of Standard Model particles is in the stable ground state.

space-based GW inteferometers such as LISA or DECIGO. In order to properly
understand how gravitational waves are sourced one has to first understand the
dynamics of a first-order phase transition. A first-order phase transition can be
described via the nucleation of bubbles of the true ground state ¢ = ¢, due to
quantum or thermal fluctuations. If the temperature of the universe drops below a
critical temperature, these bubbles begin to expand and interact with one another
and a plasma of particles until the entire universe is covered by bubbles, the phase
transition is completed and the universe has transitioned to its true equilibrium
state. See Fig. 5.2 for a sketch of the process. Describing the exact dynamics of the
phase transition and the resulting stochastic gravitational wave spectrum is very
involved. It requires solving the equations of motion of the combined field-plasma
system using lattice simulations. A review on the details of the nucleation of bubbles
and their dynamics is provided in the appendix. While describing the entire process
from the onset of the phase transition, when bubbles start to nucleate, to the final
stages when a stochastic gravitational wave background is emitted is challenging,
it is, however, possible to describe the stochastic background of gravitational waves
resulting from the phase transition in terms of a few key quantities: These key
quantities are

e the speed v, at which the phase boundary is expanding,

e the available energy budget of the phase transition, which we will quantify by
a parameter «,

e the mean bubble separation R which can be linked to the inverse phase tran-
sition duration /3,
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e a set of characteristic temperatures describing the evolution of the phase tran-
sition. Those temperatures are the critical temperature 7T, at which the two
minima of the potential become degenerate, the nucleation temperature 7,,,
which describes the onset of bubble nucleation and the percolation tempera-
ture 7, which characterizes the final stages of the phase transition. Close to
the percolation temperature the nucleation rate grows as the exponential of
an exponential.

We will introduce these key quantities as we proceed in describing the general pic-
ture, that is the following: Bubbles of the broken phase at time ¢t nucleate with a
certain probability density I'(¢) that depends on the shape of the potential V'(t) at
time ¢. This probability is commonly quantified as

T(t) = A(t)e 5V, (5.15)

where A(?) is a time-dependent prefactor and S(¢) is the action. For later purposes it
is beneficial to describe the history of the universe in terms of its thermal evolution.
The temporal expansion history of the universe can be expressed in terms of its
thermal history via

dr

= —HT, (5.16)

which depends on the field content of the universe through the Hubble parameter
H, that is related to the energy density of the universe by the Friedmann equation

[ Prad + Pvac

where Mp, denotes the reduced Planck mass with Mp, = /1/87G = 2.435 x
10'8 GeV. The energy density of radiation is given as

- g (5.18)
Prad = geffgo , .
where the relativistic degrees of freedom are quantified by geg, which follows from
T\* 7 T\*
e \1T) s i\7) 5.19
- izgong <T) +8i:f€,§iong (T> ( )

Here, g; and T; are the degrees of freedom and the temperature of the particle ¢,
respectively. In the Standard Model, the number of effective relativistic degrees of
freedom is ger = 106.75 before the electroweak phase transition has taken place.
Hence, in the following we will be treating g.s as constant. The vacuum energy
density pyac is defined as

Pvac = A‘/eff = - [‘/e (¢ = <¢>T7 T) - V:eff(¢ = O7T)] ) (520)

126



where (@)1 denotes the field value at the true equilibrium state. Eq. 5.16 allows
to express quantities in terms of their temperature dependence. In particular, the
probability to nucleate a bubble at temperature 7' can be shown to be given as
[288, 289]

3/2
0(T)=1* (%”g)) exp (—S3(T)/T), (5.21)

where S3(7) is the three-dimensional euclidean action. The three-dimensional eu-
clidean action is minimized by spherically-symmetric field configurations of ¢, which
entails that S3(7) is given as

S4(T) = 4 /0 T (% <%) + Vil T)) | (5.22)

where r = /22 + y? + 22 denotes the radial coordinate. The spherical symmetry
of the field configurations of ¢ is at the origin modeling the phase transition by the
nucleation of bubbles of the symmetry-broken phase, where ¢ # 0. The process of
bubble nucleation, growth and merger until the phase transition is completed, will
not be instantaneous but rather the universe will cool down from the temperature
T., where the potential develops two degenerate minima, to some temperature 7',
where the universe has fully transitioned to its true equilibrium state. The entire
history of the phase transition can be described in terms of some key temperatures
that we will introduce now. At the critical temperature 7T, the potential develops
two degenerate minima, that is

Véff(gb = Ov TC) = V;sz(gb = <¢>TC7T0)> (523)

where (¢)r, is the expectation value of the field in the broken phase at the critical
temperature. First bubbles of the true equilibrium phase start to nucleate at a
temperature 7,,. In order to determine the nucleation temperature T,,, the decay
rate I'(T") of the false vacuum is compared to the Hubble rate H(T'), which describes
the expansion of the universe. Typically, the nucleation temperature is defined as
the temperature at which one bubble N is nucleated per Hubble horizon on average.
This implies the following relation

N(T,) = /T %5((;))4 —1. (5.24)

For fast phase transitions, as discussed in the appendix in order to equip the reader
with more detailed knowledge, the integrand dominates at T' ~ T,,. In that case

(T,) = ['(75,)

" H(T)!

~ 1. (5.25)

In the following we will be using the former definition of the nucleation temperature
T,. While the nucleation temperature denotes the onset of the phase transition, the
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end is commonly marked by another key temperature, the percolation temperature
T, at which roughly 30% of the comoving volume have been converted to the true
equilibrium state [290]. The decay rate I'(t) increases as the exponential of an
exponential, as can be seen for instance by considering Eq. 5.22 and hence T}, can
also be considered as marking the end of the phase transition. The average fractional
volume in the metastable phase, where overlaps between bubbles are taken into
account, is given by

P(t) = e 1® (5.26)

4 t/ 3 )

OES= / at T() 2 e, (5.27)
te

where P(t) and I(t) are expressed as functions of time. (¢) denotes the probability

of finding a bubble of size

A a(t)®

V() = 5y

r(t, 1), (5.28)

nucleated at time t'(7”) with a probability I'(¢'), at time ¢(T"). Hereby, r(¢,t") denotes
the comoving radius of the bubble given as

r(t, 1) = /t df%, (5.29)

where v,, denotes the wall speed of the expanding bubble. In principle, v,, follows
from the dynamics of the field-fluid system. Determining v, is, however, rather
cumbersome and typically the wall speed is provided as an input parameter of the
model when discussing the production of gravitational waves. A larger value of v,
increases the chances of detecting a stochastic background of gravitational waves
although the efficiency with which baryon asymmetry is generated decreases [291].
For a more detailed description on v,, we advise the reader to have a look at the
appendix. In the limit ¢t — t. — 0, I(t) approaches zero as there will be no contri-
bution from the decay rate I'(¢), such that P(t) = 1, i.e. the probability to find the
universe in the false vacuum is one. Conversely, in the limit ¢ — oo, P(t) goes to
zero, which implies that the universe has fully transitioned to its true equilibrium
state. Note that the exponential in Eq. 5.26 indicates that overlaps between bubbles
are taken into account. In the case, where no overlaps are considered, the fractional
volume in the metastable phase admits the intuitive form

P(t)=1-1I(t), (5.30)

where we remind the reader that I(¢) denotes the probability to find a bubble of
size V (t,t') at time ¢ which has been nucleated at time ¢’ with probability I'(#'). To

128



deduce the percolation temperature indicating the onset of bubble percolation when
30% of the universe are covered by bubbles of the true equilibrium state [290] one
needs to express P(t) and therefore I(¢) in terms of its temperature dependence.
The temperature dependence of (¢) is given via

I(T) = %”/ dT’% (/T dT?["gD . (5.31)

The percolation of bubbles begins when I(7},) = 0.34 such that the probability P(7},)
of finding a point in the false vacuum is P(7,) ~ 0.7. To summarize our discussion
so far, we have introduced three characteristic temperature that describe the phase
transition. Those are

e the critical temperature 7., where two minima of the potential become degen-
erate,

e the nucleation temperature 7;, at which one bubble is nucleated per Hubble
horizon on average,

e and the percolation temperature 7, when approximately 30% of the universe
has transitioned to the stable phase.

We will further introduce a fourth characteristic temperature later on, when dis-
cussing very slow phase transitions.

Mean bubble separation

Instead of directly considering the decay rate, an alternative way to keep track of
the phase transition is to analyze the evolution of the number density of bubbles
that can be quantified via [292, 293|

Poupes (1) = / % %F(t’)])(t’), (5.32)

where we are multiplying the nucleation rate I' with the fractional volume P because
bubbles can only nucleate in the metastable phase. At late times, it can be shown
that the number density can be expressed as

1

5 (5.33)

Nbubbles () =

where we have introduced the mean bubble separation R, that describes the distance
between the centers of two nucleated bubbles. The mean bubble separation will be
a relevant length scale when discussing the generation of gravitational waves.
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Energy budget of the phase transition

Moreover, the distribution of the energy budget is also of particular interest in
quantifying the gravitational wave spectra. The energy released during the phase
transition is typically quantified in terms of a quantity that is denoted by a. Roughly,
a denotes the strength of the phase transition. Providing an expression for « is still
open research [294]. Most studies employ the so-called bag model where the entire
field-fluid system is separated in two subsystems [295]: One subsystem is the interior
of a bubble and the other one corresponds to the exterior. The fluid is assumed to
be perfect and relativistic. The bag constant € denotes the change in energy and
pressure across the boundary of the two systems and enters the definition of « as
follows

€
G+T4 ’

(5.34)

o =

where a, is given as a, = 7m2ger/30. The challenge consists in establishing how a
given particle-physics model can be mapped to the bag model. The currently most
commonly applied map relates the bag constant € to the change of the trace of the
energy-momentum tensor = (e + 3p)/4, where the energy density e is given by the
(0,0)—component of the stress-energy tensor, while the pressure p is captured by
the spatial components of the stress-energy tensor p = Tj;, with ¢ = 1,2,3 and no
summation implied. Following this definition of the bag constant, « is specified as

30, -0

= ,
4 CL+T T=T,

(5.35)

where 6, and 6_ denote the trace of the energy-momentum tensor outside and inside
the bubble, respectively. The energy density and the pressure can be derived from
the effective potential as

Ve

er)  =Vg—T anf (5.36)
and

Pi/— = —Verr. (5.37)
This allows us to express « in terms of the effective potential

1 T Opyac 30 T OAVeg
a= Pvac = 15T = 5 (AVer — ,
Prad T=T, ™ geffT 4 0T T=T,
(5.38)

where the radiation energy density praq and the vacuum energy density py,. are
given by Eq. 5.18 and Eq. 5.20, respectively. The physical interpretation of « is
that it measures the latent heat released during the phase transition normalized by
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the radiation energy and is therefore of direct importance for the gravitational wave
spectrum. It is possible to identify two regimes: For fast phase transitions with
weak supercooling, i.e., T, S T., the vacuum energy density pyac is negligible. For
slow phase transitions which are associated to significant supercooling, i.e. the per-
colation temperature is significantly smaller than the critical temperature, T, < T,
the vacuum energy density becomes dominant®.

To recap, so far we have introduced a set of important temperatures that describe
the thermal evolution of the phase transition. Hereby, the nucleation temperature
T, was defined as the temperature at which one bubble of the Higgs phase is nu-
cleated per Hubble horizon. The nucleation temperature marks the onset of the
phase transition. We also introduced the percolation temperature which sets the
end of the phase transition. To discuss the spectrum of gravitational waves later
on, we introduced a parameter o that quantifies the available energy budget of the
phase transition while taking into account the interaction between the bubbles and
the plasma of Standard Model particles by means of an approximation known as
the bag model. So far, however, we have remained agnostic about other important
physical quantities such as the mean number density of nucleated bubbles or the du-
ration of the phase transition. We expect these quantities to be of direct relevance
for the stochastic gravitational wave spectrum.

Let us therefore study the time scale of the phase transition a little bit closer. To
do so, we will distinguish between phase transitions with mild supercooling, where
the characteristic temperatures of the phase transition are very similar and phase
transitions with strong supercooling, where there is a clear hierarchy between the
critical temperature, the nucleation temperature and the percolation temperature.
The exact distinction will become more apparent as we discuss the two possibilities
in more detail. We will show that the (inverse) duration of the phase transition and
the mean number density of bubbles at percolation time are actually related and
can therefore be described by a single parameter § as long as the phase transition
does not feature very strong supercooling.

First-order phase transition without strong supercooling

On an even more fundamental level the duration of the phase transition as well as
the mean number density of bubbles follow from the nucleation rate I'(t). For fast
enough phase transitions, the nucleation rate I' can be approximated as

I' =~ Fo(to)eﬂ(t_to), (540)

6An alternative way to express the energy budget of the phase transition is given by

ey —e_

where the bag model constant is related to the difference in energy between the broken and the
symmetric phase.
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where t; is a reference time typically equated with the percolation time ¢,. The
transition rate parameter [ that has been introduced above is related to the inverse
duration of the phase transition and defined as

_d S5(T(1))

b=—a T(t)

(5.41)

t=to

and evaluated at the reference time t5. Eq. 5.16 permits to express the inverse
duration of the phase transition in terms of its temperature dependence
B d(S;/T)

Y =wm = T ar

(5.42)

T=Tp

To understand how the duration of the phase transition and the mean number
density are related let us recall that in Eq. 5.32 we expressed the mean number
density npupbles in terms of the probability P(I'(t),t) of finding a point in the false
vacuum, see Eq. 5.26, and the decay rate I'(¢). In particular, the probability of
finding a point in the false vacuum is related to the decay rate. Assuming that
the decay rate takes the approximated form of Eq.5.40, it can be shown that the
probability of finding a point in the false vacuum for a fast phase transition is

P(t) = exp (—e"71) (5.43)
such that the number density npuppies in Eq. 5.32 is

np(t) = 53‘ (1—P(t)), (5.44)

- 3
8Ty,

where v,, denotes the wall-speed of the bubble. For ¢t 2 t,, the phase transition
completes very fast, see Eq. 5.43, such that P(¢ 2 t,) ~ 0. Thus, the mean bubble
number density is simply
53
t) = . 5.45
ns(t) = gros (5.45)

It is standard in the gravitational wave literature to interchange the mean number
density by the mean bubble separation which are related by Eq. 5.33. Thus, the
mean bubble separation is given by

R, = (87)3 47! (5.46)

T=T,

and evaluated at the percolation temperature.

First-order phase transition with strong supercooling

In the case that the universe undergoes through a sufficiently long enough period
of supercooling until the phase transition completes, the linear approximation of
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the nucleation rate I' given in Eq. 5.40 breaks down. In particular, the weight of
the nucleation rate, S3(7)/T, no longer decreases monotonically with decreasing
temperature but actually features a minimum at a minimization temperature 7,,.
Since the parameter [ is directly related to the change of S3(7")/T as a function
of the temperature, see Eq. 5.42, S vanishes at the minimization temperature and
can even become negative for temperatures below the minimization temperature.
Thus, the linear approximation of the nucleation rate, Eq. 5.40, is no longer valid
[296, 297, 298|. For a more appropriate approximation it is necessary to also consider
the quadratic term in the expansion of the action S(T") = S5(7")/T such that the
nucleation rate can be approximated as

1
[  exp (—93/T) = exp (555@ —tm)® + ) (5.47)
where the reference time t,, is associated to the minimization temperature 7T,,. In

the above expansion, we used that the fact close to the reference time t,,, 8 — 0.
Hence, the timescale of the phase transition is now determined by By

By = \/—s—; (@) = H(T\T \/(_fl—;2 (53?)) (5.48)

t=tm T=Tm

In the following, we will introduce a common parameter 3 that refers to 3 /H in
the scenario with mild supercooling and to By /H in the case of strong supercooling.
The initial number density when the probability to find a point in the false vacuum
is one is given by [296]

15(1) = T W; mL/A7E) (‘311@ )+ (iﬂ) )

(5.49)

in the case of strong supercooling. Hereby, npmay 18 Nmax = V27, and erf(z) de-
notes the error function. Crucially, the derivation of the above equation assumes a
constant Hubble parameter, which is valid assumption in the case of strong super-
cooling, where the vacuum energy py.. is approximately temperature-independent
and dominates over the radiation energy p.,q, which is negligible. Of particular in-
terest for the estimation of the gravitational wave spectra is the number density at
the end of the phase transition which is evaluated at ¢ — t,, ~ v/26;;' [299]. In that
case

_ V2rl(Tn) (5.50)

Nmax = 5 )
\%4

where I'(7},,) is the nucleation rate at the minimization temperature. The above
number density entails the following mean bubble separation in the strong super-
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cooling regime
~1/3

Ry = () = [—\/%F(Tm)

5 (5.51)

5.2.1 Gravitational Waves from a Phase Transition

The field of gravitational waves from phase transitions is still evolving and there are
many challenges and open questions to be tackled. In the following we will attempt
to provide a short summary of the state-of-the art, highlighting open questions where
they occur.

A first-order phase transition is characterized by the release of latent heat that
contributes to the energy-momentum tensor of the field-fluid system. A strong
enough phase transition can therefore act as a source for the production of detectable
gravitational waves. A crucial aspect that is relevant in this discussion, is the redshift
that the peak-frequency of the gravitational waves experiences due to the cosmic
expansion of the universe. Hence, in order to relate the gravitational wave spectrum
with a peak-frequency today fpeax to the one at the time of emission with a peak-
frequency f;..i the expansion of the universe has to be taken into account. Assuming
that the universe has entered the era of radiation-domination right after the phase
transition and has henceforth expanded adiabatically, the two peak frequencies are
related as

h. _ Jx 1/6 7ﬁreh f*eak
= 165 %1079 H ( ) peak 5.52
Joeak = - Joea 8 100 <100Ge\/) H, (5.52)

where we have introduced the temperature at reheating T;en, H, denotes the Hubble
rate at the time of production and h, = (a./ag)H, is the Hubble rate redshifted until
the present time by the scale factors a, at the time of emission and ag today. As a
reminder g, refers to the relativistic degrees of freedom. The reheating temperature
follows from energy conservation a3 praq(Tren) = a2 (praa(T},) + AV'), such that [300]

Tren ~ T, (1 + a(T,))"*. (5.53)

Accessing the production of gravitational waves during a first-order phase transition
is rather involved and requires a numerical approach. Simulations of thermal phase
transitions have established the following picture: Gravitational waves are sourced
in three different stages. At first the bubbles of the broken phase collide and merge
with each other, giving a contribution h2Qeon to the total power spectrum. This
stage, however, is of short duration and the contribution of bubble collisions to the
total gravitational wave spectrum turns out to be subdominant for most realistic
scenarios *. The collision of bubbles is followed by the generation of sound waves,

"A scenario characterized by the dominant contribution to the total power spectrum coming from
bubble collisions is referred to as runaway scenario. In order to realize such a scenario the phase
transition has to release a huge amount of energy which can be quantified in terms of « being
of the order of 10'? [301]. Most values of « in the literature, however, tend to be typically of
up to O(1).
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which turns out to be the most powerful source of gravitational waves as the phase
transition takes place. One can think of the expansion of bubbles as an explosion
where the resulting compression wave expands in the relativistic Standard Model
fluid as a sound wave once the bubbles have completely merged. The overlap of
different sound waves then acts as a source of gravitational waves, characterized
by a power spectrum h2 Q. Finally, the last source of gravitational waves comes
from a turbulent regime, sourced by the non-linear behavior of the flow as it decays,
creating vorticity and turbulence. The resulting power spectrum is given by iLQQturb
Hence, the total power spectrum in a linearized approximation is just the sum of
the power spectra generated during each of the stages®, i.e.,

W2 Qew(f) = h*Qeon(f) + 22 Qs (f) + B2 Qs (f)- (5.54)

The frequency dependence of the power spectra is determined from numerical sim-
ulations. Those simulations hint towards the fact that it is possible to quantify
h2Qaw in terms of a few key parameters related to the released energy during the
phase transition and the time-scale of the phase transition. From our previous dis-
cussions, we know that a provides a measure of the latent heat released during the
phase transition, while the mean bubble separation R and the Hubble constant H
set the timescale of the phase transition. It is therefore not unexpected that H,R
sets the peak frequency of the gravitational wave signal, as we will see in a moment,
while the energy content of the phase transition, as measured by a and H,R, will
set the amplitude of the signal.

In line with [302, 303, 304], the gravitational wave power spectra, which have been
derived in the so-called envelope approximation, where colliding bubble walls imme-
diately loose their energy [305, 306], can be fitted to admit the following frequency
dependence

3.8(f/ fem) ™"

}ALQQCO _ 2Qpeak 7 5.55
ll(f) coll 1+ 28(f/ I():ggk)S.S ( a)
a3 ik
20, () = e (L) 122 ( L ’ (5.55b)
peak 7 7 peak

11

STEA R

~ 3
. hQQpeak f
th ur — turb
o) = e f /) ( ;23&)

81t is still an open research question whether the sound wave regime and the turbulent regime
can actually be considered separately.
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where the peak frequencies read

YT (87)3 0.62v
ol ~165.107° I (9* )6 reh v
peak “\100/ \100Gev) \ H.R ) \18 =010y + 12 )"

(5.56a)
B N [ T (87)3
w0 19.10°H (g )6 reh 56b
peak = 191002 306 )\ o0aev ) \ LR ) (5.56b)
B AN\e [ T, (87)3
turb:z 1 5H (g )6 reh ' .
peak = 2710 Hz (7050 { To0aev ) \ BB (5.56¢)

and are given in terms of the mean bubble separation R at percolation temperature,
the bubble wall speed v,,, the reheating temperature 7T,., and the Hubble rate at
percolation temperature H,. In the following computations of the gravitational wave
spectra we will set the wall speed to one, i.e., v,, = 1 unless otherwise specified.
Moreover, the peak amplitudes of the power spectra are given as

2 1
. H,R Keon 2 /100 3 0.11v
2Pk ~ 167.1075 [ = coll ) e 5.57
coll (87) l+a 9. ) 042112 (5.57a)
2 1
Rropesk ~ 965108 [ Hef ( “Swa) (100> | (5.57b)
(87{')3 14+« Gx
3 1
J2opek o 335 10— Lt (“t“rbo‘> : (100) ’ (5.57¢)
turb (871')% 1 + o g* )

where Keou, Kew and ki, are the efficiency factors that describe how much «, i.e.
roughly speaking how much latent heat, is converted into the energy of the bubble
wall and the bulk motion of bubbles. Since the efficiency factors indicate fractions
of converted latent heat their values are smaller than one. These efficiency factors
depend on the wall speed v, and the strength of the phase transition o and are
provided in the appendix. They are also determined from numerical simulations.
For most common physical scenarios k.o is found to be negligibly small such that
bubble collisions have a subdominant contribution to the total gravitational wave
power spectrum. This is due to the fact that the plasma of Standard Model particles
acts as a friction term reducing the transfer of kinetic energy stored in the bubble
walls into the production of gravitational waves. A definition for k., given by
Eq. (H.3), as well as a discussion on the relevant physics that enter are provided
in the appendix. As a side remark it is also not yet settled whether the envelop
approximation in fact also fully holds in the non-runeway case, where the bubble
wall-speed reaches a constant terminal velocity. The field of gravitational waves from
phase transitions is still evolving and there is no clear consensus on how to quantify
the different efficiency factors. Two measures are, however, standard in the literature
and it turns out that they agree with each to high precision except at very strong
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supercooling, where a > 1. One common way to quantify the efficiency factors
Ksw and Kiyp that quantify the distribution of the energy budget still available after
bubbles have collided and merged to produce sound waves and a turbulent regime,
respectively gives

Kew = Ku, (5.58)
while K¢y can be given as
Rturb = €Ryp, (559)

where € =~ 0.05 — 0.1 and the efficiency factor k, depends on the velocity of the
bubble wall v,,. For the specific case where v,, = 1, one obtains

left Oleff
a 0.73 + 0.083/Cet + Qof’

(5.60)

Ry =

where we have introduced aeg, which is a measure of the still available energy after
bubbles have collided and merged, hence aeg = (1 — Keon) v

Recent studies, however, have shown that Eq. (5.58) and Eq. (5.59) underestimates
the effects of turbulence when the production of sound waves falls down in less
than a Hubble time. In that case the power spectrum of sound waves is reduced
and the gravitational wave amplitude from turbulence becomes more significant
instead. Overall, the total amplitude also decreases. A more careful analysis allows
the efficiency factor kg, describing the total available energy budget converted to
sound waves, to be approximated as

fsw = (Ho o) Koo, (5.61)
while the fraction converted to turbulence can be quantified via
Rturb = (1 - H*Tsw)2/3 Ry . (562)

Hereby, the factor H, 7, gives an estimate of the relevance of the sound wave regime
with 7y, indicating the duration of the sound wave stage. In this thesis we will make
use of this more recent definition of the efficiency factors kg, and Kiurp.

The duration of the sound wave period is limited by 7, = 1/H, due to the fact that
the universe expands, thus reducing the effective power of the source of gravitational
waves from sound waves and washing out the non-linearities of the fluid that are
at the root of the sound wave regime. The Hubble constant H, is evaluated at
the percolation temperature 7;,. This is a reasonable identification since at the
percolation temperature, which can be regarded as marking the onset of the phase
transition, a significant amount of bubbles of the broken phase have nucleated and
merged. Thus, the percolation temperature can be considered to be the relevant
temperature in order to describe the lifetime of sound waves.

From a dimensional point of view the duration of the sound wave period should be
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given as L;/U;, where L; is a characteristic length scale of the fluid flow, while U,
is a characteristic velocity. As we have argued in preceding sections, the bubble
dynamics is expected to be fully expressable in terms of a few key quantities such as
the mean bubble separation R, the wall velocity v, and «. It thus seems reasonable
to identify the mean bubble separation R, with the characteristic length scale of the
fluid flow L;. More precisely, as explained above, this quantity has to be evaluated
at the percolation temperature 7},. The characteristic velocity of the fluid flow can
be expressed in terms of the root-mean-square fluid velocity

L3 M e 3 o
Ui = liro / T @ ~ 4T+ am™ (5.63)

which is a function of the speed of sound ¢, = 1/\/§, the characteristic speed for
sound waves, the wall speed v, a and v(§) is the velocity profile of the plasma.
Moreover, we have assumed v,, ~ 1 in the second equality and introduced an effective
value of «, g, which is a measure of the still available energy after bubbles have
collided and merged, hence e = (1 — Keon)a. The efficiency factor k, is the same
efficiency factor that has also been introduced in Eq. (5.61) and Eq. (5.62) and for
v, = 1 is given by Eq. (5.60). So far, however, we have not factored in the expansion
of the universe in the discussion of 7. The age of the universe at the percolation
time 1/H, acts as a limiting time for the sound wave period as the effective power
of the source of gravitational waves is effectively reduced as the universe expands.
Phrased differently, the expansion of the universe washes out the energy budget of
the phase transition. Hence, if the lifetime of the sound wave phase , 7, = R*/Uf,
is not shorter than the time that the universe takes to reduce the available effective
power due to its expansion, the sound wave phase will effectively end at a time 1/H,.
In turn, this also implies that there will be no more latent heat left to generate
turbulence and the non-linearities of the flow, causing the turbulent regime, will fall
off very quickly. This is indeed reflected in the definition of the efficiency factor
Kturb, Which vanishes if 7, = 1/H,. Hence, in general, the duration of the sound
wave period can be estimated as

L R
H'U,)

Tew = MIN [ (5.64)
where R, is the mean bubble separation and U ¢ is the root-mean-square fluid veloc-
ity. The above definition reflects the fact that the Hubble time 1/H, sets a maximum
time scale on the duration of the sound wave regime. At this point, we may also
understand the definitions of kg, and K, from a more physical point of view if we
introduce the lifetime of the universe at percolation temperature, 7, = 1/H,. In
that case, the efficiency factors of the sound wave and the turbulent phase admit
the following form

. 1/2
Fsw = ( = ) Koy (5.65)

Tuniv
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and

- 2/3
Rturb = (1 - = ) Ry, (566)

Tuniv

respectively. The fraction 7y /Tyniv simply reflects the fact that the duration of the
sound wave regime competes with the expansion of the universe which distributes
away the effective energy, that is in principle available to produce additional sound
waves and turbulence, in a time 7,,;,. We can see clearly that if the universe expands
fast enough, effectively stopping the further production of sound waves, i1, = 0
and no turbulent fluid flow is generated.

5.3 Results

The gravitational wave spectra are computed in terms of the model-dependent pa-
rameters o and § = 8 /H, which are related to the release of latent heat and the
duration of the phase transition, respectively. Thus, a knowledge of o and B allows
to capture the effects of new physics on the gravitational wave spectrum resulting
from a first-order phase transition. Varying the potentials freely leads to a scatter
plot of (a, B)-pairs [303]. Intriguingly, in our analysis of the modified Higgs poten-
tials introduced previously, we find that this scatter reduces to a narrow band of
allowed (a,B)—pairs, see Fig. 5.3. This means that a wide range of BSM scenar-
ios, described by our effective potentials, imply a relationship between the released
energy during the phase transition and the inverse phase transition duration and,
hence, predict a similar gravitational wave signal. The universal behavior displayed
in Fig. 5.3 follows from equally universal curves for o and f§ as functions of the
vacuum expectation value ¢./T., see Fig. 5.4. The strength of the phase transition
is quantified by ¢./T.. With increasing ¢./T., we observe that « increases while 3
decreases. This is not surprising: « measures the release of latent heat during the
phase transition and hence one would expect that it is also a measure of the strength
of the phase transition. In particular, « takes into account the difference between
the two phases of the potential, see Eq. 5.38. Hence, a larger value of o implies that
the phase transition has undergone an extended period of supercooling where AV
increases. Consequently, with an increasing period of supercooling, the duration of
the phase transition will increase. This explains the fact that as the strength of
the phase transition ¢./T. is increased, the inverse duration of the phase transition
decreases. Conversely, this means that a stronger phase transition, as encoded in
¢c/T., takes more time to complete.
Overall, the ¢./T. dependence of « and B shows an approximately universal behav-
ior for the different types of potentials. In particular, for small ¢./T. < 1 — 2, both
log o and log 3 display a linear dependence on log (¢./T.), pointing towards a uni-
versal power-law behavior. For larger values of ¢./T, > 1 — 2, no simple power-law
can be established. Universality, however, still holds true.

Thus, generic BSM physics, as introduced by the different modifications of the
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Figure 5.3: Displayed above are the pairs of B and « values that can be accessed
from the three modifications of the effective Higgs potential that we are
considering. A nearly universal behavior between § and a can be ob-
served for all potentials. In particular, at small a we find an asymptotic
power-law behavior with 8 = 0.5 - a1, The analysis of a simple ¢*
model allows us to obtain analytical results for 4 and « as a function
of ¢./T., which can be combined to give a relation between B and « as
depicted above. Crucially, this derivation relies on the thin-wall approx-
imation for which 7. — T'//T < 1 and is, in particular, valid for weakly
supercooled phase transitions, i.e., small .

Higgs potential in Eq. 5.2, Eq. 5.3 and Eq. 5.4, lead to a universal relation between
the energy released during the phase transition and the (inverse) duration of the
phase transition. Currently, we do not have an exact explanation as to why this is
the case. A possible argument to explain the universal behavior is that it arises as
a standard consequence of the properties of RG flows, as also discussed in Ch. 2,
when introducing the concept of universality: The specific details of the new physics
introduced at some UV scale Myp are washed out by thermal and quantum fluctua-
tions below the UV scale. This intuition is, however, not confirmed, as the different
finite-temperature potentials exhibit clear differences between the three classes of
potentials. See for instance Fig.4 in [276]. Gaining a deeper understanding of the
roots behind the universality observed in Fig. 5.3 and Fig. 5.4 is left for future work.
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Figure 5.4: We show a (left panel) and 3 (right panel) as a function of the order
parameter ¢. /T, for all classes of potentials. An almost universal relation
between «,3 and ¢/ T, is found for all modifications. The red area marks
the strong supercooling regime. At small ¢./T., we find asymptotic
power-law behaviours with o = 0.0026 - (¢./T.)""" and 5 = 48800 -

(6c/T.) 7.

Gravitational Wave Spectra

The gravitational wave spectra for the three classes of potentials can be compared
to the LISA and DECIGO sensitivity curves. We find that for strong enough phase
transitions, a gravitational wave signal could be detected by both LISA and DE-
CIGO, see Fig. 5.5. Phase transition with ¢./7T. ~ 2 — 2.7 lie outside the sensitivity
range of LISA. Detecting the gravitational wave signal emitted by phase transitions
with smaller ¢./T, would require instruments that operate at higher frequencies and
increased sensitivity, such as for example DECIGO. Alternative experiment set-ups
such as ATON or AEDGE, which rely on atom interferometry, might also be able to
reach sensitivities of interest for electroweak phase transitions at lower ¢./T. [307].
In general, a stronger phase transition leads to a shift towards lower peak frequen-
cies and a growth in the amplitude of the signal. The same pattern has also been
reported for the class of ¢S potentials [308]. From the universality of o(3) discussed
above, it is expected that this pattern is shared by all three classes of potentials, see
Fig. 5.5. This explains why the peak-frequencies of the gravitational wave spectra
lie in the exterior areas of the sensitivity curves of LISA and DECIGO.

The gravitational wave spectra are characterized by a number of key parameters,
besides o and 3, such as the efficiency factors that quantify how much energy is
converted into the different sources of gravitational waves or the wall speed of the
expanding bubbles. We have already touched upon ambiguities concerning the dis-
tribution of the energy budget of the phase transition. Nonetheless, it is established
that the sound wave period acts as the dominant source of gravitational waves dur-
ing a first-order phase transition. This is also confirmed by our results, see Fig. 5.6.
Moreover, we have also tested the impact of the wall speed on the gravitational wave
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Figure 5.5: We depict the total GW power spectra of all three classes of modified
Higgs potentials for different values of ¢./T,.. The dashed lines in the
figures indicate the strong supercooling regime at which the linearization
of the action in order to determine 3 breaks down.

spectrum. The gravitational wave spectra depicted in Fig. 5.5 have been determined
assuming bubbles expanding at the speed of light, i.e., v, = 1.

Slower expanding bubbles lead to a smaller amplitude at peak frequency. The dif-
ference between v,, = 0.5 and v,, = 1 can be nearly half an order of magnitude.
As such, our choice of v,, = 1 that we use throughout this thesis to determined the
gravitational wave spectra is a less conservative choice.

142



107

107!

LISA

Sound W aves

Sy
S 10
1 T
1077 :
107" 107 107
f |(Hz)]

Figure 5.6: We show the contributions of sound waves and turbulence to the power
spectrum using Eq. 5.61 and Eq. 5.62 for the polynomial modification of

the Higgs potential for ¢./T, = 2.84.
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effect of different wall speeds on the gravitational wave
spectrum for a representative value of ¢./T,. of the polynomial ¢% mod-
ification of the Standard Model Higgs potential. As the wall speed in-
creases, the spectra are shifted towards larger amplitudes at smaller

smaller peak frequencies.



Collider-signatures and GW-signatures

Let us now understand how a combined effort through collider physics and gravitational-
waves astronomy can foster understanding about new physics. For that reason we
will pay particular attention to universality and how it is possible to pinpoint dif-
ferent physics contributions.

The relevant quantity that informs about the detectability of a gravitational wave
signal is the signal-to-noise ratio (SNR) [309, 310] which can be determined from
the gravitational wave spectrum h?Qqw(f), the sensitivity curve of the detector
iAzQQsens( f) and the observation time 7 that follows from the duration of the mission
times the duty cycle, as in [311] where

Sfmax 7 QQ
SNR = \/ T [y aw, (5.67)
fmin sens

For LISA, an observation time of 4 years is assumed, with a duty cycle of 75% such
that 7 = 127 x 10" s [303]. Establishing a threshold SNR value is non-trivial as
the detectability of a signal is subject to different aspects such as, for instance, the
availability of matched filtering techniques which typically improve the signal. In
our case as the spectrum is known these techniques can be applied. Furthermore,
galactic binaries contribute to a stochastic background signal that needs to be taken
into account [312, 313].

We find a SNR above 1 for cases where the peak amplitude at peak frequency of
the gravitational wave signal lies in the LISA sensitivity range. The new physics
leading to a first-order phase transition and consequently a GW signal also impacts
observable properties of the Higgs-potential, namely the triple- and quartic-Higgs
couplings. As we discussed in the introduction to the topic of gravitational waves
from phase transition, both couplings are enhanced compared to the Standard Model
prediction [276]. This allows us to compare the LHC observables to the SNR for
the gravitational wave spectra of all three potentials. Strong enough phase transi-
tion can lead to a detectable signal by LISA as well as a measurable LHC signal.
Thus, an interplay of collider physics and gravitational-wave astronomy could be
used as a cross-check of the two signals. In particular, an enhancement of the triple-
and quartic-Higgs couplings could also come from different new physics which pre-
serves the cross-over at the electroweak scale and does not provide a mechanism for
baryogenesis. Hence, an observation of gravitational waves by LISA or DECIGO
would strengthen the case for a first-order phase transition at the electroweak scale.
Moreover, even amongst those scenarios with electroweak baryogenesis, a symbiosis
of the GW signal with the LHC signature could allow to learn more about the de-
tails of the new physics. Fig. 5.8 depicts how at a given SNR, the three different
classes of potentials that we studied lead to different modifications of the triple- and
quartic-Higgs couplings.
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Figure 5.8: An interplay of collider physics and gravitational-wave astronomy could
be used as a way to pinpoint new physics. On the left panel, we depict
the pairs of SNR and triple-Higgs couplings that could be realized by
each of the three classes of potentials. On the right panel, we show that
for a given SNR, the different potentials predict different corrections to
the quartic-Higgs coupling.
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6 Conclusion & Outlook

There is still much to be learned about the wonders of our universe. What is the
fundamental nature of space-time? What are the fundamental particles in our uni-
verse? What is the origin of mass? These are very deep and fundamental questions
that will fascinate many generations of scientists to come. We have attempted to
provide new perspectives to some of these questions.

At shortest scales, gravity breaks down and it is argued that a theory of quantum
gravity is required to describe space-time in the quantum regime. A crucial aspect
is whether space-time is fundamentally discrete or not. In that regard, we have
discussed the subtleties associated to the notion of discreteness in quantum grav-
ity. We have argued that in theories which motivate a physically discrete picture
of space-time at shortest distances, one can also take a different standpoint, where
discreteness is actually viewed as a way to regularize the theory and the actual
physics follows from taking the continuum limit. Crucially, the continuum limit
does not necessarily have to imply that the resulting physics turns out to be con-
tinuous. Asymptotic safety, for instance, is a continuum theory of quantum gravity
that features elements of discreteness, such as, e.g., a minimal length.

One of the properties of a continuum limit is that it entails universality, whereas
different microscopic formulations can provide access to the same physics. This
opens the door to explore possible relationships between different approaches to
quantum gravity and exploit their different strengths. Progress in learning about
the fundamental nature of space-time will greatly benefit from a diversity of ideas
and approaches.

This conviction has served as our inspiration to pursue a discrete strategy to make
sense of the path-integral for quantum gravity, where the idea is to discretize the
path-integral in terms of small buildings blocks of space-time, which allow to con-
struct a discrete approximation to random geometries. Discreteness is introduced
as a regulator taming the divergences that are associated to a naive quantization of
GR. These building blocks of space-time are not considered to be physical or “fun-
damental” but can be viewed as auxiliary, unphysical objects, allowing to define a
regularized path integral. Ultimately, the effects associated to this discretization are
removed in the continuum limit which is characterized by a second-order phase tran-
sition. Universality then implies that the microscopic details, in particular the exact
shape of the building blocks, do not matter. This strategy is the underlying pillar of
dynamical triangulations and tensor models. In two dimensions, there exists a di-
rect correspondence between the two approaches and continuous Liouville quantum
gravity. Revealing whether this correspondence also holds in higher dimensions and
understand if the continuum limits of dynamical triangulations and tensor models
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potentially belong to the universality class of asymptotically safe quantum gravity
will require progress on all sides.

In that spirit, we have undertaken first steps to systematically explore the continuum
limit of tensor models in three and four dimensions using a background-independent
formulation of the functional renormalization group. In four dimensions we have
found intriguing evidence that there exists a universality class for tensor models
that is not incompatible with the Reuter universality class of asymptotic safety.
This begs the question whether dynamical triangulations, tensor models and asymp-
totic safety might actually be three sides of the same triangle. Exploring this ques-
tion will be the engine of future work and will require more knowledge about the
geometry that underpins the fixed point that we have identified in four dimensional
tensor models. Steps in that direction are the comparison of the scaling of geomet-
ric operators between the different approaches. This will require systematic studies
of composite operators on the tensor model side following the same spirit as the
works [314, 315, 316, 317] performed to study the scaling of geometric operators in
asymptotic safety. In the same vein, dimensional estimators such as the spectral di-
mension or the Hausdorff dimension are also of interest in order to learn more about
the physical properties of the continuum limit. Understanding these dimensional
estimators in the context of tensor models is therefore one important direction of
future work. A route to access the spectral dimension could go through the Feynman
graph structure at the fixed point. A diffusion process set up on that graph could
give access to the spectral dimension [318]. Such steps will be crucial in order to
learn more about the geometry that underlies the continuum limit of tensor models.
The fixed point action associated to the fixed point that we have identified as a
potential candidate for four-dimensional quantum gravity can be rewritten as a
rectangular multi-matrix model. The standard matrix-model techniques that we
reviewed in this thesis are only applicable to square-matrices as they crucially rely
on the ability to diagonalize a matrix in terms of its eigenvalues. It is, however,
possible to study rectangular matrices in the large- N limit by decomposing the ma-
trices through a singular value decomposition [319]|. Being able to solve these models
exactly could potentially provide access to precise and regulator-independent values
of the critical exponents associated to the candidate-fixed point for four-dimensional
quantum gravity allowing to make powerful statements about its universality class.
On the technical side, we have made substantial progress in understanding the nu-
ances associated to renormalization group flows in background-independent settings.
We have developed and put in practice a generic strategy that allows to systemat-
ically study the renormalization group flow of tensor models invariant under any
symmetry of choice using the functional renormalization group.

The first step of the strategy consists in specifying the truncation of the scale-
dependent effective action, which is constructed from bottom up using a straight-
forward algorithm; the only input being invariants of interaction-order four. One
crucial question in setting up the truncation concerns the assignment of couplings
to the invariants. This can be done in two distinct ways: Either one coupling is
associated to each tensor invariant or the same coupling is assigned to all invariants
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belonging to the same color-symmetric family. In order realize the latter way of
assigning couplings, we have introduced a novel combinatorial object, the indicator,
which allows to collect graphs that are invariant under permutations of their color.
While so far all evidence hints towards the fact that this is indeed the case, an
open question concerning the indicator is whether it uniquely specifies a family of
color-symmetric graphs. Closely related to this point, the indicator could also be
of interest from a purely mathematical standpoint due to its potential relation to
the reconstruction conjecture [320, 321], which states that every graph with more
than two vertices is uniquely reconstructable from its deck, which is obtained by
removing one vertex from the graph. Studying the properties of the indicator in
more detail would, thus, be certainly interesting.

The studies performed in this work have focussed on analyzing truncations that in-
clude all invariants up to a certain interaction order. The combinatorial properties of
single- and multi-trace melonic interactions, however, allow in principle to resum the
melonic sectors of the theory space. An interesting possible direction of future work
could consist in considering complete truncations up to a certain interaction-order,
while simultaneously taking into account extensions of the truncation in certain sec-
tors.

On a more general note, progress in understanding tensor models and their wide
range of applications could also be fostered by understanding the links between re-
sults derived from the functional renormalization group and studies performed using
the Dyson-Schwinger equations.

Tackling the open questions pointed out above will lead to a deeper understanding
of the continuum limit of tensor models and its connection to other approaches of
quantum gravity, such as dynamical triangulations or asymptotic safety, with the
final objective of learning more about the fundamental nature of space-time. Each
of the different approaches comes with a set of advantages. The asymptotic safety
approach to quantum gravity, e.g., quantizes degrees of freedom that are already
well-known and thus, allows to connect microscopic UV physics to the IR-world
that we live in. Crucially, however, computations in Asymptotic Safety introduce
an auxiliary background. The strength of the tensor model approach is that it makes
no reference to a background. If it turns out that these approaches belong to the
same universality class, exploring the strengths of the two approaches would allow to
make even stronger statements about the existence of a gravitational UV fixed point
implying that space-time at shortest distances might have a fractal-like structure.
We motivated the need for a theory of quantum gravity from the existence of singu-
larities, for example, in the center of black holes. The macroscopic physics of black
holes is much better understood. The merger of two black holes, for examples, has
led to the production of gravitational waves whose waveform was found to be in
agreement with the predictions of GR.

While the gravitational waves detected so far were sourced by the merger of astro-
physical objects such as black holes [4] or neutron starts [322], they can also be
produced in different ways, allowing to learn new things about the matter content
of our universe and its fundamental properties and the mechanism of mass gener-
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ation. In the Standard Model of particle physics, particles acquire their mass by
electroweak and chiral symmetry breaking. In the Standard Model these phase-
transition are cross-overs. New physics, e.g., in order to explain the origin of the
matter-antimatter asymmetry in our universe, can lead to first-order phase transi-
tions that source a stochastic background of gravitational waves. For strong enough
first-order phase transitions, this stochastic background could lie in the sensitivity
range of future space-based laser interferometers LISA and DECIGO.

In this thesis, we have explored new physics at the TeV-scale parametrized by three
different higher-order operators in the Higgs potential which all lead to first-order
electroweak phase transitions. These extensions predict modifications of the triple-
and quartic-Higgs couplings. The next high-luminosity run at the LHC will allow for
a detection of modifications of the Standard Model prediction for the triple-Higgs
coupling A s g of Ags /Ags gv > 1.7 at a confidence level of 68%. Measuring a mod-
ification of the triple-Higgs coupling is therefore an indirect hint pointing towards
the existence of a first-order phase transition in the early universe. However, in order
to uniquely fix the shape of the Higgs potential more experimental information is
needed. A synergy between collider physics and gravitational wave astronomy could
allow to bridge this gap. This served as our motivation to study the gravitational
wave spectrum of different modifications of the Higgs potential.

From the finite-temperature effective Higgs potential, derived in [276], we extracted
key parameters that describe the gravitational wave signal sourced by a first-order
phase transition. In particular, the energy released by the phase-transition, mea-
sured by «, and the duration of the phase transition parametrized by B, show a
universal dependence on the strength of the phase-transition, ¢./T.. As a result,
we found that () displays a clustering behavior around a common curve. This is
a non-trivial result that is not a priori expected, given that the effective potentials
resulting from the classes of new-physics contributions differ. Future work will be
devoted towards understanding the roots of this qualitative universality in more de-
tail. In particular, it will be highly interesting to understand in how far this universal
behavior also persists for potentials that predict a lower scale of new physics. Our
current intuition is that in that case a larger parameter space in the («, 5)—plane is
available when the parameters of the model are varied. If indeed, universality also
turns out to apply to an even broader range of classes of new-physics contributions,
this could put ad-hoc modifications of the effective potential under scrutiny since
such potentials might not be available for a new-physics scale high enough to have
avoided direct detection to date. Tackling this question will require the analysis of
new physics contributions at lower cut-off scales.

Another interesting route that one could take in the future, is to use gravitational
waves as a way to constrain Dark Matter models. In particular, within the framework
of asymptotic safety, one could study models of Dark Matter that are UV-complete,
e.g., as done in [323]. This could provide an interesting window to reveal possible
imprints of Dark Matter and asymptotic safety.

To conclude, in this thesis we have explored the fascinating implications of grav-
ity. One of the alluring consequences of a dynamical space-time, the existence of
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gravitational waves, was initially even doubted by Einstein himself. Today we know
that these ripples of space-time are very much real. They not only allow to test the
theory of general relativity but also open new exciting ways to learn more about the
fundamental particles of our universe and their interactions. As successful as GR
is, at shortest distances the theory breaks down, which points towards the need of
new gravitational effects at these distances. Including quantum gravitational effects
could be a way to resolve the singularities of GR. In that spirit, we have studied the
continuum limit of a particular approach to quantum gravity, tensor models, and
discussed its connection to other approaches of quantum gravity in the hope that
establishing links between different theories of quantum gravity will foster a deeper
understanding of the fundamental nature of space-time.
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A Liouville

Liouville Gravity

The reader might think that two-dimensional quantum gravity might seem trivial:
We have just argued that the classical equations of motion are always satisfied
independently of the underlying space-time as a consequence of two-dimensional
gravity being purely topological, i.e.,

/d2x\/§R =X (A1)

is a mere constant given by the Fuler character x, which is a topological quantity.
However, in two dimensions, classical gravity can be shown to not only be diffeomor-
phism invariant but also to be classically conformal. This observation is crucial for
the quantum picture given that conformal invariance is broken at the quantum level
due to the measure term not being invariant under conformal transformations. In
order to restore conformal invariance one is led to introduce the so-called Liouville
action which renders two-dimensional quantum gravity non-trivial by introducing an
additional gravitational interaction on top of the ones due to the Einstein-Hilbert
action. In order to discuss these points in detail, consider the path-integral for
two-dimensional quantum gravity coupled to conformal matter

Zz/}a%%ﬁwap(w{/R—%A—SMM), (A.2)

where S[x] is an action describing conformal matter y, i.e.

‘%Mz/fW%Wm@% (A.3)

By is related to the inverse bare Newton coupling, v is the bare cosmological con-
stant and A is the space-time area given by A = [ d*z,/g. As discussed previously,
classical two-dimensional gravity is trivial as there are no local degrees of freedom
but only global ones related to the topology of space-time. The quantum theory,
however, is non-trivial. This is due to the conformal anomaly. At the classical level,
Weyl invariance is a symmetry of the action. At the quantum level, however, it turns
out that the measures Dy and Dg transform non-trivially under Weyl transforma-
tions g, — €7g,, with o denoting the conformal mode. Indeed, Dy transforms,
for instance, as

D
Deogx = €xp (ESL(UODgx, (A.4)
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where Sp (o) is the Liouville action

Sp(o) = /dzf\/ﬁ (%g’“’@uoﬁya + Ro + ’yeo) : (A.5)

The above action introduces an interaction term Ro, rendering the quantum theory
of two-dimensional gravity non-trivial.

In Eq. (A.2), we have introduced the volume of the diffeomorphism group, Vol(diff),
in order to emphasize that the path-integral consists of a sum over families of an
infinite number of equivalent metric configurations that need to be removed. In order
to get rid of this spurious redundancy it is necessary to fix a gauge. In the path-
integral approach to QFT this requires the introduction of Faddeev-Popov ghosts.
We will defer from going through the detailed steps and instead just provide the
resulting partition function that follows from Eq. (A.2),

Z - / (drD,0D, (gh)D, y exp (—SM ]~ S0 — 22 d2§\/§>, (A.6)

where [d7] corresponds to the integration over moduli !, Do corresponds to the
measure of the conformal mode, the ghost fields are collected by the measure term
D(gh) = DaDaDbDb and Dy is the measure of the conformal matter field. The
measure terms are invariant under diffeomorphisms but not under conformal trans-
formations g,, — €?g,,. Indeed, the overall measure will transform as

De¢gDe¢§(gh)De¢§X = J(¢7 Q>D§¢D§(gh)D§X7 (A7>

where the Jacobian J(¢, g) is assumed to be given as

3(0,3) = oo ([ @6/3 (a0 0,00,0 + b0+ 1) ). (A8)

which is the exponential of a Liouville-like action. To obtain a normalized kinetic

12
25—-D 7"

In that case, two-dimensional Liouville gravity takes the following form

term for ¢, we perform the additional rescaling ¢ —

7 — /[dT}Dgngg(gh)Dgxe_S]M(ng)_sgh(bzcvbzc;.@)

o ([#evi(gaaeno s Trotaee)). )

8

'The moduli space My, is the finite dimensional compact space of metrics obtained after gauge
fixing, that is the space of metrics modulo diffeomophisms and Weyl transformations. For each
element 7 € My, it is possible to choose a representative metric g. The orbits that follow from
acting with the diffeomorphism and the Weyl group on ¢ then span the full space of metrics:
Given a slice §(7), the full space of metrics g is generated by f*g = e§, where f represents
the action of diffeomorphism and Weyl transformations are accounted by the term e, where o
is the conformal mode.
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where the coefficients () and « are given as

25—D d 1

and a=-—=
3 V12
such that the expression in Eq. (A.9) can be shown to remain invariant under in-
finitesimal diffeomorphisms. To make contact with the dynamical triangulations
and matrix models discussion, we are interested in the so-called string susceptibil-
ity, which describes how the partition function scales for fixed large areas. The area
can be fixed by including a delta constraint in the path-integral such that

Z(A) = / DyDge’ o ( / e\ /Get — A) | (A11)

where the integration over ghost fields and moduli has been collected into the mea-
sure Dy. For large areas, the scaling of the partition function can be expressed
as

Q=

<\/25—D—\/1—D). (A.10)

lim ~ AO0~23-! (A.12)

A—o00

and also serves as a definition for the string susceptibility +. In order to determine
v, we can use a scaling argument. The starting point is to consider the rescaling
¢ — ¢+ p/a, for some constant p. The measure is left invariant under this rescaling,
while the action only receives a non-trivial modification from?

Q A Q - pQ ,
/d2§8—7TRq§ — /d2£8—ﬁR¢+/d2£aS—ﬂR. (A.13)

The second term, however, can be expressed in terms of the Euler character x using
the fact that [ V9R = 4mx. Moreover, the delta function can be rewritten as

5 < / d?e+/Ge? — A) —e’§ ( / d2e+/Ge? — e_pA) (A.14)

p—d+p/a

using the identity 0(Az) = 1/|A\|d(z). We may thus write

Z(A) = exp (—% - p) Z(ePA). (A.15)
a
We may now choose A = e, in which case
Z(A) = A-5717(1). (A.16)

To determine the string susceptibility, we may compare the above scaling of Z(A)
with A with the scaling given by Eq. (A.12) in order to read off

7:2—%:1—12(@—1)—\/(D—25)(D—1)). (A.17)

2The e~ *? term receives an additional constant modification e~*.
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To make contact with matrix models, we introduce the notation D = 1 — —-9

m(m+1)
such that the string susceptibility is given as
_ ! (A.18)
= m .
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B Computations with the FRG

This appendix tries to give a detailed account of how to perform technical compu-
tations using the FRG for tensor models. In particular, we will show how to derive

a particular contribution to the running of the coupling g:gj associated to £ "\ The

example-model to be used is the real rank-3 tensor model.
The starting point is the FRGE

1 -1

which can be re-expressed through the P~'F expansion as
1 1 §
Oy = 5T (ORN) P~ 45 3 (=) Tr [(@Rx)P (PLF)"]
n=1

with
P=T%|,_,+ Ry
and
2 2
F=1%-1%,_,

A concrete piece that appears in the computation of the running gg’ﬁ is

T (. RxP ! (P F)")

L3 o oz, (o N > 5
~ - X — X ’ /) E—— aib:
{%.} 5 X 51 X 911 (94,1) N (( 77)@1 st a5 + 77) ¢|:|1 ib;

1 H?:l 5bici L H?zl 5Cidi

X — X
ZN (1 — ﬁ) O(by, by, b3) ZN (1 — cl+(]:\2[+03) O(c1, 2, ¢3)

0
X (494,1 Td1 doar3 Tel e20i3 6d363 )

1 H?:l 5€¢fi 2,1
% Z_ N (494,1 Tf1/82/83T91/32,835f2925f3g3)
N (1 a e1+ez+e3> @<61’ €2, 83)
1 H?: 0 ihi 21
% Z_N N ' (494:1 Th17273Ta172735h2a25h3a3) ;
(1 - g1+g2+g3> @(glaQQag?))

(B.1)

(B.2)

(B.3)

(B.4)

(B.5)
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where I; denotes the set of indices I; = {a;, b;, ¢;, d;, e;, f;, g;} and greek indices indi-
cate internal contractions between two tensors while latin indices point to contrac-
tions between different pieces of the P~'F expansion. Performing the contractions
with the delta functions the above expression can be simplified to give

T (aRx P (PF)’)

1 a) + as + as 2 N
~ 9692,1(92,’%)2 N—+ (T) (1- W)m +n | O(a1, az, as)

Z3
1 1
X
1= (e1+£+a3 o 1> O(e1, az,a3) 1 — <gl+fjl\;+0«3 N 1) (91, a2, a3)
X Ta102a3T€1a2013TﬁlBQ/BSTQI/BQﬁSTgl’YQ'YSTal’YQ’YS7 (BG)

where only the third index i3 can be contracted freely through the delta functions.
The projection prescription requires to set indices that appear simultaneously in the
threshold function F' and in the tensors to zero. This leaves us with the following
expression

Tr (ot P (PF))

1 0,3 2 N
~ 570600 (212 N (%) 6(ay) ((1—n>—+n)
; 4,1\941 Z3, <N> a

y 1 1 /‘ ...... ‘\ | ®7

1 (% - 1) O(az) 1 — (% - 1) O(as)

where we make the sum over the threshold index as explicit. The step functions
in the denominator are always fulfilled due to the step function also appearing in
the nominator. We can therefore further simplify the above expression in order to
obtain

Tr (ot P (PF))

~ 296 93.1(g71)? NZ%,V (%)4 O(as) ((1 — 77)§3 + 77) /\ (B.8)

We are ultimately interested in the large-N limit, where the threshold sums trans-
form into threshold integrals according to

RN R 1 R BN da
IS ZOA@HH/OMZHI/O =} (B.9)

i=1 a;=1 i=1 Ax;=
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where we performed the change of variable a;/N = Az; and R denotes the number
of indices that are not set to zero can range between 1 and the rank of the tensor
model depending on the combinatorics. In the large-N limit one is therefore led to
perform the following sum

Tr (985 P (P F)Y)
[ s <QZ_N ) e (-0 () +(5)) /\

@ (g 2 AT
— g6l 2hL [ 2uL / \ B.10
3 In <ZN (B.10)

The above computation can be straightforwardly carried out for summations over
more indices. The resulting threshold integrals are given by

1 1

I = gnNT+§NT(r—77), (B.11)
1 1

1-12: ZUN2T+§N2T(T—’I7), (Bl?)
1 1.

3= — N + —N*(r — B.13

1= N AN ), (B.13)

1 1

Iy = N+ 3N (r =), (B.14)
1 1

122: gnN2r+Z—LN2T(r—n), (B.15)
1 1

I3 = N + —N¥(r — B.16
1 1

Iy = cnN"+ N (r =), (B.17)
1 1

I; = gnN27“+gN2"(r—n>, (B.18)
1 1

I3 = N3 + —_N3(r — B.19

for the real rank-3 tensor model assuming the modified Litim-regulator of Eq. (4.111).
Hereby, the lower index counts the order of the P~1F expression, while the upper
index counts the number of indices over the integration is performed.

161






C Mathematica for Models

To make progress in the tensor model program for quantum gravity with the FRG,
it is necessary to study large truncations in order to make more definite statements
about convergence of critical exponents that allow for comparisons with continuum
approaches, e.g., with the Asymptotic Safety program. Calculations can be greatly
simplified if they are performed numerically. A general algorithm that allows to
derive beta functions to all interaction orders has been introduced in Sec. 4. Here,
we provide the Mathematica code in order to implement the algorithm.

To this end the zAct' packages xTensor, zPert and zTras are required. To set the
stage, it is necessary to make some preliminary definitions on the symmetry of the
tensors and the contraction pattern of indices. The command DefManifold defines
the manifold by taking the dimension of the manifold and the set of indices that
will be used canonically as arguments. Moreover, DefMetric defines the metric.
In tensor models there is of course no physical metric but nonetheless one needs an
object that implements the contractions of indices, e.g., by means of delta functions.
Of great important is also the specification of the symmetry of the tensor, which is
provided by DefTensor.

A concrete example of how the initialization of the code could look like would be

DefManifold[¥, d, {a; }];
DefMetric|1, g[-a, -b|, CD, {";", "V "}, FlatMetric — True];
DefTensor|[¢[—a, —b, —c|, X]; (C.1)

The above example initializes a real rank-3 tensor model and can be straightfor-
wardly rewritten for different tensor models: A symmetric rank-3 tensor model is
initialized by having DefTensor|[¢[—a, —b, —c|, X, Symmetric[{—a, —b, —c}];, while
a complex rank-3 tensor model can be set-up by introducing, for instance, two rank-
3 tensors ¢ and ¢».

Once the code is initialized, we can introduce the invariants of interaction order four,
which as discussed in the section on the general set-up of the algorithm, are the only
input needed once the symmetry of the tensor model has been given. For the real
rank-3 tensor model with no color symmetry between the couplings, for instance,

lgAct is a family of packages that allows for index manipulations in the Wolfram Language.
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one will have

QI[1] = g3 90[—a1, =br, —c1]glar, by, 1] @[ —az, —bs, —cs]plag, by, ¢s] / /ContractMetric;
QI2] = gi Lo[—ay, —b1, —c1]plag, by, c1)p[—az, —ba, —c3]dlaq, ba, ¢5]//ContractMetric;
QI2] = gi 2ol—ax, —bl, —c1]dlar, b, c1]p|—ag, —ba, —ca]Plas, by, c2]/ /ContractMetric;
QI[3] = gi 2ol—ay —c1]dlar, by, ca]p|—ag, —ba, —ca]@lag, by, ¢1]/ /ContractMetric;
QI[4] = gg ¢l—ar, — —01]¢[a1,b2,02]¢[—a2,b1, —co]dlag, —ba, ¢1]//ContractMetric;

The next steps consists in implementing a way to compute the two-point function
of any invariant. To that end, we introduce a function TP[ay, as, as, by, b, bs] which
is defined as

':[‘].:)[Cll_7 az ,as _, bl_, bg_, bg_] = VarD[gb[bl, bg, b3]][#]&@V&ID[¢[a1, asg, agﬂ [#]&

Given that the symmetries of the tensor ¢ have already been specified it is not
necessary to additionally take care of this in the definition of the two-point function.
The two-point function allows to construct higher-order invariants via the P~!F-
expansion explained in the main text. The construction of ¢® invariants can be
implemented in the following way in Mathematica

Hexiclnvariants =

(Table[(TP[—al, —ag, ag, —by, by, b3]QQI[i]/ /Collect Tensors)

(TP]by, b, by, —c1, —ca, —c3]QQIL[j]//Collect Tensors )

(TP|cy, c2, c3, a1, az, az]QQI[k] / /Collect Tensors) / /Contract Metric/ /ToCanonical
{1, 1, Length|QI] }, {J, 1, Length[QI]}, {k, 1, Length[QI]}]; (C.2)

For practical purposes, it is beneficial to split the computation for all 7,5 and k into
small steps.
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D B-functions of the real rank-3 tensor
model

We list the explicit forms of the beta functions for the O(N)? model. To show the
explicit forms, we define the threshold functions, which rely on a parameter r defined
in the regulator:

I = %nN”—l—%N’”(r—n), (D.1)
17 = }LUNQW%N”(T—W), (D.2)
T = %HN?’T—l—éNBT(r—n), (D.3)
7 = }Ln N+ %N’"(r _), (D.4)
17 = énNzrﬂL;LNm(r—n), (D.5)
I = %nN?’TJr%N:‘*(T—n), (D.6)
7= én N+ izw(r _ ), (D.7)
I3 = énN2’”+%N2”(r—n), (D.8)
75— 1—1477 N 1—12]\[3’”(7’ _ ), (D.9)

where the lower index denotes the order in the P~!F expansion and the upper index
refers to the number of indices that are integrated over. The anomalous dimension
7 is given by

2,4 5
D= ATHENV 4T (4 22 4+ ) MO £ 12T gl N (Do)
The beta function of the quartic cross interaction gy , is

e Pl ~27 o 73 o 2,8
a0, = (=98] +2n) g8, + 16 T3 (3 + G0y + i) G4, N
. 1,4 _ _
717 (gé% + géf + géf) Nloeal =98] _ A géQN[gé,z] (99 1]
_ 611198:{’]\7[98,’?]*[92,1]‘ (D.11)
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The beta function for the coupling gij associated to the cyclic melon with prefered
color 7 is

( ~2.i - 2 0 1124 P o
20 = (—loit] +20) G313 +8T5 (3,)" NPIW 11675 (g7 g7 ,) NV
+ 8122 (95:1)2 N[giﬁ — 5:[11 gé:i N[géﬁ—[gi:;] — _’Z:f gg’:; N[96:2]_[94:1]
— 372 g¥i Nlooal-laii] _ 371 g0nw Nleg i) -lei 1]
— 272 g2t Nloeal-laiil _ 71500 Nlo)-loia], (D.12)
The beta function of the coupling 9272 related to the disconnected melonic interaction
reads

3 7 ~ ~2 2
B§i2 - (_[gi 2] + 277) 922 + 1611 (gil 7% + g Z + g4 : ) N2[94 1} 9% 2]
+ 48T} G2, 59, Nl 416 T2 2, (531 + 327 + §23) Nl
+ 875 ( ) Nloial 3T 9?73 N9d 51— [94,2]
— 277 (962 + §§’§ + g ) Nl96al-lo7 2] _ 7! ( + 96 2 24 g ) Nlggil-1e3 2]
— 67} gL, Nlsal-ldizl (D.13)
The running of the cyclic melons is encapsulated in the following expression
~14 ~ 1,4 0 1_[,3:%
=(~lg51] +3m) 51 + 8T oy g, N el ok lsen]
+321; §g, gi’iN[QG”IH[gi:U*[gg:h + 2475 Ggt 01 i Nloi] 4 48 7] et gy, Nldal
3
~2.1 2,1 2,47 1,351
- 8121 gi’l (96 1+ 96 1> (5 1)(5jk — 1)(6zk — 1) N[g4,l]+[96,1} [9671]
jk
— 1927, (gi’jf 30, N2loailtlod)-losal _ 3972 (gi’i)g N3lodil-le]
(D.14)

The “Cat Diagram”, i.e. g4, runs as follows

: Gt 0o 9 g ~2
js = (=lgen] +3n) Ggt + 16 5 ggh 9, N + 813 6511 Nl
+ 24T} Got g9 Nlosil ol -los’]
3 | |
— 81, Z (96 11+ 9 1> G41 (655 — 1) (656 — 1) (63 — 1) N19811+198 11~ l96:1]
g,k
+ 1620750 N1 Hoka - loci]
+ 327102t Nl Hoii - logi]
3
+ 96 T3 ﬁi <§Z{ + ng) 92,1 (05 — D)5 — 1) (0 — 1) 2193 11+[98, 1]~ [961]
7,k

96T ( 941) i, N2l 11+098 11196 1) (D.15)
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The coupling §é72 exhibits the following scale-dependence

~ 3,i
(~lg82) +30) 3> + 1613 40, (G + G + i) Vb Hlonalloie

96,2

+ 48T} Gon g2 , Nl Hlotal-los.

3
el e 1, 2,61 11
— AT} Y G (gi’{ + gijf) (5 — 1) (03 — 1) (56 — 1) NI+l Lo
NN
+ 83 Gt G, N2l 42473 G, 3, N1t
+8T2 (o + o2 + G02) g2, Nlowil+loia)—los.a]
2,1
+ 1613 i, (91 + 307 + day) Vs (D.16)

The running of the hexic cross diagram, ggfp is given by

~07np ~07np

gg:;”’ = (_[96,1 ] + 377) 96,1
+ 8T [N (22 4 32%) 4+ GR(G 4 2Y) + GG + 2] Nl
+ AT (G + 903+ 353 N
00T ()7 (2 + g2+ ) N
— 967} (9271)3 N3lo8 113617 (D.17)

The beta function associated to the triple disconnected melon is given by

N N 2, 2, 23 2,i
s, = (=965 +3n) G5 + 2475 335 (911 + Ga; + gay) N9

+ 7213 325 93, N + 2473 32, g2, N1oi2)
3,1

F16Z2 (Goy + Gos + Gos) G3p N2l +lo2l—los]
+ 48T} Gb o §3, N2 Hloio)—l06.5)

~ ~ ~ o 2,1 2 1713
+8T3 (ot + Gen + Go) G2 NIaI okl -198]

pe e ~ ~ ~ ~ ~ 2,1 2 17,3
— 192 I?} gi2 (gi’%gif + gijgi’f + gi’%gi:f) N2[g4’1]+[g4,2} [96,3]

P ~ ~ ~ 2 2 2,01 1.3
~ 96 Z; (gﬂ + gi:% + 92?) (gi,z) N 219121 +9371] (96 5]
— 288 T3 g, (33,)° Ntalt2odal-lobal — 3973 (g7 )" N3lotal-lotsl,
(D.18)
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The anti-cyclic melons run as follows

168

s,

2,
6,

2
1

( [96 0+ 377) 961

+967; Zgi{ B G0 (0 — 1) (G55 — 1) (0, — 1) N2bi+lag al—loc]

3 . .
+ 4873 3 (G + 51) (89)" (0 — D)6 — 1) (8 — 1Nkl o)l
.k
& i\ 2 i o
+96Z5 ) (9i1)" 91 (8 — 1)(0m — 1) (6 — 1) NPl ~loi
g,k

3
— 1673 3 gud 324 (65 — 1) (00 — 1) (G — 1) NS
7,k

3

=873 > (G + aek) 380 — )Gk — )0 — NI
7,k
3 ] 3,1 2,1 2,1
— 2473 ) Gt 671 (0 — 1) (05 — 1) (0, — 1) Nl Floinl~losnl)
7,k
3
— 127, Z (!141 + Gy 1) gg,’? (055 — 1) (05 — 1) (0i, — 1)N[g4 I +los 716 5]
j,k
— 4z} 3 (53] + 33F) 3080y — 1)(Gn — 1)(0 — ) NETHiI- i)
7,k
— 472 3 (53] + 33F) 3105 — 1) — )0 — 1N
5,k
+407; g3 6, N9l — 19273 g} 67 g NPl (D.19)



Finally, gé’; exhibits the following running

o = (=98] + 3n) 385 + 2413 53 g0 N0 + 56 73 635 g, N1
—473 iﬁé’% (94 1+ 3y f) (65 — D)(d6 — 1) (dar. — 1)N[gii]
+ 875 gg’ggi o N2l 4 40 T3 g6t 37 N[ge 1193 2 —[g3 5]
- 121, Z i (94 ! + 74 1) (65 — 1)(055 — 1)(85, — 1) N3 1ol
+ 24715 gg 153, N9 +o o] ~lgc3]
—47; Z@iz (96 1+ 96 1> (0i5 — 1)(60 — 1) (ir — 1)N[gi2]+[g§fﬂ*[ggf;}

+ 16_’[1 N[ge o+ [94,1]_[.92:;]
2 96 2 94 1

87! Z G249 G249 (6,; — 1) NIl +loil =2
3
YRy ~ 2,i 2,011 3,0
—8T; ) i (9625:{ + 9§f> (657 — 1) (05 — 1)(J — 1) NIl Flosil Moo
3,k

+%E§:%1@mﬂﬂﬁ5 — 1)(O5% — 1) (0 — 1) Nl lsaz)

+ 3217, gg. , G20 NlosalHoiil-lasz]  og 71 50w g2 ) Nlosii")+lofal-log:s
— 9672 (§4,1) =2 N2[gi,’ﬁ+[gi2]—[9§,’§] — 967} (§4 1) a2, N2198 1417 21— (9573]
+ 8121 pr 2 N[gﬁ 1]+[94 ol— [96 2] (DQO)

The planar diagram with no sub-melons beta function

0,
gm=@@ﬂ+%m%+mf£?0Nwﬁ%ﬂw&+mfﬁ%&M%]

+16Z, g3, (96 1t 96 T+ 96 ) N8 1+Hos i1 -loa ]
+24II gt(aml7 (941 +§Zf + 94 1) N[g4 i (D.21)
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E Bubble Nucleation

In the following we will discuss the process of bubble nucleation in more detail.
Already from an intuitive point of view it is clear that there are two competing
factors determining the nucleation and growth of bubbles: On the one hand the
nucleation rate of these bubbles driving the phase transition and on the other hand
the expansion of the universe.

In the following we assume a potential with two minima, one local one and one global
one. We will discuss the process of bubble nucleation in an analytical way. This
requires a set of simplifications but will be useful in order to set up the formalism
to discuss more realistic scenarios. In particular we will assume that the phase
transition happens very fast.

In the path integral formalism one writes

7 = / drdpe " (E.1)

where the Hamiltonian H reads
1 1 /= \2
_ 3. (L 2 1
H=— /d z (27r +5 (Vo) +VT(¢)) , (E.2)

with 7 denoting the conjugate momentum of the field ¢. From the path-integral
one can infer the transition rate to tunnel from the false to the true vacuum. At
finite temperature 7T it is possible to define the transition rate by considering a
Boltzmann distribution of particles on the left side of the barrier where the false
vacuum is located. One can then relate I'/V with the probability current per unit
volume through the barrier as follows

b= 5 [ andotzan (exp(-aGr 4 VN ) 60— onptl). (£
where the step function forbids particles coming from the right, that is there is only
flux towards increasing field values, while the delta function selects the saddle point
at the barrier as we are ultimately interested in computing the probability of finding
a particle on top of the barrier *. A saddle point approximation yields the nucleation
rate per unit volume (See some review for the details)

r S5 \*?
V ~ T4 (m) exXp (—Sg/T), (E4)

' The non-trivial saddle point is also referred to as instanton.
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where S3 denotes the three dimensional Euclidean action, also known as the in-
stanton action due to the fact that the dominant contribution to I'/V comes from
a non-trivial saddle point solution. The dimensional reduction results as a conse-
quence of the fact that at finite temperature the Euclidean time, given by 5 =1/T,
is no longer a relevant scale and the system is dimensionally reduced: At low tem-
peratures " — 0 such that § = 1/T — oo and ( can essentially be treated like
an additional spatial direction. At higher temperatures, 5 decreases and the four-
volume is compressed until a point is reached where the solutions to the equation
of motion of ¢ no longer respect the four-dimensional rotational symmetry featured
at low temperatures but a three-dimensional rotational symmetry.

In that case the dynamics of ¢ becomes independent of T" and one may rewrite the
Euclidean action

Sslé] = 8 / Lo = BSsld), (E.5)

where the integration over the euclidean time could be easily performed yielding the
factor f3.
The 3d Fuclidean action is defined as

Syy = 4r /0 S G (fl—f)Q + V(gb(r))) | (E.6)

where r denotes the radial coordinate given that we assumed spherical field con-
figurations as they minimize S3. The spherical symmetry suggests to refer to such
field configurations as bubbles. At the stationary point, they satisfy the following
equation of motion

o 2dp dV

ikt A E.7

dr? + rdr  do’ (E.7)
with the boundary conditions

d

d—(f . 0 and  lim ¢(r) =0, (E.8)

where the last condition implies that the metastable minimum sits at ¢ = 0. The
above equation admits an intuitive interpretation if we assume for a moment that
r—1t, ¢ = xand V — —U. In that case one is led to study a well known classical
problem of a particle in a valley with a friction term. The idea is that the particle
starts at t = 0 near the top of the upper hill and rolls towards the top of the other,
lower hill. Due to the friction term the particle has to be placed at t = 0 somewhere
above the hill that it is rolling towards. Back to the problem of the decay of a
metastable vacuum due to thermal fluctuations, this means conversely that the true
vacuum has to be lower than the metastable one, which in turn implies that the
universe will not transition at the critical temperature 7., where both minima are
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Figure E.1: Profile of the critical bubble, characterized by Eq. (E.10) using R. = 10
and ¢, = 1. For values r < R, the bubble ¢(r) = ¢, while for larger
values, ¢(r), motivating to refer to these configurations as bubbles.

degenerate but will first supercool to some lower temperature 7T,, before transitioning
to the true vacuum. The equation of motion Eq. (E.7) admits the trivial solution
¢ = 0. In order to determine the non-trivial instanton solution one usually employs
the so-called shooting method ? is sometimes also referred to as the critical bubble .
Let us assume in the following a quartic potential such as the one given by the high-
temperature expansion of the Higgs-potential in Eq. 7?7. Such a potential admits a
non-trivial analytical solution for the equation of motion of the field ¢. To see this
it is convenient to rescale the potential in the following form

_A

V(o) =0 (6— )" (E.9)

for which the Eq. E.7 admits the following analytical solution

¢:J%<ﬁ—tmm<fi%%gz)>, (E.10)

where the radius of the critical bubble, R., carries the temperature dependence of
¢ and is defined as the radius of the bubble that extremizes S, and ¢,, = 1/M (7).
Indeed, assuming the so-called thin-wall approximation, where R, > /,,, it is pos-
sible to check that for r < R., ¢ ~ ¢y, while for r > R., ¢ — 0. Fig. E.1 shows a
typical behaviour of ¢(r). Let us stress that the above scenario is over-simplified. In
particular, we have neglected the expansion of the universe in order to determine the

2 Alternatively, the non-trivial solution of Eq. (E.7).
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dynamics of ¢. This corresponds to the assumption that the duration of the phase
transition is much shorter than a Hubble time H_ ' where the Hubble parameter
captures the expansion of the universe. In simple words, the phase transition is over
before the universe has had significant time to expand. * For more realistic scenar-
ios one has to employ the so-called shooting method in order to solve the instanton

equation of motion Eq. (E.7).

3For slow phase transitions where the expansion of the universe is relevant, we can already expect
that the expansion of the universe will further slow down the phase transition.
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F Hydrodynamics of expanding bubbles
for fast PTs

A first-order phase transition proceeds through the process of bubble nucleation.
Here, we explain how bubbles nucleate and expand in a plasma of particles.

We expect bubbles of the broken phase to grow as this phase is energetically favored
and we therefore naively expect that at some temperature 7, the universe should be
covered by bubbles of the true phase for the phase transition to finalize. Ultimately,
we will therefore be interested in determining the fraction of the universe covered
by bubbles of the true phase at a given point in time. Crucially, this will rely not
only on the rate of bubble nucleation but also on their growth. This section will
therefore be devoted to the growth of bubbles taking into account interactions with
Standard Model particles. Before jumping into the details let us first think about the
concepts that might be relevant to discuss such dynamics. As a reminder, to simplify
things, we are for now focussing on fast phase transition, where the expansion of
the universe can be neglected. In order for a bubble to expand, the pressure exerted
on the interior of the bubble has to exceed the pressure exerted on the exterior of
that bubble. The difference in pressure is caused by the fact that the stable phase
"carried" by the bubbles is energetically favored and one can therefore expect that
this will cause the bubble to grow in order to complete the phase transition. Indeed,
we can approximate the total pressure by

2

p= —geaT* — V(") (F.1)
90

As expected, we have two contributions, one due to the relativistic plasma of par-

ticles which is modeled as radiation and the other one due to the potential. We

also see that in order for the bubble to expand, the potential value at the broken

phase V' (¢,) has to be smaller than the one at the metastable phase V(¢ = 0), as

expected. The effective number of relativistic degrees of freedom is determined as

T\' 7 7\
Jeft = Z gi (T) + 3 Z 9i (T) ) (F.2)
i=boson i=fermion

where ¢; and T; are the degrees of freedom and the temperature of the particle ¢,
respectively. Assuming that the full energy-momentum tensor of the scalar field ¢
driving the phase transition and the plasma is conserved one can derive

O¢ + V() = —nr(¢)u* 0,0, (F.3)
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which describes the interaction of ¢ with a plasma of Standard Model particles,
which is assumed to be initially in equilibrium and Boltzmann distributed, before
bubbles start nucleating and growing. The above equation of motion resembles the
standard Klein-Gordon equation with a friction term np(¢)utd,¢ caused by the
plasma of particles that increases with the velocity of the bubble wall. Initially the
bubble expands in an accelerated manner until an equilibrium is reached between
the expanding bubble wall and the plasma such that the wall keeps growing in
a steady-state at a constant terminal velocity in the so-called non-runaway case.
Alternatively, it is also possible that the bubble runs away and not reach a constant
terminal velocity. This possibility is known as run-away scenario. Hereby, ny =
ndm(¢)?/dp, where 7 is some proportionality factor which might depend on the
field value ¢, the temperature T and the fluid v factor, measures the departure
from equilibrium of the Standard Model plasma due to its interaction with the
bubbles. There are two common choices for nr employed in numerical simulations,
nr ~ const. [324] and nr ~ N¢?/T, where 7) is a dimensionless constant. Moreover,
u* denotes the four-velocity which in the rest frame of the universe and assuming
the bubbles to be macroscopic objects such that their walls can be approximated to
be planar is given by

u? = v,(1,0,0, —vy), (F.4)

where additionally we assumed the wall to be moving in the z-direction at constant
speed. The equation of motion Eq. (F.3) then takes the following form

—33¢(t7 Z) - VT/‘((b) = _77T(¢)7wvwaz¢- (F5)

In order to determine the fraction of the universe that is covered by bubbles, we
are, as already mentioned, not only interested in the nucleation rate of an individual
bubble but also in their size. The size will necessarily depend on the wall speed,
i.e. the speed at which the radius of the bubble is growing. Concretely, assuming
perfect spherical symmetry the volume of an individual bubble at time ¢ nucleated
at time ¢’ is given by

V(t—t) = %vi(t — )3, (F.6)

where the wall speed v,, is set by Eq. (F.5). Let us stress again that we are assuming
a fast phase transition, such that the scale factor of the universe remains roughly
constant. Our objective is to solve Eq. (F.5) in order to determine the wall speed
vw. The above differential equation can be rewritten by multiplying both sides with
0,¢ and integrating over z such that

[z (30000 - 52 0.0) = [dsmionanio.n (¥.1)

Performing the integral over z yields

Vi(z = +00) — V(2 = —00) = AVir ~ 7ty / dznr(6)(.0)2, (F.8)
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where we have crucially assumed that the temperature across the wall is constant,
i.e. there is no z-dependence on the temperature. This assumption, which is valid
for weak phase transitions, allows us to recast dVr(¢)/d¢0,¢ as dVr(¢)/dz. An
implicit dependence of the potential on z via the temperature T° would have led
to an additional term (dVr(¢)/dT)0,T that one has to consider. Note that the
condition that the temperature remains approximately constant across the wall is
a necessary condition for the wall speed to be constant. The boundaries at z = co
and z = —oo correspond to the thin-wall approximation. In order to determine v,
to compute the size of a bubble to finally access the fraction of the universe in the
stable phase one has to solve Eq. (F.8), where one assumes that the profile of ¢ is
given by solving the critical bubble equation Eq. (E.7). Strictly, speaking one would
have to solve the complete set of coupled differential equations that one can derive
from the energy-momentum tensor for the fluid-field system. This is, however, very
challenging in practice [325, 326].The fractional volume of the universe in the stable
phase at time t' + dt’ is given by the number of bubbles nucleated in a time-interval
[t',t' + dt'] times the volume of a bubble nucleated at time ¢'. One can also think of
the fractional volume as the probability P(t) for a point in space to remain in the
false vacuum. As the universe is large the probability is an accurate description for
the actual volume of the universe in the metastable phase. We therefore have for
the fractional volume of the universe in the metastable phase
r()

t o Ax
h(t)=1— [ dt —v3(t —t')>—~ F.
0 =1 [ ar e -1y (F.9)

when no overlaps between bubbles are taken into account. For the more complicated
case where overlaps are taken into account one finds

h(t) = exp (— [ dt’ %vi(zﬁ — t’)3#) : (F.10)

vC

c

At early times one can taylor expand the exponential in order to arrive at Eq. (F.9),
which is what one would expect as bubbles have not yet had sufficient time to grow
and collide with each other. Furthermore, in the late-time limit ¢ — oo, h(t) — 0,
which indicates that the universe has fully transitioned to its true vacuum. To
compute h(t) one would need to solve v,, from the field-fluid dynamics and insert
Eq. (E.4). In practice, however, v,, is assumed to be an additional input parameter
that needs to be fixed by hand. The above integral can be solved using a steepest
descent method. Physically, this means that h(t) changes so rapidly that only values
of S(t') = S3(t')/T(t') near t' = t contribute such that we may expand S(') in
powers of t — t'. Assuming further that the time evolution of the nucleation rate is
dominated by the exponential we may then write

['(t) =TCyexp (=S(tn) — S'(tu)(t —ty)), (F.11)

where ¢y is the nucleation time and is defined as the instant in time where one
bubble is nucleated per Hubble horizon, i.e.

Iy = H* (F.12)
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and
e St — 1, (F.13)

One can think of the nucleation time as the onset of the phase transition *.
Another relevant time, which sets the end of the phase transition, is the time at
which

hty) = % (F.14)

This means that at this reference time roughly 34% of the universe is still in the
metastable phase. Using ¢; as a reference time we can write the fractional volume
in the metastable phase as

h(t) = exp (eﬂ(t_tf)) , (F.15)
where we introduced the phase transition rate parameter § defined as

ds(t)

T

(F.16)

t:tf.

The fractional volume of the universe in the metastable phase decreases as the
exponential of an exponential and therefore the reference time ¢ is a valid time to
mark the end of the phase transition. The reference time ¢; also admits a different
interpretation besides being the time at which 66% of the universe is covered by
bubbles: It also marks the time when the rate of the change of h(t) has a maximum
that is

d (dh(t)

dt dt
which can be easily checked by using Eq. (F.15). The relevant length scale in
quantifying the gravitational wave spectrum produced during a phase transition is

set my the mean bubble separation, which can be derived from the bubble number
density. The total number of bubbles can be quantified via

=0, (F.17)

t=ty

Noubbles(t) = V/dt’@h(t’), (F.18)

LA more accurate definition of the nucleation time with its associated nucleation temperature is
given by the integral condition

TV
o Tk

c

For fast phase transitions Eq. F.12 is an accurate approximation, however for slow phase transi-
tions, that typically tend to be stronger and therefore have a higher chance to source detectable
gravitational waves, the above condition has to be taken into account
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where we are multiplying the nucleation rate I' with the fractional volume h because
bubbles can only nucleate in the metastable phase. Close to the end of the phase
transition, we have argued that Eq. (F.15) is a reliable estimate of the fractional
volume. Moreover, we may assume that the time evolution of the nucleation is
dominated by the exponential decay term similarly to Eq. (F.11). In that case the
total number of bubbles simplifies to

t —St) bt dh(t
Nos(t) = [t Tt 50200y = 1t [ ar 0

(F.19)
1

= r(tf)e—s(tﬂg (1 —h(t)). (F.20)

At late times, at the end of the phase transition h(t) tends to zero, such that the
final number density is given by

Nopbles  (tg)e 50 1
Mbubbles = b)ljbl = (f)V 3 (F.21)

The above relation can be further simplified by making use of the definition of the
reference time t; which implies the following relationship

Lly) —sep_ B3 1
Vv

. ['.22
3! A v (£.22)

The number density of bubbles towards the end of the phase transition then takes
the following form

Mbubbles = = (F.23)
where we introduced the mean bubble separation R,, which we will show later is
relevant in setting the peak frequency of the gravitational wave spectrum.

So far we have introduced two reference times, the nucleation time ¢, and the time
ty at which roughly 34% of the vacuum is still in the metastable phase. It is,
however, common to introduce a third time, the so-called percolation time, which
lies very close to the reference time ¢; and can therefore also be used as an estimate
for the end of the phase transition. The percolation time is also commonly used
in the literature to quantify the spectrum of gravitational waves that follow from a
first-order phase transition.
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G Gravitational Waves - A primer

Gravitational Waves are perturbations of space-time around some background which
justifies the common statement that they can be interpreted as ripples of space-
time. These perturbations can be shown to satisfy a wave equation, hence the name
gravitational wave. For this purpose consider a flat background metric n and some
small perturbation on top of it such that the actual space-time metric g is given by

Guv = Muw + h;u/a (Gl)

with h,, < 1. Assuming such a background it is possible to derive a wave equation
for the components of h that satisfies

O™ = —167TH, (G.2)

where the perturbations are transverse, 9,2 = 0, and traceless hf; = 0 as a result
of the freedom one has in choosing a coordinate system !. The gauge constraints
following from the transverse and the tracelessness condition reduce the number of
degree of freedom of the metric to two physical propagating ones, typically referred
to as 'plus’ (+) and ’cross’ polarizations (x), corresponding to a contraction of
space in one direction and an expansion in the other one. The global space-time of
our universe is well approximated by the FLRW metric. Let us therefore focus on
small perturbations of such a space-time. Of particular interest is the observation
that gravitational waves carry away radiation and therefore are a source of energy-
momentum described by

1
aGwW
TMV == %@uhm&,hm (G?))
As observers on earth we are interested in the frequency-dependent power spectrum
of the energy density of gravitational waves. The power spectrum quantifies the dis-
tribution of the energy density carried by gravitational waves per unit time in terms
of the frequency components contributing to the total gravitational wave signal. The
total energy density is then found by integrating over all spectral components.

As a first step in determining the power spectrum of a gravitational wave signal we
determine the energy density of a gravitational wave given by

1 .,

PGw = %Ullj% (G.4)

'In more technical words the traceless-transverse condition follows from choosing the Lorentz
Gauge, which is actually a class of gauges (i.e. one still has some "additional" class of freedom
when choosing the Lorentz gauge). See [327] for details.
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which follows from the u = v = 0 component of the energy-momentum tensor. A
spatial Fourier transform of the metric allows to quantify the contribution of a given
frequency interval df to the total energy density pgw. It is, however, more standard
in the gravitational waves literature, to give the spectrum of the energy density per
logarithm of the frequency f, i.e.,

dpaw _ o
dln f 4G

fBSh(f)v (G5)

where S, (f) is the one-sided strain power spectral density defined for positive fre-
quencies f > 0. Knowledge of Sy, (f) allows to derive another key quantity of interest,
the amplitude h(f) of a gravitational wave spectrum at a given frequency f, by sim-
ply considering the square root of the strain power spectral density, h(f) = \/Sn(f)-
Rather than working with the gravitational wave energy density, it is more conve-
nient to introduce the fractional energy density

0— Pcw (G.6)
Ptot

of the gravitational wave signal with respect to the total energy density of the
universe. The spectral density related to the fractional energy density is given by

dQGW . 1 dpGW B 27T2
dinf  pedlnf  3H2

fgsh(f)v (G?)

where H is the Hubble constant of the universe which parametrizes its total energy
content as follows

_ 87 G prot
—5
The spectral fractional energy density introduced in Eq. (G.7) is also referred to as

the gravitational wave power spectrum. In the following we are going to use the
following notation to refer to the power spectrum

H? (G.8)

= h2QGV\/, (Gg)

where Qqw should not be confused with the fractional energy density €2 and h de-
notes the dimensionless Hubble constant defined as h = H/100km/(s-Mpc). Finally,
when studying the gravitational wave power spectrum in an expanding Friedmann-
Lemaitre-Robertson-Walker (FLRW) universe the frequencies of the gravitational
wave spectrum are redshifted due to the expansion of the universe. In particular,
the peak frequencies today are related to the peak frequencies at emission via

Q.

fpeak - ;f;eak’ (G]_O)

where a, and a are the scale factor of the universe at the time of emission and today,
respectively. Hence, given a specific expansion history of the universe fyeax and [l
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can be calculated.

Of interest to us in this thesis is the electroweak epoch. If one assumes that the
universe transitioned into radiation-domination right after the phase transition and
has continuously expanded, one obtains

h. _ gx 1/6 Tren f*eak
= e 165 % 1071 ( ) peak a.11
Joeak = - Joea 8 100 <1OOGeV) H, (G-11)

where g, denotes the relativistic degrees of freedom at the time of production and
Tlen is the reheating temperature, which can be determined from energy conservation
a3 g Prad(Tren) = @2 (praa(T),) + AV), such that

Tren = ( o )3/4 <3Oprad(Tp) <1 - AV )))1/4 ~ T, (14 a(T)"*,

Qreh 9*772 Prad (Tp
(G.12)

where T), is the percolation temperature that marks the end of the cosmological
phase transition, pq(7,) is the radiation energy density evaluated at percolation
temperature, AV denotes the vacuum energy at percolation temperature.
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H Efficiencies of gravitational wave
production processes

The gravitational wave spectra depend on efficiency factors that describe the frac-
tions of vacuum energy transferred into the dynamics of bubbles. k., denotes the
fraction stored in the bubble wall, while the energy converted into bulk motion of the
fluid are characterized by kg, and ki,p. In this appendix, we specify these factors.
To do so, we introduce the quantities, denoted by a., and aeq, analogous to a,

APLO Aszz APNLO QQATTL‘/'T?)
aOO ey = s Q, = ey .
Prad 24prad o Prad 24prad

(I1.1)

Here Am? = Y. ¢;N;Am? is the squared mass difference between the symmetric
and broken phases, weighted by N; the number of degrees of freedom for particle
species i and factors ¢; = 1 for a boson and ¢; = 1/2 for a fermion, while g?Amy =
> g7 N;Am; is the mass difference weighted by the gauge coupling constant g;.
AP o and AP;,o correspond to the leading and the next-to-leading order friction
forces from the plasma around the bubbles [328|. For the SM particle content, these
quantities yield

4 ¢* 2 — (b*
Qoo >~ 4.8-1077 (? , Qg == 7.3-1074 T ) (H.2)

The efficiency factor ko is the fraction of the energy stored in the bubble wall,
namely it is defined by Keon = Fyan/Ev, where Ey,y is the energy of the bubble wall
and FEy is that of the vacuum energy. More specifically, k.o can be expressed as

2
M 1 — 8 (M) :| r)/* > f)/e
" l AN ° (11.3)

1 — &= ’Y*S'yeq

Reoll =

where 7., and v, stand for the Lorentz factors for the terminal velocity of the wall
and

O — Qo 2R,
oy = , = —— . H.4
Yeq leg Y 3 R, (H.4)
Here, rg is the initial bubble radius which is given by
355 13
_ . H.5
o LLvaaJ ( )
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The remnant aeg = (1l — Keon) is transferred into the bulk motion of bubbles
which produces gravitational waves from sound wave and turbulence. Note that for
a large a, Keop tends to be unity and then aeg >~ 0, so that gravitational waves from
the bulk motion of bubbles are suppressed.

The efficiency factor k, is defined by [295]

3 Vw v 2
o) = = [T w© e (1.6)

where ¢, = 1/4/3 is the speed of sound and w(¢) is the plasma enthalpy profile,

1—w

o(©) o
w(&) = wpexp [(1 — 052)/ dz/'u(57 ,2)] : (H.7)

Here, we defined the Lorentz boost factor

_§-v
C1-&’

(&, v) (H.8)

and the plasma velocity profile v(§) which is obtained from the differential equation

dv
o0&

T 1= 2 [CQQU(&U) - 1} (H.9)

Depending on the initial conditions, the solutions to (H.9) are classified into three
different types [295]: (i) deflagrations, (ii) detonations and (iii) hybrids. (i): The
bubble-wall velocity is subsonic, i.e., v,, < c¢s. There is the fluid with non-zero
velocity outside the bubble wall. The static fluid does not collide with the wall. In
such a case, the gravitational wave signal from sound waves tends to be suppressed [?
|- (ii): The bubble wall velocity is supersonic (v, > ¢;). The active fluid is inside
the wall, while the wall hits the fluid at rest. Hence, the strong gravitational waves
from sound waves and turbulence could be produced. (iii): The bubble wall moves

at a supersonic speed, but smaller than the Chapman-Jouguet detonation velocity
vy which is defined by

NG 2 1
_ V20r/3+ ot V13 (H.10)

vy =
/ 1+05eff

This case is a combination of the two cases (i) and (ii), namely the wall is inside the
active fluid.

The fitting analysis to the numerically evaluated efficiency factor tells us that for
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the three different cases, (H.6) can be well described by the following formula [295]:

Qleff
/{v(aeffa Uw) - Oi

11/5
( et Prarp

11 11
(Cs /vaw /S)HB +UwCS/5HA

for v, < ¢

x { kg + (Vy —Cs)dl{ﬂ—%[ﬁc —kp — (Vg — ¢5)0k] for ¢y < vy < vy

3,5/2 —5/2
(val)“svi/ ol KCKD

(v —1)3 = (vw—1)3]0 *ket(vw—1)3kp

for v; < vy

(H.11)
where the efficiency factors for different wall-velocity regions read
6.90éeff 6/5
- w < s/ H.12
"4 = 136 — 0.037y/as + o (v, < ) (11.12)
o2/
" 0 (v = ¢5), (H.13)

= 0.017 + (0.997 + aen)2/5

VvV leff
o~ w = VJ), H.14
"= 0135 1 098 T aug (vu =) (H.14)
Oleff

KD

= w = 1). H.15
0.73 + 0.083/dier + o (vw =1) (H1.15)

In (H.11) for ¢; < v, < vy, the efficiency factor k, depends on dx which is the
derivative of k, with respect to v, at v,, = cs, approximately given by

0K ~ —0910g <%> . (H16)
eff
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| Result tables for the gravitational wave spectra

o |0/T.| o« | B | RGeV | H(T,)/GeV | T./GeV | T,,/GeV | T,/GeV | Tren/GeV | SNR | Ays/Ags | Aga/Aaag
58 | 1.02 [0.00274 [ 46400 | 3.40-10° | 1.86- 10" [ 116 115 115 115 [1.97- 10 167 5.05
64 | 1.26 | 0.00436 | 19200 | 8.91-10° | 1.71- 10~ ™ | 112 111 110 111 [637-105 ] 1.73 5.43
72 | 1.50 | 0.00655 | 8950 [ 2.12-10" | 1.54-10™ | 107 105 105 105 [233-100%] 181 5.88
82 | 1.83 | 0.0110 | 4260 | 5.63-10" | 1.22-10 ™ | 97.8 93.6 93.2 935 |4.06-107°| 1.90 6.42
93 | 2.03 | 0.0156 | 2520 | 1.05- 10" | 1L.I1- 10" | 96.1 8.5 88.9 80.3 | 984-107° | 201 7.02
101 | 2.20 | 0.0215 | 1670 | 1.82- 107 [ 9.61-10° " | 924 83.4 82.6 83.0 | 3.66-10° | 208 7.41
104 | 2.27 | 0.0251 | 1400 | 2.35-10" [ 8.92-10°° | 90.7 80.4 79.5 80.0 | 0.0000714 | 211 7.58
112 | 242 | 0.0365 | 917 |4.27-10" [ 7.48-10°° | 875 73.8 72.6 73.3 0.000267 2.17 7.93
124 | 2.68 | 0.0846 | 394 |1.49-10" [ 4.98-10° | 82.1 60.6 58.7 59.9 0.00541 2.27 8.49
130 | 2.84 | 0232 | 127 [7.24-10%[3.18-10°° | 789 48.6 45.6 48.0 1.40 2.32 8.79
132 | 287 | 0344 | 67.0 | 1.61-10% | 2.72-10°° | 784 44.5 41.2 44.3 126 2.33 8.85
132.2 | 2.89 | 0518 | 21.7 |5.69-10% [ 2.37-10°° | 78.0 A1.8 37.3 A1.4 379 2.33 8.88
132.6 | 2.90 | 0817 | 19.3 | 1.22.10" [ 2.07-10°° | 77.8 39.1 33.3 38.6 675 2.34 8.90
132.9 2.90 | 0.966 | 19.3 | L.74-10" | 1.99-10- % | 77.8 38.2 32.0 37.9 811 2.34 8.90

Table I.1: Summary of results for the ¢° modification of the potential.
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Mo | o/T.| o | B | RGeV | H(T,)/GeV | T,/GeV | T, /GeV | T,/GeV | Tren/GeV | SNR | Aps/Amso | Aua/Amag
0.36 [ 1.03 [0.00286 | 37400 [ 4.13-10° [ 1.90- 10" [ 117 116 116 116  [2.05-107™] 158 1.19
0.4 [ 1.27 [0.00450 | 16400 [ 1.03-10™ [ 1.74-10"™ [ 113 111 111 111 [551-1002 ]  1.65 453
0.51 | 1.76 | 0.0102 | 4290 | 5.08-10™ | 1.35- 10" | 103 98.3 97.8 081 [6.63-10° | 1.82 5.43
0.58 | 2.03 | 0.0164 | 2210 [ 1.20-10™ | 1.10- 10 | 96.5 89.2 88.5 888 | 775-10° | 1.92 5.99
0.64 | 2.25 | 0.0259 | 1280 [ 2.58-10™ [ 8.90- 10" | 91.6 80.3 79.4 79.9 0.000429 2.01 6.44
0.65 [ 2.27 | 0.0273 | 1200 [2.80-10™ [ 8.70-10"™ | 91.0 79.5 78.5 79.0 0.0640 2.02 6.51
0.66 | 2.32 | 0.0304 | 1070 [3.33-10™ [ 8.26-10"° | 89.9 775 76.4 76.4 0.00159 2.04 6.60
0.71 [ 251 | 0.0503 | 628 [7.20-10™ [ 6.47-10" | 85.9 68.9 67.4 68.2 0.064 2.11 6.97
0.735 | 2.59 | 0.0680 | 464 |1.13-10" | 5.61-107" | 84.2 64.3 62.5 63.6 0.448 2.14 7.13
0.76 | 2.67 | 0.100 | 313 [2.00-10" | 4.69 10" | 82,5 58.9 56.8 58.2 4.04 2.17 7.30
0.765 | 270 | 0.116 | 269 [249-102 [ 4.38-10°° | 8L9 57.0 54.7 56.2 8.42 2.18 7.34
0.7825 [ 2.77 | 0.196 | 147 [5.72-107 [ 3.48-10°° | 80.4 50.8 48.0 50.2 75.8 2.20 747
08 | 285 | 1.53 | 19.8 [3.48-10™ [ 1.83-10° | 78.8 36.3 28.8 36.4 383 2.23 7.61

Table 1.2: Summary of results for the logarithmic modification of the potential.
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Aexp/ 101 | 6,/ T. a | B | RGeV | H(T,)/GeV | T./GeV | T, /GeV | T,/GeV | Tren/GeV | SNR | Ags/Agsg | Aga/Agag
1.3 1.05 [ 0.00292 [ 65200 [ 2.67-10° | 1.68-10"* [ 110 110 109 110 1.62-10°% 2.00 8.72
15 1.17 | 0.00362 | 44500 | 4.00-10° | 1.65-10 " | 109 108 108 108 [214-107 ™ 2.02 8.86
1.6 1.24 | 0.00406 | 35400 | 5.12-10° | 1.62-10~ 108 107 107 107 9.80 1014 2.04 8.96
2.3 1.51 | 0.00630 | 14900 | 1.33-10% | 1.48- 10 | 104 103 103 103 [ 3.11-107 1 2.11 9.44
3.5 1.76 | 0.00889 | 9470 | 2.34-100 [ 1.32-10 ™ | 99.9 97.3 97.0 97.3 [ 9.46-10°10 2.19 9.97
5.4 1.99 | 0.0129 | 4180 | 6.03-10 [ 1.16 - 10 | 95.7 91.3 90.9 91.2 1.83-10°7 2.27 10.5
8.2 2.21 | 0.0184 | 2490 | 1.18-10" [ 9.97-10° % | 91.4 84.7 84.1 84.5 7.28-10°° 2.36 11.1
145 2.51 | 0.0330 | 1230 | 3.15-10" | 7.58-10° | 85.6 74.1 73.2 73.8 0.00121 2.48 11.9
23.8 278 | 0.0703 | 573 |9.74-10" [ 5.25-10° | 80.3 61.9 60.5 61.5 0.259 2.58 12.6
33 2.95 | 0.161 | 258 [3.16-10 [ 359-10° 5 | 77.1 51.3 49.1 51.0 21.0 2.65 13.0
33.8 297 | 0.191 | 213 |4.14-10 ] 3.33-10° 5 | 76.1 49.3 47.0 49.1 44.2 2.65 13.0
35.4 3.00 | 0.248 | 161 |6.09-10 [ 2.99-10°5 | 75.2 46.6 44.0 46.5 112 2.66 13.1
39 3.05 | 0.553 | 45.8 |286-10% | 2.24-10° 5 | 7438 39.8 36.1 40.3 846 2.68 13.2
40.2 3.07 | 134 | 185 [225-10% | 1.77-10°5 | 76.6 34.6 28.9 35.8 787 2.69 13.2

Table 1.3: Summary of results for the exponential modification of the potential.







J Lists

J.1 List of Figures

2.1
2.2

2.3

24

3.1
3.2

3.3
3.4

4.1

4.2

4.3
4.4

4.5

Depiction of the concept of universality. . . . . . . . ... .. ... ..
[lustration of a relevant and an irrelevant direction and the critical
hypersurface. . . . . . . . ..
Phase diagram of a predator-prey model to illustrate the concept of
relevant and irrelevant directions. . . . . . .. .. ... ... L.
Graphical depiction of the philosophy behind the FRG. The scale-
dependent effective action I'j, interpolates between the microscopic
action S in the UV and the full quantum-effective action I' in the IR
as the RG scale goes tozero. . . . . . . . .. ... ... ... ...

Mlustration of the principle behind the continuum limit. . . . . . . . .
Phase diagram of DT uncovered from Monte Carlo simulations. The
parameter x4 needs to be tuned to a critical value in order find the
continuum limit. . . .. ... ..
Phase diagram of CDT . . . . . . .. ... ... ... ...
Depiction of the duality between the Feynman graph expansion of
the free energy of a matrix model and a random triangulation. The
vertices in the matrix model correspond to triangles and the propa-
gators to edges of the triangles. The thickened structure of the lines
is due to the fact that matrices carry two indices. . . . . . ... ...

General idea of how matrix models relate to Dynamical Triangula-
tions and 2d Quantum Gravity. . . . .. .. ... Lo
The gravitational path-integral including gravitational, matter and
topological fluctuations. . . . . . .. ...
Graphical depiction of the deficit angle . . . . .. .. .. .. ... ..
Continuum Limit in the dynamical triangulations approach. The av-
erage number of triangles is increased while the volume of the trian-
gulation is kept finite. The continuum limit corresponds to the limit
where the average number of triangles diverges. . . . . . ... .. ..
Part of a random triangulation. At A and C' the triangulation is
locally flat as six equilateral triangles are meeting at one vertex. At
B the triangulation is curved, as there are less than six triangles
meeting at one vertex. . . . ... .. Lo Lo

193



194

4.6

4.7

4.8
4.9

5.1
5.2

2.3

5.4

2.5

Geometrical interpretation of the cross-interaction: The tensor is re-
placed by the face of a triangle, while its indices are represented by
the edges of that triangle. With this identification in mind, the cross
interaction 74, ayasLuybobs Lbybyas Lbyasbs, Which can be diagrammatically
represented as shown in Eq. 4.78, is dual to a tetrahedron. One there-
fore expects that such an invariant might be of relevance for a possible
three-dimensional quantum gravity phase. . . . . .. ... .. .. ..

Depicted above is the truncation of I'y for the real rank-3 model
studied in this work using the graphical representation introduced in
Eq. (4.78) for the invariants. . . . . .. .. .. ... .. L.

Dimensional reduction of the pillow invariant. . . . .. ... ... ..

We are studying a real rank-4 tensor model. The full truncation
is depicted above. We include all interactions up to order 7°¢ and
additionally melonic T® interactions. . . . . . . . . ... ... ....

Depiction of a first-order phase transition and a cross-over . . . . ..

Thermal fluctuation lead to the nucleation of bubbles, where the
Higgs is in a stable ground state. These bubbles expand into the
regions where the Higgs persists in its metastable ground state. At
early times, the bubbles do not overlap. Later, however, they merge
until the entire fluid of Standard Model particles is in the stable
ground state. . . . ... Lo

Displayed above are the pairs of 3 and « values that can be accessed
from the three modifications of the effective Higgs potential that we
are considering. A nearly universal behavior between 3 and o can
be observed for all potentials. In particular, at small o we find an
asymptotic power-law behavior with 3 = 0.5 - o~ 2. The analysis of
a simple ¢* model allows us to obtain analytical results for 3 and
a as a function of ¢./T,, which can be combined to give a relation
between ﬁ~ and « as depicted above. Crucially, this derivation relies
on the thin-wall approximation for which 7, — T/T < 1 and is, in

particular, valid for weakly supercooled phase transitions, i.e., small «.140

We show « (left panel) and 3 (right panel) as a function of the order
parameter ¢./T. for all classes of potentials. An almost universal
relation between a,B and ¢./T, is found for all modifications. The
red area marks the strong supercooling regime. At small ¢./T., we
find asymptotic power-law behaviours with a = 0.0026 - (¢e/T)""
and 8 =48800- (¢./T.) 2T . . . .

We depict the total GW power spectra of all three classes of modi-
fied Higgs potentials for different values of ¢./T.. The dashed lines
in the figures indicate the strong supercooling regime at which the
linearization of the action in order to determine [ breaks down.

. 142



5.6 We show the contributions of sound waves and turbulence to the
power spectrum using Eq. 5.61 and Eq. 5.62 for the polynomial mod-
ification of the Higgs potential for ¢./T. =2.84. . . . .. ... . ...

5.7 We compare the effect of different wall speeds on the gravitational
wave spectrum for a representative value of ¢./T. of the polynomial
¢% modification of the Standard Model Higgs potential. As the wall
speed increases, the spectra are shifted towards larger amplitudes at
smaller smaller peak frequencies. . . . . ... .. ... ... .....

5.8 An interplay of collider physics and gravitational-wave astronomy
could be used as a way to pinpoint new physics. On the left panel, we
depict the pairs of SNR and triple-Higgs couplings that could be real-
ized by each of the three classes of potentials. On the right panel, we
show that for a given SNR, the different potentials predict different
corrections to the quartic-Higgs coupling. . . . . . . . ... ... ...

E.1 Profile of the critical bubble . . . . . . . . . . .. .. ... ... ..

J.2 List of Tables

4.1 The cyclic-melonic single-trace fixed point features one relevant di-
rection in the quartic truncation. . . . . . . . .. ... ... ... ..

4.2 The cyclic-melonic single-trace fixed point only features cyclic melonic
couplings and one associated relevant direction in the truncation to
sixth order. Given the systematic error of the truncation and the
small value #; = —0.03, a second positive critical exponent might
exist at higher orders in the truncation. . . . . . . . . .. .. ... ..

4.3 The multitrace-bubble fixed point features two relevant directions in
the truncation to quartic order, with one of the positive critical expo-
nents rather close to zero, calling for an extension of the truncation
to confirm its relevance. . . . . . .. .. Lo L

4.4 Results for the multitrace-bubble fixed point at order 7 in the trun-
cation. The leading critical exponent is close to our bound 6 < 3.5,
yet the explicit extension to 7 shows the fixed point persists.

4.5 At quartic order the fixed point possesses two relevant directions.
Compared to the complex model, one finds a new irrelevant direction
(A3) which is associated to the“tetrahedral" interaction. There is good
agreement between the complex and the real model at quartic level.

4.6 Fixed-point values of the cyclic melonic couplings and critical expo-
nents in the truncation to sixth order for the cyclic-melonic multitrace
fixed point. The couplings not displayed are all vanishing at the fixed
poInt. . . oL e

. 103

. 105

195



196

4.7 The isocolored fixed point with tetrahedral interaction 92,1 features
an anomalous dimension of n = —0.75, as discussed in Sec. ?7. It is
clear then that for n = 0 no such fixed point exists. The sign of ggj is
not determined by the fixed-point conditions, i.e., there are two fixed
points. . . . . . e e e e

4.8 Fixed-point values and critical exponents at sixth order in the trun-
cation for the isocolored fixed point with tetrahedral interaction. . .

4.9 Fixed point values and critical exponents of the double cyclic-melonic
single-trace fixed point in the rank-3 real tensor model. . . . . . . ..

4.10 Fixed-point values of the cyclic melonic couplings and critical expo-
nents in the truncation to sixth order for the cyclic-melonic multitrace
fixed point. The couplings not displayed are all vanishing at the fixed
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4.11 We find a fixed point characterized by two relevant directions. Shown
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