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Abstract

Particle therapy exploits the highly localized depth dose profile of protons and
light ions to deliver a high dose to the target while largely sparing surround-
ing healthy tissue. The steep dose gradient at the end of the ions range, known
as the Bragg peak, however, also makes particle therapy sensitive to range
uncertainties. In current clinical practice, a major cause of range uncertainties
resides in the conversion of the treatment planning x-ray CT to the patient spe-
cific relative stopping power (RSP) map that is crucial for accurate treatment
planning. By measuring the energy loss of particles after traversing the patient,
particle imaging enables a more direct reconstruction of the RSP. In this thesis,
different aspects towards the clinical implementation of particle imaging are
investigated. First, a theoretical description of the point-spread function for
different particle radiography algorithms is developed in order to explain ob-
served limitations. A novel filtering technique to remove nuclear interaction
events in particle imaging is proposed and high quality experimental helium
ion CTs are demonstrated. First results from an experimental comparison be-
tween particle and x-ray CT modalities for RSP prediction in animal tissue
samples are presented. Furthermore, a novel technique for intra-treatment he-
lium ion imaging based on a mixed helium/carbon beam is explored with that
relative range changes in the millimeter regime were observable. Finally, novel
particle imaging detector designs are investigated. The thesis highlights the
potential of helium ion imaging for pre- and intra-treatment image guidance
in particle therapy.
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Zusammenfassung

Die Teilchentherapie nutzt das hoch-lokalisierte Tiefendosisprofil von Proto-
nen und leichten Ionen, um eine hohe Dosis im Tumorvolumen zu platzieren,
während umliegendes, gesundes Gewebe weitreichend geschont wird. Der
steile Dosisgradient am Ende der Reichweite der Teilchen in Materie, der Bragg
Peak, macht die Teilchentherapie allerdings anfällig gegenüber Reichweite-
nunsicherheiten. In der aktuellen klinischen Praxis entsteht ein entscheiden-
der Anteil an Reichweitenunsicherheiten durch die Konversion eines konven-
tionellen Röntgen-CTs in das Relative Ionisations-Bremsvermögen (RSP). Die
Teilchenbildgebung ermöglicht eine direktere Rekonstruktion der RSP durch
das Messen des Energieverlustes von Teilchen nach Durchquerung des Patien-
ten. In dieser Dissertation werden verschiedene Aspekte im Hinblick auf eine
klinische Implementierung dieser vielversprechenden Methode untersucht. Zu-
nächst wird eine theoretische Beschreibung der Punktspreizfunktion in der
Teilchenradiographie mit verschiedenen Bildgebungsalgorithmen präsentiert.
Im Weiteren wird eine neuartige Filtermethode für die Bildgebung mit Helium-
Ionen vorgestellt, mit welcher sekundäre Teilchen und solche, die eine nuk-
leare Interaktion erlitten, von den relevanten Primärteilchen unterschieden
werden können. Mittels dieser Methode werden experimentelle Helium-Ionen
CTs mit einer RSP Genauigkeit von besser als 0.5% erzielt. Erste experimentelle
Ergebnisse eines Vergleichs zwischen Teilchen- und Röntgen-CTs für die RSP
Rekonstruktion werden präsentiert. Außerdem wird eine neuartige Methode
für die Teilchenbildgebung während der Bestrahlung mittels eines gemischten
Helium/Kohlenstoff Ionenstrahls untersucht und es wird gezeigt, dass es eine
solche Methode ermöglicht, relative Reichweitenunterschiede im Millimeter-
Bereich zu detektieren. Abschließend werden neuartige Detektorkonzepte für
die Teilchenbildgebung untersucht. Die Ergebnisse der Dissertation verdeut-
lichen das Potential Teilchenbildgebung und insbesondere der Helium-Ionen
Bildgebung für die bildgeführte Teilchentherapie.
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CHAPTER1
Introduction

Patients are not water, and accurate
range prediction needs an accurate
model of the patient, or more
precisely, an accurate model of the
relative stopping power of
different tissues in the patient.

A. J. Lomax - PSI

Particle therapy is a form of cancer radiotherapy that exploits the finite range
of protons and light ions to achieve a high dose in the tumor volume while
largely sparing the surrounding healthy tissue. Indeed, the energy loss through
ionization of the target which is the dominating process for slowing down the
particles in the patient increases with decreasing particle velocity. This results
in a steep dose peak at the end of the particles’ range — the Bragg peak. Only
little dose is deposited after the Bragg peak, in principle enabling to aim the
treatment beam directly at an Organ at Risk (OAR) without inflicting damage
to it. This feature of particle therapy presents a sizable advantage compared
to the energy loss of photons used in conventional radiotherapy for which the
depth dose deposit in the patient decreases exponentially after an initial dose
buildup (see Figure 1.1).
The position of the Bragg peak inside the patient can be controlled by changing
the particles’ initial kinetic energy. To cover a large volume with a prescribed
dose, multiple Bragg peaks are superimposed to form a so-called Spread-Out
Bragg Peak (SOBP). Due to the kinetic energy necessary for particle ranges to
fit typical tumor depths, after the original proposal by Wilson (1946) particle
therapy was first limited to pioneer studies at few particle physics institutes.
Only with the improvement of accelerator technology in recent decades, espe-
cially in terms of size and cost, particle therapy has become a more widespread
option for cancer radiotherapy. By the end of 2018, more than 220,000 patients
have been treated with particle therapy, of which 190,036 received proton ther-
apy and 27,905 carbon ion therapy (Jermann 2019).

https://www.birpublications.org/doi/pdf/10.1259/bjr.20190582
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Figure 1.1: Schematic depiction of the concept of particle therapy in comparison
to photon therapy. (a) shows the nominal situation, for which the treatment plan
was generated. (b) shows the effect of an unexpected low density feature in beam
direction on photon and proton treatments. For photons, the dose to target is little
affected by the change. For proton therapy the range overshoot resulting from the
gap results in an over-dosage of the OAR and under-dosage of the tumor. Figure
adapted from Knopf & Lomax (2013).
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As with any highly localized dose deposit, the steep dose gradient of the Bragg
peak makes particle therapy sensitive to uncertainties in the treatment delivery
(Paganetti 2012): differences in the Bragg peak position can lead to severe over-
dosage of healthy tissue and/or under-dosage of the tumor volume (shown
schematically in Figure 1.1). Such range uncertainties can have various stochas-
tic and systematic sources, as detailed in Chapter 3, and limit the exploitation
of particle therapy to the full potential. For instance, to avoid under-dosage of
the tumor volume, safety margins accounting for known uncertainty sources
(Paganetti 2012) are usually added around the clinical target volume. For typ-
ical tumor depths the size of these margins can exceed several millimeters,
resulting in a significant volume of healthy tissue being administered the tar-
get dose. In addition, potentially advantageous treatment directions aiming
directly at OARs are usually avoided.

Major efforts in particle therapy research are therefore directed towards re-
duction of range uncertainty (Parodi & Polf 2018a). Key objectives can be sum-
marized in the development of improved dose delivery techniques (e.g. gating
or tumor tracking), treatment planning (e.g. based on Monte Carlo simula-
tions), improved image guidance (e.g. DECT) and in-vivo range verification
(e.g. prompt γ). A detailed overview over the state of the art in imaging and
treatment monitoring is given in Chapter 3. In this thesis, particle imaging,
both in the form of proton and helium ion imaging, is explored as a tool for
optimized daily in-room image guidance and online treatment verification.

By measuring the energy loss of particles after they traversed the object
particle imaging offers a more direct and in principle more accurate way of
reconstructing the tissue-specific Relative Stopping Power (RSP) which is cru-
cial for accurate analytical treatment planning. The RSP information can be re-
trieved either in the form of a Particle Computed Tomography (PCT) (Hansen
et al. 2015, Dedes et al. 2019) or by combining a small number of particle
imaging projections with the treatment planning x-ray CT (Schneider et al.
2005, Collins-Fekete et al. 2017a, Gianoli et al. 2020). In addition, Particle Ra-
diographies (PRads) could be used for pre-treatment verification, alignment
of the patient setup (Palaniappan et al. 2019), and potentially even for fluo-
roscopy (Han et al. 2011). At the same time, particle imaging offers a distinct
dose advantage over photon based imaging (Schulte et al. 2005, Depauw &
Seco 2011, Collins-Fekete et al. 2020), as only the entrance channel of the par-
ticles’ depth dose profile lies in the patient. A Proton Computed Tomography
(pCT) providing highly accurate RSP values for objects of clinically relevant
size, for example, might deliver less than 2 mGy (Dedes et al. 2019). In com-
parison, the dose delivered by a treatment planning head Single-Energy x-ray
CT (SECT) can be as much as 20 times larger (Poludniowski et al. 2014). The
above therefore makes particle imaging a highly suitable candidate when con-
sidering daily in-room image guidance in ion-beam therapy, where an imaging
dose as low as possible for a CT scan would be desirable.

In general, image quality in particle imaging suffers from the Multiple
Coulomb Scattering (MCS) of the particles inside the patient. In order to im-
prove the image spatial resolution, the concept of single-event particle imaging
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is to estimate each particle’s trajectory through the object based on measure-
ments of its position and direction before and after the patient. To estimate the
particle path, various algorithms have been proposed of which the most com-
monly used is the probabilistic Most Likely Path (MLP) (Schulte et al. 2008).
The precision of the MLP is subject to the precision of the tracking informa-
tion, as well as the probabilistic nature of the scattering (Krah et al. 2018). The
latter has been the main argument for investigating heavier ions for single-
event imaging (Hansen et al. 2014a, Collins-Fekete et al. 2017d, Gehrke et al.
2018, Piersimoni et al. 2018).

Indeed so far, most research in the field of particle imaging has focused on
proton imaging mostly due to the more widespread availability of proton ther-
apy centers. Recently, increased interest has been placed also in imaging with
helium ions. The factor 2 reduced MCS of helium ions compared to that of pro-
tons enables a more precise path estimation, and with that lower noise in the
image and higher spatial resolution. In addition, the lower range straggling of
helium ions further benefits the image quality (Gehrke et al. 2018). However,
a first experimental study attempting single-event helium ion imaging with a
prototype pCT detector, while reporting the expected increase in spatial resolu-
tion for Helium ion radiography (HeRad), showed strong image artifacts and
comparatively low RSP accuracy for Helium Computed Tomography (HeCT)
(Volz et al. 2017).

The overall aim of this thesis was therefore to investigate the optimal de-
tector technology for particle imaging, and in particular, helium ion imaging.
As developmental steps towards this goal, first, physical limitations of the im-
age quality achievable with particle imaging are investigated. A key challenge
in helium ion imaging is the removal of secondary fragments created from
the projectile particles. In this thesis, a novel filtering method based on the
well-known ∆E-E particle identification technique is proposed and tested suc-
cessfully on experimental HeCT data. In addition, it is demonstrated how
this method can be useful also for proton imaging by removing uncertainties
arising within the energy detection system. Particle imaging is compared to
photon imaging modalities as tool for RSP estimation and investigated as po-
tential method for online imaging. These studies aid in identifying the desired
features of an ideal imaging system for clinical application. Finally, ways to
improve upon current detector systems are investigated. This thesis is pre-
sented in the cumulative form, featuring seven manuscripts, five of which are
published, one is currently under revision and one is in preparation. Through-
out this thesis, the manuscripts are referred to by a capital P followed by a
roman numeral indicating their appearance in reverse chronological order.

In Chapter 2, the physical basics underlying particle imaging and therapy
will be provided where relevant to this work. In Chapter 3, the current state
of the art in image guidance and treatment monitoring for particle therapy
is given, in order to embed the thesis results in the greater context of these
research areas. Chapter 4 provides a short overview over the individual pub-
lished manuscripts, presented in Chapter 5. In Chapter 6 and Chapter 7 the
thesis will be concluded with a summary discussion.



CHAPTER2
The physics of particle therapy and
imaging

In this chapter, the physical principles underlying particle therapy and parti-
cle imaging will be outlined. First, the basic physical interactions necessary
for ion beam transport through matter are provided. Then, the production of
ion beams with kinetic energies suitable for therapy and imaging at modern
medical accelerators is introduced. Finally, scintillation light detectors will be
briefly described as such a detector is central to a large part of this thesis. For
the sake of conciseness the concepts are only touched upon briefly, and the
interested reader is referred to more in-depth literature where applicable.

2.1 Interaction of particles with matter

In order to treat even the most deep seated tumors, ion beams with ranges of
up to 30 cm are available at modern treatment facilities (Haberer et al. 2004).
The particles’ range inside the patient is set via their initial kinetic energy. For
protons and helium ions, a range of ∼30 cm corresponds to a kinetic energy
of ∼220 MeV/u, i.e. a velocity of 59 % of the speed of light. For carbon ions,
on the other hand, a kinetic energy of ∼430 MeV/u is necessary to reach such
penetration depth, or 74 % of the speed of light. For particle imaging higher
energies than used therapeutically are required such that the ions fully cross
the patient. The highest energies currently clinically available are, however,
sufficient for full ion CT imaging of head sized objects and to acquire radio-
graphic projections of at least some views of other patient regions (Sarosiek
et al. 2019). After traversing the patient, the particles’ residual energy/range
is then usually measured by stopping them inside a suitable detector.

Ion-beam transport for both therapy and imaging therefore deals with the
slowing down of light ions from mid-relativistic energies to rest. In this energy
range, the energy loss of the particles in matter is dominated by electromag-
netic interactions with the target electrons or (albeit less likely) the target nu-
clei, leading to ionization of the target atoms and deflection of the projectile.
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In addition, elastic or inelastic/non-elastic nuclear interactions with the target
nuclei may occur leading to the production of secondary particles and the loss
of the primary projectile.

2.1.1 Electronic energy loss
When ions traverse matter they interact in countless Rutherford scatterings
with the Coulomb field of the atomic electrons and nuclei. Both the number
of interactions per unit length and the energy loss in each single collision are
stochastic in nature. As such, the energy loss of particles is subject to a large
variation. For a particle with mass M the maximum energy transfer Wmax in a
single collision is described by

Wmax =
2mec2β2γ2

1 + 2γme/M + (me/M)2 . (2.1)

Here, me is the mass of the electron, β = v/c is the velocity of the particle rel-
ative to the speed of light c, and γ = 1/

√
(1− β2) is the Lorentz factor. For

protons at β = 0.59 the maximum transferable energy is Wmax ≈ 0.55 MeV.
However, such large energy losses are rare, and the most likely energy trans-
fer in each collision is much smaller. For mid-relativistic light ions, the mean
energy loss per unit path length, referred to as the stopping power, is well de-
scribed by the renowned Bethe formula (Bethe 1930) with additional correction
factors as listed in the particle data group annual report (Tanabashi et al. 2018)

− 〈dE
dx
〉 = ρKz2

p
Zt

At

1
β2

[
1
2

ln
(

2mec2β2γ2Wmax

I2

)
− β2 − δ

2
− C

Zt

]
+ L(β). (2.2)

The constant K = 4πNAr2
e mec2 comprises Avogadro’s constant NA, the classi-

cal electron radius re, the electron mass and the speed of light. The primary
projectile charge is given as zp. The target material properties are reflected in
the density ρ, the ratio of the atomic charge Zt and mass At, as well as the mean
ionization potential I (here denoted I-value). The term δ/2 represents the so-
called density correction which accounts for the polarization of the medium
by the electric field of the projectile and is relevant for high energies. The term
C/Zt is the shell correction, which corrects for the fact that the target elec-
trons are not stationary. Lastly, the term L(β) comprises higher-order (in zp)
corrections relevant at low energies (below 10 MeV for protons): the Barkas
correction (L1(β); proportional to z3

p) and the Bloch correction (L2(β); propor-
tional to z4

p). Figure 2.1(a) depicts the total stopping power as function of the
kinetic energy, as well as the separate contributions from electronic and nu-
clear interactions, for protons impinging on a homogeneous water absorber.

Equation 2.2 describes the effect an absorber material has on the incident
ions (the slowing down). The reciprocal effect on the absorber is called the
Linear Energy Transfer (LET) which is defined as the energy absorbed by the
medium up to a certain distance (restriction) to the primary track. The stop-
ping power is equivalent to the unrestricted LET, i.e. the energy transfer to a
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Figure 2.1: Total (solid, black), electronic (dashed, red) and nuclear (dash-dotted,
blue) stopping power for protons with kinetic energy relevant for particle therapy
and particle imaging impinging on a homogeneous water target. Plot reproduced
from the PSTAR program available from the NIST database (Berger et al. 2005). (b)
Depth-dose profiles for mono-energetic protons at 100 MeV (blue), helium ions
at 100 MeV/u (red) and photons at 6 MeV (black) initial energy impinging on a
homogeneous water absorber. The data was simulated using the Geant4 Monte
Carlo particle transport code (Agostinelli et al. 2003).

cylinder of infinite radius around the primary track. Equation 2.2 therefore
shows the largest dosimetric advantage of ions: at therapeutic energies the
stopping power is dominated by the β−2 dependence, resulting in the char-
acteristic Bragg peak at the end of the ions’ range. Example Bragg peaks are
provided in Figure 2.1(b) for 100 MeV protons and 100 MeV/u helium ions
impinging on a water target. For comparison, the figure shows the dose distri-
bution for a mono-energetic 6 MeV photon beam.

In the Continuously Slowing Down Approximation (CSDA) the range of
the ions can be computed by integrating the inverse stopping power over the
energy from their initial kinetic energy (Einit) to 0.

Rmat =
∫ 0

Einit

− 1
〈dE/dx〉mat

dE, (2.3)

where the subscript mat is used to specify the stopping power in the absorber
material. The range can also be well approximated using an empirical power
law known as the Bragg-Kleemann rule (Bortfeld 1997)

R = aEp
init, (2.4)

where a = 0.0024 and p = 1.74 for protons in water. The range of different ions
in water as function of the kinetic energy per nucleon is shown in Figure 2.2.

Experimentally, the range of ions can be measured from R80, the position
of the 80 % distal dose fall-off of the Bragg peak which for mono-energetic
protons corresponds to the depth at which 50 % of the initial particles stop
(Paganetti 2012). Since it is not possible to measure the range in all patient
tissues, the Range in Water (RW) is used as the reference data underlying the
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Figure 2.2: Range in water as function of the initial energy per nucleon for pro-
tons, helium and carbon ions. The data for protons and helium ions was repro-
duced from the NIST PSTAR and ASTAR programs (Berger et al. 2005), the data
for carbon ions was computed from the ICRU Report 73 (ICRU 2009).

treatment planning at particle therapy facilities. The RW can be translated to
the range in the material by using the material RSP which is defined as the
material stopping power relative to that of water

RSPmat =
〈dE/dx〉mat

〈dE/dx〉water
. (2.5)

Since the slope of the stopping power is very similar for different materi-
als, the RSP is nearly constant in energy. This is shown in Figure 2.3 for pro-
tons and helium ions in different tissues as simulated with Geant4 (Agostinelli
et al. 2003). Arbor et al. (2015) found that in materials relevant for therapy
and imaging the RSP varies below 0.7 % in the energy range from 80 MeV to
330 MeV for protons. Hence, the range in a material can be computed from the
range in water as

Rmat ≈ Rw/RSPmat. (2.6)

Another useful quantity is the Water Equivalent Thickness (WET). It is defined
as the thickness of water that would result in the same energy loss as experi-
enced by the particles when traversing a material of thickness ∆x. Denoting
the particles’ initial kinetic energy Einit and their residual energy after passing
the absorber Eres we can write

WET =
∫ Eres

Einit

− 1
〈dE/dx〉water

dE (2.7)

=
∫

∆x
RSPmatdx (2.8)
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Figure 2.3: Relative difference between the RSP calculated as a function of energy
and the RSP at nominal energy of 200 MeV/u (RSP200) for (a) protons and (b)
helium ions. Different human tissue compositions are shown. For Liver, Muscle
and Adipose the tissue composition was taken from Hünemohr et al. (2014b), the
other tissues had chemical compositions as given in the ICRP Publication 89 (ICRP
2002). The necessary stopping power tables were calculated with the Geometry
and Tracking V4 (Geant4) simulation toolkit.

The position of the ions’ Bragg peak can be computed from the length traveled
in the patient which corresponds to a WET equal to the particles’ RW.

From the above, it becomes immediately clear that accurate (analytical)
treatment planning in particle therapy requires an accurate representation of
the patient RSP map. Equation 2.8, however, also presents a possible way to
extract this information: the WET is the line integral over the RSP. Hence, the
methods for back projection of line integral quantities presented already in the
seminal work by Cormack (1963) can be applied and the RSP map can be re-
trieved from Computed Tomography (CT) reconstruction of WET projections
acquired of the patient. Hence, Equation 2.8 suggests the use of an Particle
Computed Tomography (PCT) for treatment planning in particle therapy. In
fact, PCT is one of three potential applications Cormack states in his original
work — right along x-ray CT.

2.1.2 Energy and range straggling
For a single ion, the Bragg peak would be much sharper than what is shown in
Figure 2.1(b) for proton and helium ion beams. The energy loss experienced by
particles traversing a certain thickness of absorber material is subject to fluctu-
ations due to the statistical nature of a large, but finite number of independent
interactions. This is referred to as energy straggling, the corresponding effect on
the range range straggling, and results in a broadening of the Bragg peak for a
beam of particles.

Energy straggling was first described theoretically by Landau (1965) and
later extended by Vavilov (1957). The energy loss distribution, referred to as
Landau-Vavilov distribution, is highly skewed with a long tail towards large
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energy losses. It describes the energy loss distribution well for thin absorbers
(Tanabashi et al. 2018). For absorbers of intermediate thickness, i.e. as long as
the relative energy loss of the particles does not exceed∼35 % (for protons and
helium ions) of their initial kinetic energy (Payne 1969), the distribution ap-
proximates a Gaussian. For even thicker absorbers, the distribution becomes
skewed again as initially described by Tschalär (1968): Consider an ion beam
traversing a series of material slabs. With each subsequent slab traversed by
the particles the energy loss distribution widens, and therefore also the distri-
bution of the beam particles’ kinetic energy. When the kinetic energy of indi-
vidual particles in the beam can no longer be assumed approximately equal,
the difference in energy loss experienced by the beam particles in subsequent
slabs becomes significant. Due to the β−2 dependence of the stopping power,
the particles that have a lower kinetic energy after traversing the first couple of
slabs will continue to loose increasingly more energy in subsequent slabs com-
pared to the particles with kinetic energy greater than the mean. The distribu-
tion again approaches a form that resembles the shape of the Landau-Vavilov
distribution.

The variance of this distribution for particles with initial energy Einit and
residual energy Eres is given in Tschalär & Maccabee (1970) as

σ2
stragg(Eres) = 〈dE/dx〉

∫ Eres

Einit

ξ

〈dE/dx〉3 dE, (2.9)

where ξ is defined as

ξ = ρeK
1− 0.5β2

1− β2 . (2.10)

Here, ρe is the relative electron density, and K is a constant as defined for the
stopping power formula (Equation 2.2). Tschalär & Maccabee (1970) note that
nuclear interactions and particles scattering outside of the detector can have a
great impact on the measured energy loss variance. This effects negatively the
accuracy of data filters usually applied in proton imaging (Schulte et al. 2005),
which is investigated in publication P.XI.

Assuming the particles to traverse a homogeneous absorber and a perfect
energy detector, the energy straggling can be related to the variance in WET as
in Collins-Fekete et al. (2020), where higher order terms are neglected

σ2
WET = σ2

stragg

(
∂WET

∂E

)2

=
σ2

stragg

〈dE/dx〉water(Eres)2 (2.11)

In particle imaging, energy straggling is a major source of noise (Schulte et al.
2005, Dickmann et al. 2019, Collins-Fekete et al. 2020). Even with perfect de-
tectors, Equation 2.11 imposes a minimum level of noise in the image.
For particle therapy, the straggling of the ions affects the longitudinal dose
gradient achievable in a single-field irradiation. Assuming the energy strag-
gling to be nearly Gaussian, the range straggling can be obtained as (Bethe &
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Ashkin 1953)

σ2
range =

∫ R

0

dσ2
stragg

dx

(
dE
dx

)−2

dx. (2.12)

A detailed tabulated list of range straggling values can be found in Janni (1982).
The range straggling of the ions relative to their initial range is approximately
constant. For 200 MeV protons stopping in water the relative range straggling
(σrange/RW) is about 1.1 % (Bashkirov et al. 2016a). For light ions at the same
initial range, the range straggling scales with inverse ratio of their mass (MI)
compared to the proton mass (Mp) (Durante & Paganetti 2016).

σ2
range,ion =

Mp

MI
σ2

range,proton (2.13)

Hence, for helium particles, the range straggling is only half that of protons
resulting in a sharper Bragg peak, as seen in Figure 2.1(b). The decrease of the
straggling with increase of the projectile mass is therefore part of the rationale
for the use of light ions for therapy (Durante & Paganetti 2016) and imaging
(Gehrke et al. 2018).

2.1.3 Multiple Coulomb scattering

The major obstacle for particle imaging compared to x-ray imaging is the scat-
tering deflection suffered by the particles while traversing the medium, known
as Multiple Coulomb Scattering (MCS). Accurate image reconstruction of par-
ticle imaging data requires to accurately model the scattering of the particles
inside the patient. MCS is also of central importance in particle therapy, as it
dominates the lateral dose penumbra and is a potential factor for range uncer-
tainty (Paganetti 2012).

The deflection of particles in matter presents the sum over countless indi-
vidual single Rutherford scattering interactions. The resulting distribution of
the angular deflection θ of the beam particles is adequately described by the
theory of Molière (1948) who solved the transport theory for a beam of charged
particles traversing a thin slab of arbitrary material. Molière describes the scat-
tering distribution through of a series of correction functions, the first of which
is a Gaussian.

Indeed, at small angles, i.e. for the core of the pencil beam, the Gaussian
function dominates the distribution. At large angles, i.e. the halo of the pencil
beam, the angular distribution is dominated by single or plural large angle
scattering relative to which the many small angle deflections have less of an
effect. Consequently, the distribution approximates the large angle behavior
of single Rutherford scattering which is proportional to θ−4.

Molière’s theory is known to be accurate to few percent as demonstrated
for example with experimental data from a 160 MeV proton beam (Gottschalk
et al. 1993). However, its computation is not practical for the purpose of par-
ticle therapy or imaging due to its complexity. On the other hand, since most
of the particles are anyways contained in the small angle region of the distri-
bution, the full theory can be reasonably well approximated with a Gaussian
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Figure 2.4: Schematic depiction of the scattering of a particle with initial energy
Ein (corresponding to a momentum velocity of pinvin) in a homogeneous water
absorber. The beam’s direction is marked by the x-axis the lateral direction by
the y-axis, the particles angle to the beam axis is denoted θ. Fermi-Eyges theory
provides the probability the particle to have a certain lateral and angular displace-
ment at depth u.

function of adequate width. This so-called Fermi-Eyges approximation (Rossi
& Greisen 1941, Eyges 1948) of MCS suffers only little in accuracy (Gottschalk
2010), but is much simpler to handle than Molière’s theory and hence widely
adopted. Consider a particle traversing through homogeneous water absorber
as depicted in Figure 2.4. In the Fermi-Eyges approximation, the probability of
finding a particle at depth u with a lateral displacement between t and t + dt
and angular displacement between θ and θ + dθ is given as

P(t, θ)dtdθ =
1√
2πB

exp
[
−1

2
A0t2 − 2A1tθ + A2θ2

B

]
. (2.14)

The moments An, and B are defined as

An(u, u0) =
∫ u

u0

(u− u′)nT(u′)du (2.15)

B(u, u0) = A0A2 − A2
1, (2.16)

where T(u) is the so-called scattering power which describes the rate of change
of the mean squared displacement angle with depth in the absorber

T(u) =
d〈θ2〉

du
. (2.17)

With the definition of T(u) it is clear that A0 represents the variance in θ (scat-
tering is a zero-mean process). Similar, A2 presents the lateral variance of the
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Figure 2.5: Standard deviation of the lateral displacement (
√

A2) for different ions
at initial energy of 200 MeV as a function of depth in a homogeneous water ab-
sorber. The plots were generated by evaluating the generalized Highland scat-
tering power with the parametrization of the 1/(p(u)2v(u)2) function given for
200 MeV protons in (Schulte et al. 2008). The comparison of different ions was
achieved by scaling the scattering standard deviation by the square root of the
ratio of the protons to the ions mass (Gottschalk 2012)

beam and A1 presents the angular/lateral co-variance.
The representation of the scattering power is thereby central for the accu-

racy of the Gaussian approximation to MCS. Several different formulas for the
scattering power have been proposed over the decades. A detailed overview
over these approximations and evaluation of their validity can be found in
Gottschalk (2010). In particle imaging, the generalized Highland scattering
power (Gottschalk et al. 1993) is the most widely used. It is based on the
scattering variance proposed by Highland (1975) with the corrections brought
forward by Lynch & Dahl (1991). Using the generalized Highland scattering
power the scattering moments (Equation 2.15) can be computed as

An(u, u0) = E2
0

[
1 + 0.038 ln

(∫ u

u0

du
X0(u)

)]2 ∫ u

u0

(u− u′)n

p(u)2v(u)2

z2
p

X0(u)
du, (2.18)

where E0 = 13.6 MeV is a constant, p(u) is the particles momentum and v(u)
its velocity as function of the depth in the absorber (Schulte et al. 2008). X0 is
the radiation length of the material which is defined as the mean distance after
that a high-energy electron has lost all but 1/e of its initial value.

The ion specific quantities in Equation 2.18 are the projectile charge zp and
the momentum-velocity function. The momentum-velocity function can be
described in terms of the kinetic energy (Ekin) and mass of the projectile (MI)
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as

p(u)v(u) =
Ekin(u) + 2MIc2

Ekin(u) + MIc2 Ekin(u) (2.19)

The comparison of the scattering for different ions at the same initial range can
be achieved by computing Equation 2.15 with Equation 2.19 both for protons
and scaling the result by the ratio of the protons to the ions mass (Gottschalk
2012). The increase in scattering for heavier ions due to the zp dependence is
offset by the necessity of higher initial velocities to get to the same range. A
comparison of the lateral displacement in water for protons, helium ions and
carbon ions at the same range is provided in Figure 2.5.

The factor 2 reduced scattering of helium ions is the main argument of us-
ing these ions for imaging (Hansen et al. 2014a, Collins-Fekete et al. 2017d, Volz
et al. 2017, Piersimoni et al. 2018, Gehrke et al. 2018). Since the lower scattering
also provides better achievable lateral dose penumbra for therapy, a renewed
interest has been placed in helium ion therapy at the Heidelberg Ion-Beam
Therapy Center (HIT) (Mairani et al. 2016, Krämer et al. 2016).

2.1.4 Nuclear interactions and fragmentation

Aside from the electromagnetic interaction, the particles can undergo nuclear
interactions with the target nuclei. Nuclear interactions are of great impor-
tance for accurate dose calculation in the treatment planning system (Durante
& Paganetti 2016), noise in particle imaging (Schulte et al. 2005, Collins-Fekete
et al. 2020) and online treatment monitoring through the production of sec-
ondary radiation (Verburg et al. 2015, Bisogni et al. 2017, Félix-Bautista et al.
2019). The following provides a short overview over the important aspects.

Nuclear interactions can be differentiated in coherent (interaction with the
target nucleus as a whole) and incoherent (interaction with individual nuclei)
(Gottschalk et al. 2014). Coherent interactions can be further subdivided in
elastic and inelastic interactions. Elastic interactions leave the projectile en-
ergy almost unchanged and the target nucleus only receives a small recoil
kinetic energy. For inelastic collisions, the recoil nucleus remains in an ex-
cited state after collision and undergoes nuclear de-excitation under emission
of secondary radiation (e.g. by emitting a prompt γ). In such interactions, the
projectile usually experiences a hard scatter. Hence, coherent interactions will
contribute predominantly to the halo of the beam. For particle imaging, these
interactions contribute to the image noise, they are usually removed via filters
acting on the particle angular displacement (Schulte et al. 2008).

Incoherent interactions, also referred to as non-elastic interactions, gener-
ally lead to the fragmentation of the target and/or, in the case of projectiles
heavier than protons, the primary. In general, non-elastic nuclear interactions
lead to a loss of primary projectiles, and charged secondary radiation produced
in these interactions has a significant effect on both therapy and imaging. The
loss of primary particles for protons, helium ions and carbon ions at a RW of
∼26 cm, i.e. relevant for particle imaging, is shown in Figure 2.7.

Charged target fragments are generally produced isotropically and are usu-
ally heavy particles with only short ranges (Loveland et al. 1986). Hence, target
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Figure 2.6: Schematic depiction of an example collision between a 4He projectile
and a 12C target to explain the effect of nuclear interactions. Specifically the re-
action 12C(4He, p t)12C∗ is depicted. The excited remnant of the target nucleus
undergoes nuclear de-excitation, e.g. by emitting a prompt γ photon.
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Figure 2.7: Relative loss of projectile particles as function of the depth in water for
protons, helium ions and carbon ions. The initial range was ∼26 cm, the respec-
tive energies are indicated in the plot. For each curve 105 primary particles were
propagated through water using the Geant4 simulation toolkit (see Chapter 4).
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fragments contribute to a locally advanced dose, which due to the fragments’
high LET also corresponds to a high biological effectiveness. For protons,
“quasi-free” interaction with the target nuclei can occur, knocking out single
protons, neutrons or alpha-particles. Especially the secondary protons are of
importance, as these usually have a long range. Hence, in proton therapy, they
correspond to the farthest reach of the beam halo (Gottschalk et al. 2014), while
in particle imaging they contribute significantly to the image noise (Schulte
et al. 2005).

For ions, projectile fragmentation (shown schematically in figure 2.6) com-
plicates the picture. Projectile fragments are produced with only a small shift
in direction and velocity (Zeitlin & La Tessa 2016). Consequently, projectile
fragments are predominantly found in the core of the beam, albeit with a
broader lateral distribution (Rovituso et al. 2017). In addition, they are lighter
than the primary particle and may receive additional momentum due to their
Fermi motion. As such, they may have longer range than the primary nucleus
and deposit dose beyond the Bragg-peak. This characteristic dose-tail in the
depth-dose profiles of ions is a limiting factor when considering treatment di-
rections aiming at OARs. Moreover, the potential of further fragmentation of
the secondaries also needs to be considered in accurate dose planning.

To describe fragmentation processes, usually the abrasion-ablation (also de-
noted cascade-evaporation) model is considered. It consists of two steps: the
abrasion step in which pre-fragments are generated from the ion-ion interac-
tion, and the ablation step where excited pre-fragments de-excite under emis-
sion of light particles and prompt γ.

The cross section σR of the fragmentation process can in a first approxi-
mation be described by empirical Bradt-Peters formula (Bradt & Peters 1950).
Assuming the radius of the nucleus to be described by rN = r0A1/3

I (Durante &
Paganetti 2016), where r0 is a constant and A the atomic mass, the cross section
can be written as:

σR = πr2
0(A1/3

1 + A1/3
2 − b)2, (2.20)

where b is the overlap factor, and the subscripts 1 and 2 denote the partak-
ing nuclei. For the energy range of concern in particle therapy and imaging,
the formula has to be extended to also include the general energy dependence
of the total cross section. Sihver et al. (1993) and Tripathi et al. (1996) pro-
vide empirical parametrization, both of which are used in Monte Carlo trans-
port codes. Especially, the model by Tripathi has recently been experimentally
bench-marked for helium ions on various targets of clinical relevance in the
extensive studies by Horst et al. (2017) and Horst et al. (2019). In their study,
the Tripathi light ion model was found to accurately describe the helium total
reaction cross section after a small parameter change.

Let us digress briefly here to discuss in more detail the special case of
the helium nucleus, as the effect of fragmentation in helium particle imaging
is investigated in publication P.XII. The helium nucleus is especially tightly
bond with the first excited state lying about 20 MeV above the ground state
(Cucinotta et al. 1993). Consequently, helium ions are especially stable and
fragment significantly less compared to other light ions (Zeitlin & La Tessa
2016). In addition, the number of projectile fragments is small, amounting to



2.2. Particle acceleration 17

only five particles – neutrons (n), protons (p), deuterons (d), tritons (t), 3He –
that for the collision with hydrogen are produced in only 6 possible reaction
channels (Krämer et al. 2016). The possible combination of fragments (exclud-
ing pick-up channels) is (Cucinotta et al. 1993)

4He + T =



3He + n + X,
t + p + X
d + d + X
d + p + n + X
p + p + n + n + X

, (2.21)

where T denotes the target, and X the target remnants after collision. The
most dominantly produced fragments are protons, which given the same ve-
locity (energy per nucleon) have approximately the same range as the primary
helium ion (see Figure 2.2). This is of special advantage for the distal dose
gradient in helium ion therapy (Krämer et al. 2016). However, for particle
imaging, the charged helium fragments are readily detected by the imaging
detectors and the similarity in range between primary helium ions and sec-
ondary fragments makes discerning them difficult. Due to the detrimental
effect these fragments have on the image quality, accurate methods for remov-
ing the fragment contamination from the primary signal are needed for high
quality helium ion imaging.

2.2 Particle acceleration

In this section the acceleration of light ions to kinetic energies suitable for
imaging and therapy, as well as the important aspects of beam delivery will
be briefly introduced as relevant for ion imaging and the helium/carbon ion
mixed beam evaluated in publication P.VII. A schematic illustration of the
HIT complex, where all experimental campaigns of this thesis have been con-
ducted, is provided in Figure 2.8. The facility comprises three Electron Cy-
clotron Resonance (ECR) ion sources, a Linear accelerator (LINAC) injector
and a synchrotron main accelerator. The High Energy Beam Transport (HEBT)
leads to two horizontal treatment rooms, one experimental cave and one ion
gantry.

2.2.1 Ion sources

Ion sources in particle therapy applications need to fulfill high standards re-
garding safety, flexibility, cost-effectiveness and ease of maintenance. Sev-
eral different source types are used in proton therapy facilities and a detailed
overview can be found in Muramatsu & Kitagawa (2012). For therapy cen-
ters utilizing carbon ion beams, the only source type in use is the ECR ion
source. The principle of an ECR ion source is to feed a neutral source gas
into a plasma chamber, in which a constant magnetic field is present. Inside
the chamber, the free electrons in the plasma circulate in the magnetic field
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Figure 2.8: Accelerator complex of the HIT facility. The facility comprises three
ECR ion sources, an RFQ-Linac pre-accelerator, a synchrotron accelerator, and a
high energy beam transport system leading to three horizontal irradiation rooms,
as well as a heavy ion gantry. Figure adapted from Winkelmann et al. (2014) with
kind permission by the authors.

with the cyclotron frequency. By feeding in a high-frequency electromagnetic
wave into the plasma, the plasma electrons can be accelerated resonantly if the
wave-frequency is equal to the cyclotron frequency. With this, enough energy
can be imparted on the electrons that they can ionize the gas nuclei creating
positively charged ions. The charge state of the ions thereby depends on the
kinetic energy of the plasma electrons and the confinement time of the ions in
the plasma. Contemporary ECR sources used at medical accelerators can pro-
duce sufficient currents of multiply charged carbon ions where usually +4C is
extracted (Drentje et al. 2008, Winkelmann et al. 2014). At the HIT facility, the
partially stripped ions are fully stripped of their electrons by a stripping foil
placed after the LINAC pre-accelerator.

2.2.2 Accelerator
Although recently, new concepts for light ion medical LINACs (Mustapha
et al. 2019) and superconducting isochronous cyclotrons (Cyclone R©400; IBA,
Louvain-La-Neuve, Belgium) are under development, contemporary carbon
therapy facilities rely exclusively on synchrotron accelerators, while proton
therapy centers are predominantly using cyclotrons. A detailed overview over
medical accelerator technology can be found in Owen et al. (2016).

The principal concept of circular accelerators is to use a magnetic field to
keep the particles on a circular trajectory such that they traverse the same ac-
celerating HF field multiple times. The radius (also denoted gyroradius) the

https://iba-worldwide.com/content/iba-subsidiary-normandy-hadrontherapy-launches-development-carbon-therapy-system-normandy
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particles trace in the applied magnetic field is

r =
γMIv
q|B| , (2.22)

where q is the charge of the ion, v its velocity and MI its mass. |B| is the
magnetic field. To quantify the stiffness of a particle against deflection by a
magnetic field, usually the magnetic rigidity ρ = r|B| is used. The magnetic
rigidity depends only on the velocity and charge/mass ratio of the particles.
This opens up an interesting application, explored in publication P.VII: The
similarity in the charge/mass ratio of fully stripped helium and carbon ions
might enable their simultaneous acceleration to the same velocity. While the
carbon ions are used to treat the tumor, the helium ions, due to their larger
range at the same velocity (Figure 2.2) can fully penetrate the patient, enabling
online dose monitoring. This is the key concept exploited in publication P.VII.

When the energy of the particles is increased, for a constant magnetic field,
the particles will trace a spiral. This is the concept of cyclotrons, where the
particles are accelerated between two half circles (the“dee’s”) until they reach
the maximum energy determined by the cyclotron’s radius and magnetic field
strength. The extracted beam is degraded to the desired energy by inserting
aborbers and collimators in the HEBT. The cyclotron delivers quasi-continuous
beam, with very short particle bunch widths and distances (order of 2 ns and
10 ns, respectively) (Krimmer et al. 2018). For most contemporary proton med-
ical cyclotrons, the maximum energy is 230 MeV (Owen et al. 2016), limiting
the capability for particle imaging of thick patient regions.

In synchrotrons, on the other hand, the particles are kept on a constant ra-
dius through several bending magnets, and the magnetic field is changed with
the particle acceleration. As a consequence of the design of the synchrotron,
the particles in the synchrotron are tightly distributed around a single energy
and are grouped in bunches created by the interplay of the particle arrival time
at the RF cavity and the phase of the accelerating RF wave. The acceleration
of the particles to the desired energy takes several seconds, due to the time
needed to increase the field of the bending magnets. Once at the desired en-
ergy, the slow extraction of the particles over several seconds - the spill - is
performed (Schoemers et al. Sep 2015). Deceleration or re-acceleration of the
particles within a spill might also be feasible (Schömers et al. 2017). After the
spill, the accelerator ramp-down also takes around a second. Ramp-up and
-down together create the spill pause, which at the HIT facility is ∼4 s in dura-
tion.

For particle imaging at synchrotron facilities, the above has important con-
sequences: firstly, the bunch spacing at synchrotron facilities is in the order
of 100-200 ns, depending on the circulation frequency (i.e. the energy) of the
bunches (Krimmer et al. 2018). Each bunch then has a time width in the order
of 20-50 ns. If single-event particle imaging is performed, the effective particle
rate the scanner needs to resolve can therefore be several times greater than the
average intensity specified in the system if more than one particle is delivered
per bunch. This puts a tight constraints on either the maximum beam intensity
or the particle imaging scanner used. Second, the spill pause and maximum
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spill duration set the minimum time necessary to complete a full particle CT
scan. These limitations will be discussed in Chapter 6.

2.2.3 Nozzle and gantry
After passing the HEBT, the beam is either actively or passively adapted to the
lateral dimensions of the tumor site. Although passive beam shaping is now
mostly replaced by the more flexible active pencil beam scanning, it is still in
use in some facilities, like for example the Loma Linda Medical Center (Loma
Linda, CA, USA) (Jermann 2019).

Active beam shaping utilizes two dipole bending magnets several meters
upstream the isocenter to scan the thin pencil beam offered by the accelera-
tor laterally across the irradiation field. For this so-called pencil beam or raster
scanning technique, the treatment volume is divided in iso-energy slices which
are then irradiated spot-by-spot before the energy of the beam is changed for
the next iso-energy slice (Haberer et al. 2004). The focus of the pencil beam
is controlled by a focusing multipole magnet upstream the scanning magnets.
However, also the scattering inside the beam monitoring system and air be-
tween nozzle and patient contributes to the spot width. Therefore, in general,
thinner spots are available for higher energies and heavier particles. At HIT,
the finest spot sizes available are ∼4 mm for carbon ions and helium ions, and
∼7 mm for protons (Kleffner et al. 2009). Small spot sizes are beneficial for path
estimation in single-event particle imaging, when considering substituting the
position sensitive detector before the patient with the pencil beam scanning
information, as explored in publications P.VI and P.III.

To enable different treatment (and in the future maybe also imaging) direc-
tions, a gantry can be used which is HEBT line mounted on a rotating structure.
Inside the gantry the beam is bent by a 270◦ angle such that the irradiation di-
rection can be rotated around the patient. As one of only two facilities world-
wide, the HIT facility offers a gantry capable of delivering carbon ions. Aside
from a gantry, another solution to enable different treatment and imaging di-
rections would be the use of a rotating patient chair (Farr et al. 2018), although
this is usually avoided due to increased setup uncertainty.

2.3 Scintillation detectors

Accurate and precise determination of the particles’ residual range sets the
RSP accuracy and noise of the acquired PCT images (Bashkirov et al. 2016a).
Hence, tight constraints are placed on the energy/range detector of the parti-
cle imaging system. The experimental work conducted as part of this thesis
is focused on the use of scintillator detectors to achieve this task. The princi-
ple of organic scintillator is the prompt fluorescent de-excitation of molecules
excited by the incident radiation, resulting in the production of scintillation
photons (Knoll 2010). While it is difficult to manufacture large pure organic
scintillators, a small percentage of organic scintillator can be dissolved in a
monomer solvent that can subsequently be polymerized. As such a so-called
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plastic scintillator polystyrene is often used. Plastic scintillator have the advan-
tage that they can easily be produced in different shapes and sizes, and retain
a relatively high light yield, as well as a fast decay time (Seco et al. 2014). For
example, the polystyrene based scintillator used in Kelleter et al. (2020) has
a scintillation light yield exceeding 9000 photons/MeV at a decay constant
of only 2.5 ns (www.nuviatech-instruments.com). Moreover, the near water-
equivalence of plastic scintillator with densities between 1.03 and 1.06 g/cm3

makes plastic scintillator detector especially suitable for radiation dosimetry
(Beddar & Beaulieu 2016).

While the energy transferred to the plastic scintillator is proportional to
the light output, this proportionality is in general not direct. Rather, non-
radiative de-excitation of excited molecules is possible through different pro-
cesses grouped together under the term quenching. Scintillation light quench-
ing is generally dependent on the LET of the incident ionization, where higher
LET causes greater quenching of the scintillation light production. This was
first described by Birks (1952), who modeled the quenching of short range par-
ticles with an empirical formula, referred to as Birk’s law. In the formula, the
differential scintillation light yield per unit length (dS/dx) is found from the
stopping power as

dS/dx = S0
〈dE/dx〉

1 + kB〈dE/dx〉 (2.23)

where S0 is the scintillation light constant of the material, and kB is the so-
called Birk’s constant. Usually S0 is in the order of 103 to 104 photons per MeV
for plastic scintillator, and kB is in the order of 0.01 mm/MeV.

Although Birk’s law postulates the quenching to be solely dependent on
the LET of the incident ionization, it is known that the quenching factor is
not the same for different ion species at the same LET (Kelleter & Jolly 2020).
However, only at LET above ∼100 MeV/(g/cm2) (Badhwar et al. 1967) the
quenching was found to be better approximated by more advanced formulas
as e.g. proposed by Chou (1952). For protons, the average energy loss along the
Bragg curve does not exceed 25 MeV/(g/cm2) (Kelleter & Jolly 2020) such that
the application of Birk’s law is justified to describe the scintillator response.
Since the helium ions’ energy loss is approximately a factor of 4 greater than
that of protons, Birk’s law may still be a good approximation.

The produced scintillation light is then usually read out by photo-diodes,
Photo-Multiplier Tubes (PMTs), Silicon Photo-Multipliers (SiPMs) or even CCD
cameras (Seco et al. 2014, Beddar & Beaulieu 2016). As a consequence of their
low noise, high gain and fast response time, PMTs are the most commonly
used device for scintillation light detection (Seco et al. 2014), and especially
suited for single-particle detection. The PMT signal output generally depends
on the temperature of the PMT, fluctuations in the high-voltage supply and the
event rate, i.e. the particle rate of the incident ion beam (Bashkirov et al. 2016a).
Especially, higher particle rate will lead to the reduction of the signal output.
In addition, due to the optical transport of the produced scintillation light, the
detector response varies with the distance of the incident radiation to the PMT.
To ensure highest accuracy in particle imaging, the light output of the detector
therefore has to be calibrated (Bashkirov et al. 2016a).

https://www.nuviatech-instruments.com/wp-content/uploads/sites/3/2017/12/NuDET_PLASTIC_NCZ109_23oct2019_Rev03_EN.pdf




CHAPTER3
State of the art in imaging and
treatment monitoring

In this chapter, first the state of the art in clinical stopping power determina-
tion, as well as associated range uncertainties in the treatment delivery will
be introduced. Then, dual-energy x-ray CT is presented which has been pro-
posed and developed in recent years as improvement over the currently used
single-energy x-ray CT for treatment planning. Methods for on-line treatment
monitoring, i.e. verification of the treatment during irradiation, will be briefly
presented and their individual benefits and setbacks discussed. Finally, the
methods of particle imaging will be introduced in detail.

3.1 Current clinical practice

The foremost goal of cancer radiotherapy is to achieve tumor control (i.e. lo-
cally destroying all tumor cells). Hence, safety margins around the clinical
target volume are introduced to avoid tumor under-dosage arising from range
uncertainties (Paganetti 2012), deliberately accepting overdosage of healthy
tissue. An overview over the margin recipes used at different particle therapy
sites is shown in Figure 3.1. The figure also shows the distribution of tumor
depths relative to all treated cases (Dal Bello 2020). As can be seen, most often,
the tumor depth is between 100 mm and 150 mm, for which then margins of
up to ∼8 mm are added (e.g. at MD Anderson, Houston, TX, USA). In addi-
tion, treatment directions aimed directly at OARs are generally avoided, and
multi-field or patched field solutions are preferred where the spread-out Bragg
peak distal falloff is placed more in the center of the target volume (Knopf &
Lomax 2013). For such fields, range uncertainty results in a reduction of dose
homogeneity within the target.

Range uncertainty stems from various sources some being systematic, some
stochastic in nature. Stochastic uncertainties include for example the daily pa-
tient positioning. As the treatment is usually divided in several so-called frac-
tions delivered independently, stochastic sources of uncertainty may average
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Figure 3.1: Margin recipes used at different particle therapy treatment facilities in
comparison to the frequency of the respective treatment depth. The range mar-
gin recipes were obtained from Paganetti (2012). The estimated range uncertainty
corresponds to the estimation of physical range uncertainties given by Paganetti
in his table 1, where the contribution of biological uncertainties and lateral het-
erogeneities was not considered. Reproduced from Dal Bello (2020).

out in the physical dose to the target over the course of the fractionated treat-
ment (Lomax 2020).

Systematic uncertainties, on the other hand, are not mitigated through the
fractionated treatment. Systematic uncertainties include for example the beam
commissioning and dose calculation in treatment planning. For the latter, a
major source of uncertainty stems from the accurate representation of the pa-
tient tissue as seen by the treatment ion beam. This can either be the tissue
chemical composition for Monte Carlo based treatment planning, or the Rel-
ative Stopping Power (RSP) for analytical treatment planning. As analytical
treatment planning systems currently still represent the most common systems
used (Nystrom et al. 2020), the improved acquisition of the patient specific RSP
map is a main target for developments in particle therapy image guidance.

In current clinical practice, the RSP information is extracted from the HU
measured in a treatment planning Single-Energy x-ray CT (SECT) through a
scanner specific calibration. The most commonly applied method to retrieve
the HU to RSP calibration curve is the stochiometric calibration proposed by
Schneider et al. (1996). For this method, first, a scan is acquired of a Gammex
RMI-467 (Gammex, Middleton, WI, USA) calibration phantom using the same
scan protocol as used for the patient treatment planning. The Gammex is a
cylindrical plastic phantom of 330 mm diameter which contains 17 plastic in-
serts (each with a diameter of 28 mm) modeling different patient tissues from
lung (LN-300) to dense bone (SB3 Cortical Bone). The accurate knowledge of
the density and composition of these inserts is then used to obtain the scanner-
specific parameters of the photon attenuation coefficient contained in the CT
scan HU information. The relevant formulas are given as Equation 3.1 and
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(a) Gammex RMI-467 (b) HU to RSP calibration curve

Figure 3.2: a) Gammex RMI-467 (Gammex, Middleton, WI, USA) calibration
phantom with tissue equivalent plastic and true water inserts. b) Hounsfield
Unit (HU) to RSP calibration curve derived for SECT with the German Cancer
Research Center (DKFZ) Somatom Definition Flash x-ray CT scanner (Siemens
Healthineers, Forchheim, GER). The calibration was acquired by E. Bär (UCL,
London, UK) through the stoichiometric calibration method. The green vertical
lines indicate the regions used for the individual linear fits.

Equation 3.2.

HU = 1000× µ− µwater

µwater
(3.1)

µ = ρe

[
KphẐ3.26 + KcohẐ1.86 + KKN

]
, (3.2)

where µ is the total photon attenuation coefficient, ρe is the relative electron
density. Kph is the cross section of the photo-electric effect, Kcoh that of coher-
ent scattering and KKN the Klein-Nishina cross section describing Compton
scattering, where all parameters are averaged over the photon energy spec-
trum of the scanner. Ẑ is the effective atomic number of the material. Kph,
Kcoh and KKN in Equation 3.2 can be retrieved through a least-squares fit to the
measured HUs for the different tissue equivalent plastic inserts of the Gam-
mex calibration phantom. The knowledge of these scanner specific parameters
then enables to calculate the theoretical HUs for a list of human tissues with
tabulated chemical composition (Woodard & White 1986, White et al. 1987).
For these tissues, the theoretical RSPs are computed by evaluating the Bethe
formula, using the Bragg additivity rule to compute the tissue I-value (Bär
et al. 2018a). Finally, the HU to RSP calibration is obtained by piece-wise linear
fitting of the so obtained calibration points.

This HU to RSP conversion is not based on any physical principle, due
to the fundamentally different interactions of photons and ions with matter.
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Therefore, the relationship between HU and RSP is not bijective: different ma-
terials having the same HU can have different RSP values and vice versa. As
such, the conversion from the treatment planning SECT to the patient specific
RSP map is uncertainty prone, with the mean absolute RSP error for different
tissues being in the order of∼3% (Yang et al. 2010, Bär et al. 2018b, Möhler et al.
2018, Taasti et al. 2017). This conversion uncertainty is a major cause of range
uncertainty in therapy, up to an estimated 1.6% of the ions’ range (Paganetti
2012). A significant part of that stems from the uncertainty in the material
I-value used to calculate the RSP (Doolan et al. 2016, Bär et al. 2018a). Even
for water, several different I-values are reported in the literature (Tanabashi
et al. 2018). In addition, different particle therapy centers apply different proto-
cols to acquire the HU to RSP conversion, and inter-center variation in proton
range prediction has recently been reported to be as high as 2.9% for typical
prostate treatment fields (Wohlfahrt & Richter 2020).

3.2 Dual-Energy x-ray CT

In order to improve upon the current state of the art, Dual-Energy x-ray CT
(DECT) has been proposed and developed by several groups over the last
decade (Yang et al. 2010, Yang et al. 2012, Hünemohr et al. 2014a, Möhler
et al. 2018, Bär et al. 2017, Bär et al. 2018b, Taasti et al. 2017). A recent review
highlighting the use of DECT in particle therapy can be found in Wohlfahrt &
Richter (2020).

DECT represents the combination of two CT scans acquired at distinct pho-
ton energy spectra (different x-ray tube voltages) to more accurately determine
the tissue specific quantities (Torikoshi et al. 2003, Bazalova et al. 2008, Yang
et al. 2010). As the attenuation coefficient given in Equation 3.2 depends on
two unknown tissue-specific variables, ρe and Ẑ, two independent measure-
ments of the photon attenuation coefficient µ allow to extract them accurately.
The two photon spectra used in the DECT scan contain partly complemen-
tary information, where a larger spectral separation of the two scans results in
better information on the tissue (Wohlfahrt & Richter 2020). DECT therefore
has been used for obtaining the tissue elemental composition (Landry et al.
2013, Hünemohr et al. 2014b, Lalonde & Bouchard 2016, Saito & Sagara 2017),
and for improved determination of the RSP (Yang et al. 2010, Hünemohr et al.
2014a, Bourque et al. 2014, Möhler et al. 2016, Taasti et al. 2016) amongst other
applications. In recent experimental studies using fresh animal tissue samples,
different groups demonstrated the capability of DECT to predict RSP values
with mean absolute errors below 1% (Taasti et al. 2017, Möhler et al. 2018, Bär
et al. 2018b). With strong evidence of the benefit achievable with DECT for RSP
determination, it is currently in the phase of clinical implementation with first
commercial RSP determination solutions available (Wohlfahrt & Richter 2020).
In addition to RSP prediction, the capability of DECT to extract elemental tis-
sue composition is valuable for treatment planning based on Monte Carlo sim-
ulation which is advantageous over analytical treatment planning solutions
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in terms of dose calculation (Paganetti 2012). The use of more than two dis-
tinct photon energy spectra (multi-energy CT) could even further improve tis-
sue decomposition and range prediction (Lalonde & Bouchard 2016, Lalonde
et al. 2018).

3.3 Treatment monitoring

Even if the dose calculation were based on ideal image data, uncertainties in
the beam range in the patient would remain. These can stem, for example,
from uncertainties in the planning algorithm itself, the beam delivery sys-
tem, inter-treatment anatomical changes or intra-treatment motion. As such, it
would be highly desirable to get on-line and in-vivo feedback on the Bragg
peak position relative to the treated anatomy within the patient (Parodi &
Polf 2018a).

A substantial effort in on-line treatment monitoring has been placed in ex-
ploring the secondary radiation produced in nuclear interactions. Secondary
radiation is inevitably produced along the beam path, and hence available “for
free”, i.e. without any setbacks for the patient. Especially interesting for dose
monitoring is secondary γ radiation. The γ radiation produced by the pri-
mary beam can be divided into a prompt and a delayed component. The de-
layed γ signal is produced in electron-positron annihilation after the β+ de-
cay of isotopes or excited states produced in nuclear interactions. The former
is the basis of Positron Emission Tomography (PET) beam monitoring. β+

emitting isotopes may be either target fragments or – in case of particle ther-
apy with zp > 5 – projectile fragments. The decay time of the produced β+

emitters ranges from few hundred µs to several minutes (e.g. t1/2 = 20 min
for 11C). Hence, PET beam monitoring may be either in-beam (quasi on-line)
(Bisogni et al. 2017, Ferrero et al. 2018) or after treatment (offline) (Handrack
et al. 2017). For offline PET, the precision of the range monitoring is limited
to a few mm, where the main limiting factors is the biological washout of the
isotopes (Handrack et al. 2017). For in-beam PET, biological washout is less
problematic, however, specialized PET detectors are needed and the shorter
scan duration paired with the increased radiation background during the spill
compromises the signal-to-noise ratio (Bisogni et al. 2017). A general limi-
tation of in-beam PET is that the information for single pencil beams is not
easily accessible — the produced long-lived isotopes result in an increasing
background signal with every irradiated pencil beam.

As a promising method for fast on-line range monitoring, the prompt γ
signal has been investigated (Parodi & Polf 2018a). The prompt γ component
originates from the de-excitation of excited nuclear states of either target or
projectile. The decay time of these states is on the sub-nanosecond scale, hence
the designation as “prompt”. Different approaches to measuring the prompt γ
signal and relating it to the Bragg peak position can be found in the literature.
An informative overview over these approaches and their respective techno-
logical advance can be found in Dal Bello (2020). For example, prompt γ en-
ables relative range verification using a collimated detector placed next to the
patient with aperture orthogonal to the beam (Min et al. 2012). As the nuclear
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cross section drop to zero when the particle kinetic energy is not anymore suf-
ficient to cross the Coulomb barrier of the target nuclei, so does the prompt
γ yield. For protons, the prompt γ signal measured in the detector there-
fore ceases shortly before the Bragg peak. For heavier ions, in addition, the
prompt γ yield of longer-range secondaries needs to be taken into account. For
measuring absolute range changes, prompt γ spectroscopy has been proposed
(Verburg et al. 2012) and recently a first clinical prototype has been demon-
strated (Hueso-González et al. 2018). Prompt γ spectroscopy exploits the en-
ergy dependence of the prompt γ production cross sections for different decay
channels of elements abundant in the human body. With an optimized prompt
γ spectroscopy system, absolute range changes in the order of 2 mm may be
detectable for particle therapy at synchrotron facilities (Dal Bello et al. 2020).

Other techniques exploiting nuclear interactions involve the detection of
charged secondaries or neutrons. For example, Félix-Bautista et al. (2019) have
successfully demonstrated the feasibility of monitoring the lateral beam posi-
tion from secondary particles produced in carbon ion therapy. However, most
projectile fragments are produced in beam direction and then provide only lit-
tle information on the Bragg peak position. With increasing angular position of
the measurement device relative to the beam direction, it becomes more feasi-
ble to infer the Bragg peak position from the secondary particle production. On
the other hand, the measurement precision suffers from the decreasing num-
ber of secondaries emitted with large angles to the beam.
A setback of techniques monitoring secondary radiation is the missing infor-
mation on the treated anatomy. For example, an under or overshoot relative to
a fixed prompt γ detector position might not necessarily indicate a change of
the Bragg peak position within the patient considering the patient may simply
be positioned closer or farther from the isocenter. On the other hand, anatom-
ical motion of soft tissue may leave the Bragg peak unchanged or only slightly
shifted, if it is not associated with a significant difference in the RSP. Still, this
would produce a misplacement of the dose compared to the prescription, but
it would not be picked up by current range monitoring techniques. In order to
monitor also the treated anatomy, an on-line imaging system would be desir-
able.
One possibility for anatomy monitoring would be Magnetic Resonance Imag-
ing (MRI) guided particle therapy (Hoffmann et al. 2020). MRI would offer the
feasibility for non-invasive monitoring of the treated anatomy, and possibly
even to track the anatomy in quasi real-time. However, MRI does not provide
information on the Bragg peak position and methods to infer RSPs from MRI
scans are still sparse. In addition, integrating an MRI scanner into a particle
therapy beam line is a challenging task (Schellhammer et al. 2018). Especially
since the static field of the MRI system results in a bend of the treatment beam
which has to be taken into account in the treatment planning algorithm. Still,
MRI guided particle therapy is a promising technology for tackling the chal-
lenge of anatomical motion.

The ideal on-line treatment monitoring system would yield both accurate
range information and an image of the treated anatomy at the same time, while
inflicting little to no additional dose. Particle imaging in principle would be a
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suitable candidate for that task (Han et al. 2011). However, only little attention
has been given to on-line particle imaging so far. A key issue is the fast switch
between therapy and imaging beam needed for on-line treatment monitoring.
In publication P.VII (Section 5.5), we therefore investigate the potential of a
mixed helium/carbon ion beam for simultaneous treatment and imaging.

3.4 Particle imaging

In the following we will give an overview over the techniques used in par-
ticle imaging, where the measured quantity is the integrated energy loss of
the ions passing through the patient/object, i.e. the object’s WET. The cen-
tral problem of particle imaging, formulated in Equation 2.8, relates the WET
to the line integral over the voxelized RSP information. Hence, a Particle
Computed Tomography (PCT) can be used to reconstruct the RSP informa-
tion. Due to the avoidance of a conversion from one physical quantity to an-
other, particle imaging is widely accepted as the theoretically most accurate
method for RSP prediction (Yang et al. 2010). In principle, PCT should yield
a mean absolute RSP error well below 1% (Poludniowski et al. 2015). This
would especially also hold true for cases with metal implants which result
in major artifacts in x-ray imaging (Ordoñez et al. 2017, Oancea et al. 2018).
In addition, Particle Radiography (PRad) enables pre-treatment patient align-
ment (Palaniappan et al. 2019) and verification in treatment position and from
beams eye view. Moreover, combining few particle imaging projections with
a treatment planning SECT can be used to optimize the HU to RSP calibration
(Schneider et al. 2005, Doolan et al. 2015b, Collins-Fekete et al. 2017a, Krah
et al. 2019).

Historical overviews over the development of particle imaging, initiated
with the seminal paper by Cormack (1963) and first experimental studies by
Koehler (1968), can be found in Poludniowski et al. (2015) and Johnson (2017).
As do most efforts in particle imaging, this thesis focuses on the particles’ en-
ergy loss as contrast giving quantity. However, it is noteworthy that particle
imaging also provides other quantities useful for generating the image con-
trast. Scattering particle imaging for example measures the angular or lateral
displacement of the ions after passing through the object (Bopp et al. 2013, Tay-
lor et al. 2016).

3.4.1 Integration mode particle imaging
The WET projection can be obtained either by integrating over a large number
of ions, or by measuring each ion individually. The former method, referred
to as integration mode particle imaging, relies on measuring the range shift of
individual pencil beams (Krah et al. 2015, Hammi et al. 2017, Meyer et al. 2017,
Deffet et al. 2020, Kopp et al. 2020) or the cumulative dose shift of a broad beam
(Zygmanski et al. 2000, Seco et al. 2013, Testa et al. 2013b, Doolan et al. 2015a,
Doolan et al. 2019, Darne et al. 2019) in order to infer the WET of the object.
As single particles do not need to be resolved, integration mode devices are
cost-efficient, can be used with clinical particle beam settings, and therefore
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would be easy to handle in clinical practice. However, the major drawback of
integrated mode particle imaging is the lack of spatial resolution (Krah et al.
2018). Hence, many efforts in integration mode imaging have focused on the
use of heavier ions exploiting the decreased MCS with increased ion mass at
the same range. Most recently, Kopp et al. (2020) have compared the use of
protons, helium ions and carbon ions for integrated mode particle imaging
with an Ionization Chamber (IC) stack. They demonstrate that carbon ions are
most favorable in terms of image quality with such a system.

While greatly improved image quality has been demonstrated with recently
advanced image reconstruction techniques relying on scanned pencil beams
(Krah et al. 2015, Meyer et al. 2017, Hammi et al. 2017, Deffet et al. 2020), mea-
suring individual particles still offers increased spatial resolution and better
dose efficiency compared to integration mode setups. Except for the study on
on-line treatment monitoring from particle imaging (publication P.VII; Section
5.5), where fast spot-by-spot range information is required, this thesis therefore
focuses on particle imaging from individually measured events. This form of
particle imaging will be explained in more detail in the following.

3.4.2 Single-event particle imaging

In order to improve the spatial resolution, in single-event particle imaging (also
referred to as list-mode or tracking imaging), position and energy loss infor-
mation are acquired for each individual particle. As such, Equation 2.8 can be
reformulated for a single event, where we substitute the WET with the Water
Equivalent Path Length (WEPL), the water equivalent length of the particle’s
trajectory through the object.

WEPL =
∫

Γ
RSPdΓ (3.3)

Here, Γ refers to the particle’s scattered trajectory through the object. The key
idea of single-event imaging is to utilize an estimate of Γ for optimized im-
age reconstruction. The proposed, so called Most Likely Path (MLP) estimates
rely either on probabilistic inference of the particle’s position inside the object
based on the Fermi-Eyges approximation to MCS (Schneider & Pedroni 1994,
Williams 2004, Schulte et al. 2008, Collins-Fekete et al. 2017d, Krah et al. 2018),
or on a phenomenological approach based on Hermite splines (Li et al. 2006,
Wang et al. 2012, Hansen et al. 2014b, Collins-Fekete et al. 2015). Both will be
explained in detail in Section 3.4.2 below. A schematic depiction of a typical
single-event detector system is given in Figure 3.3. It comprises two tracking
detectors, one before and one after the patient, to infer the particles trajectory
through the object, as well as a residual energy/range detector in order to de-
termine the particle’s WEPL.

Path estimation

The first MLP estimate has been proposed by Schneider & Pedroni (1994) who
estimated the position of a proton within the object given its entrance and exit
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Figure 3.3: Schematic depiction (not to scale) of a single-event particle imaging
system. The position/direction of each individual ion is measured by a set of po-
sition sensitive detectors placed upstream and downstream of the patient. These
measurements can be used to compute the MLP (dotted black curve), an esti-
mate of the scattered proton path (red curve). For better visibility, the scattering
is largely exaggerated compared to the other components shown in the figure.
The residual energy/range of each particle is measured using an energy/range
detector downstream of the last tracking plane.

position. Williams (2004) further developed the most likely path algorithm,
by including also the particles’ entrance and exit direction into the expression
of the MLP. The formalism was revisited by Schulte et al. (2008) who em-
ployed Bayesian statistics to derive the MLP. While mathematically equivalent
to what was proposed by Williams (2004), the closed-form matrix expression
provided by Schulte et al. (2008) is to-date still the most used MLP formalism
in single-event particle imaging.

In their MLP formalism, Schulte et al. (2008) combine the lateral position
t and angular displacement θ of a particle at depth u into the 2D parameter
vector Y(u)

Y(u) =
(

t(u)
θ(u)

)
, (3.4)

where the position/direction vector at the object entrance u0 is Y0(u0) = (t0, θ0)
T

and the one at the object exit at u2 is denoted Y2(u2) = (t2, θ2)
T.

The likelihood of finding a particle at depth u with a parameter vector Y(u)
given the entrance measurement is then obtained from Fermi-Eyges theory
(Equation 2.14) in matrix notation as

L(Y|Y0) ∝ exp
(
−1

2
(YT −YT

0 RT
0 )Σ

−1
0 (Y− R0Y0)

)
, (3.5)
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Figure 3.4: (a) Uncertainty of a protons lateral position at depth u inferred from
only the entrance position (A2(u, u0); dashed orange), only the exit position
(A2(u2, u); dashed green) and the MLP (solid black). The calculation of the un-
certainty matrix elements was performed for protons with an initial energy of
200 MeV crossing a 200 mm thick homogeneous water absorber. (b) The MLP
uncertainty calculated for protons, helium and carbon ions at the same range
(RW=260 mm). Ideal (uncertainty free) position/direction measurements were as-
sumed.

where the co-variance matrix Σ0 is defined from the scattering uncertainty of
a particle scattering from the entrance to depth u:

Σ0 =

(
A2(u, u0) A1(u, u0)
A1(u, u0) A0(u, u0)

)
(3.6)

The matrix elements An are defined using the generalized highland scattering
power as in Equation 2.18. R0Y0 represents the forward projection of the en-
trance measurement onto the depth u along the particle’s initial direction using
the small angle approximation. The translation matrix R0 is given as

R0 =

(
1 u− u0
0 1

)
. (3.7)

The uncertainty of the entrance position propagated to depth u (A2(u, u0)) is
shown as dashed orange curve in Figure 3.4(a).

Similar, the likelihood of the parameter vector Y(u) given the exit measure-
ment is

L(Y|Y2) ∝ exp
(
−1

2
(YT

2 −YTRT
2 )Σ

−1
2 (Y2 − R2Y)

)
, (3.8)

Where Σ2 is defined in the same way as Σ0 from the scattering moments, but
evaluating them as An(u2, u). The matrix R2 presents the propagation of the
parameter vector Y onto the exit depth. The uncertainty of the exit position
(A2(u2, u)) propagated to depth u is shown as dashed green curve in Figure
3.4(a).
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The combined likelihood of finding the particle with a parameter vector Y
given both entrance and exit position/direction measurements is then

L(Y|Y0, Y2) = L(Y|Y0)L(Y|Y2) (3.9)

Due to Equation 3.9 being a multiplication of Gaussians, the result is again a
Gaussian distribution. This means, the maximum likelihood inference can be
done using a χ2 minimization technique. This gives

YMLP = 2ε−1(Σ−1
0 R0Y0 + RT

2 Σ−1
2 Y2). (3.10)

Here, ε = 2(Σ−1
1 + RT

2 Σ−1
2 R2)

−1 is the error matrix, where ε1,1 denotes the
variance in lateral displacement. This uncertainty is plotted as the solid black
curve in Figure 3.4(a). The sought most likely path is given as the first (the
lateral) component of the YMLP vector (tMLP), while the second component is
the most likely angular displacement.

In general, before image reconstruction, a hull projection algorithm is per-
formed: The particles are projected from their measured positions along their
direction in a straight line onto the contour of the object, following the reason-
ing that scattering in air is negligible. The object hull is obtained either through
prior information or estimated from an initial low quality reconstruction. Hull
projections have been shown to significantly improve the path estimation ac-
curacy (Schultze et al. 2014, Collins-Fekete et al. 2017b). The path estimation
accuracy shown in Figure 3.4 assumes ideal position and direction information
on the front and rear trackers. However, the precision limit of real tracking sys-
tems paired with the scattering in the tracker itself, limits the accuracy of the
hull projection and overall path estimation accuracy (Bopp et al. 2014). Re-
cently, Krah et al. (2018) have extended the MLP formalism to also account
for the uncertainty of the entrance and exit measurements. They start with
the assumption of a Gaussian uncertainty on the tracker measurements stem-
ming from both the tracker resolution and the scattering in the tracker ma-
terial. Denoting the measured parameter vectors Ŷ0 and Ŷ2, and their uncer-
tainty co-variance matrices projected onto the hull of the object SinΣinST

in and
SoutΣoutS−1

out, Krah et al. (2018) arrive at

YMLP = C2(C1 + C2)
−1R0SinŶ0 + C1(C1 + C2)

−1R−1
1 S−1

outŶ2, (3.11)

where the matrices C1 and C2 are defined from the scattering co-variance and
measurement co-variance matrices as

C1 = R0SinΣinST
inRT

0 + Σ1 (3.12)

C2 = R−1
1 S−1

outΣout(S−1
out)

T(R−1
1 )T + R−1

1 Σ2(R−1
1 )T. (3.13)

This formalism opens up the possibility of employing the information of the
pencil beam scanning system instead of a front tracker: The front tracker mea-
surement is replaced with the pencil beam mean position, and the uncertainty
matrix of the front tracker measurement with the known pencil beam spa-
tial/angular co-variance matrix. The image quality achievable with such a
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system is explored in publication P.VI.
As a fast alternative to the MLP formalism, Li et al. (2006) have proposed

a Hermite cubic spline path estimate based on the measured entrance posi-
tion and direction vectors. Hansen et al. (2014b) later improved the formalism
by scaling the normalized entrance and exit direction vectors by the distance
travelled by the particle through the object (|u2 − u0|), to account for different
object thicknesses. Observing that the scattering inside the object should not
only be a function of distance travelled, but also depend on the initial energy
and energy loss of the particles, Collins-Fekete et al. (2015) further introduced
phenomenological weighting factors Λ0 and Λ2 to the measured entrance and
exit directions.

Λ0 = 1.01 + 0.43
(

WEPL
RW

)2

(3.14)

Λ2 = 0.99− 0.46
(

WEPL
RW

)2

. (3.15)

Using the small angle approximation, their optimized Cubic Spline Path (CSP)
formalism reads

tCSP = (2ν3 − 3ν2 + 1)t0 + (ν3 − 2ν2 + ν)Λ0 |u2 − u0| θ0 (3.16)

+ (−2ν3 + 3ν2)t2 + (ν3 − ν2)Λ2 |u2 − u0| θ2.

Collins-Fekete et al. (2015) demonstrated that this formalism yields equiva-
lent accuracy to the full MLP. Its major strength is the reduction of computa-
tion time over the MLP due to the lower number of floating point operations
needed. In a recent work, Collins-Fekete et al. (2017d) revisited the MLP for-
malism, demonstrating its inherent connection to the CSP formalism. In addi-
tion, they demonstrated this equivalence to also hold for different ion species.

Image reconstruction

PRad can be computed from single projections either by binning the parti-
cles by their measured position on the front or rear tracker, or by redistribut-
ing their information based on the MLP. The latter can be achieved, for ex-
ample, by selecting a depth of interest in the object and using the MLP lat-
eral position at that depth to bin the particles (Schneider & Pedroni 1994, Rit
et al. 2013, Gehrke et al. 2018). As of now, this requires prior knowledge on the
depth of the object to achieve a spatial resolution subject only to the MLP accu-
racy. Another option to compute radiographs from the MLP, is to redistribute
the particles WEPL into pixel according to the length of the particles’ MLP in
pixel channels through the object (Collins-Fekete et al. 2016, Gehrke et al. 2018).
While not relying on prior information, the image quality is limited due to the
projection of the scattered particle paths onto a single reconstruction plane.
An in-depth theoretical investigation of the spatial resolution achievable with
these algorithms is provided in publication P.IV. Since a thorough explanation
of these algorithms is provided in that publication (Section 5.1), the details of
the binning algorithms are omitted here.
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Direct reconstruction techniques proposed for PCT image reconstruction
combine similar binning strategies as used for PRad with filtered back projec-
tion methods applied in conventional x-ray CT. For example, optimized par-
ticle radiographs can be computed from the projection data by binning the
particle histories on the front or rear tracker, or from the maximum-likelihood
method by Collins-Fekete et al. (2016) and a conventional Feldkamp-David-
Kress filtered backprojection can be applied. Rit et al. (2013) have proposed a
more sophisticated distance-driven-binning filtered back projection algorithm.
For each projection, the WEPL the particles is backprojected into the image
voxels based on their MLP estimate. The voxel-wise WEPL distributions are
filtered and weighted as in the Feldkamp-David-Kress method, with the dif-
ference being that the filtering is now performed in 3D. A voxel-vise sum-
mation over the filtered and weighted distributions from different projections
then yields an estimate of the RSP. The algorithm has been shown to yield
improved spatial resolution compared to the methods based on optimized ra-
diographs (Rit et al. 2013, Khellaf et al. 2020a) and provides highly accurate
RSP (Hansen et al. 2016, Dedes et al. 2019).

Aside from direct reconstruction techniques, iterative image reconstruction
techniques have been developed for improved image reconstruction of pCT
data (Penfold 2010, Penfold & Censor 2015, Hansen et al. 2016, Ordoñez et al.
2017, Schultze et al. 2018). The single-event PCT reconstruction problem can
be formulated in matrix notation as

Ax = b. (3.17)

A is the system matrix, where Ai,j is the length particle i traversed in voxel
j. x is the sought vector containing the RSP information of each voxel. b
is a vector containing the measured WEPL traversed by each particle. For
PCT, both A and b are connected to uncertainties stemming from the path
estimation, the energy/range straggling and the detector resolution. Solving
for x, aside from direct analytical methods, can be accomplished through it-
erative feasibility seeking algorithms. Such algorithms provide an estimate of
the most feasible image solution given the measured uncertain projection data
and are therefore especially useful for PCT. In this thesis, all PCT reconstruc-
tions have been made using the diagonally relaxed orthogonal row (DROP)
ordered-subset iterative reconstruction algorithm with interleaved superior-
ization of the total variation norm (TVS) (Penfold et al. 2010). In DROP, the
data are divided into optimization blocks which are optimized sequentially.
Each optimization yields an updated estimate of x which is then used as the
starting point for the optimization of the next block. The TVS is performed at
each optimization block and regularises the convergence of the algorithm in
the presence of noise. As starting point for the iterative solver and for com-
puting the convex hull, a fast Feldkamp-David-Kress filtered backprojection
based on a straight-line path assumption is used.

Prior to image reconstruction, data filters are applied to remove events with
unusually large WEPL (for example from nuclear interactions or energy strag-
gling) or large angular displacement (produced through single large angle
scattering or nuclear interactions). In most contemporary applications, these
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data filters act on the standard deviation of the recorded WEPL and angular
distribution in a pixel, following the work by Schulte et al. (2005) and Schulte
et al. (2008). However, the non-gaussian tails of both angular and WEPL dis-
tribution can largely affect the calculation distribution standard deviation if
not considered carefully. In publication P.XI, it is demonstrated how nuclear
interactions inside the energy detector can have a major effect on the standard
deviation based WEPL filtering.

Instrumentation for single-event particle imaging

Single-event particle imaging requires sophisticated detectors in order to re-
solve the particle track and energy information on a single-event basis (Schulte
et al. 2004). As an example, in Figure 3.5 the prototype detector developed by
the US pCT collaboration (Johnson et al. 2016, Sadrozinski et al. 2016, Bashkirov
et al. 2016a) is depicted, where the top figure shows a detailed Monte Carlo im-
plementation of the system (Piersimoni et al. 2017) and the bottom a picture of
the system installed at the HIT facility.

Optimal path estimation requires precise measurements of each particles
position and direction before and after the patient (Krah et al. 2018). At least
4 independent measurement planes are necessary for the highest path estima-
tion accuracy. However, it has been proposed in several studies, including
this work (publication P.VI), to reduce the number of tracking planes. This
would have the main benefit of reduced cost of the overall system and sim-
pler implementation at a clinical beam line. For example, Schneider & Pedroni
(1994) and (Schneider et al. 2012) based their radiography system on only two
position sensitive detectors, placed before and after the patient. Without the
information on the direction of the particles, this only allows for a straight-line
path assumption between the measurement points. However, if pencil beam
scanning is used and the beam has only a small angular divergence, the pen-
cil beam mean direction may be used as the entrance direction measurement.
This has been employed, for example, in the recent prototype by ProtonVDA
inc. (Chicago, Il, USA) (Welsh et al. 2017, Ordoñez et al. 2019).

For the tracking detectors employed in the system described in Johnson
et al. (2016), which was also used for the helium and proton imaging exper-
iments in this thesis, in total 8 Silicon Strip Detector (SSD) planes are used
(each measuring 1D position). The SSDs are placed together in pairs at a 2 mm
distance between the planes, forming a tracker layer that enables 2D posi-
tion measurements. For inference of the particle direction, two such layers
are grouped as tracker module (henceforth simply denoted tracker), where the
distance between the tracker layers is 50 mm (Sadrozinski et al. 2013). Aside
from SSDs, scintillating fibres have also been used as front trackers (Uzunyan
et al. 2015).

High accuracy and precision requirements are especially placed on the en-
ergy/range detector of the single-event system, as it directly influences the
quality of RSP prediction. For highest RSP precision, the energy/range detec-
tor should provide a WEPL resolution close to the particles range straggling
(Bashkirov et al. 2016a). As cost-efficient option for the energy/range detec-
tor, scintillator calorimeters composed of a single or multiple scintillator stages
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Figure 3.5: The US pCT collaboration pre-clinical head scanner prototype. Top:
The scanner as implemented in theTOPAS simulation toolkit for publication P.XII
and P.XI. The figure shows the two tracking detectors, and the 5-stage scintillator
energy/range detector. Bottom: The prototype installed at the HIT.
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have been investigated (Bashkirov et al. 2007, Sadrozinski et al. 2013, Bashkirov
et al. 2016b). The rationale behind segmented energy detector designs is that
the thickness of each stage traversed completely by the particles directly con-
tributes to the range measurement. Only in the final stage reached by the
particles, the energy deposit has to be determined. This relaxes the preci-
sion requirement on the energy measurement in each individual stage. Cur-
rently, the benchmark for accuracy in proton CT is set by the 5-stage scintilla-
tor developed by the US pCT collaboration (Bashkirov et al. 2016a, Sadrozinski
et al. 2016, Johnson et al. 2016). With this detector, mean absolute RSP accuracy
better than 1% and especially also better than that of a contemporary Dual-
Energy x-ray CT has been demonstrated for tissue equivalent plastic materials
in pCT experiments (Dedes et al. 2019).

Gehrke et al. (2018) have proposed a single-event imaging system which
measures the particles energy loss in a single silicon pixel sensor placed behind
the last tracker plane. By selecting the initial energy of the particles such that
they reach the detector just before the end of their range, the steep gradient
in energy loss per unit length at the rise of the Bragg peak can be utilized to
generate the image contrast. The main benefit of this system is the low cost and
setup complexity, but it is limited in terms of dynamic WEPL range (Amato
et al. 2020). So far, this system is the only system available developed directly
for single-event helium ion imaging (Gehrke et al. 2017).

Several groups have investigated range counters for direct measurement
of the particles residual range. A range counter consists of a stack of thin de-
tector slabs and the particle range is obtained from the detector WET between
entrance and the last slab where a signal above noise is measured. Range coun-
ters have been proposed in the form of stacks of thin scintillator slabs read
out by SiPMs (Sadrozinski et al. 2013, Uzunyan et al. 2015) or stacks of sili-
con strip/pixel sensors (Pettersen et al. 2017, Esposito et al. 2018). The former
comes at the benefit of a low cost. The main advantage of the latter is that the
fine spatial resolution of the position sensitive detectors used enables simul-
taneous measurement of a large multiplicity of incident ions simultaneously
(Pettersen et al. 2017). Tracking the individual detector hits then enables to re-
solve single-events in data processing (Pettersen et al. 2019b). However, a dis-
advantage of such a detector design is the relatively large overall cost, and the
readout complexity. In Pettersen et al. (2019a) (publication P.IX, not presented
as part of this thesis), the optimization of a range telescope for proton imag-
ing based on the ALPIDE (Mager 2016) silicon pixel sensors is investigated.
A Bragg-peak fit to the energy deposit, inferred from the size of the produced
pixel clusters around a particle hit, is performed to improve the range accuracy.
The performance of the optimized detector design for helium ion imaging is
further explored in publication P.III.

As alternative to energy/range detectors that require the particles to come
to a (near) stop, the residual energy of the helium ions could be measured
using either time-of-flight (TOF) detectors or magnetic spectrometers. The size
of suitable magnetic spectrometers, however, prohibits their use in a clinical
environment (Johnson 2017). In a TOF detector the particles’ residual energy
is measured from their travel time between two detector planes acting both es
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energy detector and rear tracker. Worstell et al. (2019) have recently presented
promising results using Large Area Picosecond Photon Detectors achieving a
time resolution of 64 ps. The feasibility of such a design for helium imaging in
terms of the achievable WEPL resolution is explored in Appendix A.





CHAPTER4
Overview over the results

In this thesis, presented in the cumulative form, the potential of particle energy
loss imaging at a synchrotron based therapy facility was investigated. With the
ultimate goal of bringing particle imaging closer to clinical reality, this project
was divided in three main parts:

1. Identification of limitations (and potential solutions) in particle imaging

2. Investigation of the ideal application of particle imaging

3. Investigating improved particle imaging systems

For the first part, theoretical limitations in the spatial resolution of proton and
helium ion radiographic imaging are investigated based on a model of the scat-
tering and path estimation uncertainty (publication P.IV). In that work, theo-
retical considerations are provided, aiming to strengthen the understanding of
different radiography binning methods found in the literature. It is demon-
strated that the projection of the scattered particle paths onto a single recon-
struction plane will inevitably present a loss of information, i.e. a reduced spa-
tial resolution beyond just the expectation of the path estimation uncertainty.

In the next work featured in this thesis, secondary fragments are identi-
fied as a major cause of image artifacts in helium imaging. As a solution, a
novel technique for filtering nuclear interactions and fragments based on the
well-known ∆E-E method for particle identification is proposed. Using this
method, in collaboration with the US pCT collaboration (Prof. Reinhard W.
Schulte, Prof. Robert P. Johnson and Assoc. Prof. Vladimir A. Bashkirov), the
University College London (Dr. Charles-Antoine Collins-Fekete) and the HIT
facility (Dr. Stephan Brons), the feasibility of high quality single-event HeCT
with a pre-clinical proton CT detector was demonstrated yielding an RSP ac-
curacy better than 0.5% in plastic samples (publication P.XII).
Extending the work on nuclear interactions to proton imaging, it is shown that
contemporary filtering methods used to remove events with unusually large
WEPL suffer in accuracy due to nuclear interactions inside the energy/range
detector. The ∆E-E method is shown to also be valuable for proton imaging, as
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it enables to effectively suppress the nuclear interaction contamination (publi-
cation P.XI). The main effect of the ∆E-E filter is to reduce uncertainties at the
stage interfaces of the multistage scintillation detector employed in the pCT
prototype.

Given the feasibility of high quality experimental helium ion imaging, the
next step was to investigate the benefit of helium imaging for particle therapy
in comparison to other existing modalities. For this, our group in collaboration
with the US pCT collaboration was awarded with a project funding “Proof-
of-principle for range uncertainty reduction with helium ion imaging” by the
Particle Therapy Co-Operative Group (PTCOG). This enabled another series
of beam tests with the US pCT collaboration pre-clinical prototype at the HIT
facility. Working together with DECT and pCT experts from the University
College London (Dr. Esther Bär and Dr. Charles-Antoine Collins-Fekete; Lon-
don, United Kingdom), for the first time, a detailed experimental comparison
between photon and particle imaging modalities in animal tissue samples was
conducted. Preliminary results of the ongoing analysis of the acquired exper-
imental data are provided in Section 5.4. While HeCT yielded a similar RSP
accuracy to that of DECT, image artifacts are present for the particle imaging
modalities reducing the image quality. Especially for pCT large ring artifacts
were present in the reconstructions, exceeding those previously reported in the
literature and their origin is not yet fully understood. A general limitation was
the time uptake for a full PCT at a synchrotron facility.

Based on the experience with the limitations of particle imaging, as well
as the needs for optimal RSP accuracy and image noise, we investigated dif-
ferent detector designs for helium ion imaging. The results are provided as
Appendix A. For helium ion imaging, the necessity to filter out fragments lim-
its the choice of detector equipment, if a ∆E-E filter is to be applied. However,
multistage detectors are subject to ring artifacts due to uncertainties related
arising at stage interfaces. In addition, the need to fully stop the particles re-
sults in an increased energy straggling and loss of primaries, compared to the
ideal case. A Time-Of-Flight (TOF) detector system was investigated as poten-
tial alternative, as it does not require the particles to come to a complete stop
and hence, results in less straggling and less loss of primary particles. How-
ever, the inference of the energy based on the TOF requires very high time
resolution (<10ps), if a clinically relevant distance (∼30 cm) between the TOF
detector planes is assumed.

In publication P.VII, a novel concept for on-line particle imaging is evalu-
ated: Helium ions offer the unique potential of online particle imaging during
carbon ion therapy. Due to the magnetic rigidity of fully stripped helium and
carbon ions being approximately equal (relative difference ∼0.065%), the two
ion species may be accelerated simultaneously to the same energy per nucleon
in a circular accelerator. Due to the factor 3 longer range of helium ions com-
pared to that of the carbon ions at the same energy per nucleon, this opens
up the possibility to utilize a small helium ion contamination in a carbon ion
therapy beam for online feedback on the treatment (Mazzucconi et al. (2018),
as well as conference contribution C.XI and publication P.VII). In publication
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P.VII, the clinical potential of this promising modality is investigated exper-
imentally in collaboration with the GSI Helmholtzzentrum für Schwerionen-
forschung GmbH (Dr. Christian Graeff; Darmstadt, Germany), the University
College London (Assoc. Prof. Simon Jolly, Dr. Raffaella Radogna and Laurent
Kelleter; London, United Kingdom). These proof-of-concept experiments have
been conducted using separately irradiated helium and carbon ion beams, as
a real mixed beam was not yet available at the HIT facility. An integration
mode detector was used for the proof-of-concept study, since the system needs
to cope with the high rate of carbon ion fragments produced during therapy.
Due to its simple setup and high range resolution, the scintillator stack range
telescope developed in the PhD thesis of Mr. Laurent Kelleter (Kelleter 2020)
was chosen to monitor the residual helium ion range and the carbon ion frag-
ments produced during carbon ion therapy. It is demonstrated that, for a 1/10
ratio between primary helium and carbon ions, the helium/carbon method
enables to resolve relative range changes of only 1 mm that affect less than a
quarter of the helium ions in the pencil beam — despite the signal contami-
nation with the carbon fragments. Further, the method is investigated for the
use in prostate cancer therapy using two anthropomorphic pelvis phantoms.
A promising potential of the helium/carbon mixing for detecting patient ro-
tations and rectal gassing is demonstrated. This study therefore sets a strong
reasoning for further investigating the acceleration of a mixed helium/carbon
ion beam. In addition, in these beam tests, a full experimental characterization
of the novel scintillator stack range telescope has been conducted with proton
and light ion beams, the results of which are published in publication P.V (not
featured in this thesis).

To enable the full potential of online helium ion imaging in a mixed he-
lium carbon beam, namely to resolve highly accurate 2D WET images of the
patient anatomy as seen by the treating beam, it would be desirable to resolve
the single-event information. However, due to the expected event rate, espe-
cially of secondary fragments produced during carbon ion beam therapy (the
highest used clinical rate at the HIT is 80 MHz), a true single-event measur-
ing detector is infeasible. Rather, the idea would be to use a hybrid detector,
capable of measuring a high rate of simultaneously impinging particles in a
mixed radiation field, and then resolve the single-event information only in
data processing. Currently, a group from the University of Bergen (Bergen,
Norway) is developing a suitable detector prototype (Pettersen et al. 2017, Pet-
tersen et al. 2019b). The envisioned system is based on the ALPIDE CMOS
MAPS sensor chips originally intended for CERN’s ALICE experiment inner
tracking system upgrade (Mager 2016). The pCT system design has recently
been optimized for proton imaging (publication P.IX, not featured in this the-
sis). It consists of 40 layers of ALPIDE chips interleaved with aluminum plates
used both as beam degrader and to hold the chips. The system will measure
a multiplicity of particles simultaneously per read-out frame. The fine pix-
elization of the ALPIDE chips then enables to track individual particles in data
processing, regaining the single-event information (Pettersen et al. 2019b). In
order to improve the range resolution, a Bragg-peak fit to the energy deposit
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in each detector layer is performed. Since the ALPIDE sensor does not mea-
sure energy directly, the energy deposit is obtained from the size of the pixel
clusters produced around a hit due to charge diffusion. In collaboration with
the University of Bergen pCT group, first tests with the ALPIDE sensors for
their use in proton, helium and carbon ion beams have been performed at the
HIT facility. From these tests, the cluster size to energy relationship has been
derived. The results are featured in publication P.VIII (not presented as part of
this thesis) and publication P.II (not presented in this thesis).

For the operation in a mixed helium/carbon ion beam, the usual front
tracker pair used with a single-event system becomes impractical for a clini-
cal realization. Additional material in the beam line in front of the patient is
usually tried to be reduced to a minimum, to avoid additional fragmentation
and scattering before the patient. In addition, if a large number of particles
are measured simultaneously per detector read-out frame, the scattering in-
side the object would make it difficult to connect front and rear tracker mea-
surements accurately. Hence, in a conjoined project with Mr. Jarle R. Sølie
(University of Bergen, Bergen, Norway), the feasibility of utilizing the pencil
beam scanning information as substitute for the front tracker has been investi-
gated (publication P.VI). The recently extended MLP formalism by Krah et al.
(2018) was utilized in combination with the uncertainty matrix of the pencil
beam. It is demonstrated that the use of this path estimate is superior over the
use of only the pencil beam mean position in conjunction with a conventional
MLP algorithm. Simulated Proton Radiographies (pRads) and pCTs for a sys-
tem with and without front tracker are presented. Further, a comparison is
made between ideal and realistic material budget of the tracking detectors. An
overall reduction of the spatial resolution for the setup without front trackers
is observed. However, the difference between setups with and without front
trackers is reduced when considering realistic tracker properties, compared to
the decrease in image quality observed when assuming an ideal tracking sys-
tem. Uncertainties associated with realistic trackers affect the setup with front
trackers more than they do the setup without front trackers.

The lower scattering of helium ions compared to that of protons would be
especially beneficial for a single sided system. Not only does the lower scat-
tering improve the path estimation, it also results in smaller achievable pencil
beam spot sizes due to the reduced scattering in the nozzle. In the final pub-
lication presented as part of this thesis (publication P.III), the feasibility and
limits of helium imaging with the University of Bergen setup are therefore as-
sessed in simulation (principal author Dr. Helge E. S. Pettersen (Haukeland
University Hospital, Bergen, Norway)). Since secondary particles have previ-
ously been demonstrated in publication P.XII to be detrimental for the image
accuracy, different filtering approaches to remove secondary particles inside
the silicon pixel sensor telescope are investigated. It is shown that filtering
based on the charge cluster size measured in the ALPIDE chips can reduce the
fragment contamination effectively. In addition, the optimal degrader mate-
rial between the sensitive layers of the detector is studied, pointing towards
the aluminum degrader already planned for the final detector to be optimal
also for helium ion imaging in terms of loss of primaries compared to carbon
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based degrader materials. However, the WET of the degrader as optimized for
proton imaging, is shown to be too thick for helium ions resulting in system-
atic artifacts in the images from sampling gaps in the WEPL distribution. Still,
despite the systematic fluctuations, for Helium ion radiography (HeRad) of an
anthropomorphic head phantom a high WET accuracy was achieved, benefit-
ing from the reduced scattering of the helium ions.

Simulations presented in this thesis have been carried out with the Geant4
Monte Carlo simulation toolkit (Agostinelli et al. 2003, Allison et al. 2006, Alli-
son et al. 2016) and the TOPAS toolkit, where the specific version is indicated
in the publications. Geant4 is a powerful tool for particle transport simula-
tion, and provides a high level of control over the simulation and scoring, en-
abling highly detailed modelling of experimental setups. Its various physics
lists have been tested against experimental data in several papers found in the
literature. The TOPAS toolkit is a wrapper of Geant4 targeted directly for med-
ical physics. The concept of TOPAS is to rely on simple parameter files, rather
than C++ code, in order to make the simulation toolkit more approachable and
user friendly. The default physics classes enabled in the TOPAS toolkit have
been validated experimentally for proton therapy (Testa et al. 2013a). In this
thesis, a pre-existing TOPAS implemented model of the US pCT collaboration
prototype scanner (Piersimoni et al. 2017) has been utilized in publication P.XII
and publication P.XI. For the two publications in collaboration with the Uni-
versity of Bergen where the simulations have been implemented mainly by
Mr. Jarle R. Sølie and Dr. Helge E. S. Pettersen, the Gate (Jan et al. 2011, Gre-
villot et al. 2010) Geant4 wrapping toolkit is utilized. All data analysis pre-
sented have been conducted using self-written analysis software written in the
python (www.python.org) and C++ (www.cplusplus.org) programming lan-
guages.

www.python.org
www.cplusplus.org




CHAPTER5
Publications

This thesis is presented as an accumulation of manuscripts published from
the thesis research, in accordance with the regulations of the Department of
Physics and Astronomy of Heidelberg University. Over the course of the the-
sis project, the author of this thesis has contributed to nine articles published
in internationally acclaimed peer-reviewed journals, two articles currently un-
der revision, and one in preparation. In this thesis, seven of these manuscripts
are featured, where the author of this thesis is either the principal (first) author
(publications P.XII, P.XI, P.VII, P.IV, P.I) or principal co-author (publications
P.VI, P.III). As such, the cumulative work presented here was predominantly
performed by the author of this thesis. Detailed author contribution state-
ments precede each publication. As required by the regulations for cumula-
tive dissertations, two of the first author publications in particular publication
P.XII and publication P.IV, are not and will not be used in any other disserta-
tion. The content of the publications has not been altered. The formatting has
been edited to be conform with the rest of the thesis.
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Abstract

Single-event ion imaging enables the direct reconstruction of the relative stop-
ping power (RSP) information required for ion-beam therapy. Helium ions
were recently hypothesized to be the optimal species for such technique. The
purpose of this work is to investigate the effect of secondary fragments on the
image quality of helium CT (HeCT) and to assess the performance of a pro-
totype proton CT (pCT) scanner when operated with helium beams in Monte
Carlo simulations and experiment.

Experiments were conducted installing the U.S. pCT consortium prototype
scanner at the Heidelberg Ion-Beam Therapy Center (HIT). Simulations were
performed with the scanner using the TOPAS toolkit. HeCT images were re-
constructed for a cylindrical water phantom, the CTP404 (sensitometry), and
the CTP528 (line-pair) Catphan R© modules. To identify and remove individual
events caused by fragmentation, the multistage energy detector of the scanner
was adapted to function as a ∆E− E telescope.

The use of the developed filter eliminated the otherwise arising ring arti-
facts in the HeCT reconstructed images. For the HeCT reconstructed images
of a water phantom, the maximum RSP error was improved by almost a factor
8 with respect to unfiltered images in the simulation and a factor 10 in the ex-
periment. Similarly, for the CTP404 module, the mean RSP accuracy improved
by a factor 6 in both the simulation and the experiment when the filter was
applied (mean relative error 0.40 % in simulation, 0.45 % in experiment). In
the evaluation of the spatial resolution through the CTP528 module, the main
effect of the filter was noise reduction. For both simulated and experimental
images the spatial resolution was ∼ 4 lp/cm.

In conclusion, the novel filter developed for secondary fragments proved
to be effective in improving the visual quality and RSP accuracy of the recon-
structed images. With the filter, the pCT scanner is capable of accurate HeCT
imaging.

Introduction

Ion imaging was first proposed conceptually by Cormack (1963) in the form of
proton computed tomography (pCT). The first experimentally acquired pro-
ton radiography (pRad) was published just a few years later (Koehler 1968).
Studies on heavy ion imaging (atomic number Z > 1) followed shortly af-
ter (cf. Benton et al. (1973)). However, due to the need for large accelerators
to produce ions of sufficient energy for imaging, this imaging modality was
impractical for diagnostic use. Only with the advent of proton and ion radio-
therapy, ion imaging gained increasing interest in the medical community.

Ion radiotherapy makes use of the favorable depth dose profile of ions, the
Bragg peak, for a highly localized dose deposition in the patient. To maximize
the treatment accuracy, knowledge of the position of the Bragg-peak distal fall-
off within the patient is crucial. The distance from beam entry to a specified
relative dose point on the distal slope of the fall-off (e.g., 90 % of the peak dose)
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which is related to the range of the ions can be obtained from the Bethe-Bloch
stopping power formula (Bethe & Ashkin 1953, Doolan et al. 2016). In current
clinical practice, the stopping power information within the patient is retrieved
by converting Hounsfield Units (HUs) from a X-ray planning CT to relative
stopping power (RSP) (Schneider et al. 1996), defined as the stopping power
of a material relative to that of water. The conversion from HU to RSP intro-
duces range uncertainties (Yang et al. 2012) which have to be accounted for in
clinical treatment planning, for example, by adding a 3.5 % plus a 3 mm mar-
gin (Paganetti 2012). Dual energy X-ray CT allows a better separation between
electron density and atomic number effects on HU than single-energy CT, and
should, therefore, improve the range uncertainty associated with the use of X-
ray CT in treatment planning (Zhu & Penfold 2016, Bär et al. 2017, Wohlfahrt
et al. 2017a). This has been evaluated in animal tissues with promising results
(Taasti et al. 2017, Möhler et al. 2018, Bär et al. 2018b).

Ion imaging, on the other hand, can provide the direct reconstruction of the
voxelized RSP information (Zygmanski et al. 2000). Moreover, ion imaging is
expected to provide a better signal-to-noise ratio and higher density resolution
at a lower dose level compared to conventional X-ray CT (Schulte et al. 2005,
Depauw & Seco 2011). Finally, it does not suffer from beam hardening or metal
artifacts (Depauw & Seco 2011, Ordoñez et al. 2017).
However, the spatial resolution of ion imaging suffers from multiple Coulomb
scattering (MCS) which leads to non-linear ion trajectories. In single-event ion
imaging this problem is addressed by the individual reconstruction of each
ion path through the object. Various path estimation techniques have been
developed among which the most likely path (MLP) algorithm is the most
commonly used (Williams 2004, Li et al. 2006, Schulte et al. 2008, Erdelyi 2009,
Collins-Fekete et al. 2017d). The MLP algorithm requires the knowledge of
position and direction before and after the object of each projectile particle,
as well as its residual energy. Therefore, ion imaging requires sophisticated
detector systems, capable of measuring particle track information and residual
energy/range on a single-event basis (Schulte et al. 2008). To date, several
different prototype systems have been developed (Bashkirov et al. 2009, Seco
& Depauw 2011, Talamonti et al. 2012, Uzunyan et al. 2015, Bashkirov et al.
2016a, Price 2016, Pettersen et al. 2017, Gehrke et al. 2017).

Additionally, current investigations in the field of single-event ion imaging
focus on the choice of the optimal ion species to generate images. Whereas un-
til now most studies have been based on protons, recently helium ions were
identified to have a great potential especially in terms of spatial resolution
(Hansen et al. 2014a, Collins-Fekete et al. 2017d, Gehrke et al. 2018, Piersimoni
et al. 2018).
In 2016, a collaboration between the German Cancer Research Center (DKFZ)
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and the U.S. pCT consortium1 was established to investigate helium single-
event radiography (HeRad) and tomography (HeCT). The U.S. pCT consor-
tium prototype scanner (Bashkirov et al. 2016b, Johnson et al. 2016) that is ca-
pable of high quality pCT imaging (Plautz et al. 2016, Giacometti et al. 2017a,
Piersimoni et al. 2017, Johnson et al. 2017) was tested for the operation with
helium beams at the Heidelberg Ion-Beam Therapy Center (HIT). However,
while preliminary results reported in Volz et al. (2017) and Collins-Fekete et al.
(2017c) confirmed the expected increase in spatial resolution between pRad
and HeRad, ring artifacts and a relatively low RSP accuracy were present for
HeCT. This may be attributed to the projectile fragmentation processes of he-
lium ions that are not present for protons. Fragments, both arriving from the
object and generated inside the detector, have to be carefully identified and
separated from the primary particle histories for accurate image reconstruc-
tion.

In this work, the effect of fragments in helium ion imaging with the pCT
consortium prototype both in Monte Carlo (MC) simulation and experiment
was investigated. A filtering method was developed using the multistage de-
sign of the pCT scanner energy/range detector as a ∆E − E telescope to effi-
ciently remove all secondary particles before image reconstruction.

Theory

Fragmentation Processes for Helium Ions

In traversing the object and the detector material ions can undergo nuclear
interactions with the target nuclei. Both elastic nuclear interactions and mass
/ charge changing inelastic interactions are possible, the latter resulting in the
production of secondary particles.

Secondary particles from nuclear interactions can be grouped into “target” and
“projectile” fragments. Target fragments can have a large atomic number, but
are usually produced with only a small energy/range (Loveland et al. 1986,
Zeitlin & La Tessa 2016) and, therefore, have no significant impact on ion imag-
ing other than depositing unwanted dose to the object. Projectile fragments, on
the other hand, are lower charge/mass remnants of primary ions that under-
went nuclear break up in collision with a target nucleus. They usually undergo
only a minor change of velocity and direction relative to the original projec-
tile (Goldhaber 1974, Wilson 1983, Morrissey 1989, Morrissey 1993, Zeitlin &
La Tessa 2016, Rovituso et al. 2017). Helium ions, due to the especially strong
bond of the helium nucleus, are less likely to fragment compared to heavier
ions (Cucinotta et al. 1993, Mairani et al. 2016, Zeitlin & La Tessa 2016, Rovi-
tuso et al. 2017) and have only six fragmentation channels producing neutrons,
protons (p), deuterons (d), tritons (t) and 3He. The predominantly produced
helium fragments are protons that have essentially the same residual range as

1Here, U.S. pCT consortium refers to the collaboration of Loma Linda University (LLU),
University of California at Santa Cruz (UCSC) and California State University San Bernardino
(CSUSB) (http://scipp.ucsc.edu/pCT/index.html).
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the primary helium ions (Rovituso et al. 2017). The produced charged frag-
ments are detected in ion imaging systems with single-event registration, but
are not readily distinguished, leading to a mixing of the energy loss of pri-
maries and the lower energy deposit of fragments. An effective filter of sec-
ondary fragments is, therefore, crucial for accurate helium ion imaging.

The ∆E− E Technique
The general principle of a conventional ∆E− E telescope is to measure the en-
ergy loss in a thin absorber (∆E) and the total residual energy (E) in a thick
absorber immediately following the thin absorber for each projectile particle
crossing the system. Following the formalism by Tassan-Got (2002) for a parti-
cle with atomic number Z, atomic mass A and total kinetic energy E = E+∆E,
the Bethe-Bloch stopping power can be written in a simplified way as:

dE
dx

=
Z2

f (E/A)
. (5.50)
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where ∆X is the thickness of a homogeneous ∆E detector. Due to the depen-
dence on Z and A in equation 5.51, plotting E against ∆E for each event results
in separated response curves for different particle species, consequently en-
abling particle identification in a mixed beam (Carboni et al. 2012).

Materials and Methods

The Prototype Scanner
For this study the prototype scanner built by the U.S. pCT consortium was
used. The prototype was originally developed for proton beams and its design
and operation have been described already elsewhere (Sadrozinski et al. 2013,
Bashkirov et al. 2016b, Bashkirov et al. 2016a, Sadrozinski et al. 2016, Johnson
et al. 2016, Johnson et al. 2017). Figure 5.15 shows the scanner installed at the
HIT experimental beam line.

The residual energy/range of each particle is measured with a custom-designed
5-stage energy/range detector (Bashkirov et al. 2016b). Each stage is made
of plastic scintillating material (polystyrene UPS-923A) and has a dimension
of 375 × 100 × 50.8 mm3. The scintillation light is collected by Hamamatsu
R3318 photomultiplier tubes (PMTs) and converted into digital values by cus-
tom readout electronics (Johnson et al. 2016). The scanner is able to resolve
particle rates up to 1 MHz with less than 5 % event pile up for the setup in-
vestigated in Giacometti et al. (2017a) and a data acquisition dead time of less
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Figure 5.15: The U.S. pCT consortium prototype pCT scanner installed at the HIT
facility. The detector consists of two tracking detectors, a multistage energy/range
detector and a custom high-speed data acquisition board. For the prototype, a
rotating platform enables full CT scans of various phantoms.

than 4 %. More details of the operation principle and performance of the scan-
ner have been previously presented in Bashkirov et al. (2016a).

Calibration

Before the scanning experiment, the response of the energy/range detector
was calibrated to water equivalent path length (WEPL) using a dedicated poly-
styrene object of known water equivalent thickness. The calibration procedure
was originally developed by Bashkirov et al. (2016a). For the present work, the
recently refined calibration procedure as given in Piersimoni et al. (2017) and
Piersimoni et al. (2018) was followed. Two polystyrene wedges (120× 120×
50.8 mm3) and 4 polystyrene degraders (280× 120× 50.8 mm3) were used. The
calibration was reproduced also in the simulations. The polystyrene material
had a RSP= 1.030± 0.003 for the experimental, and a RSP=1.043 for the simu-
lated setup (Piersimoni et al. 2017, Piersimoni et al. 2018).

Simulation
MC simulations were performed using the simulation toolkit TOPAS (Perl
et al. 2012) release 2.0 patch 3 with Geant4 (Agostinelli et al. 2003, Allison
et al. 2006, Allison et al. 2016) version 10.01 patch 02. The default physics
list was activated for the TOPAS application. This so-called “Modular Physics
List” considers both electromagnetic and nuclear processes relevant for ion
therapy (Testa et al. 2013a). In detail, it comprises the following Geant4 physics
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lists: G4EmStandardPhysics_option4 for the most accurate electromagnetic in-
teraction models available in standard and low energy categories, G4Hadron-
PhysicsQGSP_BIC_HP, G4DecayPhysics, G4IonBinaryCascadePhysics and G4-
HadronElasticPhysicsHP for modeling nuclear interactions, and G4Stopping-
Physics for nuclear capture at rest.

The simulated detector geometry presented in Piersimoni et al. (2017) was
used for this work as well. A flat, ideal beam source was used for the simula-
tions irradiating a 200× 100 mm2 field for phantom studies and 360× 90 mm2

for the calibration setups. Primary helium ions were simulated with an initial
energy of 200 MeV/u. For each projection 2 · 106 particles were used. A full
tomographic scan consisted of 90 projections at a 4◦ angular step, following
the work-flow established by Plautz et al. (2016).

Experimental Setup at the Heidelberg Ion-Beam Therapy Cen-
ter

Experiments were conducted at the HIT facility operating the U.S. pCT con-
sortium scanner with helium beams.
The helium ion beams were delivered through the beam monitoring nozzle at
the HIT beam line dedicated to experiments (Haberer et al. 2004). A 200 ×
100 mm2 field was irradiated using the HIT raster scanning with a spot size of
10.2 mm FWHM. The beam initial energy was set to 200.38 MeV/u (261.8 mm
range in water). The particle rate was set to ∼ 800 kHz to avoid event pile-up.
Full tomographic scans were acquired in 90 individual projections in steps of
4◦. Each projection consisted of ∼ 2.5 · 106 particles. For each calibration run
∼ 5 · 106 particles were used.

Investigated Phantoms

A cylindrical water phantom of 150 mm diameter and 40 mm height was inves-
tigated to disentangle the effect of fragments on HeCT from effects originating
from the phantom geometry. The phantom container is made of a hollow plas-
tic cylinder with 6.35 mm shell thickness that is filled with purified and degasi-
fied water (G4_WATER in simulation) and sealed by 6.35 mm thick plastic top
and bottom plates.

The Catphan R© QA modules (The Phantom Laboratory, Norfolk, Virginia, USA)
were HeCT scanned in both simulation and experiment in order to analyze the
impact of secondaries on RSP accuracy and spatial resolution. For the simula-
tion, digital versions of both phantoms were based on the implementation by
Giacometti et al. (2017a).

In detail, the CTP404 sensitometry module was used to evaluate the RSP re-
construction accuracy. The phantom is an epoxy cylinder of 150 mm diameter
and 25 mm height. It contains six tube inserts (12.2 mm diameter) of different
plastic materials. The RSP in the center of each material insert was measured in
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a circular region of interest (ROI) with a radius of 3 mm and averaged over the
5 most central slices. The RSP of the epoxy material was measured at the same
radial position as the inserts. The relative error of the reconstructed RSP was
calculated by comparison to peakfinder (PTW, Freiburg, Germany) measure-
ments (Giacometti et al. 2017a) for the experiment, and to the RSP calculated
directly from the implemented material compositions in the simulation.

The CTP528 high resolution module was used to evaluate the spatial resolu-
tion of the acquired HeCT images. The phantom is a cylinder (40 mm height,
150 mm diameter) made of the same epoxy material as the CTP404 and con-
taining aluminum line-pair inserts with increasing spatial frequency (1 - 21 lp/
cm). The modulation transfer function (MTF) was calculated by comparing
the maximum-to-minimum contrast at each line pair insert to the reference
contrast:

MTF(x) =
〈RSPmax − RSPmin〉
RSPAl − RSPEpoxy

, x ∈ {1 lp/cm, . . . , 21 lp/cm} . (5.52)

The RSP of aluminum is 2.11, that of the Epoxy material 1.14 (Giacometti et al.
2017a). The MTF10 %, defined as the number of line pairs per cm resolved at
10 % of the contrast, was used to quantify the spatial resolution (Seco et al.
2013).

The Energy/Range Detector as a ∆E− E Telescope

The 5-stage structure of the energy detector was adapted to be used as a ∆E− E
telescope. The concept is explained schematically in figure 5.16. The energy
deposit measured in the stage where the ion stops (henceforth denoted Bragg-
peak stage) was used as the residual energy E. ∆E was then defined as the
energy deposited for the same event in the stage adjacent to the Bragg-peak
stage in upstream direction (noted as ∆E stage).

For each stage (except stage 1) the ∆E− E spectrum was plotted using the de-
tector response from the 5 calibration runs. In the simulation, the response
curves were then identified by plotting the spectrum of each fragment species
individually. In experiment, the individual response curves in the ∆E − E
spectrum were identified by comparison with the simulation. The primary
helium curve was parametrized with a second degree polynomial function
which could subsequently be used as a filter for secondary fragments in the
pre-processing of the image data.

Pre-Processing and Image Reconstruction

Image reconstructions were performed using 3 different pre-processing modal-
ities: using all events without filtering secondary fragments, applying a stan-
dard threshold filter on the energy loss in each stage prior to the Bragg-peak
stage, and applying the ∆E− E filter specifically developed.
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Figure 5.16: Drawing explaining how the ∆E − E technique was used with the
U.S. pCT consortium prototype scanner. For each event, the residual energy E
was taken as the energy deposit in the stage where the particle stopped, while
∆E was the energy deposited in the adjacent stage in upstream direction. Helium
primaries and secondary fragments stemming from the object to be imaged or
from nuclear interactions inside the detector geometry (as depicted by the yellow
star) were distinguished by their individual correlation between E and ∆E.
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The standard threshold filter removed all events with energy deposition lower
than the lower bound energy deposit in each stage prior to the Bragg-peak
stage based on a simulated helium depth dose curve when no phantom was
placed in the beam line (within 5σ deviation). The same threshold filter has
also been used for proton imaging with the device.

The ∆E− E filter was based on comparing the relationship between the energy
deposit in the Bragg-peak stage of an event and the respective ∆E stage to the
parameterization of the helium response curve derived for these stages during
the calibration. The events for which the ∆E− E relationship was not compati-
ble with the parameterized helium curve within a certain margin based on the
relative occurrence frequency (see figure 5.18) were discarded for the image
reconstruction.

Before the image reconstruction, also a 3σ cut was applied to the angular dis-
placement and WEPL to filter out large angle scattering and unusually large
energy losses for all setups.

The particle trajectories were estimated using the MLP algorithm by Schulte
et al. (2008) that was recently shown to be also applicable for helium ions
(Collins-Fekete et al. 2017d). Images were reconstructed using the diagonally
relaxed orthogonal projection (DROP) iterative reconstruction technique with
superiorization of the total variation norm (TVS), here denoted as DROP-TVS
algorithm (Penfold et al. 2010). The Feldkamp-David-Kress (FDK) algorithm
was used to generate the starting iteration for the algorithm (Giacometti et al.
2017a) and to perform a hull projection as described in Schultze et al. (2015).
The DROP-TVS algorithm was run for 8 iterations and using 40 reconstruction
blocks to allow a comparison with the experimental pCT results presented in
Giacometti et al. (2017a). A recent study (Schultze et al. 2018) showed that
a higher number of iterations would increase the spatial resolution and RSP
accuracy, but would also enhance noise.

Results

∆E− E Spectrum of the Detector

Figure 5.17 shows the individual ∆E− E spectrum for relevant secondary par-
ticles from a simulated calibration run with the 2 wedges and 2 degraders, so
that most particles stop in stage 3. The spectrum was acquired by plotting the
energy loss in stage 3 of all particles stopping in that stage, against their energy
deposit in stage 2. Figures 5.17(a), (b), (c), (d), (e), and (f) show, respectively,
the plots for protons, deuterons, tritons, 3He, secondary and primary 4He. The
depicted spectra are overall very similar to the experimental measurements by
Rovituso et al. (2017).

With the same setup, the total energy deposited by all particles stopping in
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Figure 5.17: Simulated ∆E− E spectrum acquired for a calibration run with the
two polystyrene wedges and two polystyrene degraders in the scanner. The en-
ergy loss of particles stopping in stage 3 (Bragg-peak stage) was plotted against
their respective energy loss in stage 2 (∆E stage). The plots refer to different par-
ticles, as indicated.
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Figure 5.18: ∆E − E spectrum acquired for a calibration run with the two poly-
styrene wedges and two polystyrene degraders in the scanner. The plot was ac-
quired following the procedure in figure 5.17 for (a) TOPAS simulated data, and
(b) experimental data. The labels indicate the response curves of individual frag-
ments as found through comparison with figure 5.17. The dashed red lines and
the dashed black line are the ∆E− E filter and the threshold filter, respectively.

stage 3 was plotted against the energy deposited in stage 2, for both simulation
(figure 5.18(a)) and experiment (figure 5.18(b)). The response curves in the
spectra were identified by comparison with figure 5.17.

The noise visible in the spectra corresponds to particles stopping in stage 3
before reaching the Bragg-peak region due to nuclear interaction or scattering
events. Especially noteworthy is the vertical pattern at approximately 110 MeV
energy deposit in stage 2 visible in both figures 5.17(f) and figure 5.18. The pat-
tern is located around an energy deposit in stage 2 expected for 4He primaries
that should stop in stage 5 (i.e. having crossed little to no WEPL). Hence, this
pattern was likely caused by projectile particles that missed the phantom, but
stopped in stage 3 before reaching their Bragg-peak region.

The dashed black line depicts the standard threshold that filters out most of
the proton, deuteron and triton contamination, as seen by comparison with
figure 5.17. However, the 3He contamination was not affected by this filter.
The margins of the ∆E− E filter are indicated by the dashed red lines in figure
5.18. The ∆E− E filter separated 4He from noise and 3He fragments.

In the experiment, approximately 38 % of the events were removed by the
∆E − E filter compared to the data without filtering fragments for the setup
investigated here. In simulation, this number was slightly higher with ∼ 43 %
of events cut.

Notably, the experimentally acquired and simulated spectra in figure 5.18 dif-
fer from each other. This effect will be discussed in more detail in section 5.2.



5.2. P.XII: Feasibility study for high quality helium ion imaging 93

Figure 5.19: Transverse slice of the HeCT reconstructed images of the water cylin-
der. (a) Experimental data without filtering of secondaries. (b) Same slice with
application of the standard threshold filter. (c) Same slice with the new ∆E − E
filter. (d) Simulated data with the ∆E− E filter for comparison. All images were
reconstructed with 256× 256 pixel per slice (0.7 mm pixel size) and slice thickness
of 2.5 mm.

HeCT Reconstructed Images of the Water Phantom

Figure 5.19 shows HeCT reconstructed images of the water phantom. In fig-
ures 5.19(a), 5.19(b), and 5.19(c), are shown, respectively, an experimentally
acquired HeCT reconstructed image with no filtering of secondaries, a recon-
structed image with the standard threshold filter, and a reconstructed image
with the ∆E − E filter applied. Figure 5.19(d) shows a simulated HeCT re-
constructed image with the ∆E− E filter for comparison. Strong ring artifacts
are visible for the reconstructions of the unfiltered and the threshold filtered
events.

Transverse profiles along the lines in figure 5.19 through the HeCT recon-
structed images are shown in figure 5.20(a) and figure 5.20(b) for simulated
and experimental data, respectively. The ring artifacts visible in figure 5.19(a)
and (b) are reflected by significant fluctuations in the profiles of the unfiltered
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Figure 5.20: Quantitative analysis of the simulated and experimental HeCTs of
the water cylinder reconstructed with different settings. (a) - (b) Traverse profiles
along a diameter through the simulated and experimental HeCT reconstructed
images, respectively. The dashed green line refers to the reconstruction without
filter on fragments, the dashed red line to the reconstruction where a threshold
filter was applied, and the solid blue line the reconstruction with the ∆E− E filter.
(c) - (d) Distribution of the reconstructed RSP values in a cylindrical ROI (radius
60 mm) in the center of the HeCT reconstructed images for simulated and experi-
mental HeCT, respectively.

and threshold filtered HeCT reconstructed images. For the unfiltered HeCT,
edge effects were present at the radial position of the phantom plastic shell.
In the center, the ring artifacts in the unfiltered HeCT resulted in fluctuations
above 4 % compared to the mean value for the simulation, and above 6.5 % for
the experiment. With the threshold filter, the ring artifacts were only slightly
reduced and still resulted in deviations of ∼ 4 % from the mean for the simu-
lation, and ∼ 6% for the experiment. With the ∆E− E filter fluctuations in the
HeCT reconstructed images of the simulated data were reduced to less than
0.2 % with respect to the mean. For the experimental data, the ∆E− E filtered
HeCT reconstructed images presented fluctuations of less than 0.5 % with re-
spect to the mean value.

Figure 5.20(c) and figure 5.20(d) depict the distribution of the voxelized RSP
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values in a ROI of 60 mm radius in the center of the reconstructions accumu-
lated over the 9 most central slices for simulated and experimental HeCT re-
constructed images, respectively. Both in the simulation and the experiment,
the RSP values for the unfiltered and threshold filtered HeCT reconstructed
images are spread over a range of several percent relative error without fol-
lowing a clear distribution. The maximum relative error was 4.24 % for the
unfiltered and 4.01 % for the threshold filtered HeCT in the simulation. In the
experiment, the unfiltered HeCT presented a maximum relative error of 7.83 %
and the threshold filtered HeCT a maximum of 6.35 %. Conversely, with the
∆E − E filter, the reconstructed RSP values followed a sharp distribution. In
the simulation, the mean relative RSP error of the ∆E− E filtered HeCT recon-
structed images was (0.24± 0.07)%. In the experiment, the mean relative error
was (0.15± 0.22)%. The experimental distribution was broader compared to
the simulated and presented a shoulder for smaller RSP values.

Relative Stopping Power Accuracy

Figure 5.21 depicts 4 HeCT reconstructions of the CTP404 sensitometry mod-
ule with different settings. In figure 5.21(a)-(c) experimental data are reported,
while figure 5.21(d) shows the simulated HeCT for comparison. Figure 5.21(a)
and 5.21(b) show, respectively, an unfiltered HeCT reconstructed image and
one with the standard threshold filter applied. Figure 5.21(b) appears simi-
larly in a previous publication (Volz et al. 2017). Figures 5.21(c) and 5.21(d)
show reconstructed HeCT images using the ∆E − E filter for an experimen-
tal and a simulated scan, respectively. The images were reconstructed using
256× 256 pixels per slice (0.7 mm pixel size) and a slice thickness of 2.5 mm
similar to treatment planning voxel sizes.

Again, ring artifacts visible in figures 5.21(a) and 5.21(b) were not present for
the ∆E− E filtered images. As is indicated by the horizontal lines in the images
on figure 5.21, traverse profiles along a diameter through each pair of oppos-
ing material inserts were plotted and are shown in figure 5.22. Similarly to
the reconstructions of the water phantom, the unfiltered HeCT of the CTP404
module yielded strong edge effects. The threshold filter reduced the artifacts,
particularly on the edge of the phantom, while in the center the unfiltered and
threshold filtered images showed a similar trend. The fluctuations in the pro-
file were greatly reduced when the ∆E− E filter was applied. Simulated and
experimental reconstructions with the new filter were similarly smooth. The
small deviations between the experimental and simulated RSP values for the
inserts stemmed from a slight difference in the simulated compared to the real
material composition.

The RSP accuracy of the HeCT reconstructed images was evaluated and com-
pared to reference values (peakfinder measurements for experiment, calcu-
lated values from the implemented material composition for simulation). The
mean relative error of the RSP values reconstructed for the plastic inserts and
the epoxy material was (2.39± 0.58)% for the unfiltered, and (2.90± 0.48)%
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for the threshold filtered experimental HeCT, where the given error is the stan-
dard error of the mean. Moreover, the RSP values for both the unfiltered and
threshold filtered reconstructions were subject to large noise, resulting in stan-
dard deviations of the reconstructed RSP values ranging up to ∼ 2 %.

When the ∆E− E filter was applied, the mean relative error was (0.40± 0.19)%
and (0.45± 0.22)% for simulated and experimental HeCT, respectively. The
relative error and respective standard deviation of the ∆E − E filtered HeCT
reconstructed values for each insert are shown in figure 5.23. For compar-
ison, figure 5.23 also shows the accuracy of pCT acquired with the system
(Giacometti et al. 2017a).

In the experiment, the highest relative error was seen for PMP at (0.99± 0.43)%.
In the simulation, only for LDPE the relative error was above the clinically
acceptable limit at (1.01± 0.12)%. Similar results have been previously pre-
sented for experimentally acquired pCT with the same scanner (mean relative

(a) Unfiltered, Exp.

(6) (1)

(5) (2)

(4) (3)

(b) Threshold Filter, Exp.

(6) (1)

(5) (2)

(4) (3)

(c) ∆E − E Filter, Exp.

(6) (1)

(5) (2)

(4) (3)

(d) ∆E − E Filter, Sim.

(6) (1)

(5) (2)

(4) (3)

0.4

0.8

1.2

1.6

2.0

R
elative

S
top

p
in

g
P

ow
er

Figure 5.21: Experimental HeCT transverse slices of the CTP404 sensitometry
module reconstructed with: (a) no filtering of secondary fragments; (b) standard
threshold filter; (c) the developed ∆E − E filter. (d) Transverse slice of a simu-
lated HeCT scan for the same phantom reconstructed applying the ∆E− E filter
for comparison. The images were reconstructed with 256× 256 pixels per slice
(0.7 mm pixel size) and slice thickness of 2.5 mm. The insert materials are (1)
Teflon, (2) delrin, (3) PMMA, (4) polystyrene, (5) LDPE and (6) PMP.
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Figure 5.22: Traverse profiles through each pair of opposing inserts in the HeCT
of the CTP404 module as indicated for LDPE and delrin (a) by the horizontal lines
in figure 5.21. Similarly, the profiles were plotted for (b) polystyrene and Teflon,
and (c) PMP and PMMA. The red dashed line refers to the experimental HeCT
without filter on fragments, the dashed green line with the standard threshold
filter, and the solid blue line with the ∆E − E filter. The dashed magenta line
corresponds to the ∆E− E filtered simulated HeCT.
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Figure 5.23: Relative error of the reconstructed RSP values for the material inserts
of the CTP404 sensitometry module and the epoxy material. The dashed green
bars are the experimental, the yellow bars the TOPAS simulated reconstruction.
For both the ∆E − E filter was applied. The dashed blue bars are experimental
pCT data acquired with the same detector (Giacometti et al. 2017a).
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Figure 5.24: Traverse slice of the HeCT reconstruction for the CTP528 module
where the ∆E− E filter was applied before image reconstruction. (a) Experimen-
tal, (b) simulated data. The images were reconstructed with 512× 512 pixels per
slice (0.35 mm pixel size) and 1.25 mm slice thickness.

error 0.43 %, relative error 1.36 % for PMP and 0.81 % for LDPE).

Spatial Resolution

Figure 5.24(a) and figure 5.24(b) show, respectively, an experimental and a sim-
ulated HeCT transverse slice of the CTP528 module. Ring artifacts, similar to
the ones observed for the other phantoms discussed above, were removed by
applying the ∆E− E filter. Streak artifacts in the center of the reconstructions
are visible. The MTF of the system was evaluated using the aluminum line
pairs and the result is shown in figure 5.25. A sigmoid fit was performed to
yield the MTF over the whole spatial frequency range (Seco et al. 2013).

The MTF of both the simulated and experimentally acquired HeCT are very
similar, with variations compatible within one standard deviation. The spatial
resolution is only slightly lower if secondary fragments are not filtered before
reconstruction as shown by the dashed gray line in figure 5.25. The unfiltered
experimental HeCT yields an MTF10 % of 3.7 lp/cm. The MTF10 % for the ∆E−
E filtered HeCT is 3.8 lp/cm in experiment and 3.7 lp/cm in simulation.

Discussion

The Effect of Fragments and the ∆E− E Filter
In this study, the effect of secondary fragments on HeCT imaging was inves-
tigated both for MC simulation and experiment. The ring artifacts and low
RSP accuracy visible in HeCT images acquired with the U.S. pCT consortium
prototype scanner (Volz et al. 2017) were shown to be caused by secondary
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Figure 5.25: MTF of the experimentally acquired (blue) and simulated (red) HeCT
of the CTP528 module with the ∆E− E filter applied. The dashed gray line shows
the MTF of the experimentally acquired HeCT without filtering secondaries be-
fore reconstruction. The error bars mark the standard deviation of the measured
contrast. A sigmoid fit has been performed to yield the MTF over the whole spa-
tial frequency range. The dashed lines indicate the MTF50 % and MTF10 %, respec-
tively.

fragments produced inside the the multistage energy/range detector. In gen-
eral, fragments introduced additional errors to the reconstructed WEPL. The
largest errors were seen at stage interfaces of the multistage detector, where
fragments can stop in an adjacent stage compared to the primaries.

The effect of fragmentation in single-event helium imaging has been re-
cently investigated for radiography with a CMOS active pixel setup by Gehrke
et al. (2017). In that work, a threshold based on the much lower energy deposit
of protons compared to primary helium ions was used to filter out fragments,
showing an improvement of the image quality. The present work showed that
with a similar threshold filter, able to remove most of the proton, deuteron and
triton contamination, the HeCT reconstructed images still presented reduced
RSP accuracy and significant fluctuations. Conversely, with the ∆E− E filter
which was able to distinguish also 3He fragments images with high RSP accu-
racy and without large ring artifacts were obtained. Despite the fact that 3He
fragments only represented a small percentage of the overall secondary yield,
their effect on the reconstruction accuracy was relatively large.

As shown in figures 5.19 and 5.20, with the ∆E− E filter, fluctuations were re-
duced to less than 0.2 % compared to the mean RSP value in simulation, and to
less than 0.5 % in the experiment. Similar fluctuations have also been observed
for pCT with the detector (Piersimoni et al. 2017, Giacometti et al. 2017a) and
were attributed to the detector calibration procedure rather than secondary
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fragments. Further improvement of the detector calibration is under investi-
gation.

The ∆E − E filtered reconstructions of the Catphan CTP404 module yielded
a RSP uncertainty better than the clinically acceptable limit of 1 % for most
inserts. Especially, the ∆E − E filter improved the mean RSP accuracy by a
factor 6 compared to the unfiltered and threshold filtered reconstructions. A
comparable RSP accuracy for experimental pCT data to that of the ∆E − E
filtered HeCT is reported in Giacometti et al. (2017a).

The MTF evaluated through the line pairs in the CTP528 module was not
significantly affected by secondary fragments. Both the simulated and experi-
mentally acquired HeCT images of the CTP528 module yielded similar MTFs
with an MTF10 % of ∼ 4 lp/cm. An initial energy higher than the 200 MeV/u
used in the present study would lead to an increase in spatial resolution due
to reduced MCS (Seco et al. 2013), but the contrast-to-noise ratio would be ex-
pected to decrease and the increased range straggling (Schulte et al. 2005, Am-
ato et al. 2018). Additionally, in the relevant energy range, the nuclear frag-
mentation cross sections for helium ions are energy dependent and increase
for kinetic energies above 280 MeV/u, see, e.g., figure 6 in Horst et al. (2017).
Therefore, in future studies, the optimal initial energy for helium imaging of
different body sites should be investigated.

A drawback of the filtering is the loss of approximately 38 % of the events in
experiment and 43 % in simulation compared to the event histories when no
filtering of fragments is applied, as calculated for a calibration run with two
bricks and the two wedges. The higher number in simulation might be a re-
sult from the slight difference in implemented and real density of the degrader
material and the uncertainty of the Geant4 physics modeling classes regard-
ing nuclear fragmentation. The latter has been investigated for carbon ions
(Böhlen et al. 2010, Dudouet et al. 2014, Bolst et al. 2017) and found to be of
the order of tens of percent; similar uncertainties are expected to be present for
the simulation of helium beams, but no experimental results are yet available.
Both simulated and experimental numbers are comparable to the loss of pri-
maries shown by Rovituso et al. (2017) for helium ions with initial energy of
200 MeV crossing 200 mm of water. However, Gehrke et al. (2018) and Piersi-
moni et al. (2018) have shown that the quality of helium imaging would not be
affected when the number of events used in reconstruction is reduced to 25 %
with respect to that used for proton imaging.

For the investigated prototype, the ∆E− E filter could not be applied for par-
ticles stopping in the very first energy detector stage. However, for an initial
energy of 200 MeV/u, primary helium ions stopping in the first detector stage
correspond to a WEPL of 21 cm or more. Hence, the first stage would only
become relevant for relatively thick objects. In order to also filter secondary
fragments stopping in the first stage, a rear tracker unit capable to measure
energy loss on top of position could be used to function as a thin ∆E− E stage.
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The strength of the ∆E − E filter lies within its generality. It adds only little
computational cost when reconstructing the images. Additionally, to enable
the technique, only a longitudinally segmented detector measuring the parti-
cles energy loss is necessary alongside the requirement that the particles stop
within the detector geometry. Finally, as the relationship given by Eq. 5.51 is
applicable for all charged particles, the method could also be extended to other
ion species.

Detector Performance
As can be noticed comparing figure 5.18(a) and figure 5.18(b), the response
curves in the ∆E− E spectra were different for the simulated compared to the
experimentally acquired detector response. Moreover, in experiment the ac-
quired ∆E− E spectra also varied among each pair of adjacent detector stages.
This dissimilarity could most likely be attributed to a non-linear stage response
at high energy depositions. In experiment, the digitized scintillation light out-
put was converted into a numerical energy value using a calibration run with
no phantom in the scanner. This method used only one energy calibration
point per stage and thus, a linear stage response was necessary for a correct
conversion of the digitized light output to energy over the whole range of pos-
sible energy deposits.
However, individual energy depositions were mapped directly to the known
WEPL crossed by the particles in the calibration procedure. For this, the nu-
merical energy value was used only as an index to retrieve a WEPL value from
the acquired WEPL versus energy map. Therefore, the correct numerical en-
ergy in MeV is not important for accurate WEPL reconstructions as long as
the values are consistent and no saturation occurs. This was confirmed by the
high RSP accuracy achieved in this work. Still, in follow up studies, the lin-
ear region of the stage response should be increased to optimize the detector
accuracy for HeCT.

For HeCT, 90 projections for a full scan limited the reconstruction accuracy
as can be seen by the streak artifacts visible in the reconstructions shown in
figure 5.24. Considering the Nyquist-Shannon (Shannon 1948) sampling the-
orem, such streak artifacts were a result of sparse view tomographies and an
under-sampled system matrix. This was also shown recently in Piersimoni
et al. (2018). This work hence did not reflect the full potential of HeCT. A com-
plete comparison of HeCT and pCT was beyond the scope of this work.

Overall, considering the achieved quality of HeCT reconstructed images in
this work, the prototype proton detector could be operated with helium beams
without altering the design. As the above filter could be adapted for other ion
species as well, this renders the pCT consortium prototype design a powerful
tool for ion imaging in general.
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Conclusions

In this work, the effect of projectile fragments on the image reconstruction in
ion imaging with a prototype detector was presented. By adapting the ∆E− E
technique to the image reconstruction, a method to filter out secondaries in ion
CT imaging was developed. As shown in the HeCT reconstructions presented
in this work, applying this filtering resulted in a notable improvement of the
image quality both in simulation and experiment, removing almost completely
the strong ring artifacts otherwise arising. This can be considered a general re-
sult, since secondary fragments can affect the WEPL evaluation in any particle
CT scanner system, independent of the detector design.

The developed ∆E− E method could be applied for imaging with other ion
species, or different detector setups as long as the energy detector is longitu-
dinally segmented. The promising spatial resolution and high RSP accuracy
achieved both in simulation and experiment affirm the opportunity of fur-
ther investigating helium ions in single-event imaging, possibly using a larger
number of projection angles, to fully exploit the potential of HeCT.

In conclusion, the U.S. pCT consortium prototype pCT scanner was proven
to produce high quality HeCT images, when a filter on secondary fragments, in
particular, 3He fragments, is applied. Future investigations will therefore focus
on identifying/designing the ideal scanner for helium imaging, possibly with
an energy detector optimized for helium ions. Under such conditions, a full
comparison of HeCT, pCT, and X-ray imaging modalities could be possible.
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Abstract

Data filtering is crucial for accurate relative stopping power (RSP) reconstruc-
tion in proton CT (pCT). In this work, we assess different filters and their per-
formance for the US pCT collaboration prototype pCT system in Monte Carlo
(MC) simulations. The potential of using the recently proposed ∆E-E filter for
removing nuclear interactions that occurred in the energy/range detector of
the pCT system is investigated.

Full pCT scans were acquired with the TOPAS MC simulated version of
the prototype scanner that comprises two tracking detectors and a 5 stage en-
ergy/range detector. An ideal water cylinder and a water cylinder with 5 tis-
sue inserts were investigated. Before image reconstruction, a 3 σ WEPL filter
was applied as the only filter, or in addition to filters acting on the energy
deposit in each of the energy detector stages, as done currently with the pro-
totype. The potential of the ∆E-E filter that was recently proposed for helium
imaging was assessed. The results were compared to simulations for which
nuclear interactions were disabled representing ground truth.

The 3 σ WEPL filter alone was not sufficient to filter out all nuclear inter-
action events and systematic fluctuations in the form of ring artifacts were
present in the pCT reconstructed images. Applying energy filters currently
used with the device prior to the 3 σ WEPL filter only slightly improved the
image quality. A 2 σ WEPL filter improved the mean RSP accuracy, but could
not fully remove the systematic fluctuations. The ∆E-E filter in addition to the
current reconstruction procedure efficiently removed the systematic fluctua-
tions and the achieved RSP accuracy closely matched the simulation without
nuclear interactions.

This study demonstrates the dependence of the accuracy of the usual 3 σ
WEPL filter on uncertainties arising within the energy detector. By enabling to
remove such uncertainties, the ∆E-E method proved to yield some potential
for improving the accuracy of pCT.

Introduction

Proton imaging has gained increasing interest over the last decades. The main
advantage of proton CT (pCT) over conventional X-ray CT is the more accu-
rate reconstruction of the voxelized relative stopping power (RSP) information
(Hansen et al. 2015) that is crucial for accurate ion beam radiotherapy treat-
ment planning (Paganetti 2012).

While pCT exhibits other benefits (Schulte et al. 2005, Depauw & Seco 2011,
Oancea et al. 2018), the achievable spatial resolution is limited due to multi-
ple Coulomb scattering (MCS). To reduce the uncertainty introduced by MCS,
in single-event pCT, the trajectory of each proton through the object is esti-
mated during image reconstruction (Williams 2004, Li et al. 2006, Schulte et al.
2008, Erdelyi 2009, Collins-Fekete et al. 2015, Collins-Fekete et al. 2017d, Krah
et al. 2018). The use of path reconstruction techniques requires sophisticated
detector systems capable of acquiring the proton track information before and
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after the object to be imaged, as well as the residual energy/range on a single-
event basis (Schulte et al. 2004, Schulte et al. 2008, Sadrozinski et al. 2013). Ad-
ditionally, a high precision requirement is placed on the energy/range detector
of such a system to ensure accurate RSP reconstruction (Bashkirov et al. 2016b).

However, energy straggling as well as nuclear interactions inside the ob-
ject to be imaged result in events with an unusually large energy loss and the
production of secondary protons that consequently increase the image noise
and compromise the RSP accuracy if included in the image reconstruction pro-
cedure (Schulte et al. 2005) - see also (Rädler et al. 2018) for a comprehensive
analysis of image noise in proton imaging. In order to ensure high quality
pCT images, data filters have to be implemented that accurately identify and
remove such events from the recorded particle histories. In most contempo-
rary studies, therefore a 3 σ filter on the water equivalent path length (WEPL)
crossed by each proton is applied as was proposed by Schulte et al. (2005). Ad-
ditionally, since the path reconstruction algorithms are based on a Gaussian
approximation to MCS, a 3 σ filter on the angular displacement of the particles
is used to exclude single large angle scattering events (Schulte et al. 2008).

The 3 σ WEPL filtering was suggested based on the straggling theory given
by Tschalär (1968) and assuming an ideal energy detector (Schulte et al. 2005).
However, for energy detectors that require the particles to stop within the de-
tector, nuclear interactions and particles that scatter outside the detector sensi-
tive area increase the weight of the straggling distribution tail compared to the
purely electromagnetic expectation. This can largely affect the calculation of
the distribution standard deviation, as already pointed out by Tschalär & Mac-
cabee (1970). Hence, while representing relatively few events, nuclear interac-
tions and scattering inside the energy detector could compromise the accuracy
of the 3 σ WEPL filter and, consequently, the achievable RSP accuracy of the
reconstructed image.

The goal of this work was to investigate the effect of such events on the ac-
curacy of pCT with the prototype detector developed by the US pCT collabo-
ration (Bashkirov et al. 2016a, Johnson et al. 2016, Johnson et al. 2017) in Monte
Carlo simulations. We investigate the performance of the usual 3 σ WEPL fil-
ter and assess the potential of using the ∆E-E filtering technique recently pro-
posed to identify nuclear fragmentation events in helium ion CT (HeCT) with
the scanner energy/range detector (Volz et al. 2018) to identify nuclear inter-
action events in pCT.

Materials and Methods

TOPAS simulation setup

The TOPAS simulation toolkit (Perl et al. 2012) release 2.0 patch 3 with Geant4
(Agostinelli et al. 2003, Allison et al. 2006, Allison et al. 2016) version 10.01
patch 02 was used for the Monte Carlo simulations presented in this work. The
default “Modular Physics List” of the TOPAS application was activated that
has been verified experimentally (Testa et al. 2013a). It includes the following
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physics lists: G4HadronPhysicsQGSP_BIC_HP, G4DecayPhysics, G4Stopping-
Physics for nuclear capture at rest, G4IonBinaryCascadePhysics and G4Hadron-
ElasticPhysicsHP for modelling nuclear interactions, as well as G4EmStandard-
Physics_option4 for electromagnetic interactions.

The TOPAS simulated version of the US pCT prototype scanner presented
in Piersimoni et al. (2017) was used to acquire full pCT scans of two phantoms.
The scanner consisted of four position sensitive detector planes, two preceding
(front tracker) and two following (rear tracker) the object to be imaged, and a
5-stage energy/range detector. Each of the position sensitive tracker planes
comprised two silicon layers (349 × 86 × 0.4 mm3) used to measure the par-
ticle position in vertical and horizontal direction, respectively. Each stage of
the energy/range detector consisted of 375× 100× 50.8 mm3 blocks of UPS-
923A polystyrene scintillator material (simulated using the polystyrene ma-
terial composition given by the NIST database (Berger et al. 2005)), as well
as 65 µm of PMMA wrapping material around each stage (Piersimoni et al.
2017). More details of the pCT prototype scanner design and operation have al-
ready been published elsewhere (Bashkirov et al. 2016b, Bashkirov et al. 2016a,
Sadrozinski et al. 2016, Johnson et al. 2016, Giacometti et al. 2017a, Piersimoni
et al. 2017, Johnson et al. 2017).

To investigate the accuracy of the data filters in eliminating nuclear interac-
tion events, we compared the image accuracy to simulations where only elec-
tromagnetic interactions were enabled (i.e. activating only G4EmStandard-
Physics_option4 in the physics list).

Primaries were generated with an initial energy of 200 MeV and delivered
through an ideal flat-field beam configuration (200 mm width, 100 mm height).
Full tomographic scans were acquired in 90 individual projections at a 4◦ an-
gular step as established by Plautz et al. (2016). For each projection, 2× 106

primary protons were simulated.
To closely model the experimental operation principle, for the different

setups the energy output was calibrated to WEPL using a dedicated poly-
styrene phantom setup. The calibration procedure was originally developed
by Bashkirov et al. (2016a); in the present work, the “wedge” calibration pro-
cedure described in detail for configuration C in Piersimoni et al. (2017) was
followed. The calibration was performed in 5 individual runs: for the first run,
two polystyrene wedges (RSP=1.043) providing a continuous thickness varia-
tion between 0 and 50.8 mm were placed between the front and rear tracker. In
the subsequent runs, 50.8 mm thick blocks of the same polystyrene were added
one after another enabling the calibration of the detector over the full range of
the particles. During the calibration procedure, the particles were binned in
a 2D array according to their WEPL and energy deposit to the farthest detec-
tor stage in downstream direction they reached into. For each energy bin, the
most likely WEPL was computed as the mean within the FWHM bounds of
the corresponding WEPL distribution. This resulted in a 340 element vector
for each stage that connected the energy deposit in steps of 0.25 MeV from 0 to
85 MeV to the respective most likely WEPL crossed by the particle.
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Figure 5.26: Schematic depiction of the energy/range detector and flowchart of
the filtering processes used in this work. The processes outlined in red are used
in the current reconstruction procedure for the device. In this work, additionally
the recently proposed ∆E-E filter (highlighted in blue) was used to identify such
events that suffered a nuclear interaction inside the detector or scattered outside
the detector sensitive area (as indicated by the yellow star).

Image reconstruction and data filtering
Several filters are involved in the current data processing procedure for the
prototype detector underlying the investigation in this note. They can be di-
vided into filters that act on the energy loss measurement in the multistage
detector before the conversion of the energy loss to WEPL through the derived
WEPL calibration (in the following referred to as pre-calibration filters) and
filters that act on the calibrated output of the detector (post-calibration filters).
The different data filtering processes are explained in figure 5.26, where the
filters currently used with the device are highlighted in red.

Pre-calibration filters For the prototype, first the stage where the particle
stopped (henceforth denoted Bragg-peak stage) was determined as the last
stage in beam direction in that an energy deposit above 1 MeV was measured.
As is implemented in the current pre-processing procedure for the investigated
prototype, events with a higher energy deposit in the Bragg-peak stage than
transferable by a single proton were removed. Additionally, in the current
procedure, an energy threshold filter is implemented, that acts on the energy
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deposit in each stage leading up to the Bragg-peak stage. For a run without
phantom (i.e. a run for that most particles reach into the last detector stage),
the mean and standard deviation of the energy deposit in each stage was com-
puted, and the mean minus 5 σ was set as the stage threshold. Events with
a lower energy deposit in any stage leading up to the Bragg-peak stage com-
pared to the respective stage threshold were removed by the filter.

The data filters mentioned above (threshold energy filter and maximum
energy cut) will be referred to as “current” pre-calibration filters throughout
this work. However, this refers only to the investigated prototype and does
not reflect the reconstruction procedure for other imaging devices.

In order to improve upon the current setup, the recently proposed ∆E-E fil-
tering mode of the detector (Volz et al. 2018) was investigated for its use in pro-
ton imaging. For the method, the energy deposit in the Bragg-peak stage was
defined as residual energy E and the energy deposit in the stage adjacent in up-
stream direction as ∆E. Particles that scattered outside the detector sensitive
area or those that stopped due to a nuclear interaction could then be identified
by comparing the measured ∆E-E relationship with the one expected for pro-
tons that stopped in a stage “correctly”: In the detector calibration procedure,
the ∆E-E response pattern of protons that did not undergo nuclear interactions
was parametrized by a second order polynomial. Events for that the ∆E-E rela-
tionship was not compatible with the parametrization within certain margins
could then be removed before image reconstruction (compare figure 5.27).

Image reconstruction and post-calibration filters For each event not removed
by the pre-calibration filters, the energy deposit in the Bragg-peak stage was
then converted to WEPL using the energy vs. WEPL calibration curves derived
in the detector calibration (Piersimoni et al. 2017).

Images were reconstructed using the DROP algebraic reconstruction tech-
nique with superiorization of the total variation norm (TVS) (Penfold et al.
2010). The algorithm was run with 40 blocks and stopped after 8 iterations.
Proton paths were estimated using the optimized cubic spline path formalism
by Collins-Fekete et al. (2015) that was recently shown to be equivalent to the
probabilistic most likely path formalism (Collins-Fekete et al. 2017d). All im-
ages were reconstructed with a slice thickness of 2.5 mm and 256× 256 pixel
per slice (0.7 mm pixel size). The Feldkamp-David-Kress (FDK) algorithm was
used to generate the starting image for the iterative reconstruction. This initial
estimate was also used to project the start and end-point of the cubic spline
path onto the object hull as described in Schultze et al. (2014).

Within the DROP-TVS algorithm the 3 σ WEPL filtering was performed.
First, the particle histories were binned based on projection angle (4◦ bins)
and midpoint of the straight line connection between their entrance and exit
positions of the reconstruction volume into equal intervals in lateral (1 mm
bins) and vertical (2.5 mm bins) coordinates. For each bin, the mode WEPL
was identified as the maximum of the WEPL distribution (the maximum with
smallest WEPL value should more than one WEPL value contain the maxi-
mum number of events). Then, the mean and standard deviation of the WEPL
distribution for the bin were computed within ±30 % around the mode WEPL
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Material Element(Weight[%]) RSP
Brain tissue H(8.17);C(53.62);N(1.53);O(26.51);Mg(9.98);Cl(0.19) 1.049
Trabec. bone H(8.4);C(59.66);N(1.56);O(21.43);Mg(1.46);P(2.33);Cl(0.12);Ca(5.04) 1.112
Cort. bone H(4.13);C(29.70);N(0.85);O(34.12);Mg(3.11);P(7.57);Cl(0.04);Ca(20.48) 1.591
T. enamel H(2.77);C(21.81);N(0.82);O(34.02);P(12.33);S(0.31);Cl(0.03);Ca(26.60);Ba(1.31) 1.794
T. dentin H(4.51);C(35.36);N(1.23);O(29.41);P(9.20);S(0.08);Cl(0.04);Ca(19.84);Ba(0.33) 1.518

Table 5.1: Material composition for the insert phantom as used in the simula-
tion. The RSP was calculated directly from the stopping power tables used in the
simulation with G4_WATER as reference. The elemental composition was imple-
mented as given in Piersimoni et al. (2017).

value. For image reconstruction, only events with a WEPL within±3 σ of their
bin mean WEPL were considered. Additionally, in each bin, a 3 σ filter on the
angular deflection of the particles was applied. In the case where nuclear inter-
actions were disabled in the simulation, only the post-calibration filters were
applied.

Investigation of filter efficiency Additionally to comparing the results to a
simulation without nuclear interactions, we counted the events that under-
went a inelastic/non-elastic nuclear interaction before and after the filtering.
This was achieved using the “filtering scorer” framework provided by the
TOPAS toolkit: a filtering scorer was added to the energy/range detector that
recorded the energy deposit to the energy/range detector only for particles
that originated from inelastic/non-elastic nuclear interactions processes. In
processing of the data, a boolean was assigned to each event that was set true,
if any energy deposit in any stage was measured for the event with the imple-
mented filtering scorer.

Simulated Phantoms

First, an ideal water cylinder was investigated, so that the effect of filter uncer-
tainties could be disentangled from the phantom geometry. The cylinder was
150 mm in diameter, 80 mm high and composed of G4_WATER.

To investigate the stopping power accuracy, the insert phantom IP1 pre-
sented in Piersimoni et al. (2017) was used. The phantom was a water cylinder
(G4_WATER) of 150 mm diameter and 80 mm height with five different tissue
inserts of 15 mm radius and 80 mm height: tooth dentin, tooth enamel, cortical
bone, trabecular bone and brain tissue, see table 5.1 for the material compo-
sition and reference RSP. To yield an estimate of the RSP accuracy, the mean
RSP value was computed in a region-of-interest of 10 mm radius in the cen-
ter of each insert averaged over the 5 most central slices, and compared to the
reference values.
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Figure 5.27: The ∆E-E spectrum for one projection of the ideal water cylinder. (a)
The energy deposit to stage 3 of all particles stopping in that stage was plotted
against their respective energy deposit to stage 2. (b) The equivalent for a simu-
lation for that nuclear interactions were disabled. No data filtering was used in
acquiring the spectra. The vertical dashed black lines indicate the threshold filter,
the horizontal dashed black lines the cut on the maximum transferable energy as
used in the current reconstruction procedure with the investigated prototype. The
red dashed lines indicate the margins used for the ∆E-E filter.

Results

∆E-E spectra

Figure 5.27 shows two ∆E-E spectra acquired using a pCT projection of the
ideal water cylinder. In figure 5.27(a), the energy deposition (Edep) to stage 3
was plotted against the energy deposited to stage 2 for all particles stopping
in stage 3. For comparison, in figure 5.27(b), the equivalent was plotted for a
simulation without nuclear interactions.
The dashed black lines in figure 5.27 indicate the currently used pre-calibration
filters (energy threshold and cut on maximum energy). The dashed red lines
depict the margins used for the ∆E-E filter. The protons that stopped in stage
3 “correctly”, i.e. did not suffer nuclear interactions or scattered outside the
detector sensitive area, are seen as the high occurrence pattern. The vertical
pattern at ∆E ∼ 30 MeV in figure 5.27(a) corresponded to particles which had
crossed a small amount of material or no material at all, and, hence, should
have stopped in the last detector stage, but stopped already in stage 3 due to
nuclear interactions or scattering. In figure 5.27(b), the residual noise around
the proton occurrence pattern could be removed by excluding particles close
to the vertical boundaries of the detector. Therefore, the conclusion was drawn
that the residual noise was attributed to events scattering outside the detector
sensitive area.
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WEPL calibration curves
In deriving the WEPL calibration curves for each of the 5 stages of the en-
ergy/range detector, the effect of the ∆E-E filter was negligible. In the follow-
ing, therefore, the calibration curves derived with the current calibration pro-
cedure of the detector was used for preprocessing all simulations where the full
physics list was active. For the simulation where only G4EmStandardPhysics_-
option4 was active, a separate set of calibration curves was derived and used
for the WEPL conversion. Due to the missing elastic nuclear interactions (hadE-
lastic physics processes) both in the calibration phantom and inside the detec-
tor and the attributed on average slightly lower energy loss of the particles, the
calibration curve for the simulation without nuclear interactions was shifted to
slightly larger WEPL values at the same energy deposit in the Bragg-peak stage
(mean difference 60.22 mm).

Data filter performance

The effect of the different pre-calibration filters is demonstrated in figure 5.28.
The figure shows the distribution of the converted WEPL crossed by protons
that entered the ideal water cylinder in a central region of 5 mm width and
60 mm height (depicted by the drawing on the right side of the figure), i.e.
particles that crossed a water equivalent thickness of ∼ 150 mm. We note that
the so obtained distribution does not correspond directly to the WEPL distri-
butions used for the 3 σ WEPL filtering in the DROP-TVS algorithm, where
the particles are binned using a finer binning grid as explained above. Differ-
ent pre-calibration filters were applied before the WEPL conversion: no pre-
calibration filtering (blue triangles), the pre-calibration filters currently used
with the prototype (green squares) and the ∆E-E filter in addition to the previ-
ous (red, circles). For comparison, the figure also shows the equivalent WEPL
distribution acquired in a simulation where only electromagnetic interactions
were active. At a WEPL of ∼ 145 mm, there was a stage interface and conse-
quently, events below or above this value correspond to events that stopped
in different stages (stage 2 and 3). This caused the fluctuations observed at the
peak of the distribution in Figure 5.28.

The bottom part of the figure shows the 3 σ region around the mean where
the different filter setups correspond to the same colors as above. The mean
and standard deviations for each distribution are listed in table 5.2. The WEPL
distribution tail was larger for the cases without pre-calibration and the pre-
calibration filters currently used with the prototype, when compared to the
distribution without nuclear interactions. The ∆E-E filter effectively reduced
the tail, which is reflected in the 3 σ region: without the ∆E-E filter, the 3 σ
region still includes events with an unusually large WEPL.

To visualize the nuclear interaction contamination in the final set of events
used for image reconstruction, figure 5.29 shows the resulting ∆E-E spectra for
the setup in figure 5.27(a) after the post-calibration filters were applied in ad-
dition to the different pre-calibration filters. In particular, figure 5.29(a) shows
the spectrum after the currently used pre- and post-calibration filters were ap-
plied – the threshold filter on the particle energy deposit in the detector stages
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Figure 5.28: Distribution of WEPL crossed by particles that entered the water
phantom in a central region of 5 mm width and 60 mm height indicated by the
gray-shaded area in the drawing on the right (not to scale). The blue triangles,
the green squares and the red circles mark respectively, the WEPL distribution
without pre-calibration filters, the distribution where the current pre-calibration
filters were applied, and the distribution after the ∆E-E filter was added to the
current pre-calibration filters. The black triangles are the WEPL distribution ob-
tained for a simulation without nuclear interactions. The bottom part of the graph
indicates the 3 σ regions for the ∆E-E filter (red), for the current pre-calibration fil-
ters (green), and the distribution without pre-calibration filters (blue). The errors
indicate the standard deviation of the counts. The dashed grey line in the plot
depicts the diameter of the water phantom, i.e. the approximate water equivalent
thickness crossed by the selected protons.

WEPL distribution Mean [mm] Std. dev. [mm]
No pre-calibration filters 151.8 7.6
Current pre-calibration filters 151.9 7.5
Add. ∆E-E filter 150.3 3.5
No nuclear interactions 149.9 3.1

Table 5.2: Mean and standard deviation for the WEPL distributions indicated in
figure 5.28.
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Figure 5.29: ∆E-E spectrum as shown in figure 5.27(a) after different data filter-
ing procedures were applied. (a) ∆E-E spectrum after the current pre- and post-
calibration filtering. (b) After the current pre-calibration filters, but using a 2 σ
WEPL filter in the post-calibration filters. (c) Only using the post-calibration fil-
ters. (d) ∆E-E filter added to the current pre-calibration filters.
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Filter True pos. False pos. True neg. False neg.
Pre-calib. Curr. filters 83 % 14 % 3 % < 1 %

Add. ∆E-E 80 % 4 % 13 % 3 %
Pre- and Curr. filters (3 σ WEPL) 72 % 3 % 13 % 12 %
post-calib. Curr. filters (2 σ WEPL) 71 % 2 % 14 % 13 %

∆E-E (3 σ WEPL) 71 % 1 % 15 % 13 %

Table 5.3: Number of events that underwent a inelastic/non-elastic nuclear in-
teraction and were removed/not removed by the current setup of pre- and post-
calibration filters, as well as the ∆E-E filter added to the current pre-calibration
filters. The values were acquired for one projection of the ideal water cylinder
and are relative to the total number of particles that entered the reconstruction
field-of-view in that projection.

and the cut on maximum transferable energy, as well as the 3 σ filters on both
angular displacement and WEPL. The currently used filters were not able to re-
move all nuclear interaction events. For figure 5.29(b), the same pre-calibration
filters as in (a) were applied, but in the post-calibration filters, the 3 σ WEPL fil-
ter was replaced by a 2 σ WEPL filter. While an improvement compared to the
current procedure filters was observed, still some nuclear interaction events
were left for image reconstruction. In figure 5.29(c), the post-calibration filters
were applied without pre-calibration filters. An increase in nuclear interaction
events left for image reconstruction was seen especially at lower ∆E values
and also at higher E values, which were previously removed by the threshold
filter and maximum cut. Finally, in figure 5.29(d) the ∆E-E filter was added to
the pre-calibration filters. Most nuclear interactions were removed with this
setup.
To further quantify the efficiency of the filters, we counted the events that
underwent inelastic / non-elastic nuclear interactions for one projection of
the ideal water phantom after different filters were applied. The results are
listed in table 5.3. A true positive was defined as an event that remained after
filtering and that did not undergo an inelastic / non-elastic nuclear interac-
tion (see section 5.3); a false positive an event that remained but underwent a
inelastic/non-elastic nuclear interaction. True/false negatives are equivalently
defined for particles that were removed by the filtering.

While the effect of the ∆E-E filter is small relative to the overall number of
particles that entered the reconstruction volume, it is important to note, that
the filtered events were not evenly distributed in terms of their WEPL. Rather,
the number of particles removed by the ∆E-E filter with respect to those used
for image reconstruction after the current pre- and post-calibration filters were
applied peaked at WEPL values that correspond to stage interfaces.

Accuracy of the reconstructed pCT images

As example reconstructions, figure 5.30(a) shows the central slice of the pCT
current procedure reconstructed image of the ideal water cylinder and figure
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Figure 5.30: Central slice through the current procedure reconstructed pCT of (a)
the ideal water phantom and (b) the water cylinder with plastic inserts (insert
phantom). The blue circle and the dashed blue line in (a) show the region-of-
interest and line-of-interest used for the acquisition of figure 5.31, respectively.
The circles in (b) depict the region-of-interest used for assessing the RSP accuracy
(blue: tooth dentine, magenta: tooth enamel, green: brain tissue, red: cortical
bone, black: trabecular bone, yellow: water).

5.30(b) that of the water phantom with different tissue inserts. The effect of
different data filters is presented in more detail in the following.

Ideal water phantom

Figure 5.31(a) shows transverse profiles through the pCT images of the water
phantom reconstructed with different filtering setups. In the profile of the re-
construction where only the post-calibration filters were used, systematic fluc-
tuations in the form of ring artifacts were present extending to an amplitude
of ∼ 0.5% relative to the mean. Using the current pre-calibration filters, these
fluctuations were reduced to ∼ 0.3 % relative to the mean, however, a bias
towards overestimated RSP values was present. Note, that these fluctuations
are not visible in figure 5.30 due to the RSP scale which was chosen to cover
all materials of the insert phantom. A 2 σ WEPL filter reduced this bias, but
did not fully eliminate the systematic fluctuations. The ∆E-E filtering in addi-
tion to the currently used filters was able to remove the systematic fluctuations
completely. This was the case, even when a more relaxed 4 σ WEPL filter was
applied.

In figure 5.31(b) the distribution of reconstructed RSP values in each voxel
in a central region of interest of 60 mm radius is shown. The reconstruction
in which only the post-calibration filtering was applied yielded a maximum
relative error of 1.7 % and the reconstructed RSP values followed no clear
trend. Adding the current pre-calibration filters yielded a mean relative er-
ror of (0.53± 0.23)%, where the given uncertainty is the distribution standard
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Figure 5.31: (a) Transverse profiles through the pCT reconstructed images of
the ideal water cylinder. (b) RSP distribution accumulated for every voxel in a
central region of interest of 6 cm radius over the 9 most central slices. Differ-
ent data filtering methods were used to acquire the images: the current pre- and
post-calibration filters (dash-dot, red), the current pre-calibration filters with a 2 σ
WEPL filter (dashed, green), using only post-calibration filters (dotted, magenta),
the ∆E-E filter added to the current pre-calibration filters (solid, blue), and the
same with a more relaxed 4 σ WEPL filter (dashed, yellow). For comparison, the
simulation without nuclear interactions is shown (solid, black).

deviation. Using a 2 σ WEPL filter in the post-calibration filter setup, the dis-
tribution of reconstructed RSP values improved to a mean relative error of
(0.24± 0.20)%. When the ∆E-E filter was applied in addition to the current
pre-calibration filters, the distribution of reconstructed RSP values was much
sharper and yielded a mean relative error of (0.11± 0.10)%. The ∆E-E method
with a more relaxed 4 σ WEPL filter yielded similar results with a mean relative
error of (0.15± 0.10)%. With the ∆E-E filter a similar reconstruction accuracy
was achieved as for the simulation without nuclear interactions.

Insert phantom

In figure 5.32 the relative errors for each of the tissue inserts of the insert phan-
tom are shown for different filtering setups used with the 5 stage energy/range
detector. Again, the results are compared against a simulation without nuclear
interactions. The mean absolute RSP error resulting from the reconstructions
performed using the different filter setups are listed in table 5.4.

The mean RSP accuracy was lowest for the current procedure data filter
setup. A post-calibration filtering with a more strict 2 σ WEPL filter in conjunc-
tion with the current pre-calibration filters improved the RSP accuracy. The
∆E-E filtering in addition to the current pre-calibration filters improved the
RSP accuracy towards the accuracy achieved in a simulation for that nuclear
interactions were disabled. Using a more relaxed 4 σ WEPL filter in conjunc-
tion with the ∆E-E filtering lowered the RSP accuracy again, especially for the
denser material inserts. On the other hand, using the additional ∆E-E filter to-
gether with a 2 σ WEPL post-calibration filter resulted in the highest mean RSP
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Figure 5.32: Relative error of the pCT reconstructed RSP values for each tissue
insert of the insert phantom for different data filtering modalities. The dashed
red bars are the reconstruction with the current pre- and post-calibration filters,
the green bars the current reconstruction with a 2 σ WEPL filter, the dashed blue
bars are the ∆E-E filtered reconstruction and the dashed yellow bars are the ∆E-E
filtered reconstruction with a more relaxed 4 σ WEPL filter applied. The white
bars are the RSP accuracy achieved in a simulation without nuclear interactions.
The error bars show the standard deviation.
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accuracy. For all data filtering methods, the relative error of the reconstructed
RSP was better than the clinically acceptable 1 %.

Filter setup MAE [%]
Current pre-cal. (3 σ WEPL) 0.55± 0.05
Current pre-cal.. (2 σ WEPL) 0.32± 0.05
Add. ∆E-E filter (3σ WEPL) 0.19± 0.09
Add. ∆E-E filter (4 σ WEPL) 0.34± 0.14
Add. ∆E-E filter (2 σ WEPL) 0.10± 0.06
No nuc. int. (3σ WEPL) 0.14± 0.07

Table 5.4: Mean absolute error (MAE) of the reconstructed RSP for the inserts of
the insert phantom when different filtering modalities were applied before image
reconstruction. The given uncertainty is the standard error of the mean. In paren-
theses the deviation of the particle WEPL from its mean accepted by the respective
post-calibration WEPL filters is indicated.

Discussion

In this note, the accuracy of different data filtering setups in removing nuclear
interaction events from the primary histories was assessed based on the U.S.
pCT collaboration pre-clinical pCT prototype. The benefit the recently devel-
oped ∆E-E filter could bring to pCT was investigated.

Calibration procedure

In acquiring the WEPL calibration curves for the system following the proce-
dure given for configuration C in Piersimoni et al. (2017), applying the ∆E-E
filter did not have a significant impact. As explained in section 5.3, during
the calibration procedure of the detector, the particle histories are binned ac-
cording to their WEPL and energy deposit to the Bragg-peak stage. The cali-
bration for each stage is then found by computing the most likely WEPL for
each energy bin. For protons, the number of events contained in the energy
loss distribution tail is much smaller compared to the distribution central part.
Hence, WEPL values for that only the energy loss distribution tail overlaps
with a given energy bin do not influence the most likely WEPL correspond-
ing to that energy bin, given that all WEPL bins contain a similar number of
events. However, the ∆E-E filter by construction acts only on the tail of the
energy loss distribution. Therefore, the calibration curves were expected not
to be affected much by the ∆E-E filter.

Image reconstruction
In reconstructing the pCT images, it was seen that the presence of nuclear in-
teractions leads to a larger standard deviation of the WEPL distribution com-
pared to the purely electromagnetic distribution, due to nuclear interaction
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events increasing the weight of the WEPL distribution tail. Consequently, the
post-calibration filters (3 σ WEPL and angular displacement filter) alone were
not sufficient in removing events with an unusually large WEPL. This resulted
in a reduced RSP accuracy of the pCT reconstructed image. The effect was
seen most prominently as systematic fluctuations in the form of ring artifacts
arising at stage interfaces, where events stopping in a different stage due to
a nuclear interaction can introduce a systematic shift in the WEPL conversion
(Bashkirov et al. 2016b). Applying filters on the particle energy deposit mea-
sured in the multistage detector as used currently with the investigated pro-
totype only slightly reduced these fluctuations. A 2 σ WEPL filter in addition
to the current pre-calibration filters improved the image quality, but could not
completely remove the systematic fluctuations. Conversely, with the ∆E-E fil-
ter applied in addition to the current pre-calibration filters, the tail of the WEPL
distribution was reduced towards the distribution where nuclear interactions
were disabled in the simulation, thus resulting in a smaller standard deviation
and a more effective filtering of events with an unusually large energy loss.
With the ∆E-E filter, the systematic fluctuations in the pCT reconstructed im-
ages of the ideal water phantom were removed even when a more relaxed 4 σ
WEPL filter was used. The obtained results closely matched the reconstructed
pCT for that nuclear interactions were disabled in the simulation.

Similar results were obtained for the RSP accuracy studied with the insert
phantom: the ∆E-E filter added to the current pre-calibration filters improved
the RSP accuracy towards the reference value with no nuclear interactions.
However, here, a more relaxed 4 σ WEPL filter in addition to the ∆E-E fil-
ter resulted in a reduced RSP accuracy, especially for the denser material in-
serts, where nuclear interactions are more likely to occur. This highlights how
the ∆E-E filter cannot replace the 3 σ filter, since it cannot remove uncertain-
ties stemming from within the object, but only those arising within the en-
ergy/range detector. Not using the 3 σ filter in addition to the ∆E-E filtering
still results in the issues outlined by Schulte et al. (2005). Using a 2 σ WEPL
filter together with the ∆E-E filter further improved the accuracy, but also led
to the removal of ∼ 7 % events more compared to the current pre- and post-
calibration filter setup. On the other hand, removing the threshold filter from
the pre-calibration filters did not degrade the image quality if the ∆E-E filter
was used.

For the water phantom, the ∆E-E filter in addition to the pre- and post-
calibration filters removed about 4 % events more with respect to the number
of events used in the reconstruction with the current filter setup; a 2 σ WEPL
filter removed 3 % events more. The number of particles filtered by the ∆E-E
filter with respect to that used with the 2 σ WEPL post-calibration filter is not
evenly distributed over the full WEPL range, but rather peaks at WEPL val-
ues corresponding to stage interfaces of the multistage energy/range detector.
On the other hand, for the cylindrical water phantom investigated, the WEPL
ranges corresponding to stage interfaces do not correspond to a large fraction
of the primary fluence explaining how a low number of events filtered more
with the ∆E-E filter can have a noticeable impact on the image quality. We
note, that the effect of different filters on the image quality also depends on the
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reconstruction algorithm used, but the comparison of different reconstruction
algorithms was beyond the scope of this work.

∆E-E filter
As the the ∆E-E filter was originally proposed for helium imaging with the
device, the filtering was performed using only the last two stages the particle
reached into which is sufficient to identify helium ions that did not undergo
nuclear fragmentation along their path. On the other hand, the more conven-
tional approach to a ∆E-E telescope would be to use the first stage in upstream
direction as the ∆E stage and summing up the energy deposits measured in
the remaining stages to form E. This, however, could result in a somewhat
reduced efficiency of the filter for particles reaching farther into the detector,
due to the lower variation of their energy deposit in the first detector stage.

In proton imaging, the main effect of the ∆E-E filter is to remove events that
stopped in a stage due to a nuclear interaction within the energy detector or
scattered outside the detector sensitive area. Still, the ∆E-E filter acts only on
the last two stages a particle reached into and can hence not remove secondary
protons with a range sufficient to traverse more than one detector stage, as
these would fall together with the primary proton ∆E-E spectrum. In order to
improve upon the current filter setup, additional ∆E-∆E filters based on the
information of the earlier stages could be implemented. However, the results
of this work indicate that the potential benefit of this would be minor, as with
the current filter setup, already satisfying accuracy was achieved – close to
the reference acquired through simulations where nuclear interactions were
disabled entirely.

The impact of nuclear interactions

The key observation in this work is that the calculation of the WEPL stan-
dard deviation is sensitive to nuclear interaction events occurring within the
energy detector. While the effect on the image quality will be different for
other detector designs, the general issue is not limited to the prototype detec-
tor investigated here. For energy/range detectors that require the particle to
come to a stop within the detector, but provide no longitudinal segmentation
(e.g. a one-stage scintillator), filtering out the nuclear interaction contamina-
tion stemming from within the energy/range detector would be a more dif-
ficult task due to the lack of information. This would also be the case for a
classical range telescope, i.e. a stack of thin detector layers providing neither
energy nor spatial information, where the range is computed simply from the
farthest detector layer the particle reached into. However, the results obtained
in this work suggest that for a single stage detector design a 2 σ WEPL fil-
ter could be a sufficient workaround, as uncertainties remaining after the 2 σ
WEPL filter were mainly connected to the stage interfaces of the multistage en-
ergy/range detector hybrid. Potentially, the optimum would be to implement
smart filters, either employing probability measures that correlate the tracker
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information and the measured WEPL (as e.g. proposed by Collins-Fekete &
Romano (2018)) or using machine learning algorithms.

For segmented energy/range hybrid detectors, the ∆E-E filter developed
for helium ion imaging was shown to improve also pCT. By removing un-
certainties arising from the detector segmentation, the ∆E-E filter potentially
further adds to the benefits of using segmented energy/range hybrid detec-
tors outlined by Bashkirov et al. (2016b). However, while nuclear interactions
are one cause of uncertainty, for the full experimental setup, additional effects
connected to the detector readout and calibration would have to be taken into
account2. The modeling and evaluation of such effects, however, was beyond
the scope of this work and will be subject to further investigations.

Conclusion

In this work, it was demonstrated that for the prototype system developed by
the US pCT collaboration the 3 σ filtering alone is not sufficient in removing
unusually large energy losses and nuclear interaction events prior to image
reconstruction. This resulted in reduced RSP accuracy and systematic fluctu-
ations in the reconstructed images. In general, nuclear interactions inside the
energy/range detector influence the calculation of the standard deviation of
the WEPL distribution and can reduce the filter efficiency. In this context, the
∆E-E filtering mode was shown to yield some potential for pCT as well, since
it enables the identification and effective filtering of nuclear interaction events
that occurred within the detector. For single stage detectors, a more strict 2 σ
filter could potentially act as a workaround. In future studies, the results of this
work should be verified in experiment and investigated also for other detector
designs.
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Abstract

Given the feasibility of high quality helium ion imaging demonstrated in pub-
lication P.XII and the potential improvement of proton imaging with the ∆E-E
filter suggested in the simulation study presented in publication P.XI, the next
step in this research was to experimentally explore the potential of these imag-
ing modalities for the clinics. In 2019, to continue this research, our group
together with the US pCT collaboration was awarded with project funding by
the Particle Therapy Co-Operative Group (PTCOG). This enabled another se-
ries of experiments with the US pCT collaboration prototype scanner installed
at the HIT facility between end of 2019 and early 2020. The overall aim of
this project was to investigate the reduction of range uncertainty in particle
therapy achievable through helium ion and proton imaging compared to the
current clinical practice. For comparison, we considered both SECT and DECT
as the latter can be considered the current gold standard for RSP acquisition
in terms of accuracy and clinical maturity. To ensure an unbiased compari-
son, we used both homogeneous and heterogeneous fresh animal tissue sam-
ples (porcine and bovine). This enabled a direct comparison between the RSP
accuracy and image quality achievable with the different methods. In-tissue
range reference measurements performed for the heterogeneous tissue sample
will further enable the assessment of the achievable range accuracy with the
different modalities. In the following, preliminary results from our ongoing
investigations are presented.

Introduction

Accurate analytical treatment planning in particle therapy requires accurate
voxelized information of the relative stopping power (RSP) within the patient
(Paganetti 2012). In current clinical practice, the RSP map is acquired with a
treatment planning Single-Energy x-ray CT (SECT) through a calibrated con-
version from the measured photon absorption coefficient (Hounsfield Units,
HU). The HU-RSP conversion curve can be obtained either empirically, by
measuring both the HU and RSP for tissue surrogate plastic materials, or based
on the stochiometric calibration method by Schneider et al. (1996). The former
method generally suffers in accuracy due to the poor representation of human
tissues offered by the tissue surrogates (Wohlfahrt & Richter 2020). For the lat-
ter, the tissue surrogate materials are only used to obtain scanner specific pa-
rameters for calculating theoretical HUs for a list of human tissues with tabu-
lated chemical composition (Woodard & White 1986, White et al. 1987). RSPs of
these tissues are calculated by evaluating the Bethe formula (Bär et al. 2018a).
Both the empirical and stochiometric methods result in a set of discrete calibra-
tion points. The calibration is extended to the whole HU range through piece
wise linear fitting (Wohlfahrt & Richter 2020). The HU-RSP conversion is not
based on physical principles, due to the fundamentally different interactions
of photons and particles with matter. Hence, the HU-RSP relationship is not
bijective and tissues with the same HU can have different RSP or vice versa.
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As such, the HU-RSP conversion is a key uncertainty factor when computing
the particles range inside the patient (Paganetti 2012, Lomax 2020). Already
Schaffner & Pedroni (1998) have shown the HU-RSP conversion to cause un-
certainties in the range calculation up to 1.5%. In order to ensure tumor dose
coverage, safety margins are therefore added around the target volume in cur-
rent clinical practice of up to 3.5%+3 mm (Paganetti 2012).

As means to improve the current clinical practice, in recent years meth-
ods for RSP acquisition from Dual-Energy x-ray CT (DECT) have been pro-
posed (Yang et al. 2010, Hünemohr et al. 2013, Bourque et al. 2014, Möhler
et al. 2016, Taasti et al. 2016, Wohlfahrt et al. 2017b). DECT uses two dif-
ferent photon energy spectra providing partially complementary information
which enables a more accurate determination of tissue specific parameters
(Wohlfahrt & Richter 2020). In recent extensive theoretical studies and ex-
perimental campaigns, methods for RSP determination from DECT have been
shown to yield an RSP accuracy better than 1% and, consequently, can im-
prove the achievable range accuracy (Bär et al. 2017, Bär et al. 2018b, Möhler
et al. 2018, Taasti et al. 2017, Almeida et al. 2018). Given the potential of DECT,
it is now at the forefront of reaching widespread clinical application (Wohlfahrt
& Richter 2020). Still, RSP estimation from DECT represents an indirect con-
version subject to the calibration materials and method applied, and especially,
will return larger RSP errors in non-tissue materials.

Particle imaging has been proposed as a more direct alternative for RSP es-
timation in clinical practice. By measuring the water equivalent path length
(WEPL) traversed by particles through the patient, the RSP can be resolved
through particle Computed Tomography. In addition, the treatment planning
x-ray CT HU to RSP conversion can be optimized with a small number of par-
ticle imaging projections (Schneider et al. 2005, Doolan et al. 2015b, Collins-
Fekete et al. 2017a, Krah et al. 2019, Gianoli et al. 2020). Particle radiographs
could also be used for patient anatomy verification and alignment in treatment
position and from beams-eye view (Palaniappan et al. 2019). Moreover, parti-
cle imaging does not suffer from metal artifacts that can compromise the image
accuracy for x-ray CT based methods (Ordoñez et al. 2017, Oancea et al. 2018).
At the same time, since only the dose plateau of the particles depth dose profile
lies within the patient, particle imaging also comes at a distinct dose advantage
when compared to SECT at the same image noise level (Schulte et al. 2005, De-
pauw & Seco 2011, Collins-Fekete et al. 2020). Generally, image quality in par-
ticle CT suffers from the multiple coulomb scattering (MCS) of the particles.
Current particle CT prototype systems therefore individually measure each
particle’s position and direction before and after the patient. During image
reconstruction, this information is used to estimate the particle’s Most Likely
Path (MLP) through the patient, enabling a more accurate back-projection of
the WEPL (Li et al. 2006, Rit et al. 2013).

Already Hansen et al. (2015) have demonstrated an advantage in RSP ac-
curacy for pCT compared to DECT in a simulation study. This was corrobo-
rated in the recent experimental study by Dedes et al. (2019) who investigated
the RSP accuracy for 13 different tissue equivalent plastic materials demon-
strating a mean absolute percentage error (MAPE) of 0.55% for pCT, whereas
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(a)
(b)

Figure 5.33: The “competitors” for investigating the RSP acquisition for particle
therapy treatment planning in this study. (a) The DKFZ Siemens Somatom Def-
inition Flash (Siemens Healthineers, Forchheim, Germany) dual-source x-ray CT
scanner. (b) The US pCT collaboration particle CT prototype installed at the HIT.

DECT yielded 0.67%. They observed that pCT could be further improved if
the ring artifacts arising in pCT with the investigated prototype particle CT
scanner could be solved. However, a full assessment of the RSP accuracy
of both techniques in animal tissue samples has not yet been performed. In
addition, HeCT could offer further advantage over pCT due to the reduced
scattering and range straggling of helium ions (Hansen et al. 2014a, Collins-
Fekete et al. 2017d, Gehrke et al. 2018, Piersimoni et al. 2018). Moreover, he-
lium ions are especially tight bound (Cucinotta et al. 1993), resulting in less
fragmentation when compared to other light ions heavier than protons. Still,
the fragments create large uncertainties in the image, if they are not removed
before image reconstruction (Gehrke et al. 2017, Volz et al. 2018). Using a ∆E-E
technique with the prototype particle CT scanner developed by the US pCT
collaboration, Volz et al. (2018) demonstrated experimental helium CT (HeCT)
with a RSP mean absolute percentage error (MAPE) <0.5%.

Given the feasibility of high quality helium ion imaging, and the potential
improvement of proton imaging with the ∆E-E filter suggested in Volz et al.
(2019), the overall aim of this project was to experimentally explore the po-
tential of pCT and HeCT for improving range accuracy in particle therapy. In
2019, to continue this research, our group together with the US pCT collab-
oration was awarded project funding by the Particle Therapy Co-Operative
Group (PTCOG). This enabled another series of experiments with the US pCT
collaboration prototype scanner (Figure 5.33(a)) installed at the HIT facility be-
tween end of 2019 and early 2020. For comparison, we considered both SECT
and DECT as the latter can be considered the current gold standard for RSP
acquisition in terms of accuracy and clinical maturity. The SECT and DECT
treatment planning CTs were acquired using the DKFZ Siemens Somatom Def-
inition Flash dual-source (Siemens Healthineers, Forchheim, Germany) x-ray
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Machine (Figure 5.33(b)). HeCTs, pCTs, SECTs and DECTs, as well as HeR-
ads and Proton Radiography (pRad) of various plastic quality assurance phan-
toms were acquired. For an unbiased comparison between the modalities, we
custom-designed two phantoms comprising fresh animal tissue samples. The
first one (named Meatphan1; MP1) aims at a direct comparison of the RSP
accuracy between the different CT modalities based on homogeneous tissue
samples. The second (Meatphan2; MP2) comprises a heterogeneous pig-head
sample, enabling the assessment of the image quality for a clinically realistic
case. In the following, preliminary results from the ongoing evaluation of the
acquired data are presented.

Materials and Methods

The prototype particle CT scanner
Full tomographic scans of various phantoms were acquired using the pre-
clinical prototype particle CT scanner developed by the US pCT collaboration
(Johnson et al. 2017, Sadrozinski et al. 2016). The scanner comprises two track-
ing detectors, one preceding and one following the object to be imaged, that
measure each particle’s position and direction.

Each of the tracking detectors comprises 4 layers of silicon strip detec-
tors (strip pitch 0.228 µm). The measurement of 2D position information is
achieved by pairing two layers with horizontal and vertical strip direction,
respectively. Two layer pairs spaced 50 mm to each other together form a
tracker module enabling measurement also of the entrance and exit direction.
A detailed description of the tracking system is provided in Sadrozinski et al.
(2013).

To measure the residual energy of the particles, the system relies on a 5-
stage scintillator, where the stages are individually read out by PMTs. Each
of the five scintillator stages has a dimension of 50.8 mm×100 mm×375 mm
(T×H×W) and is made of UPS923A polystyrene plastic scintillator (Artikov
et al. 2005). The segmentation of the energy detector reduces the precision
requirement on the energy measurement in each stage for achieving a certain
WET resolution (Bashkirov et al. 2016a).

For helium ion runs, the data acquisition settings of the detector were mod-
ified slightly compared to those used usually for proton runs: A low-gain set-
ting was used for the tracking detectors, and for the energy detector the PMT
high voltage was lowered to 760 kV compared to the usually used 800 kV to
avoid saturation.

Detector calibration

The energy detector measures quenched scintillation light output which shows
a non-negligible variation across the lateral face of the detector (Bashkirov
et al. 2009). Prior to the scanning experiments, the energy detector response
is therefore first flattened across the detector aperture, and then a calibration
of the energy output to WEPL is performed.
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Figure 5.34: Schematic depiction of the calibration scheme for the detector (to
scale). First a run without phantom between the trackers (empty run) is per-
formed to calibrate the detector energy output. In a second run, two polystyrene
wedges are placed between the front and rear tracker, in order to create a continu-
ous thickness variation between 0 mm and 50.8 mm. In subsequent runs, 50.8 mm
thick blocks of polystyrene are added one by one such that the full WET range of
the detector is covered. In data processing, the physical path length traced by each
particle through the calibration phantom is related to the energy loss measured in
the stage where the particle stopped.

To calibrate the lateral dependence of the detector response, a run without
phantom in between the tracker planes is acquired. From these data, 2D his-
tograms of the measured ADC output as function of the lateral position at the
stage entrance were created for each of the 5 scintillator stages. The particles
position at the stage entrance were thereby estimated through a forward pro-
jection of the rear tracker measurements. Comparing the peak ADC value after
subtraction of the stage noise pedestal to the expected peak energy response in
the stage for an empty run as computed through a detailed Monte Carlo sim-
ulation (Giacometti et al. 2017b) then returns a 2D matrix of ADC-to-energy
correction factors (here denoted lateral correction; LC).

To calibrate the energy output to WEPL we followed the procedure detailed
as “configuration C” in Piersimoni et al. (2017). A schematic depiction of the
calibration procedure is shown in Figure 5.34. First, data is taken with two
polystyrene wedges of known geometry (50.8 mm thickness, 104.75 mm width
and 100 mm height) and known RSP of 1.030± 0.003 (Giacometti et al. 2017a)
placed in between the trackers. In 4 subsequent runs, 4 bricks of 50.8 mm thick-
ness made of the same material as the wedges are added to the setup one-by-
one. In total, the five runs provide a smooth thickness variation over the full
dynamic WEPL range of the detector. Since the irradiation field lateral width
(200 mm) did not cover the full width of the two wedges (209.5 mm), the setup
was shifted by 50.8 mm compared to the beam center. While this effectively
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leaves only one of the wedges for calibration, the two wedge halves are any-
ways redundant in the calibration process. Hence, it is not expected for this to
causes a reduction in accuracy. To avoid calibration uncertainties arising from
particles scattering out of the phantom, the end of the bricks was shifted by
∼20 mm with respect to the end of the wedge. The empty region irradiated
next to the phantom was used for online re-calibration of the PMT gain, which
can vary with particle rate (or more precisely the intensity of the produced
scintillation photons), temperature and fluctuations in the high voltage supply
(Bashkirov et al. 2016a).

In processing of the calibration data, the WEPL for each event is estimated
as the Euclidean distance between the front and rear tracker measurements
projected onto the calibration phantom contour, scaled by the known RSP of
the setup. The WEPL is then related to the energy deposit measured in the
stage where the particle stopped (stopping stage), and filled into a 2D his-
togram. The stopping stage is thereby estimated as the last stage in beam
direction where an energy deposit above a 1 MeV noise threshold was mea-
sured. A superposition of the so-created energy-to-WEPL histograms is shown
in Figure 5.35(a) for protons and Figure 5.35(b) for helium ions. Each high oc-
currence line in the figures represents the response of one of the 5-stage scintil-
lator stages for particles stopping in that stage (left last stage, right first stage
in beam direction). Evaluating the peak WEPL in row-wise projections of the
energy-to-WEPL histograms of each individual stage then returns a calibration
from energy deposit to most likely WEPL. Examples of the resulting calibra-
tion curves for the second stage in beam direction for protons and helium ions
are shown in Figure 5.35(c).

This method of detector calibration, of course, requires the calibration phan-
tom to be well aligned with the geometry defined in the calibration code. How-
ever, we observed a small lateral misalignment between the tracker position
and the wedges (Figure 5.36(b)). This misalignment caused systematic effects
in the image reconstruction. Especially, a lateral shift of the wedges causes sys-
tematic effects at WEPL values corresponding to integer multiples of the brick
thickness, due to particles crossing the flat brick regions next to the wedge
break points being assumed to have crossed the wedge slope and vice versa
(compare Figure 5.34). Notably, this cause of artifacts is not specific to the de-
tector used, but only the calibration procedure.

In order to realign the wedges, from the 5 calibration runs we created a
2D histogram of the particles’ lateral position at the entrance of the wedge
(estimated from the front tracker measurement) and the total energy deposit
measured in the detector (Figure 5.36(a)). Investigating the total energy output
rather than the WEPL avoids additional uncertainties arising from the WEPL
calibration. As the wedge calibration phantom consists of two identical wedge
halves, the small gap in between the halves could be used to realign the calibra-
tion phantom with the trackers. In that way, the lateral misalignment between
the actual and expected position of the calibration phantom was identified as
0.9± 0.1 mm (Figure 5.36(b)), where half of the strip pitch is assumed as un-
certainty. The same misalignment was observed between independent beam
tests during the experimental phase at HIT and for both helium and proton
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(b) Helium ions
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(c) Example calibration curves (second
stage)

Figure 5.35: Energy response of each of the 5 scintillator stages as function of the
WET traversed by the events stopping in the stage during the calibration runs. (a)
Protons and (b) helium ions. Each high occurrence pattern corresponds thereby
to the response of one of the stages. The curve for the first stage in beam direc-
tion does not reach 0 MeV, as it is used to trigger the data acquisition (threshold
of 20 MeV). The calibration curves for each stage are obtained by evaluating the
peak of the response patterns. Example proton (blue) and helium (red) calibra-
tion curves for the second stage in beam direction are shown in (c). The proton
calibration curve x-axis was multiplied by 4 to enable better comparison.
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(a) Superimposed energy profiles of the 5
wedge calibration runs
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(b) Misaligned wedges
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(c) Aligned wedges

Figure 5.36: 2D histogram of the total energy deposit in the detector (sum of the
energy output to each of the 5 stages) versus the particle’s position at the entrance
of the wedge phantom for the five calibration runs. a) The full response for the
5 wedge calibration runs. From top to bottom the high occurrence response lines
indicate the run with only the wedges and no additional brick (particles stopping
in the last detector stage) to the run with five bricks (particles stopping in the
first stage/not reaching the detector anymore). The red vertical line indicates the
expected center of the wedges. b) Zoom in on the gap between the two wedge
halves in the phantom center, showing the misalignment. c) Zoom in on the gap
between the wedge halves after realignment of trackers and wedge.
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(b) Helium ions

Figure 5.37: ∆E-E spectra for (a) protons and (b) helium ions acquired during
the calibration of the detector for events stopping in the second stage in beam
direction.

runs. The observed shift in the wedge position was used to correct the align-
ment of the trackers and the wedge (Figure 5.36(c)).

Data processing and image reconstruction

During data processing of imaging runs, for each event the stopping stage
was determined in the same way as for the calibration run. The ADC out-
put measured in that stage was then converted to energy using the LC. To
remove secondary fragments and nuclear interaction events, a ∆E-E filter was
applied to the data (Volz et al. 2018, Volz et al. 2019). This filter is based on
the unique relationship between the energy deposit in the stopping stage and
that in the immediately adjacent stage in upstream direction for a particle with
given mass and charge. Comparing the measured ∆E-E response of an event
to that expected for primary particles enables accurate particle identification,
and, hence, filtering of events that would otherwise cause image degrada-
tion. Examples for the ∆E-E response patterns for protons and helium ions
are given in Figure 5.37. The ∆E-E filter margins were computed based on the
∆E-E spectra of each stage in the calibration runs: gaussian fitting the peak
response in row-wise projections of the ∆E-E spectrum returned the peak ∆E-
E response curve of primary particles and the connected standard deviation
envelope. Only if the measured ∆E-E response for an event agreed with the
expected response for primary particles within 2.5σ, the event was used for
image reconstruction.

In addition to the ∆E-E filter, a cut on the maximum energy deposit in a
stage (75 MeV for protons; 300 MeV for helium ions) and energy thresholds
to the stages leading up to the stopping stage were applied (see Volz et al.
(2019) for more details on the filtering procedure). For events surviving the
data filters, the energy deposit measured in the stopping stage was converted
to WEPL using the respective energy-to-WEPL calibration curve.
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Images were reconstructed using the diagonally relaxed iterative row pro-
jection (DROP) iterative algorithm with total variation superiorization (TVS)
(Penfold et al. 2010). This algorithm has been used broadly with the investi-
gated prototype (Giacometti et al. 2017a, Plautz et al. 2016, Piersimoni et al.
2017, Volz et al. 2018, Volz et al. 2019). Prior to the iterative solver, 3σ filters
acting on the angular displacement and WEPL of the particles were applied:
The particles were re-binned based on the midpoint position and angle of a
straight line path between their entrance and exit positions. For each bin the
standard deviations of the angular displacement and WEPL distribution were
computed. Events with angular displacement or WEPL outside a 3σ region
around the maximum were discarded.

A Feldkamp-David-Kress (FDK) analytical filtered backprojection recon-
struction was used as starting estimate for the iterative solver and to estimate
the objects contour for a hull projection algorithm (Schultze et al. 2014). In-
side the object, particle paths were estimated with the optimized cubic spline
path formalism by Collins-Fekete et al. (2015). For the DROP-TVS iterative
reconstruction, the data were divided in 40 optimization blocks and the re-
laxation parameter was set to 0.1. The iterative algorithm was stopped after
eight iterations. This choice of parameters was based on what had been used
in previous publications with the algorithm (Giacometti et al. 2017a, Piersi-
moni et al. 2017, Piersimoni et al. 2018, Volz et al. 2018, Volz et al. 2019, Sølie
et al. 2020). However, due to the algorithm convergence being subject to the
imaged object as well as the noise in the data, an optimization of the recon-
struction parameters for this study is ongoing and will likely result in im-
proved image accuracy.

Beam settings at the Heidelberg Ion-Beam Therapy Center

To deliver the proton and helium ion imaging fields, the HIT raster scanning
method was employed. The beam nominal initial energy was 200.11 MeV for
protons ans 200.38 MeV/u for helium ions. The pencil beam size was 12.8 mm
for protons and 10.2 mm for helium ions, corresponding to the largest spot
sizes available at the investigated energy. The spot centers were spaced 3 mm
in both lateral directions to achieve a homogeneous field coverage. The scan-
ning field had 100 mm vertical, and 200 mm horizontal extent. As the detector
is capable of a maximum particle detection rate of ∼1 MHz, the beam inten-
sity had to be lowered compared to the clinical settings. For helium ions, the
rate was set to ∼680 kHz similar to previous studies with the detector (Volz
et al. 2018), i.e. roughly 30 times lower than the lowest clinically available in-
tensity setting. For protons, the intensity was ∼1.35 MHz, ∼60 times lower
than the lowest clinically available setting at HIT. While, in principle, low-
ering the beam intensity for protons further would be feasible at HIT, raster
scanning at lower beam intensities was not yet possible due to the sensitivity
limit of the ionization chambers monitoring the dose per spot.

The trigger rate measured with the detector in a run without phantom in
the beam line (empty run) is shown in Figure 5.38. Figure 5.38(a) shows a
helium ion run and Figure 5.38(b) a proton run. In addition, the figure depicts
the event rate, i.e. the rate at which events were saved for output. The relative
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Figure 5.38: Low-intensity spill as used for the measurements with the detector
for a) helium ions and b) protons, measured in a run without phantom in the
beam line. The blue line indicates the trigger rate, the orange line indicates the
event rate, i.e. the rate of events generated and saved by the event builder.

difference between trigger and event rate is shown to provide a quantitative
analysis of the detector dead time. For helium ions, the dead time of the system
was less than 4%. Notably, for the proton beam, the increased particle rate
resulted in an decreased efficiency of ∼90%, i.e. a ≤10 % dead time. Despite
the operation at intensities far lower than the clinically used, the particle rate
within each spill was relatively stable with only short spikes at the beginning
of the spill.

Photon imaging modalities

Single-energy CT

All CT images were obtained using the Somatom Definition Flash dual-source
scanner (Siemens Healthineers, Forchheim, Germany) installed at the German
Cancer Research Center (DKFZ). The machine is in daily patient operation and
regularly maintained to ensure highest accuracy. To obtain single-energy CT
images, we used a tube voltage of 120 kV, a tube current of 215 mAs and a
field of view of 500 mm. Images were reconstructed using a H30s filtered back
projection reconstruction kernel with a slice thickness of 2 mm and a pixel size
of 0.977x0.977 mm2. For the SECT to RSP conversion, we scanned the Gammex
RMI 467 electron density phantom (Gammex Inc., Middleton, WY, USA) with
tissue-equivalent materials, densities, mean excitation energies (I-values) and
theoretically calculated RSP values as listed in table 5.5. Electron densities
were obtained from the densities and elemental compositions of the materials
given by the manufacturer. I-values were calculated using the Bragg additivity
rule from elemental compositions and elemental I-values taken from Bär et al.
(2018a). RSP values were calculated using the Bethe formula (Bethe & Ashkin
1953) with protons of an energy E = 195 MeV as projectile.
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(a) (b)

Figure 5.39: Stoichiometric calibration from HU to RSP used in this work. The
points represent the tabulated tissues of given densities and compositions, the
solid line is the fitted curve, and the dotted lines represent the fit regions; a) shows
the calibration curve over the whole CT range; b) shows a zoom into the soft tissue
region.

To estimate RSP values from SECT images, the stoichiometric calibration
by Schneider et al. (1996) was used. We first performed the energy calibra-
tion after Equation 8 in Schneider et al. (1996) to find the energy-dependent
coefficients Kph, Kcoh and KKN from the CT numbers (in Hounsfield units,
HU) measured for the tissue-equivalent Gammex materials. These coefficients
were then used to calculate the theoretical HUs for 70 tabulated human tissues
(Woodard & White 1986, White et al. 1987). Finally, the calibration curve was
obtained by plotting the RSP of these tissues calculated from the Bethe formula
as in Bär et al. (2018a) against the calculated HU and performing a step-wise
linear fit to the so obtained calibration points. For this work, we combined four
linear fits to cover the the following regions: Lung (HU < -150), adipose tissue
(-150 ≤ HU < -30), soft tissues (-30 ≤ HU < 200), and bones (200 ≤ HU). The
SECT calibration curve is shown in Figure 5.39(a), and a detailed view in the
soft tissue region is provided in Figure 5.39(b).

Dual-energy CT

To obtain dual-energy CT images, we used tube voltages of 100 kV and 140 kV
tin filtered, and a tube current of 174 mAs for both x-ray tubes. Reconstruction
was done using an D34s filtered back projection reconstruction kernel with a
slice thickness of 2 mm and a pixel size of 0.977x0.977 mm2. The DECT sto-
ichiometric calibration by Bourque et al. (2014) was applied to estimate the
RSPs from DECT images. This image-based model uses two images acquired
at different CT energies to estimate the electron density (ED) and effective
atomic number (EAN) of the material in the image on a voxel-by-voxel ba-
sis. From the DECT images, the dual-energy ratio (DER) is calculated as the
ratio of CT numbers taken from the low and high energy images. The DER
in a voxel can be related to the EAN of the material within that voxel using a
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Material ρe I-value RSP
Water 1.00 78.73 1.00
LN450 Lung 0.44 77.47 0.44
AP6 Adipose 0.93 67.07 0.94
BR12 Breast 0.97 68.73 0.98
CT Solid Water 0.99 71.00 1.00
LV1 Liver 1.06 71.00 1.07
SR2 Brain 1.04 66.85 1.06
Muscle 1.02 71.01 1.03
CB2 - 30% CaCO3 1.27 86.51 1.25
CB2 - 50% CaCO3 1.46 99.95 1.42
SB3 Cortical Bone 1.68 113.79 1.61
B200 Mineral Bone 1.11 82.51 1.10
IB3 Inner Bone 1.10 82.41 1.09

Table 5.5: List of electron densities, I-values and theoretically calculated RSP of
the materials used to calibrate the SECT and DECT stoichiometric methods.

5-th order polynomial. In a similar way, a relation can be established between
the CT number within a voxel and the electron density. The parameters of
the polynomials are found by least squares optimisation using a DECT scan of
the Gammex RMI 467 electron density phantom with known elemental com-
positions and densities (listed in Table 5.5). Once the parameters are found,
the model can be used to estimate the ED and EAN voxelwise from the DECT
images of a phantom or patient scan. The EAN is then used to estimate the
I-value per voxel via a parametric fit. The original paper from Bourque et al.
suggests to perform the parametric fit on a data set of human reference tissues.
We used this approach in this work, however modified it using the elemental I-
values as suggested in Bär et al. (2018a). The EDs and I-values estimated from
the DECT scan were then used to calculate the RSPs by evaluating the Bethe
formula where we followed the procedure suggested by Bär et al. (2018a).

Investigated Phantoms
Over the duration of the experiments with the US pCT collaboration prototype,
several plastic and tissue phantoms were studied. These will be used for an in-
depth comparison between proton and helium ion imaging with the scanner
in a future study. Here, only the results of the study based on the custom
designed tissue sample phantoms described below are presented.

Meatphan 1 For the Meatphan 1 (MP1), shown in Figure 5.40, we collected
porcine and bovine tissues from the local butcher’s to prepare fresh tissue
samples for RSP reference measurements. A total of 16 tissue samples was
collected: porcine lung, porcine belly fat, porcine back fat, bovine bone mar-
row, porcine blood, porcine cheek muscle, two samples of porcine loin muscle,
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(a)

(b)

Figure 5.40: (a) photograph of the MP1 including 10 tissue inserts. The radial
positions of the inserts are central, 30 mm, 40 mm (2) and 50 mm. (b) Photograph
of individual sample cylinders. Not all tissues investigated are shown in this
picture. Two samples per tissue were created, but not all were used in the analysis
due to air enclosures or decay.
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(a) (b) (c)

Figure 5.41: Pictures showing the measurement setups for a) reference measure-
ment using the PTW peakfinder; b) photon CT scanning; c) particle CT imaging.
For peakfinder reference measurement, the samples were positioned using a 3D-
printed holder and placed on a remote controlled moving platform for efficiency.
For photon and particle CT imaging, the samples were placed into an in-house
designed cylindrical PMMA phantom.

bovine leg muscle, porcine brain, two samples of porcine kidney, two sam-
ples of porcine liver, porcine trabecular bone, bovine cortical bone. Soft and
adipose tissues were cut into small pieces and filled into 3D-printed cylindri-
cal containers (d = 2 cm, h = 5 cm, wall thickness = 1 mm) made of VeroClear
epoxy (Sculpteo, Villejuif, France). Lung, liver and kidney were finely minced
and filled into the container. Trabecular and cortical bone pieces were taken
from a single piece of bone, sawed into shape to exactly match the length of
the container, then filled in. The containers were then closed and sealed. One
cylinder was left empty to measure the WET of the container wall, another con-
tainer was filled with distilled water for a consistency check. For CT scanning,
the containers with the biological samples were inserted into an in-house de-
signed cylindrical phantom made of PMMA material (d = 150 mm, h = 100 mm,
density 1.19 g/cm3), as shown in Figure 5.41(b). The inserts were located at dif-
ferent radial positions (central, 30 mm, 40 mm, and 50 mm) in order to reflect
different beam hardening in the photon CTs, as well as different scattering and
detector artifacts in the particle CTs. From the RSP maps obtained with the
different CT methods, we estimated an average RSP and the corresponding
standard deviation per sample by measuring the RSPs in a cylindrical volume
of interest (VOI). The VOIs radius was chosen to match the the size (1σ) of
the carbon beam used for the range-sift reference measurements (described in
Section 5.4). The volume of the VOI was 682 mm3. All samples were kept in
the fridge in between preparation and measurements to avoid decay, and all
measurements were performed within 24 hours of sample preparation. The
measurement setup for this phantom in the different modalities is shown in
Figure 5.41

Meatphan 2 Finally, to provide a fully realistic case, a pig head phantom was
custom designed as shown in Figure 5.42. The phantom was a cylindrical,
3D printed container (150 mm diameter, 2 mm shell thickness) made from Ve-
roClear epoxy (Sculpteo, Villejuif, France). A CAD drawing of the phantom
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(a) (b)

(c) (d)

Figure 5.42: Custom-designed pig-head phantom (Meatphan2). (a) Drawing of
the 3D-printed phantom container (150 mm diameter, 1 mm wall thickness). The
outer cylinder compartment held the tissue, which was then enclosed in a 2%
agarose-water mixture. A dosimetry insert (height 40 radius 30 mm) made of
brain equivalent plastic (CIRS, Norfolk, VI, USA) was placed in the central bore
of the phantom. The dosimetry insert featured a rectangular cavity holding 36
Gafchromic EBT-XD films (0.26×15×30 mm; T×W×H). (b) Shows the approxi-
mate cut through the pig head chosen as heterogeneous sample for the study. (c)
Shows the finished phantom, including the brain insert with EBT-XD films, at the
DKFZ DECT machine. (d) Presents a SECT HU reconstruction of the phantom
(C=0 HU, W=2000 HU). In the image, the pig nose points downwards.
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container is shown in Figure 5.42(a). The phantom had a central cylindrical
bore of 30 mm diameter for holding a dosimetry insert. A pair of fresh pig
head halves was obtained from a local butchery on the day before the measure-
ment. From the half pig heads 40 mm thick slices around the brain cavity were
cut out and trimmed to fit the phantom container dimensions. The brain had
been removed by the butchery. The schematic position of the slice is shown in
Figure 5.42(b). The two slices from the two half heads were placed in the phan-
tom container such that the central bore of the phantom was positioned in the
brain cavity of the cranium. The halves were then held in place using a ∼2 %
agarose water mixture which is similar in HU and RSP to soft tissue (Niebuhr
et al. 2019, Volz et al. 2017). Inside the central bore, a 30 mm diameter cylin-
drical insert was placed which was manufactured by CIRS (Norfolk, Virginia,
USA) and made of the same plastic material as the brain of the anthropomor-
phic head phantoms offered by the company. The insert itself had a rectangu-
lar cavity (∼15×15×30 mm3; T×W×H) for holding 36 Gafchromic R©EBT-XD
dosimetry films. The films were used for evaluation of the range prediction
accuracy from the different imaging modalities which will be detailed in a fu-
ture work to be brought forward by our group. The final phantom is shown
in Figure 5.42(c). A slice through the single-energy x-ray CT of the phantom is
shown in Figure 5.42(d).

Reference RSP acquisition the MP1 inserts

To obtain a reference value for the RSP values of the inserts of the MP1, we
performed range-shift measurements with a peakfinder (PTW, Freiburg, Ger-
many) and a clinical carbon beam (E=200.3 MeV/u for soft tissues, 250.1 MeV/u
for bones; beam width = 6.7 mm and 4.3 mm, respectively). A picture of the
setup is shown in 5.41(a). The samples were positioned with a custom 3D
printed holder on top of a moving platform. Prior to the measurement, the
pencil beam position was determined using Gafchromic R©EBT-XD film (seen
on the very left in Figure 5.41(a)), and the sample position was adjusted such
that the pencil beam center was placed approximately in the center of the cylin-
ders. The moving platform was remotely operated from the control room, ac-
celerating the reference measurement acquisition (Möhler et al. 2018).
The step size of the peakfinder measurement was set to 0.1 mm, interpolation
between measurement points was done using a spline interpolation method
as suggested in Möhler et al. (2018). From the interpolated peak, the position
of the 80% proximal and distal dose were found for all samples and the empty
container. The WET of the samples (excluding the container) was calculated
as the difference in the positions of the 80% distal dose (R80) of the empty con-
tainer and the sample

WETsample = R80,emptycontainer − R80,sample. (5.53)

The average RSP of each sample was obtained as

RSPsample,ref =
WETsample

t
, (5.54)
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Figure 5.43: Example slice through reconstructions of the MP1 from the different
modalities. (a) SECT, (b) DECT, (c) pCT, (d) HeCT. In all cases, the slice thickness
was 2 mm, and the pixel size was 0.977 mm.

where t is the sample thickness of 48 mm. The so found average RSP values
serve as reference RSPs in this study. Uncertainties for these measurements
are calculated by assuming that the increase in range straggling between an
empty measurement and a measurement with sample in place is induced by
the presence of the RSP heterogeneity within the sample. In this work, we de-
fine range straggling as the distance between the distal (R80,distal) and proximal
(R80,proximal) 80% fall-off of the Bragg peak. The uncertainty of the reference
measurement can hence be approximated as

σstragg. =
(R80,distal)− (R80,proximal)

t
(5.55)

σRSP,ref = σstragg.,empty − σstragg,sample (5.56)

Results

Meatphan 1
Figure 5.43 shows the reconstruction of the MP1 from the different photon
and particle imaging modalities. The DECT reconstruction shows an increased
noise compared to SECT which is related to the lower tube current used per
photon energy spectrum for DECT. The pCT and HeCT reconstructions exhibit
ring artifacts. These ring artifacts have an amplitude of ∼0.5% in RSP values
compared to the mean for HeCT. For pCT, the rings are more pronounced,
exceeding 1% in amplitude compared to the mean. A preliminary RSP analysis
for the different tissue inserts is shown in Figure 5.44 and given in detail in
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Figure 5.44: Mean RSP accuracy of SECT, DECT, pCT and HeCT for the different
tissue samples. The uncertainty bars were omitted for better visibility, but are
listed in Table 5.6

Table 5.6. The RSP accuracy was best for DECT, at a mean absolute percentage
error (MAPE) of only 0.65%. HeCT performed similar at a MAPE of 0.69%.
Due to the systematic uncertainties present in the pCT reconstructions, the
pCT RSP accuracy at 1.46% MAPE was significantly lower to what has been
reported in the literature with the same detector (compare Giacometti et al.
(2017a) and Dedes et al. (2019)). Identifying the reason for these uncertainties
is the main subject of the ongoing investigations in this project. Still, despite
these uncertainties pCT outperformed SECT for which the MAPE was only
2.19%.

The uncertainty reported with the relative errors for the different CT modali-
ties given in Table 5.6 were defined as percentage ratio between the standard
deviation of the reconstructed RSP values in the VOI’s and the reference RSP
of the sample. The large uncertainties across modalities observed for some
samples is likely caused by increased heterogeneity. Overall, DECT and SECT
seem to be associated with a larger uncertainty than the values obtained from
pCT and HeCT.

Meatphan 2

Figure 2 shows example slices from the SECT, DECT pCT and HeCT recon-
struction of the MP2, where SECT and DECT are converted to RSPs as men-
tioned in section 5.4 and Section 5.4. Visibly, the DECT is more noisy compared
to the other imaging modalities as also observed for the MP1. HeCT qualita-
tively seems to provide a better spatial resolution compared to pCT. However,
it is important to mention, that in both cases, the spatial resolution is subject to
the total variation superiorization employed in the DROP-TVS algorithm, and
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Type Sample Reference RSP SECT DECT pCT HeCT
Muscle Loin1 1.059± 0.004 −0.20± 2.14 0.47± 3.55 −2.50± 0.99 −0.75± 1.33

Loin2 1.064± 0.004 −0.77± 1.46 −0.49± 2.75 −1.55± 0.70 −0.89± 0.90
Leg (bov.) 1.049± 0.007 −0.14± 1.51 −0.50± 2.69 0.41± 0.60 0.03± 0.83
Cheek 1.054± 0.006 -0.72± 1.36 0.22± 2.89 −1.75± 0.79 −0.24± 1.00

Adipose Back fat 0.970± 0.008 −1.75± 1.79 1.74± 3.19 0.36± 0.67 −0.4± 0.53
Belly fat 0.997± 0.005 −4.57± 3.31 −0.24± 4.21 −1.32± 1.01 −0.07± 1.22

Organs Kidney1 1.050± 0.003 −0.20± 3.24 −0.37± 3.81 −1.69± 1.00 −0.70± 1.04
Kidney2 1.040± 0.005 −0.58± 4.88 −1.09± 6.25 −0.83± 2.21 −1.64± 3.30
Blood 1.050± 0.001 0.43± 0.28 0.51± 1.94 0.69± 0.20 0.43± 0.16
Liver1 1.061± 0.004 −0.75± 4.59 −1.01± 5.21 −2.08± 1.11 −1.41± 1.36
Liver2 1.06± 0.003 −0.80± 6.30 −0.69± 6.89 −2.02± 4.63 −1.37± 5.33
Lung 0.900± 0.040 3.01± 10.03 1.11± 9.88 1.11± 4.56 1.23± 5.51
Brain 1.035± 0.002 0.61± 0.81 −0.43± 2.12 −0.69± 0.30 −0.63± 0.46

Bones Cortical (bov.) 1.783± 0.027 8.22± 4.78 0.07± 4.62 −2.00± 1.46 −0.60± 1.33
Trabecular 1.194± 0.062 6.52± 4.05 −0.19± 4.10 −1.60± 3.08 −0.188± 3.43
Marrow (bov.) 0.932± 0.024 −3.44± 4.84 1.11± 6.05 1.11± 2.12 1.23± 2.44

Ref. Water 0.9965± 0.0003 2.31± 0.31 0.98± 2.30 −1.83± 0.66 −0.16± 0.25
Mean 0.45 0.02 −1.02 −0.48
MAPE 2.19 0.65 1.46 0.69

Table 5.6: Reference RSP, and relative error of the RSP estimation from SECT,
DECT, pCT and HeCT for the different tissue samples investigated in this work.
The samples are porcine tissue, or bovine tissue (as indicated).

Figure 5.45: Example slice through the reconstructed CT scans of the MP2 from
a) SECT, b) DECT, c) pCT and d) HeCT. In all cases, th eslice thickness was 2 mm
and the pixel size was 0.977 mm
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the number of iterations (8) used to obtain the reconstructions. Direct recon-
struction algorithms would enable a more resilient comparison of the spatial
resolution between modalities. It also has to be mentioned that the different
CTs are not co-registered yet, such that the shown slices do not perfectly match.

Discussion

In this work, the current progress of the analysis of the experimental data ac-
quired with the US pCT collaboration prototype scanner at the HIT facility in
the final year of this PhD project was shown. In several beam tests, particle and
photon CT scans of different plastic and tissue phantoms were acquired. With
these experiments a full experimental comparison between photon and parti-
cle imaging modalities in fresh tissue samples has been conducted and in this
manuscript preliminary results were provided. In the following the project is
briefly discussed.

Particle CT detector calibration

The energy calibration of the detector was based on comparing the peak light
output measured in an empty run to pre-calculated values from a Monte Carlo
simulation. As this utilized only two calibration points per stage – the second
one given by the noise pedestal corresponding to 0 MeV energy – it would re-
quire the signal output to be linear over the whole energy range. However,
due to the scintillation light quenching (Birk’s effect), the energy output is
depended on the linear energy transfer (LET) of the particles. As a result of
using a single empty run for the calibration, different regions of the particles’
depth dose profile are used for the ADC-to-energy calibration of each scintil-
lator stage, i.e. the calibration point is subject to different levels of quenching.
This results in different calibrated energy output for each of the stages. This
is especially the case for the last detector stage which is the stopping stage of
the particles in the empty run and as such, the conversion is most affected by
the scintillation light quenching. This could be overcome either by modeling
the scintillation light quenching or creating an ADC-to-energy calibration from
multiple measurements at different energies — either by setting the beam en-
ergy or using the calibration phantom bricks without the wedges to have the
beam stop in the different stages. On the other hand, the detector energy out-
put is anyways only used to identify the most probably WET of the particles,
and hence an improved ADC-to-energy conversion may not be needed.
The scintillation light quenching is also the reason why the calibration curves
for helium ions and protons shown in Figure 5.35 differ significantly. At the
same initial range, protons and helium ions traversing the same WET retain
approximately the same residual kinetic energy per nucleon, and, hence, the
same residual range. As such, the peak energy deposit to the stopping stage
normalized to the number of nucleons also should be approximately the same.
Therefore, if the energy axis of the calibration curve for protons is multiplied
by four, in principle, it should approximate the calibration curve for helium
ions. The observed difference in Figure 5.35(c) can be directly attributed to the
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larger energy quenching present for helium ions. Similar, the primary proton
response pattern in the ∆E-E spectrum for proton runs (Figure 5.37(a)) and the
proton fragment response pattern in the ∆E-E spectrum for helium ion runs
(Figure 5.37(b)) should be the same, if no energy quenching would be present.
However, especially here, the different scintillation light quenching for protons
and helium ions results in the proton ∆E-E response to differ between helium
ion and proton runs.

In deriving the calibration curves, only particles passing through the slope
of the wedge were considered, and particles crossing the flat brick regions were
discared. The larger number of particles crossing the flat brick regions com-
pared to the number of particles contained in other thickness intervals oth-
erwise creates issues when finding the most likely WEPL for a given energy,
resulting in a step (“kink”) in the calibration curves (compare Dickmann et al.
(2019)). Instead of finding the most likely WEPL for a given energy, comput-
ing the most likely energy for a given WEPL would be more robust against
the number of events measured in each WEPL bin. However, the truncation
of the energy distribution at stage interfaces of the multistage detector would
then need to be considered to avoid a systematic shift in the computed most
likely energy. This can be accomplished, for example, by deriving the calibra-
tion from the total energy deposit near stage interfaces, instead of the energy
output of just the stopping stage.

A misalignment between the trackers and the calibration wedge phantom
was observed and caused major artifacts before correction. The origin of this
misalignment is not fully understood yet, as both the wedge phantom and the
trackers were fixated into position. In case of the wedge phantom, the posi-
tioning was performed through small positioning pins on the calibration table
which itself was positioned on the optical bench that holds the pre-clinical
scanner setup. The trackers were positioned inside the tracker housing with
positioning pins, and the housing was also mounted on the optical bench. Cor-
recting for this misalignment, however, was possible by investigating the lat-
eral position of features of the wedge in a plot of the energy profile of the
particles. This reduced the amplitude of the ring artifacts in the reconstruc-
tion to 0.5% amplitude around the mean for a HeCT reconstruction of a water
phantom (results not shown in this work), comparable to what had previously
been observed for HeCT with the setup (Volz et al. 2018).

For pCT, despite re-alignment of the wedge phantom in data processing,
major rings were present in the reconstructions. These rings exhibited an in-
creased amplitude (exceeding 1% compared to the mean) compared to what
has been reported in previous studies with the scanner. Reducing these ring
artifacts is the subject of our ongoing investigations in this project. A possi-
ble reason for these artifacts could lie in the comparatively high particle rate
used for pCT in this work. The particle rate and pencil beam focus are the
only conceivable differences compared to previously published studies with
the detector (see Dedes et al. (2019)), and therefore main focus of our current
investigation.
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Scan acquisition time
One important aspect of this study is the overall time necessary for completing
a full PCT scan. At the HIT facility, the scan duration was largely dominated by
the spill structure, and the fact that we used a step-and-shoot method acquir-
ing a single projection per spill. The spill duration was∼4 s to∼5 s, for helium
ions and protons respectively, with a pause between spills of ∼4 s. Hence, the
PCTs from 180 projections took a minimum of 24 minutes to acquire. Improve-
ment of the scan duration would require to prolong the spill relative to the spill
pause and to acquire multiple projections within a single spill. At HIT, a spill
of 12 s duration is possible in experimental mode. However, as of now, beam
scanning was not available in this mode.

Dose
For the SECT scan, the CTDIvol was reported as 59.76 mGy by the scanner,
while for DECT it was reported at 59.65 mGy for the MP1 phantom. To pro-
vide an estimate for the dose in the PCT modalities, we conducted a TOPAS
simulation utilizing the simulated detector geometry presented in (Piersimoni
et al. 2017). In order to estimate the dose to the MP1 phantom, we scored
the dose in a PMMA cylinder (density and chemical components as given for
PMMA in Piersimoni et al. (2017)) of the same dimension as the MP1, neglect-
ing the different sample inserts. For 2×106 initial protons at 200 MeV initial
energy irradiated in a homogeneous 100×200 mm2 (V×H) field, we find the
dose to the phantom to be 8.5 µGy. For helium ions at 200 MeV/u, the dose
was found to be 31.98 µGy. For each proton projection, ∼ 6.2× 106 primaries
were irradiated as estimated from the trigger rate. Hence, we find the dose per
projection to be 26.35 µGy. For helium ions, ∼ 2.8× 106 primaries were irradi-
ated, giving 44.77 µGy. In total, the pCT from 180 projections presented here
delivered 4.74 mGy, while the HeCT delivered 8.06 mGy. This is considerably
larger than what has been used in previous studies on pCT (Dedes et al. 2019),
and is a result of the step-and-shoot operation with a relatively high dose per
projection. For pCT the dose could be reduced significantly, if the beam in-
tensity could be lowered further. Similar, for helium ions, Gehrke et al. (2018)
have suggested that an equal dose compared to that of protons could result in
the same image quality. While in their work, the loss of helium primaries is
neglected, the relative fluence loss of protons and helium ions at 200 MeV/u
(approximately 50% for helium ions and 25% for protons) can be incorporated
into their theoretical considerations. We find that for a homogeneous phan-
tom, a factor ∼1.5 higher dose for helium ions (see Chapter 6) would result
in the same image noise. For heterogeneous objects, the reduced scattering
of helium ions could benefit the mean image noise (compare Dickmann et al.
(2019)). The dose to noise ratio will be explicitly studied based on the MP2 in
future work.
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Reconstruction algorithm
To reconstruct the PCTs in this work, we used the DROP-TVS ordered subset
iterative algorithm developed by Penfold et al. (2010). The performance of this
iterative algorithm is sensitive to several parameters as outlined in Schultze
et al. (2018). These include, the number of optimization blocks used, the re-
laxation parameter, the superiorization of the total variation, and not least,
the total number of iterations. Schultze et al. (2018) note that a large number of
iterations leads to the amplification of uncertainties in the image data. That be-
ing said, here, we have used the same parameters as in previous studies with
the detector (Giacometti et al. 2017b, Piersimoni et al. 2017), including our pre-
vious works on helium ion imaging (Piersimoni et al. 2018, Volz et al. 2018).
An optimization of the reconstruction parameters for this work is currently
ongoing.

Similarly, also for the SECT and DECT reconstruction the outcome is subject
to the reconstruction algorithm. The here used H30s reconstruction kernel for
SECT and the D34s filtered back projection reconstruction kernel correspond
to the standard used with the x-ray CT machine also for patients. In addition,
several different methods for RSP reconstruction from the DECT data can be
found in the literature. Their respective advantage/disadvantage has been
studied in Bär et al. (2017).

Sample preparation and reference measurements

The major difficulty in the preparation of the samples for the MP1 was the tight
packing of the tissues in the sample containers. Small air enclosures could not
be avoided, and some of the prepared and scanned samples had to be dis-
carded due to large volume air enclosures. We characterized the uncertainty
of the reference measurements of the sample RSP through the width of the car-
bon ion Bragg peak observed for the reference measurements with the PTW
peakfinder. Heterogeneity within the samples results in a broadening of the
peak due to range mixing, and therefore an increased uncertainty for the sam-
ple reference RSP in Table 5.6. Especially for lung, the measured carbon peak
was quite broadened compared to the reference measurement due to the large
heterogeneity present in the lung tissue. This is also reflected in an increased
standard deviation of the RSP measured with the other modalities. In princi-
ple, multiple cylinders with the same sample would offer a statistically more
significant estimate for the RSP accuracy of the different modalities. However,
due to limited beam time, and the need to perform the peakfinder reference
measurements, as well as full HeCTs and pCTs in the same night shift together
with the corresponding setup change has limited the number of samples that
could be scanned in this work.

The MP2 phantom was designed to hold a central dosimetry insert for
range verification in a situation that most closely resembles a real patient case,
but remains controllable and reproducible. As tissue sample, we chose a pig
head as it resembles a human head in tissue composition. Especially, the highly
heterogeneous geometry comprising adipose tissue, skin, muscle and bone en-
abled to investigate the feasibility of resolving small features with the different
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modalities. The agarose-water mixture chosen to keep the tissue in place has
the benefit of being almost tissue equivalent in both HU (Niebuhr et al. 2016)
and RSP (Volz et al. 2017), ensuring the overall clinical relevance of the study.
For the in-tissue range reference measurements, we chose Gafchromic R© EBT-
XD films as the detection method because they are easy to handle, provide a
high spatial resolution and have a high saturation dose. However, in princi-
ple, the phantom design can also be used for other dosimetry methods, like
3D gel dosimetry or micro-dosimetry based on silicon pixel detectors. Hence,
this simple design could prove useful also for other future studies. In a fol-
low up work by our group, the range prediction with the different CT modal-
ities for the MP2 will be compared against the reference acquired with the
Grafchromic R© EBT-XD films for a proton pencil beam stopping in the dosime-
try insert inside the phantom. This will provide a first estimate of the range
accuracy achievable with pCT and HeCT in heterogeneous samples.

Comparison between modalities

In this work, we have taken the data for the first-ever comparison between
SECT, DECT, pCT and HeCT in fresh animal tissue samples. As of now, the
RSP accuracy was similar for DECT (MAPE of 0.65%) and HeCT (MAPE of
0.69%). Due to elevated ring artifacts compared to what has previously been
demonstrated with the detector (Dedes et al. 2019), in this work, pCT yielded
a substantially lower RSP accuracy than HeCT and DECT with a MAPE of
1.46%. Both pCT and HeCT showed a bias towards underestimated RSPs with
the mean RSP error being -1.02% and -0.48%, respectively. SECT returned the
overall lowest accuracy, at a MAPE of 2.19% and also exhibited an overesti-
mation bias at a mean error of 0.45%. Noteworthy, the uncertainty of the RSP
accuracy was increased for the photon modalities, especially DECT, compared
to the PCT modalities. At the same time, the spatial resolution of the PCT
modalities is visibly lower than that of the x-ray modalities. However, it has
yet to be determined how much this result is influenced by the choice of recon-
struction parameters for PCT.

As the outcome of the RSP accuracy for the PCT modalities depends on
the parameters of the iterative algorithm, we currently investigate the opti-
mal imaging parameters for our study. In addition, it would be interesting to
reconstruct the images from DROP without TVS, or from a direct reconstruc-
tion algorithm, for example the distance-driven-binning developed by Rit et al.
(2013). The letter would enable to draw conclusions that are more dominated
by the underlying data, rather than parameters set in the iterative reconstruc-
tion. Moreover, the pCT images currently suffer from increased ring artifacts
the origin of which has yet to be determined. As these artifacts are larger com-
pared to those observed with the scanner at the Chicago Proton Center (Dedes
et al. 2019), they might stem from the higher beam intensity at the HIT facility.
Our current efforts focus on improving the image quality for the acquired pCT
scans. As such, the results presented in this work are preliminary and subject
to further improvements.
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Conclusion

In this work, the first-ever comparison of SECT, DECT pCT and HeCT based
RSP estimation in fresh animal tissue samples has been performed. Prelimi-
nary results indicate a similar RSP accuracy for HeCT and DECT. As of now,
pCTs acquired at the HIT facility suffer from greatly increased ring artifacts
compared to previously published studies with the detector. Despite the com-
paratively low accuracy of the pCT scans presented here, both pCT and HeCT
greatly outperformed SECT in terms of RSP accuracy. In terms of noise, pCT
and HeCT seem to outperform DECT and SECT, albeit a more in depth in-
vestigation is needed in regards of the contribution of the PCT reconstruction
algorithm chosen. HeCT offered a qualitatively improved spatial resolution
over pCT, however, for both modalities it was visibly lower than that of DECT
and SECT. HeCT. Optimization of the reconstruction parameters in the iter-
ative algorithm used for the PCTs reconstructions is ongoing and expected to
improve the image quality of pCT and HeCT. After optimization of the im-
age reconstruction algorithm, range information recorded for a proton beam
with Gafchromic R© EBT-XD films placed in the center of the MP2 will enable to
compare the range accuracy achievable with the different modalities.
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Abstract

Recently, it has been proposed that a mixed helium/carbon beam could be
used for online monitoring in carbon ion beam therapy. Fully stripped, the
two ion species exhibit approximately the same mass/charge ratio and hence
could potentially be accelerated simultaneously in a synchrotron to the same
energy per nucleon. At the same energy per nucleon, helium ions have about
three times the range of carbon ions, which could allow for simultaneous use
of the carbon ion beam for treatment and the helium ion beam for imaging.
In this work, measurements and simulations of PMMA phantoms as well as
anthropomorphic phantoms irradiated sequentially with a helium ion and a
carbon ion beam at equal energy per nucleon are presented. The range of the
primary helium ion beam and the fragment tail of the carbon ion beam exiting
the phantoms were detected using a novel range telescope made of thin plas-
tic scintillator sheets read out by a flat-panel CMOS sensor. A 10:1 carbon to
helium mixing ratio is used, generating a helium signal well above the carbon
fragment background while adding little to the dose delivered to the patient.
The range modulation of a narrow air gap of 1 mm thickness in the PMMA
phantom that affects less than a quarter of the particles in a pencil beam were
detected, demonstrating the achievable relative sensitivity of the presented
method. Using two anthropomorphic pelvis phantoms it is shown that small
rotations of the phantom as well as simulated bowel gas movements cause de-
tectable changes in the helium/carbon beam exiting the phantom. The future
prospects and limitations of the helium-carbon mixing as well as its technical
feasibility are discussed.

Introduction

The advantage of carbon-beam therapy over conventional photon radiother-
apy lies in the ion’s highly localised depth-dose deposition, with a low en-
trance dose increasing to a maximum — the Bragg peak — beyond which
there is a sharp reduction in dose deposition. However, the steep dose gra-
dient at the end of the particle range in matter makes ion beam therapy sensi-
tive to range uncertainties arising, for example, from inter- and intra-fractional
anatomical changes, uncertainties at the treatment planning stage as well as
the patient setup. In current clinical practice, range uncertainties are accounted
for by adding safety margins around the tumour volume (Paganetti 2012) and
by avoiding beam directions corresponding to the ions stopping directly in
front of an organ at risk (OAR). However, even with safety margins, intra-
fractional motion can lead to severe target dose deterioration and/or over-
dosage of healthy tissue (Bert et al. 2008, Seco et al. 2009, Dolde et al. 2018).
In order to exploit the full potential of ion beam radiotherapy, therefore, im-
proved methods for inter- and intra-fractional treatment verification are needed.
Several methods for treatment verification have been proposed of which prompt
gamma imaging (Hueso-González et al. 2018) and in-beam PET imaging (Ferrero
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et al. 2018) are promising candidates. A detailed overview can be found in Par-
odi & Polf (2018a).

Recently, it has been proposed that a small percentage of helium ions could
be added to a carbon ion treatment beam for online treatment monitoring
(Graeff et al. 2018, Mazzucconi et al. 2018). The approximately equal mass
/ charge ratio of fully stripped helium and carbon ions (relative difference
≈ 0.065 %), could enable their simultaneous acceleration in a synchrotron ac-
celerator to the same velocity (same energy per nucleon). Due to the helium
ions’ ∼3 times larger range compared to that of carbon ions at the same veloc-
ity, treatment with a carbon ion beam and simultaneous treatment monitoring
with helium ions could be possible. In fact, the similarity in accelerator set-
tings for the delivery of a mixed helium/carbon beam (12C4+ with 3He+) has
been reported already in Kanai et al. (1997) for a cyclotron facility for the pur-
pose of treatment with beams of mixed relative biological effectiveness (RBE)
but without consideration for online treatment monitoring. Recently, Graeff
et al. (2018) have shown the potential of using a mixed helium/carbon beam
as a range probe for carbon ion treatment investigating lung patient cases us-
ing based on 4D treatment planning. Assuming a fixed helium contamination
in the primary carbon ion beam during the plan optimisation, they showed
that the additional RBE dose stemming from a 10 % helium contamination in
the primary beam would make up less than 0.5 % of the target RBE dose. This
stems from the physical dose difference between the plateau region of the he-
lium ion depth dose profile and the carbon Bragg peak, as well as the differ-
ence in RBE. Moreover, the dose deposited in the patient distal to the tumor
stemming from the additional helium contamination was also smaller com-
pared to that deposited by the carbon fragments. The idea of a mixed beam
for treatment monitoring was first explored experimentally in the study pre-
sented recently by Mazzucconi et al. (2018). In their proof-of-concept work,
they demonstrated that for a 10 % mix of helium ions in the carbon beam, the
helium residual range could be detected in a scintillation detector despite the
signal contamination with carbon fragments. However, all experimental tests
presented were conducted using protons in place of helium ions and no an-
thropomorphic cases were investigated.

The aim of this work was therefore to experimentally corroborate the re-
sults by Graeff et al. (2018) and Mazzucconi et al. (2018) using sequentially ir-
radiated beams of helium and carbon ions at the Heidelberg Ion-Beam Therapy
Centre (HIT). The beam was monitored using a novel range telescope devel-
oped at University College London (UCL). First, the system’s sensitivity was
assessed with simple PMMA degraders with differently sized air gaps. For
assessing more clinically relevant scenarios, prostate cancer treatments were
investigated. With the ADAM pelvis phantom (Niebuhr et al. 2019), the feasi-
bility of using a mixed helium/carbon beam to detect rectal gassing/bowel gas
movements was investigated. The recently developed ADAM-PETer pelvis
phantom (Homolka et al. 2019) was used to simulate small patient rotations.
The acquired data allow to draw conclusions on the clinical application and
the limitations of the helium/carbon beam mixing method.
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Materials and Methods

Range telescope
The range of the primary helium ions and the fragments produced by the car-
bon ion beam were monitored using a novel range telescope developed at UCL
for proton range quality assurance. This detector will be detailed in a separate
publication currently under preparation. The prototype detector consisted of
a stack of 49 polystyrene-based plastic scintillator sheets of 2-3 mm thickness,
covered an area of 10×10 cm2, and had a relative stopping power (RSP) of
1.025. The detector covered a total water equivalent thickness (WET) range
of ∼127 mm. Each sheet was painted black in order to avoid light contamina-
tion into neighbouring sheets. The resulting thickness of paint was taken into
account in the calculation of the absolute WET.

A large-area CMOS sensor with an active area of 150×100 mm2 and a pixel
size of 100 µm was used for the readout of the scintillation light. The detector
readout frame rate was 25 Hz (40 ms exposure time). The detector was placed
in a light-tight enclosure with two beam entrance/exit windows made of alu-
minum coated Mylar polyester foil on both ends of the scintillator stack.
Before the measurements, the detector was calibrated by shooting high-energy
beams of carbon ions (E=430 MeV/u) as well as helium ions (E=220 MeV/u)
through the scintillator stack from both sides of the detector. In data pro-
cessing, these shoot-through measurements were then used to correct for non-
uniformity in the light output of each individual detector sheet for each ion
species. Additionally, a background measurement was acquired to determine
the signal in the absence of scintillation light.

It is important to note that the range telescope measures scintillation light
and not dose. The plastic scintillator used in the range telescope exhibits
quenching effects that can be described by Birks’ law (Birks 1951). The mea-
sured depth-light curves presented in this work were not corrected for quench-
ing: however, the simulated energy deposits were converted to depth-light
curves using Birks’ law (see section 5.5). Additionally, the measured light out-
put of the detector depends on the lateral position at which the beam enters
the detector. In this work, the detector position relative to the beam was not
changed between measurements.

Investigated phantoms
Three different phantom setups were investigated in this study. The sensitivity
and limitation of the method was assessed quantitatively using simple PMMA
phantoms. For qualitatively investigating the use of a mixed helium/carbon
beam in clinically relevant scenarios, different motion scenarios were explored
using two anthropomorphic phantoms. Treatment planning X-ray CT scans of
the anthropomorphic phantoms were acquired at the Siemens Somatom Def-
inition Flash scanner of the German Cancer Research Centre (DKFZ, Heidel-
berg).
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Figure 5.46: Schematic depiction of the PMMA setup used to investigate the sen-
sitivity of the helium/carbon beam mixing method (not to scale). The total thick-
ness of the PMMA setup was 190.12 mm (219.59 mm WET), the PMMA blocks had
a width and height of 150 mm. Two PMMA slabs of equal thickness were used to
create a vertical slit of variable width/thickness at a depth of 49.6 mm in the setup.
For the investigated energy in this work, the carbon peak was located at a water
equivalent depth of ∼99 mm, with the helium peak was located at 305 mm water
equivalent depth.

PMMA phantom: First, several PMMA slabs were arranged upstream of the
range telescope to quantify the sensitivity of the method in a controlled setting.
Accurate WET values for each of the slabs were available from PTW Peakfinder
measurements (Arico 2016). In order to create a range shift in the beam, two
thin PMMA slabs of similar WET were placed at a depth of 49.6 mm PMMA
(57.64 mm WET) such that they formed a vertical slit of adjustable opening
width (2-5 mm). Different PMMA slabs were used to create variable gap thick-
nesses (1-5 mm). The total WET of the setup (without gap) was 219.59 mm for
all measurements. The schematic setup is shown in figure 5.46.

ADAM phantom: The ADAM (Anthropomorphic Deformable And Multi-
modal) Pelvis Phantom (Niebuhr et al. 2019) was used to demonstrate the ef-
fect of rectal gassing/bowel gas movements on the helium range. The phan-
tom consists of various tissue equivalent materials enclosed in an elliptical
PMMA container (370 mm major, 220 mm minor axis) and closely models the
anatomical structure of a male pelvis. The phantom features a fully deformable
and movable prostate, an inflatable rectum and a deformable bladder, as well
as the pelvic bone structures. To simulate rectal gassing/bowel gas move-
ments, a rectal balloon was inserted into the phantom’s rectum such that the
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(a) (b)

Figure 5.47: Isocentrical axial slice through CT images of the used phantoms (top),
and photographs of the experimental setup (bottom): a) ADAM phantom and b)
ADAM-PETer phantom. The area outlined in red on the CT scans marks the target
(prostate), the yellow arrow indicates the beam direction.

balloon was located next to the prostate. The balloon was inflated to air vol-
umes of 30 ml, 45 ml and 60 ml. The uncertainty on the air volume was esti-
mated to be ∼5 ml from the retained air volume after irradiation. Liquid fill-
ings were not yet possible with the phantom and the rectum was not collapsed
when the rectal balloon was not inflated, but retained a residual volume.

ADAM-PETer phantom: In order to investigate the effect of patient rotations,
the recently developed second generation of the ADAM phantom, named
ADAM-PETer (Homolka et al. 2019), was used. Compared to the ADAM
phantom, the ADAM-PETer phantom has a smaller container (310 mm ma-
jor, 195 mm minor axis), denser and more realistic bone structures as well as a
3D printed prostate. The reason for using both available ADAM phantoms in
this study resides in their respective advantages/disadvantages. The ADAM
phantom hull was made from two separate PMMA pieces that are glued to-
gether on both lateral sides (see figure 5.47). Additionally, the thickness gra-
dient of the ADAM phantom hull is larger compared to that of the newer
ADAM-PETer phantom. Hence, for investigation of patient rotations/motion,
observed effects could stem from the glue or the phantom shape, rather than
anatomical features which would not resemble a realistic scenario. However,
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Phantom Gantry Angle (◦) Min. E (MeV/u) Max. E (MeV/u)

ADAM [90, -90] 300 355
ADAM-PETer [90, -90] 260 316

Table 5.7: Treatment plan minimum and maximum energies for the different
phantoms. The 0◦ gantry angle refers to a vertical beam direction.

Setup Energy (MeV/u) Focus (mm) Intensity (part./s)
12C 4He 12C 4He 12C 4He

PMMA phantom 219.8 220.5 8.5 8.1 8×107 8×107

ADAM/ADAM-PETer 324.26 324.26 8.0 7.0 8×107 7×108

Table 5.8: Beam settings for the different experimental setups investigated in this
work. The beam focus is given as the beam FWHM at the isocentre.

the available version of the ADAM-PETer phantom did not feature a fully de-
formable/movable prostate and rectum, which would have been unfavourable
for the investigation of rectal gassing.

Treatment planning: For the anthropomorphic pelvis phantoms, treatment
plans were generated using the MatRad open source treatment planning plat-
form (Wieser et al. 2017). A dose of 2 Gy RBE per fraction was planned for the
target (whole prostate ). The spot spacing was set to 3 mm. No OARs were
considered and no margins were set around the target volume. The additional
dose from the helium beam was not considered in the treatment optimization.
The minimum and maximum beam energy in the plan as well as planned beam
angles are listed in table 5.7. The prostate was positioned in the beam isocentre
in all cases.

Beam settings
Experiments were conducted at the HIT experimental room (Haberer et al.
2004). Since a real mixed beam could not yet be delivered, the experiments
were conducted with sequentially irradiated helium and carbon ion beams of
similar energy/nucleon and similar spot size. The measurements from the se-
quentially irradiated beams were mixed offline which will be detailed in sec-
tion 5.5. The generation of a mixed beam will be discussed in section 5.5. For
all measurements, a 3 mm ripple filter was used following the common prac-
tice with carbon ion treatments at HIT. The detailed beam settings for the re-
spective phantom setups are listed in table 5.8. The generation of a real mixed
beam is further discussed in section 5.5.

Energies up to ∼220 MeV/u were available for both carbon and helium
ions from the standard libraries of beam characteristics used at HIT (Kleffner
et al. 2009). As no perfect match between helium and carbon ion beam settings
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existed in these tables, the closest representation was chosen for the PMMA
measurements. The highest clinically available beam intensity of 8×107 par-
ticles/second for carbon ions would — assuming a constant ratio of 10:1 be-
tween primary carbon and helium ions — correspond to an intensity of 8×106

particles/second for helium ions in the mixed beam. This is lower than the
lowest helium intensity available from the standard settings. Since the runs
were mixed off-line in data processing, the same intensity was therefore cho-
sen for both ion types. The impact of this is discussed in section 5.5.
Due to the high carbon beam energy required for the treatment of the prostate
targets within the pelvis phantoms, a helium beam with manual settings had to
be used, since the corresponding high helium energies are not available from
the standard beam libraries at HIT which cover a maximum range in water
of 30 cm for the different ion species. However, since the HIT synchrotron
was designed for the acceleration of carbon ions up to 430 MeV/u, the syn-
chrotron has the potential to accelerate helium ions (and protons) to higher en-
ergies than those used clinically. Helium ion beams, with higher energies than
needed for therapy, have recently been established at HIT in a preliminary ver-
sion, for a few energies only and without scanning capability or position and
intensity control. In this work, a helium beam at 326 MeV/u was used, with
an intensity of 7×108 particles/second and a beam focus of 7 mm FWHM.

For the ADAM-PETer phantom, a 20 mm PMMA slab was added before the
setup, as the available high helium energy would have been above the energies
set by the treatment plan. With the PMMA slab, the beam energy was reduced
to∼303 MeV/u for carbon ions (value obtained from the simulation described
below), corresponding to the high energy part of the respective treatment plan.

Monte Carlo simulation

In order to validate the acquired measurements and to further exploit the po-
tential of the helium/carbon beam mixing technique, Monte Carlo simulations
using Geant4 version 10.05.0 (Agostinelli et al. 2003, Allison et al. 2006, Al-
lison et al. 2016) were conducted. In detail, the following physics lists were
activated: G4DecayPhysics, G4StoppingPhysics for nuclear capture at rest,
G4EmExtraPhysics and G4EmStandardPhysics_option4 for accurate modelling
of low energy electromagnetic interactions, G4HadronElasticPhysics for mod-
elling of elastic nuclear interactions. To model inelastic nuclear interactions
the G4QMDReaction model was chosen for carbon ions as recommended by
Böhlen et al. (2010) and Dudouet et al. (2014). For helium ions, G4Binary-
LightIonReaction was activated together with the Tripathi cross section data
(Tripathi et al. 1996) recently tuned by Horst et al. (2019) to accurately model
the helium Bragg peak. The default production cuts (affecting electrons and
photons) were set in the simulation to 1 mm. Within the range telescope a finer
step limit and finer production cuts (both 0.05 mm) were set.

The helium and carbon energy spectra after the 3 mm ripple filter were
modelled from the generic beam line presented in Wieser et al. (2017). The
beam monitoring chambers were modelled in the generic beam line using a
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water slab of 2.03 mm thickness. The distance between nozzle and isocen-
tre was 1.02 m (air, RSP=0.001). Therefore, the WET the beam crossed before
reaching the isocentre was 3.05 mm. The lateral beam profile was modelled
with a 2D Gaussian spatial distribution with the FWHM set in the experiments.
The initial beam divergence was neglected in the simulation.

The detector was modelled as a single 100× 100× 120 mm3 block of poly-
styrene using the polystyrene material composition from the NIST database
(Berger et al. 2005) and modifying the density to match the known RSP of
1.025. Within the simulation, the energy deposit in the detector was binned
along the condensed-history steps into a histogram for which the bins corre-
sponded to the sheets of the prototype3. In order to accurately model the light
output of the experimental measurement, the scintillation light quenching has
been approximated using Birks’ law (Birks 1951). The scintillation light output
S is given as:

S ∝
∫ dE/dx

1 + kBdE/dx
dx (5.57)

where Birks’ constant was determined as kB = 0.075± 0.01 mm/MeV by
comparing proton beam measurements with the detector and HIT base data
proton depth dose curves (unpublished data). To accurately model the de-
tector response across the transverse plane, S would need to be scaled by the
scintillation light yield of the detector and an additional correction factor ac-
counting for spatial variations in the detector response. The additional scaling
factors that describe the light output of the detector are omitted here, as the
signals were normalised in data processing.

The PMMA degrader slabs were simulated using the NIST PMMA mate-
rial composition, setting the density such that the WET of the simulated slabs
matched the WET of the experimental slabs. For the anthropomorphic phan-
toms, voxelised digital geometries were created from the treatment planning
X-ray-CT scans. The phantom materials were implemented from their chem-
ical composition using the material description in Niebuhr et al. (2019) and
Niebuhr et al. (2016). See table 5.9 for a detailed list. First, for each Hounsfield
unit (HU) in the CT scan, a material was assigned based on the thresholds
listed in table 5.9. Then the relative electron density corresponding to the HU
was calculated from the HU lookup table of the CT scanner used to produce
the treatment planning CTs. The relative electron density was converted to
physical density following equation 1 in Collins-Fekete et al. (2017a). This
was then used to assign a material and density to each voxel of the CT scan.
For all voxels with a HU below -160 the assigned material was air at density
1.155 mg/cm3.

For the anthropomorphic phantoms, additionally the dose deposit in each
voxel was recorded in the simulation. The dose in lateral direction was then
summed up to display the integral dose to the patient as function of the dis-
tance to the isocentre.

3The prototype features 2 mm, 2.6 mm as well as 3 mm sheets. In the simulation, a constant
binning of 3 mm was used.
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Material HU Element(weight(%)) Tissue

Peanut oil -160 H(7.36);C(58.94);N(20.62);O(13.08) Adipose
Agarose1 -30 H(10.57);C(0.94);O(84.49);Na(2.19);F(1.81) Muscle
Agarose3 35 H(10.82);C(1.65);O(86.53);Na(0.55);F(0.45) Prostate
Vaseline/
K2HPO4

80 H(5.52);C(64.6);N(5.02);O(9.19);P(4.45);K(11.22) Inner bone

Gypsum 285 O(47.01);Ca(29.44);S(23.55) Cortical bone

Table 5.9: Chemical composition of the different materials used the anthropo-
morphic phantoms as implemented in the simulation. The HUs mark the lower-
bound thresholds used for assigning a given material to voxel in the CT scans.
The corresponding modelled patient tissue is given for each material.

All simulation results shown in this work were generated using 106 pri-
mary carbon ions and 105 primary helium ions.

Data processing and offline beam mixing

In the experiment, helium and carbon beams were irradiated consecutively.
The experimental results shown in this work always represent a “snapshot” of
the beam: i.e. the sum of twenty-one image frames corresponding to a total
acquisition time of 0.84 seconds. Depth-light curves were generated from the
background-corrected images by summing up the light yield in a scintillator
sheet and attributing it to the WET at the centre of the sheet. The light yield
is calibrated with two shoot-through curves of the same ion taken from both
sides of the range telescope in order to correct for the differences in the sig-
nal of the scintillator sheets. The depth-light curves of the helium and carbon
beams were scaled according to a 10:1 carbon:helium ratio and summed up in
order to produce the signal of a mixed beam. In the simulation, the recorded
signals were simply summed as a factor 10 smaller number helium primaries
compared to carbon had already been generated. Figure 5.48 shows the result-
ing depth-light curves of helium, carbon and the mixed helium/carbon beam.
The curves were normalized to the combined helium/carbon signal in the first
scintillator sheet. Small differences are due to the fluctuations in the measured
carbon signal in the first couple of scintillator sheets.

Results

In this section, the results from the irradiation of the phantoms introduced in
section 5.5 are presented. Both measurement and simulation results are pre-
sented side by side for comparison. The relative difference between the curve
of interest f (x) and a reference curve gref(x) was chosen as a metric to quantify
the change in the measured signal. It is defined as [ f (x)− gref(x)]/gref(x). This
enables displaying very small differences between the curve of interest and the
reference curve, emphasising the sensitivity of the helium/carbon beam mix-
ing. In all plots, the horizontal axis represents the residual water equivalent
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Figure 5.48: Example of helium (red) and carbon (blue) depth-light curves used
for off-line helium-carbon beam mixing (black) at 220 MeV/u and the PMMA
setup without gap: measurement (solid) and simulation (dashed). The measured
signal for helium was scaled down to match a 10:1 ratio to the carbon primaries.

range of the beam measured in the scintillator stack. The depth-light curves
were normalised to the signal in the first scintillator sheet of the reference
measurement in order to enable easier comparison between experiment and
simulation.

PMMA phantom

In figure 5.49, the effect of air slits of variable width and thickness are shown.
The 5 mm and 2 mm slit widths resulted in respective relative differences of
40% and 17%. This is expected since, with increasing slit width, a larger frac-
tion of beam particles crosses the slit. For the 8 mm FWHM beam, approxi-
mately 55% of the beam particles cross the slit opened to 5 mm width, while
only∼22% of particles traverse the slit in the case of an opening width of 2 mm.

It can be seen in figure 5.49 (bottom) that the observed peak width in the
relative difference is proportional to the slit thickness. However, this relation
is perturbed by the finite slope of the helium peak and the limited spatial reso-
lution of the range telescope. In all cases, the mixed depth-light curve changed
only slightly with the introduction of the air gaps and those changes were only
observable in the high-gradient region at the helium peak. In the case of a 1
mm thick, 2 mm wide slit the resulting maximum relative difference was 8%.

ADAM phantom

The ADAM phantom was irradiated at three different spots in the same iso-
energy layer: the tumour isocentre, a spot close to the rectum according to
the treatment planning system (vertical position: isocentre-18 mm; horizontal
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Figure 5.49: Result of introducing an air-filled slit of width 2 to 5 mm and thick-
nesses of 2 mm and 5 mm (top), as well as a fixed width of 2 mm and thickness
of 1 mm to 5 mm (bottom) in the beam path: measurement (left) and simulation
(right).
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(a) No inflation

Prostate Rectum

+ Rectal balloon

Bladder

(c) 45 ml inflation

(b) 30 ml inflation

(d) 60 ml inflation

Figure 5.50: Sagittal plane of the ADAM phantom CT scans for different stages of
inflation of the rectal balloon. The circles indicate the 2σ region of the irradiated
carbon ion beam spots at the isocentre (white solid), close to the rectum (yellow
dotted) and in between (magenta dashed).

position: isocentre+6 mm) and a spot in between the two (vertical position:
isocentre-12 mm; horizontal position: isocentre). The spot positions and the
different rectal fillings are shown in figure 5.50.

Figure 5.51 shows the artificially mixed helium/carbon signals. For the
spot close to the rectum, a change in the helium range was observable even
for the smallest air volume filled in the rectal balloon. Since the rectum did not
collapse when the rectal balloon was not inflated, the lowest filling of the rectal
balloon resulted only in a small change of the diameter of the rectum compared
to the reference state. For larger fillings of the rectum, a drastic overshoot was
observed in the helium range as the beam crossed into the rectum and the rec-
tal gas. Similarly, for the spot located between isocentre and the rectal wall, the
two larger rectal balloon fillings resulted in observable changes in the helium
signal. For the spot in the isocentre, no significant change was observed for ei-
ther air filling in the measurement. In the simulation, however, small changes
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Figure 5.51: Detector response to different inflation stages of a rectal balloon
placed in the rectum near the prostate for different beam spot positions: mea-
sured (left column) and simulated (middle column) helium/carbon beam signal
in the detector. For comparison, the integrated dose to the phantom as a function
of distance to the isocentre (right column) is shown. The dose considers both the
helium and carbon beams.
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Figure 5.52: Result for different beam angles entering the phantom: measured (a)
and simulated (b) helium/carbon signal in the detector. (c) shows the integrated
dose to the patient as function of the distance to the isocentre. The dose considers
both the helium and the carbon ion.

were observed for the two larger air fillings. This disagreement could likely be
attributed to changes in the relative distance of the spot centre to the urethra
stemming from position uncertainties and/or motion of the prostate between
the treatment planning CT and the irradiation. In the phantom the urethra
is modelled with a silicone pipe. As such, the rectal balloon filling pushing
the pipe wall out of the beam might have caused the observed range change
in the simulation (compare figure 5.50). The measurements of the other two
spots qualitatively agree well with the simulation. Additionally, the simula-
tion shows that the position of the helium peak in the detector correlates well
with the changes in carbon dose in the patient (compare figure 5.51b and c).
This correlation is essential for drawing conclusions on the carbon dose from
the mixed helium/carbon beam signal in the detector.

ADAM-PETer phantom

In order to demonstrate the effect that a small patient rotation would have on
the observed helium/carbon mixed signal, the ADAM-PETer phantom was
used in its upright position, with the phantom rotated manually by 2◦ and 4◦

around the vertical axis. The results can be seen in figure 5.52. Both rotations
lead to a noticeable change in the measured mixed beam signal. A similar,
yet slightly larger effect can be observed in the simulation. In the depth-dose
profile shown in figure 5.52(c), in addition to the range shift in the carbon peak,
differences starting at the position corresponding to the entrance of the hip
bone (at ∼135 mm upstream from the isocentre) can be seen. As such, it can be
argued that the observed shift in the carbon range stems from the rotation of
the hip bone.
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Discussion

Uncertainty sources
Detector readout and data processing: Due to the high resolution of the
CMOS sensor and the high light output of the scintillator, the statistical un-
certainty on the light yield in a single sheet is low, <1% for carbon and helium.

However, the particle-specific calibration of the detector introduced a sys-
tematic uncertainty, which was the same for all recorded curves of the same
particle. This uncertainty is estimated to be <3% by comparing the shoot-
through curves for protons, helium and carbon ions.

Furthermore, the carbon depth-light curves were acquired at a very low
beam intensity compared to the calibration shoot-through curves. This inten-
sity mismatch is likely to be responsible for the fluctuations seen in the carbon
signal (and therefore also in the mixed signal, see figure 5.48) close to the en-
trance of the scintillator stack. These fluctuations are consistently the same for
all measured depth-light curves (see figures 5.49, 5.51 and 5.52). The magni-
tude of the systematic uncertainty in the low-intensity carbon signal is on the
order of 5%.

Particle rate: The mixing of the sequentially irradiated helium and carbon
beam in data processing required a stable particle rate to match a 10:1 ratio
between the carbon and helium signal. While this was the case for the stan-
dard beam settings used, for the experimental beam parameters, fluctuations
up to 15% were observed between spills. For the experimental helium set-
tings, no spill regulation was active, likely causing these fluctuations. Hence,
before adding the helium and carbon signals together, for the pelvis phantom
measurements, the helium signals were scaled such that the signal in the first
couple of sheets matched the reference measurement for each phantom. As
this normalisation step can only cause an underestimation of signal changes,
it does not affect the conclusion on the usefulness of the helium/carbon beam
mixing method.

Beam parameters: There were slight differences in the beam parameters in
the standard libraries used for the irradiation of the PMMA setup. The small
mismatch between the beam energies of helium and carbon in the measure-
ments with the PMMA phantoms leads to a sub-millimetre shift of the he-
lium and carbon curves relative to each other compared to an actual mixed
beam. This small shift has no qualitative effect on the reported results since the
slope of the carbon curve beyond the Bragg peak is small and doesn’t exhibit
any prominent features. In the case of the pelvis phantoms, a smaller helium
spot was used compared to the carbon spot, resulting in less range mixing
(caused by lateral tissue inhomogeneities) as would have been observed for a
real mixed beam.

Positioning uncertainty: Since the HIT experiment cave does not feature an
in-room imaging system, a source of uncertainty was the correct positioning of
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the phantoms relative to the beam, compared with the treatment planning and
the simulation. For the PMMA setup, the slit was centered on the beam axis
marked by the in-room laser positioning system by opening the two PMMA
slabs symmetrically. In general a good agreement of simulation and measure-
ment was observed here, suggesting an accurate phantom positioning for the
measurement. For the ADAM phantom, the location of the target isocentre
was marked on the phantom surface based on the treatment plan CT scan. This
process already introduced some positioning uncertainty due to inaccuracies
in the marking by hand. For the ADAM-PETer phantom, the target isocentre
was already marked on the outside of the phantom with CT bead markers from
an earlier experiment which can be seen as bright spots on the phantom con-
tour in figure 5.47(b). The in-room positioning was then performed using the
available laser positioning system. Nevertheless, for both pelvis phantoms, all
investigated beam spots were more than 2 mm away from the treatment field
edge. Therefore, it can be argued that despite positioning uncertainties, the
results obtained still depict a realistic scenario.

In the ADAM-PETer measurements, an additional source of uncertainty
was the manual rotation of the phantom, since no automatic rotation was avail-
able. Here, the angle relative to the isocentre position was manually drawn
on the phantom and is therefore subject to the same uncertainties mentioned
above. Nevertheless, the measurements serve to qualitatively demonstrate the
feasibility of observing small patient rotations/movements with a mixed he-
lium/carbon beam. It is important to mention that the CT bead markers were
left on the ADAM-PETer phantom during irradiation as well as in the simula-
tion. While being made from metal, they where spherical with a diameter of
only 1.27 mm and are not expected to have affected the measurement.

Monte-Carlo simulation: The major uncertainty in the Monte-Carlo simula-
tion was the modeling of the phantom materials. Especially, for the anthropo-
morphic phantoms, this introduced differences between the measured and the
simulated helium range. Due to noise and beam hardening artefacts in the CT
image as well as tissue substitute materials with overlapping Hounsfield unit
range (Niebuhr et al. 2019), it was not possible to match the simulated and real
composition perfectly with the method used in this work. For example, for the
ADAM phantoms, the silicone organ shells were simulated as inner bone, due
to the overlap in Hounsfield unit ranges for the two materials. Still, the ob-
served signal variations introduced by the investigated changes in the treated
geometry qualitatively agree well between simulation and experiment. How-
ever, when using Monte-Carlo as a basis for comparison to generate online
treatment feedback (see discussion below), using more sophisticated methods
to generate the Monte-Carlo material composition — e.g. using a Dual-Energy
CT image as the basis (Hünemohr et al. 2014b, Lalonde & Bouchard 2016) —
would be adequate. Implementing such methods, however, was beyond the
scope of this work.
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Using a mixed helium/carbon beam for treatment monitoring
This work highlights the potential of mixing a small amount of helium ions
with a therapeutic carbon-ion beam for observing changes in the treated anato-
my. This corroborates previous studies using treatment planning software
(Graeff et al. 2018) and experimental investigations with protons in place of
helium ions (Mazzucconi et al. 2018). Since the helium energies are fixed by
the carbon energies from the treatment plan, the helium/carbon beam mixing
technique is limited to treatment directions were the proximal target edge is
located deeper than 1/3 of the patient WET in that direction. Otherwise, the
helium ions would not have sufficient energy to fully cross the patient leading
to the helium Bragg peak being located in healthy tissue. However, this limi-
tation can potentially be overcome by selecting the treatment direction accord-
ingly, if the gained additional information from the helium ions out-weights
the drawback of a non-ideal beam direction. A thorough evaluation of patient
data is needed to assess the applicability of the helium/carbon mixing method
for different treatment sites.

A general drawback of the method is that the helium ions are not only sen-
sitive to range changes that affect the carbon ions, but also to every change that
occurs distal to the tumour. However, integrating the tissue properties over
the whole thickness of the patient rather than just up to the tumour volume is
true for any radiography-based system. For patient sites where there is known
anatomical motion distal to the tumour, such as lung cases, a pre-treatment 4D-
CT should be used to relate a given motion phase to the helium range includ-
ing also the distal anatomy. For prostate cases, on the other hand, this is a less
critical limitation. Here, the expected motion scenarios involve, for example,
hip motion/rotation, bladder and rectum filling, as well as muscle contractions
around the prostate (Langen et al. 2008), which should have an effect on both
the helium and carbon range. Additionally, since the prostate lies centrally
in the patient for lateral beam directions, all treatment plan energies should
be sufficiently high for the helium ions to fully cross the patient. Moreover,
prostate cases might benefit greatly from the helium/carbon mixing method:
the irregularity and randomness of the motion patterns makes prostate mo-
tion hard to predict or mitigate in scanned ion-beam therapy (Ammazzalorso
et al. 2014), which is why online treatment feedback would be highly advan-
tageous. This is even more important when considering hypo-fractionated
carbon-beam therapy.

The biggest advantage of the helium/carbon mixing method is the high
sensitivity. With the system used in this work, range changes as small as 1 mm
of less than a quarter particles in a pencil beam were observable. Furthermore,
this sensitivity is achieved for a small number of incident particles per spot
since only very few helium ions are required for a range measurement. It is
important to note that for the measurements shown in this work a relatively
large number of particles was integrated (21 readout frames summing up to
∼ 6.7× 107 integrated particles for the PMMA phantom measurements) com-
pared to the number of particles encountered in clinical pencil beams. This
is due to the detector prototype used not being the ideal detection system for
the helium/carbon beam mixing method, since it was developed as a quality
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assurance device for proton beams. The amount of necessary particles could,
however, be reduced by using a more sensitive photodetector. A fast-enough
detector might even enable the acquisition of multiple range samples (snap
shots) per beam spot (provided that the spot contains enough particles) in or-
der to observe motion trends.

This work indicates that the previously suggested 10:1 ratio between pri-
mary carbon ions and helium ions is indeed useful for detecting changes in the
treated anatomy. However, the optimal mixing ratio will depend on the detec-
tor used as well as on the technical aspects of the acceleration of the beam in
the synchrotron. Furthermore, the sensitivity of the method also depends on
the beam spot size, since with a smaller beam spot size small inhomogeneities
would affect a larger portion of the pencil beam particles. However, for the
range telescope used in this work, the lateral position of the artefact causing
the observed range differences could not be determined with better precision
than the pencil beam size without further processing. In order to achieve a bet-
ter spatial resolution, the information of adjacent spots in the treatment plan
could be matched (Hammi et al. 2017) or position sensitive detectors could be
included to the setup (see for example Krah et al. (2018) for an overview over
the spatial resolution of different particle imaging setups).

It is not trivial to quantify the observed changes in the helium range due to
the strong range mixing in heterogeneous materials. A possible option would
be to conduct a multi Bragg-peak fit similar to the methodology developed in
Krah et al. (2015). In the work described here, the relative difference to a ref-
erence measurement was used to quantify range changes. This enables quan-
tifying small changes compared to the expected signal without relying on a
single point of reference and without the need to perform a fit to the signal.
The latter feature could be of importance when using a mixed helium/carbon
beam for generating online feedback during the treatment where computa-
tional speed is a necessity. On the other hand, using the relative difference
compared to the expected signal as a metric requires generating a reference
curve for every beam spot. This could potentially be accomplished using
Monte Carlo simulations at the treatment planning stage that include an ac-
curate description of the detector output (including spatial variations in the
detector response/scintillation light quenching) and patient geometry, as has
been suggested in Mazzucconi et al. (2018). As stated above, this would re-
quire sophisticated tissue decomposition methods, as well as accurate physics
models in the simulation. Nevertheless, an accurate representation of the pa-
tient is crucial for treatment planning and, hence, an observed deviation from
the expected signal would point towards a potential uncertainty in the treat-
ment plan.

Finally, a mixed helium/carbon beam would offer the potential for post-
treatment reconstruction of 2D images of the treated anatomy for each iso-
energy slice using the techniques developed for particle radiographic imaging
(cf. Parodi (2014), Krah et al. (2015)). This could be useful in post-treatment
patient-specific quality assurance and dose accumulation.

However, whilst the presented results are indicative of the potential of a
mixed beam, they can only serve as a conceptual assessment of the method
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since they were produced with sequentially irradiated helium/carbon beams.
Definitive statements of the usefulness of such a technique can only be made
based on a real mixed beam.

Acceleration of a mixed helium/carbon beam
As also reported in Mazzucconi et al. (2018), the most straightforward way to
generate a mixed beam would be to mix the two ions at the sources. However,
at HIT, a reasonable current of 12C6+ cannot be extracted from the sources.
Hence, one would extract 12C3+ and 4He+ from a source running with methane4

as the main gas and helium as the support gas. With a similar mass/charge
ratio (A/q≈4), the partially stripped ions could pass the injection beam line
together. However, the HIT LINAC pre-accelerator is optimised to accelerate
ions with A/q≤3 and cannot accelerate ions with A/q=4. Therefore, a real
mixed helium/carbon beam could not yet be delivered. A potential work-
around to this issue could be to fully strip the ions before the LINAC instead
of the current stripping after the LINAC, although this is usually avoided
since the stripping efficiency decreases with decreasing beam energy (Bryant
et al. 2000). Another possibility would be to achieve the beam mixing in the
synchrotron by sequentially injecting the different ions. Since 16O4+ could also
pass the low energy beam transport together with 12C3+ and 4He+, mixing
the beam inside the synchrotron might be preferable in order to avoid beam
contamination with oxygen ions. The acceleration of a mixed beam will be
the subject of further investigation. Nevertheless, since a great effort is usu-
ally made to avoid the contamination of the accelerated ion beams with ions
of similar mass/charge ratio (cf. Winkelmann et al. (2008)), there is a strong
reasoning that such a contamination could also be generated deliberately. If a
mixed beam in the synchrotron can be generated, stable extraction, beam fo-
cusing and pencil beam scanning will add further complexity. Still, from the
results presented in this work it is possible to conclude that the concept of a
mixed beam for simultaneous treatment and imaging deserves further inves-
tigation.

Advantages of beam mixing versus sequential irradiation

Given the complexity of the acceleration of a mixed beam, the question arises
if intra-fractional treatment monitoring could also be achievable with sequen-
tially irradiated beams. Sequential beams come at the advantage of being eas-
ier to generate compared to a mixed beam. Moreover, the verification beam
would not be limited by the parameters of the treatment plan. For patient
sites subject to slow motion, sequential verification and treatment beams could
provide useful information, if fast switching of ion sources or beam energy
is technically feasible which is currently being investigated at HIT (Schömers
et al. 2017). In that case, changes would be detected with a probably toler-
able delay, depending on the rate of verification to treatment spills and the

4For the usually used CO2 gas, the 12C3+ peak in the source spectrum would overlap with
the 16O4+ peak.
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time needed for switching sources/beam energy. Still, an online range esti-
mate provided by a mixed beam would improve the potential for reduction of
unwanted dose delivery and the accuracy of post hoc dose reconstruction for
adaptive therapy.

For the treatment of moving targets, especially those with strong range
changes such as lung tumors, a mixed beam would be most advantageous.
Here, online motion information is most relevant, even if it is only used for
dose reconstruction and possible adaptation of following fractions. An im-
portant aspect is also that with a mixed beam every spot in a treatment plan
could be monitored without prolonging the treatment duration. This would be
preferential for the clinical environment at an ion-beam therapy facility where
short treatment duration is highly desired (Schömers et al. 2017). Nevertheless,
in future studies, the usefulness of sequential beams for verification should
also be further evaluated especially for static or non-periodically moving tar-
gets such as the prostate.

Conclusion

In this work the use of a mixed helium/carbon beam for monitoring intra-
fractional anatomical changes was investigated using a novel range telescope.
It was demonstrated that with a mixed beam, range changes as small as 1 mm
of only a fraction of the beam width could be observed with the system de-
spite the presence of range mixing. Using two anthropomorphic phantoms,
the method’s use in more realistic clinical cases was investigated. Here, it was
demonstrated that a mixed helium/carbon beam could be useful for observing
bowel gas movements and small patient rotations. A limitation of the tech-
nique is that the helium energies are determined by the carbon treatment plan
and thus might not have sufficient energy to cross the patient for all treatment
fields/patient sites. Furthermore, the helium signal will integrate any uncer-
tainty located distal to the carbon peak. Future studies should hence involve
4D patient data to identify patient sites that would benefit most from the tech-
nique. The generation of a real mixed helium/carbon beam at a synchrotron
accelerator is a subject for further investigations.
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Abstract

List mode proton imaging relies on accurate reconstruction of the proton most
likely path (MLP) through the patient. This typically requires two sets of po-
sition sensitive detector systems, one upstream (front) and one downstream
(rear) of the patient. However, for a clinical implementation it can be prefer-
able to omit the front trackers (single-sided proton imaging). For such a sys-
tem, the MLP can be computed from information available through the beam
delivery system and the remaining rear tracker set. In this work, we use Monte
Carlo simulations to compare a conventional double-sided (using both front
and rear detector systems) with a single-sided system (only rear detector sys-
tem) by evaluating the spatial resolution of proton radiographs (pRad) and
proton CT images (pCT) acquired with these set-ups. Both the pencil beam
spot size, as well as the spacing between spots was also adjusted to identify
the impact of these beam parameters on the image quality.

Relying only on the pencil beam central position for computing the MLP
resulted in severe image artifacts both in pRad and pCT. Using the recently
extended-MLP formalism that incorporate pencil beam uncertainty removed
these image artifacts. However, using a more focused pencil beam with this
algorithm induced image artifacts when the spot spacing was the same as
the beam spot size. The spatial resolution tested with a sharp edge gradient
technique was reduced by 40 % for single-sided (MTF10 % =3.0 lp/cm) com-
pared to double-sided (MTF10 % =4.9 lp/cm) pRad with ideal tracking detec-
tors. Using realistic trackers the difference decreased to 30 %, with MTF10 % of
4.0lp/cm for the realistic double-sided and 2.7 lp/cm for the realistic single-
sided setup. When studying an anthropomorphic paediatric head phantom
both single- and double-sided set-ups performed similarly where the differ-
ence between the two set-ups were less than 0.01 mm in homogeneous areas
of the head. Larger discrepancies between the two set-ups were visible in high
density gradients like the facial structures. A complete CT reconstruction of
a Catphan R© module was performed. Assuming ideal detectors, the obtained
spatial resolution was 5.1 lp/cm for double-sided and 3.8 lp/cm for the single-
sided setup. Double- and single-sided pRad with realistic tracker properties
returned a spatial resolution of 3.8 lp/cm and 3.2 lp/cm, respectively. Future
studies should investigate the development of dedicated reconstruction algo-
rithms targeted for single-sided particle imaging.

Introduction

List-mode proton imaging, where individual protons are detected one-by-one,
has gained increasing interest over the recent years as a promising candidate
for improving range accuracy in particle therapy treatment planning
(Poludniowski et al. 2015, Hansen et al. 2015, Dedes et al. 2019). The main
advantage of proton imaging over conventional x-ray imaging modalities is
the more accurate determination of the patient relative stopping power (RSP)
from either particle computed tomography (pCT) (Hansen et al. 2015, Dedes
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et al. 2019) or combining a small number of particle radiographs with a treat-
ment planning x-ray CT (Schneider et al. 2005, Collins-Fekete et al. 2017a, Krah
et al. 2019). A strong necessity in list-mode proton imaging is an accurate es-
timation of each proton’s trajectory through the object in order to improve the
spatial resolution deteriorated by multiple Coulomb scattering (MCS). An ac-
curate estimate of the trajectory of each particle enables a more accurate distri-
bution of the proton energy loss information, improving spatial resolution of
reconstructed images (Li et al. 2006). Several different path estimation methods
have been developed, of which the most widely used is the probabilistic most
likely path (MLP) formalism that takes advantage of the Fermi-Eyges approx-
imation of MCS (Schneider & Pedroni 1994, Williams 2004, Schulte et al. 2008,
Erdelyi 2009, Collins-Fekete et al. 2017d, Krah et al. 2018). The MLP is usually
computed from four input parameters — the particle’s position and direction
at the object entrance and exit. In practice, these parameters are obtained by
integrating a set of position sensitive detector planes upstream (front tracker
set) and downstream (rear tracker set) the object to be imaged (Poludniowski
et al. 2015). Such a proton imaging set-up (in this work denoted double-sided)
is illustrated in Figure 5.53a.

The accuracy of the MLP depends on the amount of scattering inside the
patient, spatial uncertainty of the tracking detectors and their distance to the
patient (Krah et al. 2018). However, for clinical implementation, a system that
does not include a front tracker set (here denoted single-sided and illustrated
in Figure 5.53b) might be more advantageous due to the reduced set-up com-
plexity and reduced cost of the system. Additionally, for proton list-mode
imaging at synchrotron facilities, a system using both front and rear trackers
might be less practical for acquiring list-mode data at high particle rates: at
a synchrotron, the beam typically is delivered in bunches lasting 20 to 50 ns
spaced 100 to 200 ns apart (Krimmer et al. 2018). With increasing average par-
ticle rates, the probability of more than one particle being delivered per bunch
increases and, hence, the effective particle rate impinging on the detector be-
comes much larger than the average rate set in the beam control. For list-mode
particle imaging, the system would have to be either fast enough to assign a
time stamp to every incident particle at the effective rate of the particles within
each bunch, or measure a large multiplicity of particles simultaneously as for
example proposed in Pettersen et al. (2019a). However, measuring a large mul-
tiplicity of particles in the same read-out frame compromises the feasibility of
including a front tracker to the system, as the MCS in the object makes it diffi-
cult to accurately pair particle histories measured on the rear tracker with the
measurements on the front tracker. Thus it is of interest to explore the possi-
bility of using a single-sided set-up to avoid this pairing of particle histories.
As has been shown by Krah et al. (2018) for active scanning beam delivery sys-
tems, the available treatment planning system (TPS) information (beam spot
position/direction as well as spot size and beam divergence) can be included
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(a) Double-sided proton imaging set-up (b) Single-sided proton imaging set-up

Figure 5.53: Illustration comparing conventional double- (a) and single-sided (b)
proton imaging set-ups. Dt is the distance between the position sensitive trackers
in each tracker pair, and Dp is the distance between the inner tracking plane and
phantom to be imaged. In Single-sided the front tracker pair is removed and
pencil beam information (beam spot size, angle, and position) from the TPS is
used instead.

in the derivation of the MLP. From their work it follows that the spatial reso-
lution achievable with a single-sided set-up is limited compared to a double-
sided set-up 5. However, their work focused on the accuracy of the MLP with-
out reconstructed images. The purpose of this work is hence to investigate
the image quality of proton radiography (pRad) and proton CT (pCT) with
a single-sided imaging system using Monte Carlo simulations. We assessed
the effect of different pencil beam spot sizes and different lateral spacing be-
tween pencil beam spot center positions. A 200 mm thick water phantom with
aluminium inserts at different depths was imaged to study the spatial resolu-
tion with respect to the MLP accuracy and object depth for reconstructed im-
ages from single- and double-sided set-ups. For comparing single-sided and
double-sided imaging set-ups in a more clinically relevant scenario, pRad of a
paediatric head phantom (Giacometti et al. 2017b) was performed. For investi-
gating and comparing the spatial resolution between single- and double-sided
set-ups in pCT, scans of a Catphan R© (the Phantom Laboratories, Salem, NY,
USA) CTP528 module was simulated and reconstructed. To investigate the
image quality achievable with a single-sided setup in the ideal case, we first
used ideal tracking planes having zero material budget and zero pixel pitch.
In addition, we compared the results to those acquired with a realistic tracking
system modeled after the current state-of-the-art prototype developed by the
US pCT collaboration (Johnson et al. 2017). This study was done in the con-
text of the Bergen pCT project, which is designed to work with clinical pencil
beam scanning and a rear tracker set only, and whose detector components are
currently under construction.

5While in their work, Krah et al. (2018) do not directly investigate a single-sided set-up
where the rear tracker also measures the particle direction, it is straightforward to apply their
methodology to such a case as well.
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Materials and Methods

Monte Carlo simulations
All pRad and pCT data were simulated using the Geant4-wrapping GATE V8.2
Monte Carlo toolkit (Jan et al. 2004, Jan et al. 2011, Agostinelli et al. 2003, Alli-
son et al. 2006). The reference physics list QGSP_BIC_EMZ, as recommended
by the GATE Radiation Therapy and Dosimetry working group, was activated
for the simulations and the ionization potential of water was manually set to
78 eV. The simulation world was filled with air and default step limits (1 mm)
and production cuts (0.7 mm) were used in all simulations.

The tracker planes were implemented as ideal detector planes with zero
material budget. For both the double-sided and the single-sided set-ups the
distance between the inner tracking plane(s) of the tracker pair(s) to the phan-
tom edge was set to 150 mm and the distance between tracking planes in each
set was set to be 50 mm as based on the results from Krah et al. (2018) and Bopp
et al. (2014). For studying the impact of tracker properties, a realistic tracking
system was modeled after the Loma Linda prototype pCT scanner (Giacometti
et al. 2017a, Johnson et al. 2016). The realistic tracking system comprises four
0.4 mm thick silicon strip detectors (SSD) each with a strip-pitch of 0.228 mm.
Two tracker planes are used to form front and rear tracker sets respectively,
with positioning of the trackers equivalent to that for the ideal setup. The pro-
ton residual energy was scored directly on the rear tracker and no residual
energy uncertainty was modeled, this was done in order to limit the amount
of image noise and focus solely on the effect of removing the front tracker pair.

To model a pencil beam scanning system, the GATE built-in treatment plan
system (TPS) (Grevillot et al. 2010) was used. The pencil beam lateral full width
at half maximum (FWHM) at the iso-centre was set to 7 mm to represent a clin-
ically realistic beam. Additionally, 2 and 3 mm FWHM spot sizes were inves-
tigated. The initial beam energy was set to 230 MeV, representing the highest
clinically available beam energy for most contemporary proton therapy facil-
ities. The pencil beam characteristics underlying the investigations presented
in this work are detailed in Table 5.10. Field sizes chosen to cover each investi-
gated phantom in pRad were 3.0× 3.0 cm2 for the spot-phantom, 4.2× 4.2 cm2

for the step-phantom, and 20× 20cm2 for the head-phantom. A total number
of 2× 106 protons were used to image the step-phantom and 12× 106 protons
to image the head-phantom. Proton CT scans were acquired from 360 projec-
tions separated by steps of 1◦ and containing 1× 106 primary protons in each
projection covering a 16.0× 5.0 cm2 field consisting of 705 beam spots with a
spot FWHM of 7 mm and lateral spot spacing of 3.5 mm.

Phantoms

Five different phantom geometries were implemented in GATE to investigate
the image quality for a single-sided imaging set-up combined with pencil beam
scanning.
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TPS source characteristics
Energy 230 MeV
Nozzle exit to iso-centre distance 500 mm
Scanning magnet X to iso-centre distance 6600 mm
Scanning magnet Y to iso-centre distance 6600 mm

Beam characteristics 2 mm 3 mm 7 mm
Spot size in x (standard deviation) [mm] 0.85 1.3 3.0
Spot size in y (standard deviation) [mm] 0.85 1.3 3.0
Spot divergence theta [mrad] 2.4 2.8 2.8
Spot divergence phi [mrad] 2.4 2.8 2.8
Spot emittance theta [mm*mrad] 1.1 3.0 3.0
Spot emittance phi [mm*mrad] 1.1 3.0 3.0

Table 5.10: TPS set-up and 2, 3, and 7 mm FWHM pencil beam characteristics
used to investigate image quality.

First, a water tank of 200 mm thickness was implemented to study the be-
haviour and quality of the MLP compared to the actual MC ground truth path.

The second phantom was a water tank of 200 mm thickness containing a
20×20×20 mm3 aluminium cube placed in the water tank’s centre. This was
used to study the impact of spot-spacing and beam spot size on the spatial
resolution of reconstructed pRad. This phantom will be referred to as “spot-
phantom” in this work.
The third phantom investigated was a water tank of 200 mm thickness where
five 10×10×10 mm3 aluminium cubes were placed at five different depths in-
side (15 mm, 57.5 mm, 100 mm, 142.5 mm, 185 mm). This phantom is depicted
in Figure 5.54 and will be referred to as “step-phantom” throughout this work.
The cubes were slanted 5 degrees relative to the vertical image pixel direction
to enable the evaluation of the modulation transfer function (MTF) from the
edge spread of the cubes. This phantom enables the investigation of the spa-
tial resolution as a function of object depth.

To represent a clinically relevant case, a digitised paediatric head phantom
based on the CIRS model HN715 (Norfolk, Virginia, USA) was implemented
in the simulations. The head is a high resolution (0.1875×0.1875×1.25 mm3)
voxelised geometry developed by Giacometti et al. (2017b). A ground truth
pRad was reconstructed by integrating over the known RSP of every voxel of
the head phantom and is used in evaluating radiography reconstruction errors.

The fifth and final phantom was a Catphan R© CTP528 phantom module
with the purpose of investigating the spatial resolution of a full proton CT
scan. The phantom is an epoxy cylinder that contains small aluminium inserts
at a fixed radial position with increasing spatial frequency (1–21 line pairs per
cm – lp/cm). The phantom was implemented following the specifications in
Piersimoni et al. (2018).

All phantoms were placed such that their center aligned with the iso-centre
of the TPS. A complete list of all used material compositions, densities as well
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(a) Side-view of the step-phantom. (b) Front/beam-view of the
step-phantom.

Figure 5.54: Side (a) and front view (b) of the step-phantom. Five aluminium
cubes of 10 mm edge length were slanted five degrees and placed at different
depths in a water tank. The red arrow represents the beam direction and black
arrows mark the distances between the centres of the aluminium inserts.

Material name HU H C N O Mg Al Si Cl Ca P S Ba Ar ρ [g/cm3] RSP
Air -998 - 0.01 75.53 23.18 - - - - - - - - 1.28 0.001204 0.00114657

Water - 11.20 - - 88.80 - - - - - - - - - 1.00 1
Aluminium - - - - - - 100.0 - - - - - - - 2.7 2.12522

Silicon - - - - - - - 100.0 - - - - - - 2.33 1.88521
Epoxy - 7.8 71.09 2.03 19.08 - - - - - - - - - 1.16 1.14341

Soft tissue 24 8.48 57.45 1.65 24.6 7.62 - - 0.19 - - - - - 1.055 1.04063
Brain tissue 52 8.17 53.62 1.53 26.51 9.98 - - 0.19 - - - - - 1.07 1.04918
Spinal disk 92 7.07 52.46 2.11 27.60 9.55 - - 0.21 0.98 - - - - 1.10 1.0631

Trabecular bone 197 8.39 59.65 1.55 21.42 1.46 - - 0.12 5.03 2.33 - - - 1.13 1.11113
Cortical bone 923 4.13 29.70 0.85 34.12 3.11 - - 0.04 20.48 7.57 - - - 1.75 1.59127
Tooth dentin 1280 4.51 35.35 1.23 29.41 - - - 0.04 19.84 9.20 0.08 0.33 - 1.66 1.51866
Tooth enamel 2310 2.77 21.81 0.82 34.02 - - - 0.03 26.6 12.33 0.31 1.31 - 2.04 1.7955

Table 5.11: Hounsfield unit (HU), atomic composition (fraction of mass in %),
density and RSP of materials used in Monte Carlo simulations.

as their reference relative stopping power (RSP) can be found in Table 5.11.

Spot-spacing and spot size
A smaller pencil beam lateral uncertainty and spread is expected to increase
the spatial resolution following Krah et al. (2018). Hence, two pencil beam
thicknesses of 7 and 3 mm FWHM were investigated. Smaller spacing in-
between spots was also investigated following the rational that for the recon-
struction algorithm from Collins-Fekete et al. (2016) the water equivalent thick-
ness (WET) of each pixel is calculated as a weighted mean over all protons
crossing into the pixel column through the object. Hence, a denser packing of
protons corresponding to the center of the beam spot might increase the image
accuracy. The spot spacing was set to 0.5 and 1 times the beam lateral FWHM
of each beam. Additionally, for the 7 mm beam, a spot spacing of 1 mm was
investigated.
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Image reconstruction
In this work, the extended-MLP formalism developed by Krah et al. (2018) was
employed to estimate the proton trajectory throughout the phantoms. In this
formalism, the TPS parameters (mean beam position and beam direction) were
used, and the uncertainty of these parameters was accounted for by including
the beam co-variance matrix following section 2.6 in their work. The beam
co-variance was obtained at the same position as the innermost front tracker
plane in the corresponding double-sided set-up. A hull projection algorithm
was applied to project the proton positions from the trackers along their direc-
tions and onto the phantom contour positions. This effectively improves the
accuracy of the MLP and reconstruction as reported by Schultze et al. (2015)
and Collins-Fekete et al. (2017b). The WET crossed by each proton was com-
puted by integrating over the inverse stopping power in water ((dE/dx)w)
as

WET =
∫ Eout

Ein

1
(dE/dx)w

dE. (5.58)

The required list of stopping power versus energy, via data tables covering the
proton energy range of 1 to 330 MeV in steps of 0.01 MeV, was obtained directly
from MC simulation. Before image reconstruction a 2.5 σ filter on the proton
angles was applied to filter out the large angle scattering not described by the
scattering theory underlying the MLP (Schulte et al. 2008, Gottschalk 2012). A
3 σ filter on the WET of the protons was applied to remove unusually large
energy losses and nuclear interactions (Schulte et al. 2005).
Radiography image reconstruction was performed using the maximum likeli-
hood image reconstruction method developed by Collins-Fekete et al. (2016).
This algorithm offers a reconstructed pRad where the WET of each image pixel
is calculated as a weighted mean over all protons crossing into pixel columns
through the object. The pixel size for reconstructed pRad was 0.25×0.25 mm2,
except for the anthropomorphic head phantom where is was 0.1875×1.25 mm2

to coincide with the digitised CT voxels of the phantom.
For pCT reconstructions we used the diagonally-relaxed orthogonal row

projection (DROP) iterative reconstruction algorithm with superiorization of
the total variation (TVS) (Penfold et al. 2010). As starting point for the iterative
reconstruction and for obtaining the object hull, an analytical CT reconstruc-
tion based on the Feldkamp-David-Kress (FDK) algorithm was used. For com-
putational efficiency, an optimised cubic spline path (Collins-Fekete et al. 2015)
was used to interpolate between the particle entrance position/direction esti-
mated from the extended-MLP algorithm and the measured rear tracker infor-
mation, following the work by Pettersen et al. (2019c). This approximates the
full extended-MLP while retaining the computational advantages of the fast
cubic spline path. The DROP-TVS algorithm was run for 8 iterations each di-
vided into 40 optimization blocks. The slice thickness was set to 1.25,mm and
455x455 pixels per slice (160 mm radius FOV; 0.35 mm pixel size) were set for
the reconstruction.
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Image metrics
The main difference between single-sided and double-sided imaging set-ups
is the degradation of the MLP accuracy due to the missing set of front trackers
(Krah et al. 2018, Plautz et al. 2016). This will result in a decrease in the spatial
resolution of the acquired images. We compared the spatial resolution of pRad
and pCT acquired with single- and double-sided list mode using the MTF. We
computed the edge spread function (ESF) for every insert of the step-phantom
and fitted them with an error function to suppress noise. The derivative of the
fits yielded the line spread functions, and the MTF was finally obtained as their
Fourier transform. As a metric for comparison we used the spatial frequency
lp/cm at which the MTF drops below the 10 % level as has also been done in
previous literature (Seco et al. 2013, Krah et al. 2018).

For pRad of the step-phantom, the contrast-to-noise ratio (CNR) of the in-
serts was evaluated using,

CNR =
WETAlCube −WETWater√
(σAlCube)2 + (σWater)2

. (5.59)

Where WETAlCube and σAlCube are the mean and standard deviation, respec-
tively, of WET values in the central area (2.5 × 2.5 mm2) of the aluminium
insert. WETWater and σWater are the mean and standard deviation of the re-
constructed WET values of the homogeneous water tank. A total of 100 image
pixels were used for calculating each mean and standard deviation.

The WET errors of the reconstructed pRad of the anthropomorphic head
phantom were quantified using the difference between the reconstructed WET
pRad and the ground truth pRad. Additionally, the noise in each image pixel
was obtained as the standard error of the mean of the weighted WET distri-
bution in that pixel, where the weights were the same ones used in the image
reconstruction from the algorithm by Collins-Fekete et al. (2016).

For the pCT reconstructions of the Catphan R© CTP528 line pair module, the
visual MTF was assessed from the maximum-to-minimum contrast measured
for each set of line pairs relative to the reference contrast. Following Piersimoni
et al. (2018), a discrete MTF was then obtained from the contrast C( f ) between
adjacent maxima and minima in a profile over the line pair inserts of the same
spatial frequency f (lp/cm).

MTF( f ) =
C( f )
C(0)

, (5.60)

where

C( f ) =
〈

RSPmax − RSPmin

RSPmax + RSPmin

〉
(5.61)

For a robust estimate, the contrast was averaged over all pairs of adjacent
maxima and minima corresponding to the same spatial frequency. The con-
trast at f = 0 was obtained as using the peak RSP value reconstructed for the
1 lp/cm aluminium insert and the RSP reconstructed for the epoxy material
for the ideal double-sided reconstruction.
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Results

MLP accuracy impact
The average deviation between the MLP and the MC ground truth path is
shown in Figure 5.55a as a function of depth in a 200 mm thick water tank for
protons with initial energy of 230 MeV. The MLP for the single-sided set-up has
the highest deviation in the very beginning of the phantom and continually im-
proves with decreasing distance to the rear trackers. Not taking into account
the pencil beam uncertainty and co-variance matrix in the MLP derivation, the
MLP deviation is as high as 2.4 mm at the object entrance for a 7 mm FWHM
beam. This is improved by a factor 2 when using the extended-MLP formalism
by Krah et al. (2018). The smaller and more focused 3 mm beam exhibits the
same behaviour, albeit with a smaller benefit from the extended-MLP formal-
ism due to the already small width of the incoming pencil beam. However, the
single-sided MLP is still less accurate compared to the double-sided set-up. In
Figure 5.55b, the effect realistic tracker properties for setup parameters based
on the Loma Linda phase II prototype have on the MLP accuracy is compared
to ideal trackers. Due to pixel pitch and scattering inside the trackers, the en-
trance and exit position accuracy are deteriorated and thus affecting the MLP
negatively.

Spot spacing and spot size

Using only the TPS mean position/direction information as input to the MLP
estimation by Schulte et al. (2008) resulted in considerable image deterioration
in the form of sampling artifacts due to the systematic shift in the entrance
positions of the particles. This is shown for some selected spot spacing val-
ues in Figure 5.56. These artifacts can be understood from Figure 5.57. Using
the mean position/direction in the pencil beam as entrance position resulted
in a systematic shift of the MLP, particularly in the beginning of the phantom.
This results in under-sampling of the shaded object regions during image re-
construction with the algorithm by Collins-Fekete et al. (2016). The size of
these empty areas, and therefore the observed sampling artifacts, are depen-
dent on the spot size and similar artifacts were observed for all investigated
pencil beam spot sizes and spot spacing. It is noted that a larger amount of
proton histories (5× 106 compared to the original 2× 106) were used during
the image reconstruction of spot-phantom pRad to more clearly visualise the
patterns being induced by the image artifacts caused by the spot-spacing.

These artifacts disappear for the 7 mm beam when the initial position of
the proton is estimated using the extended-MLP. No difference in spatial res-
olution nor noise was observed for any of the three investigated spot spacing
for the 7 mm beam. For the double-sided set-up, the image quality was not
affected by the spot size and the spacing between spots, as expected.

For the smaller 2 mm and 3 mm FWHM spots, however, artifacts were present
in the reconstructed single-sided pRad when a 1 FWHM spot spacing was
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(a) The average deviation of the MLP path from the MC ground truth path. The blue
curves denotes the 7 mm beam and the green curves the 3 mm beam: Dotted curves
depict using TPS mean position and direction input, full curves refers to the extended-
MLP formalism (Krah et al. 2018). The red curve is the MLP estimation with ideal front
and rear trackers.

(b) Dotted curve is the single-sided set-
up and full curve is the double-sided
set-up. The red curves are the MLP es-
timation with ideal tracker pairs mea-
surements, the green curves are the re-
alistic Loma Linda tracker pairs.

(c) The red curve is the difference
between ideal and Loma Linda
double-sided set-up. The green curve
is the difference between ideal and
Loma Linda in single-sided set-up.

Figure 5.55: The average deviation of the MLP path from the MC ground truth
path inside a 20 cm water phantom.
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(a) 1 mm spot spacing. (b) 0.5 FWHM (3.5 mm)
spot spacing.

(c) 1 FWHM (7 mm) spot
spacing.

Figure 5.56: The spot-phantom was scanned with 7 mm FWHM, 230 MeV proton
beams at three different spot spacing settings. These pRads were reconstructed
using only the TPS mean position/direction as input to the MLP. The black outline
encases the actual edges of the aluminium cube.

(a) 6 mm beam spot spacing (b) 12 mm beam spot spacing

Figure 5.57: Illustrating the loss of information that is located inside the shaded
region caused by wrongly reconstructed proton paths. Red lines are the true MC
proton paths and blue lines are the estimated proton paths assuming the beam
central Gaussian position at entry. A beam spot size of 6 mm FWHM and spot
spacing of a) 1 and b) 2 times its FWHM visually emphasises the effect on the
shaded region.
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Double-sided Single-sided Double-sided Single-sided
Depth Ideal Ideal Realistic Realistic[

mm] [lp/cm] [lp/cm] [lp/cm] [lp/cm]
15 7.2 (13.5) 2.6 (13.6) 4.7 (12.8) 2.4 (14.6)

57.5 5.9 (13.8) 2.7 (12.9) 4.7 (13.5) 2.4 (14.0)
100 4.8 (12.3) 3.1 (11.6) 4.1 (14.5) 3.0 (14.0)

142.5 3.6 (13.7) 3.7 (13.4) 3.5 (13.1) 3.0 (13.4)
185 2.9 (13.0) 2.9 (12.4) 2.9 (11.3) 2.5 (12.8)

Table 5.12: MTF10 % at five different depths inside a 200 mm thick water tank for
both ideal and realistic single- and double-sided imaging set-ups. For each cube
the corresponding CNR is given in parentheses.

used. This becomes apparent for the step-phantom as seen in Figure 5.58c.
These artifacts stem from the the smaller corresponding uncertainty of the
TPS mean position involved in the calculation of the extended-MLP (Krah
et al. 2018): For a highly focused beam, the extended-MLP will effectively ap-
proach the pencil beam mean position and underestimate the spread of pro-
tons entering the phantom, as observed in Figure 5.58band 5.58d. The un-
derestimated spread induces similar artifacts as in figure 5.56 which can be
mitigated by a smaller spot spacing due to the overlapping of the proton dis-
tributions and preventing loss of information in gaps between pencil beam
spots. For the 7 mm FWHM beam, the estimated pencil beam entrance distri-
bution from the extended-MLP approaches the true distribution of the protons
as shown in Figure 5.58f.

Spatial resolution
The step-phantom was irradiated with the 7 mm pencil beam and 0.5 FWHM
spot spacing to evaluate the spatial resolution achievable with a clinically re-
alistic beam. The MTF10 % together with their contrast-to-noise ratio (CNR) for
each of the five aluminium inserts are presented in Table 5.12. The average res-
olution of the edges of the five cubes of the reconstructed step-phantom pRad
in Figure 5.59 are 4.9 lp/cm for the double-sided set-up and 3.0 lp/cm for the
single-sided set-up. For the realistic tracker set-ups the average resolution is
4.0 lp/cm for double-sided set-up and 2.7 lp/cm for single-sided.

Radiography of the paediatric head phantom
To investigate a clinically relevant scenario, the 7 mm and 3 mm beam with
0.5 FWHM spot spacing were used to image an anthropomorphic paediatric
head phantom. The reconstructed WET from both the double- and single-
sided pRad are compared to the ground truth integrated WET image in Figure
5.60. WET error profiles through different parts of the phantom are shown in
Figures 5.60c - 5.60e for easier comparison of double- and single-sided set-ups.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.58: Reconstructed pRad of the step-phantom using 2, 3, and 7 mm
FWHM beams with 1 FWHM spot spacing in a), c), and e) respectively. The three
pencil beam proton entrance distributions in (b), (d), and (f) are normalised to the
same height.
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(a) (b)

(c) (d)

Figure 5.59: Ideal Double- (a) and Single-sided (b), and realistic Double- (c) and
Single-sided (d) pRad of the step-phantom using the 7 mm FWHM beam.
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Figure 5.61 shows the equivalent for reconstructions based on realistic tracker
properties.

In Figure 5.60a and 5.60b, the single-sided pRad resulted in higher errors at
high WET gradients, especially around the facial features like the nose cavity
and mouth. Profiles through the homogeneous part of the brain (Figure 5.60c,
between lateral position−40–40 mm) yielded a WET error for both set-ups that
was better than 1% of the total WET in that region, while the facial structures
in Figure 5.60d and 5.60e have WET errors between 1 % and up to 3 %. The
average difference in reconstructed WET between double-sided and single-
sided imaging in the homogeneous area of the brain was less than 0.01 mm. At
high density gradient structures around the mouth, the difference between the
two set-ups can reach over 1 mm. Similar results were observed in pRad with
realistic trackers, albeit yielding larger errors at high WET gradients, reaching
up to 5% of the WET in the facial structures. The difference between single-
and double-sided set-ups in these regions was also larger, reaching up to 2 mm
difference. This increased error originates from the more impaired MLP of
realistic tracker properties. In homogeneous areas however, such as the brain,
there is little to no difference between the imaging set-ups.

To quantify the image noise in both single- and double-sided pRad, the
standard deviation of the reconstructed WET in each image pixel is shown
in Figure 5.62, where the top row shows the ideal, and the bottom row the
realistic tracker setup. Again, the single-sided reconstruction showed elevated
noise levels compared to the double sided one at high WET gradients.

Spatial resolution of pCT

Figure 5.63 shows a central slice through the double-sided and single-sided
pCT reconstructions of the Catphan R© CTP528 line pair module. The single-
sided pCT shows a reduced spatial resolution compared to the double-sided
one. Figure 5.64 shows the MTF10 % computed from the maximum-to-minimum
contrast for each set of line pairs relative to the reference contrast.

Overall, the MTF of double-sided pCT was above that of the single-sided
reconstructions. For an ideal imaging setup, single-sided pCT had a MTF10 %
of 3.8 lp/cm while that for double-sided pCT was 5.1 lp/cm. When realistic
tracker properties were used in simulating the projection data, the MTF10 %
was 3.2 lp/cm for the single-sided setup, while it was 3.9 lp/cm for the double
sided setup.

Discussion

Choice of set-up parameters
In this work, we investigated the image quality achievable with a single-sided
proton imaging set-up compared to a double-sided set-up. To this end, we fo-
cused our work on clinically realistic beam parameters, and also studied the
effect of varying the spot spacing and pencil beam size. In order to demon-
strate the potentially achievable image quality for single-sided imaging, an
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(a) (b)

(c) WET error profile of the brain through vertical position 30 mm in (a) and (b).

(d) WET error profile of the eye structures through vertical position 0 mm in (a)
and (b).

(e) WET error profile of the facial structures through vertical position -50 mm in
(a) and (b).

Figure 5.60: Comparing double-sided and single-sided reconstructed WET error
(a-b) with ideal trackers. Including three error profiles for detailed views of the
brain, eye, and facial structures (c-e). Red curve is the double-sided image, blue
curve is the single-sided image with the 7 mm beam, and green curve with the
3 mm beam.
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(a) (b)

(c) WET error profile of the brain through vertical position 30 mm in (a) and (b).

(d) WET error profile of the eye structures through vertical position 0 mm in (a)
and (b).

(e) WET error profile of the facial structures through vertical position -50 mm in
(a) and (b).

Figure 5.61: Comparing double-sided and single-sided reconstructed WET error
(a-b) with realistic trackers. Including three error profiles for detailed views of the
brain, eye, and facial structures (c-e). Red curve is the double-sided image using
ideal trackers, red curve is the double-sided image with realistic trackers, blue
curve is the single-sided image with realistic trackers.
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(a)

(b)

(c)

(d)

Figure 5.62: Comparing the WET noise per pixel (standard deviation of the
weighted WET distribution in each pixel) for double- (a) and single-sided (c) pRad
of the anthropomorphic paediatric head phantom with ideal trackers. Same for
double sided (b) and single-sided (d) pRad using the Loma Linda trackers.
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Figure 5.63: CT slice of the line-pair phantom (CTP528 phantom module). The
ideal double-sided (a) and single-sided (b), as well as the realistic double-sided
(c) and single-sided (d) setups.
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Figure 5.64: MTF of the Catphan R© CTP528 line-pair module. A sigmoid fit has
been performed to the data to extend the MTF over the whole frequency range.
The MTF from the double-sided setup is shown in red, that of the single-sided
setup is shown in blue. The solid lines depict the case of an ideal tracking system,
dashed lines show the results for a realistic tracker system.

ideal imaging system was implemented. This enables to draw conclusions
on the feasibility of single-sided imaging independent of the specific detec-
tor design and material budget. However, as shown already in Bopp et al.
(2014) and Krah et al. (2018), a realistic tracking system deteriorates the MLP
accuracy. Hence, in order to investigate the feasibility of single-sided imag-
ing based on currently available technology, a realistic imaging system was
modeled after the prototype pCT detector system developed by the US pCT
collaboration. As expected, these realistic tracker properties had a negative ef-
fect on the MLP accuracy of both single- and double-sided setups (Figure 5.55).
For the double-sided setup, a larger decrease in MLP accuracy was observed at
the entrance region compared to the single sided setup (see Figure 5.55b). This
is not surprising, as for the 200 mm water tank investigated, the uncertainty
on the rear tracker measurement projected onto the phantom entrance is dom-
inated by the scattering and therefore less influenced by the introduction of
tracker uncertainties compared to the double-sided setup. Position sensitive
detectors with lower material budget or smaller pixel pitch as envisioned in
the design of the Bergen pCT system (Pettersen et al. 2019a) would improve
the image quality for both single-and double sided reconstructions towards
the ideal case (Krah et al. 2018). It has to be noted that although realistic po-
sition trackers are included in the analysis, no realistic energy detection is in-
cluded as this would only serve to increase the total image noise compared to
what is shown in Figure 5.62a to Figure 5.62d (see Dickmann et al. (2019) for
an extensive investigation of the different noise sources of a realistic detector
set-up).
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A beam energy of 230 MeV was chosen, representing the highest energy set-
ting commonly available at contemporary proton therapy facilities. A higher
beam energy would improve the path estimation quality and the overall spa-
tial resolution of the acquired images. However, for energy detection in par-
ticle imaging, where the beam is required to stop within the energy detector,
choosing a higher beam energy would require a larger energy detector and
hence, setting an arbitrarily high energy would not represent a clinically realis-
tic case. In addition, with increasing energy, the noise due to range straggling
would also increase (Collins-Fekete et al. 2020). On the other hand, choos-
ing a lower beam energy than the one investigated here would lead to in-
creased scattering and hence negatively affect the path estimation. Especially
for single-sided imaging, the increased scattering would reduce the confidence
in the remaining tracker information. In turn, the path estimation would de-
pend more on the TPS information which can lead to systematic artifacts (see
discussion below). It is also noted, that lowering initial energy would lead to
an increase in the image noise due to the multiple Coulomb scattering (Collins-
Fekete et al. 2020).

Image quality of single-sided proton imaging

Overall, the achievable image quality of single-sided proton imaging using
contemporary image reconstruction techniques was lower compared to that of
double-sided proton imaging, as expected. For pRad with ideal tracker planes,
an average spatial resolution of 3.0 lp/cm was observed for single-sided pRad
in contrast to the 4.9 lp/cm for double-sided pRad evaluated using a sharp
edge gradient technique on the step-phantom inserts. For the reconstructions
using realistic trackers, the spatial resolution decreased by 18 % to 4.0 lp/cm
for the double-sided setup, whereas it only decreased by 10 % for the single-
sided setup averaging at 2.7 lp/cm. For the single-sided setups, the spatial
resolution was particularly deteriorated for the aluminium cubes located close
to the entrance region when compared to the double-sided image, due to the
lower path estimation quality in that region. It is also noteworthy that for
both imaging set-ups, a decrease in spatial resolution was observed for the alu-
minium cubes close to the object exit, and that the spatial resolution constantly
decreased with increasing depth for the double-sided pRad. This behavior of
the spatial resolution with depth for the double-sided set-up is in contrast to
the expected behavior when looking at the uncertainty of the MLP as a func-
tion of depth in Figure 5.55a. However, it is in-line with the observations made
in the experimental work by Gehrke et al. (2018). This is connected to the max-
imum likelihood radiography reconstruction method and will be detailed in a
further study to be brought forward by our group.

The pencil beam spot size as well as the distance between spots was varied
to study the effect of these parameters on the image quality. In the double-
sided imaging set-up, since every single proton position is measured both be-
fore and after the phantom, no adverse nor beneficial effect of smaller spot
spacing or smaller FWHM pencil beam sizes was observed nor expected, given
that the applied fluence field amply covers the phantom. For single-sided
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imaging, all pencil beam sizes and lateral distances between spots induced
sampling artifacts in the reconstructed images if only the pencil beam mean
position/direction from the TPS was used as input to the path estimation.
These were attributed to the systematic error in the proton entrance position
and hence, systematic errors in the calculation of the weighted mean for each
image pixel in the algorithm by Collins-Fekete et al. (2016).

When using the extended-MLP formalism by Krah et al. (2018) no spot
spacing artifacts were observed for the 7 mm FWHM beam. However, the in-
creased MLP accuracy associated with a thin pencil beam (2 and 3 mm FWHM)
did not manifest as expected in the image quality. Instead, for the more focused
2 and 3 mm beam spot sizes the extended-MLP algorithm underestimated the
spread of proton entrance positions, as can be seen in Figure 5.58b and Figure
5.58d. This resulted in sampling artifacts in the reconstructed pRad of the step-
phantom similar to the ones observed when only the TPS mean position was
used as input to the MLP estimation. For the two investigated beam widths,
these artifacts could be removed by using a smaller spot spacing covering up
the loss of information between the spots. The reason for these artifacts resides
within the calculation of the MLP from Krah et al. (2018): The more certain the
information provided by the pencil beam is compared to that of the rear tracker
propagated to the object entrance, the less the rear tracker measurement will
contribute to the estimation of the MLP at the entrance position. Hence, the en-
trance point of the protons will be systematically shifted closer to the TPS mean
position/direction. Particularly, this depends on the rear tracker properties as
well as on the scattering inside the object — and with that on the beam en-
ergy, object thickness and object material. In that regard, artifacts observed for
the step-phantom were not observed for the anthropomorphic paediatric head
phantom scanned with the 3 mm FWHM pencil beam, likely due to the lower
WET of the phantom. To get the best possible image quality in single-sided
list-mode proton imaging, the pencil beam size could be optimised as function
of beam and set-up parameters in future investigations. It is important to note
that a decreasing spot size and spot distance in the plan the minimum dose re-
quired to deliver the plan increases, depending on the minimum time required
to irradiate a treatment spot (order of 1 ms (Schoemers et al. Sep 2015)).

For the paediatric head phantom investigated, the lower spatial resolution
of single-sided pRad can be seen at the facial structures in the form of an in-
creased WET error (Figure 5.59b) and increased pixel noise (Figure 5.62c) com-
pared to double-sided reconstruction. Since the objective of taking a pRad for
particle therapy would be pre-treatment patient alignment as well as poten-
tially pre-treatment optimization of the Hounsfield Unit to relative stopping
power lookup table (HLUT) (Collins-Fekete et al. 2017a, Krah et al. 2019), the
impact of the lower spatial resolution in that context would need to be in-
vestigated. Especially for the optimization of the HLUT from the method by
Collins-Fekete et al. (2017a), a reduced performance of the single-sided set-up
would be expected due to the reduced path estimation accuracy. However, the
WET error and noise for the homogeneous regions of the head phantom were
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comparable for both single-sided and double-sided set-ups, albeit the realis-
tic tracker properties increased the difference between the setups at heteroge-
neous regions. Since for the optimization of the HLUT, a smaller image area
can be used (Krah et al. 2019), the feasibility of single-sided proton imaging for
pre-treatment optimization would need to be systematically evaluated before
definitive conclusions can be drawn.

For the simulated pCT of the CTP528 line pair module, the MTF was eval-
uated for both single-sided and double-sided set-ups acquired with the 7 mm
FWHM scanned beam as above. With ideal trackers, the visual MTF10 % was
3.8 lp/cm for single-sided compared to 5.1 lp/cm for the double-sided pCT
reconstruction, i.e. reduced by ∼ 25 %. For realistic trackers, the difference be-
tween the two setups was 18 %, with MTF10 % of 3.2 lp/cm and 3.9 lp/mm for
single- and double-sided setups, respectively. It has been argued in the work
of Krah et al. (2018) that due to typical commercial TPS voxel size of 2 mm, the
image resolution from pCT imaging should be no worse than 3 lp/cm to enable
treatment planning. Following this argumentation, the single-sided set-up, in
the realistic case, returned a spatial resolution just at the limit for clinical use-
fulness. Hence, future work should carefully investigate whether treatment
planning with a single-sided pCT system would indeed be feasible.

Possible improvements of the spatial resolution of single-sided proton imag-
ing set-ups are currently being investigated in our group. Especially, choosing
helium ions to generate the images would improve the achievable image qual-
ity, due to the helium ions’ reduced MCS compared to that of protons (Hansen
et al. 2014a, Collins-Fekete et al. 2017d, Volz et al. 2017, Gehrke et al. 2018, Pier-
simoni et al. 2018). Future work will include the development of optimised
image reconstruction techniques, targeted specifically for single-sided proton
imaging.

Conclusion

In this work, we have compared single-sided and double-sided proton list-
mode imaging. As expected, leaving out the front tracker and using the pencil
beam information to reconstruct the protons paths during image reconstruc-
tion reduced the spatial resolution and increased the image noise. Using only
the TPS mean position as input in conventional MLP estimation induced sig-
nificant image artifacts and was ruled out for single-sided proton imaging. As
of writing, the extended-MLP by Krah et al. (2018) is thus the only viable MLP
estimation algorithm for use in single-sided proton imaging. When investigat-
ing the impact of the pencil beam properties on the image quality, we observed
that by using the extended-MLP formalism, a smaller pencil beam spot size in-
troduced sampling artifacts to the reconstructed image. This was shown to
result from a systematic bias in the estimation of the proton paths towards the
pencil beam spot’s mean position. Since this shift in the estimated proton path
is subject to the uncertainty of the rear tracker measurements as well as to the
scattering of the protons inside the phantom, the optimal beam spot size and
spot spacing should be evaluated as function of the detection system and object
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properties. Single-sided pCT with a realistic rear tracker pair resulted in a spa-
tial resolution just above what is suggested for accurate treatment planning.
In future studies, the usefulness of single-sided pCT for treatment planning
should to be carefully investigated based on different patient sites.

Acknowledgements

J. R. Sølie and I. Meric would like to acknowledge the financial support from
Trond Mohn Foundation (Grant no. TMS2015PAR03). D. Röhrich would like
to acknowledge the financial support from The Research Council of Norway
(NFR) 250858.



196 Chapter 5. Publications

5.7 P.III: Helium imaging in a digital tracking calorime-
ter

Title : Helium radiography with a digital tracking calorimeter—a Monte Carlo
study for secondary track rejection

Authors : H. E. S. Pettersen, L. Volz, J. R. Sølie, J. Alme, G. G. Barnaföldi, R, Barthel,
A. van den Brink, V. Borshchov, M. Chaar, V. Eikeland, G. Genov, O.
Grøttvik, H. Helstrup, R. Keidel, C. Kobdaj, N. van der Kolk, S. Mehen-
dale, I. Meric, O. H. Odland, G. Papp, T. Peitzmann, P. Piersimoni, M.
Protsenko, A. U. Rehman, M. Richter, A. T. Samnøy, J. Seco, H. Shafiee, A.
Songmoolnak, G. Tambave, I. Tymchuk, K. Ullaland, M. Varga-Kofarago,
B. Wagner, R. Xiao, S. Yang, H. Yokoyama, D. Röhrich

Status : Under revision

Journal : Physics in Medicine and Biology

DOI : N/A

Copyright : N/A

Contributions : The principal author HESP conducted the simulations, wrote the analy-
sis scripts for the results and finalized the plots shown in the work. LV is
the principal co-author on the work and significantly contributed to the
conceptualization of the work, the elaboration of the results and writing
of the manuscript draft. LV and JRS wrote the software for the radiogra-
phy images shown in the work. LV and HES implemented the extended
MLP. DR and JS coordinated the work between the different institutions
and ensured its scientific rigor. All other co-authors not mentioned con-
tributed to the conceptualization of the work, especially the design of the
digital tracking calorimeter, and reviewed the manuscript draft.



5.7. P.III: Helium imaging in a digital tracking calorimeter 197

Abstract

Radiation therapy using protons and heavier ions is a fast-growing therapeu-
tic option for cancer patients. A clinical system for particle imaging in parti-
cle therapy would enable online patient position verification, in-vivo measure-
ments of the dose deposition and a reduction of uncertainties in the calculation
of the relative stopping power of the patient.

Several prototype imaging modalities offer radiography and computed to-
mography using protons and heavy ions. A Digital Tracking Calorimeter (DTC),
currently under construction, has been proposed as one such detector. In the
DTC 43 longitudinal layers of laterally stacked ALPIDE CMOS monolithic ac-
tive pixel sensor chips are able to reconstruct a large number of simultaneously
recorded proton tracks.

In this study, we explored the capability of the DTC for helium imaging
which offers favorable spatial resolution over proton imaging. Helium ions
exhibit a larger cross section for inelastic nuclear interactions, increasing the
number of produced secondaries in the imaged object and in the detector itself.
To that end, a filtering process able to remove a large fraction of the secondaries
was identified, and the track reconstruction process was adapted for helium
ions.

By filtering on the energy loss along the tracks, on the incoming angle and
on the particle ranges, 97.5% of the secondaries were removed. After passing
through a 16 cm water phantom, 50.0% of the primary helium ions survived
and their tracks were reconstructed; after the filtering 42.4% of them could be
used for imaging. Helium track reconstruction leads to more confused track
pairs when compared to proton track reconstruction, due to the increased fo-
cus strength of the helium beam. The helium range accuracy was approx.
0.5 mm WEPL in a water phantom, compared to the proton range accuracy
of 0.25 mm WEPL. In an anthropomorphic head phantom, the WEPL accuracy
was 0.9 mm WEPL for helium compared to 1.1 mm WEPL for protons. This
accuracy is expected to be sufficient for helium imaging for pre-treatment ver-
ification purposes.

Introduction

Radiation therapy using protons and heavier ions is a fast-growing therapeutic
option for cancer patients. However, the possibility of in-vivo verification of
the dose distribution given to the patient is lacking compared to conventional
radiation therapy using photons (Parodi & Polf 2018a), this is also true for
online verification of the patient positioning (Hammi et al. 2018). In addition,
there are uncertainties connected to the conversion of the measured X-ray mass
attenuation of the planning CT to the Relative Stopping Power (RSP) needed
during treatment planning in the order of 2%–3% (Paganetti 2012). Using Dual
Energy CT, the uncertainty is further reduced by up to 1% (Bär et al. 2017,
Almeida et al. 2018).
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Direct measurement of the RSP prior to treatment as an input to or correc-
tion to the treatment planning system (TPS) using particle imaging is currently
being explored (Johnson 2017). By measuring the energy loss of high-energy
particles traversing the patient, it is possible to calculate the RSP along the
particle’s estimated path. In list-mode (non-integrated) particle Computed To-
mography (PCT) two sets of particle trackers measure the position/direction
of each particle, yielding their curved path through the patient (Li et al. 2006,
Williams 2004, Schulte et al. 2008, Collins-Fekete et al. 2017d, Krah et al. 2018).
A sufficient number of projections (180–360) is then acquired in order to recon-
struct volumetric RSP images for use in dose calculation (Li et al. 2006, Plautz
et al. 2016, Hansen et al. 2014a). Particle radiography (PRad) has been sug-
gested for use in positioning and range verification by correction of the ex-
isting CT-based RSP map (Krah et al. 2019, Collins-Fekete et al. 2017a, Dias
et al. 2019). So far, no PCT or PRad systems are clinically available.

Helium Imaging

Due to the more widespread availability of proton therapy centers compared
to heavy ion therapy facilities, most research in the field of particle imaging
so far has focused on protons as the particle species used to generate im-
ages. Recently, the possibility of using helium ions for imaging has been ex-
plored due to its reduced scattering power, leading to improved spatial reso-
lution (Hansen et al. 2014a, Collins-Fekete et al. 2017d, Volz et al. 2017, Piersi-
moni et al. 2018, Gehrke et al. 2018), as well as its potential for on-line treat-
ment monitoring (Volz et al. 2020b). So far, few studies on experimental he-
lium list-mode imaging are available (Volz et al. 2017, Volz et al. 2018, Gehrke
et al. 2018, Amato et al. 2020).

Compared to protons, helium has an increased probability of nuclear inter-
actions leading to secondary particles inside the patient and the detector, es-
pecially due to the possibility of projectile fragmentation (Durante & Paganetti
2016, Gehrke et al. 2018, Volz et al. 2018). Any detection system (helium CT
or helium radiography) must hence be able to effectively filter out secondary
particles. In Volz et al. (2018) this additional fragmentation filter consists of a
∆E− E cut in the multistage scintillator of the US pCT consortium presented
in Johnson et al. (2016). In Gehrke et al. (2018), a CMOS pixel sensor (TimePix)
is used both as the tracking detector technology and as the energy detector. To
suppress secondary particles they applied a threshold on the size of the charge
clusters generated by the particles on the chip.

The Digital Tracking Calorimeter
Pettersen et al. (2017) showed that a Digital Tracking Calorimeter (DTC) con-
sisting of a stack of silicon pixel sensors is able to individually reconstruct a
large number of proton tracks measured simultaneously in a single read-out
cycle. Subsequent design optimization and experimental measurements have
shown promise in regards to proton imaging, as well as detection of heavier
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ions (Pettersen et al. 2019a, Tambave et al. 2019). The DTC is currently under
development and prototyping (Alme et al. 2020).

The final DTC concept is that of a 3D pixel matrix for reconstruction of
a large number of simultaneously recorded particle trajectories, enabling PCT
and PRad. It uses the high-granularity CMOS pixel chip ALPIDE of the ALICE-
ITS upgrade at CERN (Rinella 2016). The ALPIDE pixel sensors have a pixel
pitch of 29.24×26.88 µm2 and a fast readout cycle of 5 to 10 µs due to its bi-
nary readout (no energy discrimination above the activation threshold) and
zero-suppression (no data transmitted from inactive pixels).

Especially, the simultaneous track reconstruction capabilities of the DTC
are favorable in the context of particle imaging: the DTC might allow for
higher particle rates at cyclotron and synchrotron accelerators compared to
current detector designs despite the bunched beam structure with bunches
typically lasting 20 to 50 ns and spaced 100 to 200 ns apart (Krimmer et al.
2018).

Other than most currently developed PRad and PCT systems that feature
both a front and rear tracking system, the envisioned DTC will rely only on a
rear tracker. The path estimation is then performed using the available pencil
beam scanning system information to fill in the missing front tracker measure-
ments. The reason for this lies in the simultaneous measurement of a high
multiplicity of particle tracks. Due to the scattering in the phantom, correct
matching of front and rear tracker vectors would be difficult. An evaluation of
the image quality achievable with such a system (denoted single-sided in this
work) is presented in the recent work by Sølie et al. (2020).

In that regard, the favorable scattering of helium ions is expected to be ben-
eficial especially also for a single-sided system: The focus strength achievable
at a clinical pencil beam scanning system is determined not only by the fo-
cusing in the beam line, but especially also from the scattering in the beam
monitoring system and air drift between nozzle and patient. Hence, helium
ions can be focused more compared to proton beams. For example at the Hei-
delberg Ion-Beam Therapy Center (HIT), the highest clinical focus strength for
a proton beam has a full width at half maximum (FWHM) spot size of 7 mm,
while for the helium beam a 4 mm FWHM is possible at the highest beam en-
ergy (Kleffner et al. 2009).

In this work, we are interested in studying the feasibility of the DTC in
regards to helium imaging using Monte Carlo simulations. We aim at ex-
ploring several questions of relevance to helium beam imaging with a DTC.
First, since the ALPIDE chips have binary readout, the energy deposited in-
side the ALPIDE by a traversing particle (Edep) is calculated based on the size
of the charge diffused area. Helium has a higher dE/dz in the detector, and
it will be of interest to evaluate how this will affect the Edep resolution (im-
pacting the range assessment and filtering of helium fragments) and cluster
separation (impacting the track reconstruction). Second, compared to protons,
the helium track reconstruction process is expected to be degraded by the in-
creased cluster merging, the possibility of a thinner pencil beam (higher parti-
cle density) and the increased secondary production. On the other hand, the
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tracking should be improved by the reduction of multiple Coulomb scatter-
ing. Hence, the tracking algorithm should be adapted for helium imaging and
tested. Third, the DTC is planned to contain layers of 3.5 mm aluminum slabs
for energy absorption. Due to the dependence of projectile fragmentation with
the target atomic mass (Zeitlin & La Tessa 2016), it is of interest to investigate
different absorber materials in terms of primary survival in the detector.

Secondary Particle Production
When helium ions traverse the imaged object and the detector, there is an in-
creased probability of secondary production compared to protons. This is pri-
marily due to the mass/charge ratio changing nuclear interactions leading to
projectile fragmentation and an increased cross section for target fragmenta-
tion (Loveland et al. 1986, Zeitlin & La Tessa 2016). The secondaries from target
fragmentation are isotopes of the target material, having low range and high
linear energy transfer (LET).

The lighter fragments originating from projectile fragmentation have sim-
ilar velocity and direction (and thus, residual range) compared to the initial
helium particle (Zeitlin & La Tessa 2016, Rovituso et al. 2017). The fragment
species are mainly protons, deuterons, tritons, neutrons and 3He (Krämer et al.
2016).

In range telescope detectors such as the DTC, one could in principle think
of including the secondary fragments in the image reconstruction process due
to their similar residual range. However, for protons (which is the predomi-
nantly produced projectile fragment (Rovituso et al. 2017)), there are several
competing production channels (Krämer et al. 2016) leading to shorter resid-
ual ranges such as inelastic scattering from the produced projectile fragments
and neutron absorption (Rovituso et al. 2017). Hence, a model for the energy
loss at the fragmentation process is necessary before recuperation of the excess
dose given to the patient due to fragmentation would be possible.

Since the DTC reconstructs the tracks of 50–200 simultaneously recorded
particles, any produced secondary may introduce confusion in the tracking
process. The contribution of secondary particles has been shown to largely
be suppressed with energy deposition-based filters (Volz et al. 2018, Gehrke
et al. 2018), and hence similar filters will be explored in the following.

Methods

Detector Geometry
The detector consists of two low-mass tracker layers, followed by 41 calorime-
ter layers where the particles are stopped and tracked. The tracker layers
are placed 5 cm apart from each other, and from the calorimeter layers (Sølie
et al. 2020). A schematic design of one of the two tracker layers and one of the
41 calorimeter layers as implemented is shown in Figure 5.65.

The geometry as laid out in in Alme et al. (2020) was here implemented
and simplified towards a representative longitudinal material distribution. In
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Figure 5.65: The materials and thicknesses of the different sub layers in the imple-
mented design of the DTC: one tracker layer and one calorimeter layer are shown.
CF: Carbon fiber, FPBC: Flexible printed circuit board, Pi: Polyimide.

short, a layer here consists of the flexible PCB (FPCB) glued onto an 3.5 mm
aluminum absorber backing, with the ALPIDE glued on top of the absorber. A
single calorimeter layer has a water-equivalent thickness of 8.2 mm. The first
two layers which form the rear tracker of the device are mounted on 2×200µm
carbon fiber (CF) absorbers for stabilization. This is done in order to reduce
the amount of scattering when measuring the position and angle of the particle
track, resulting in a layer-wise water-equivalent thickness of 1.8 mm. Finally,
the WEPL of the detector is 33 cm, allowing for objects of up to ∼30 cm to be
reconstructed: the primary ion must traverse three calorimeter layers for the
track reconstruction to work properly.

Monte Carlo Simulations
In this study the Monte Carlo (MC) software GATE version 8.2 (Jan et al.
2004, Jan et al. 2011, Sarrut et al. 2014) and Geant4 version 10.5.1 (Agostinelli
et al. 2003, Allison et al. 2016) were used. The physics list QBBC_EMZ with
a mean ionization potential of water of 78 eV was applied. The step length
was adjusted to a maximum of 1 mm to accurately track the helium through
the imaged object (in the detector the step length is limited by the small slab
thicknesses) and the production thresholds for γ, e± and protons were set to
10 µm inside the ALPIDE chip (keeping the default value of 0.7 mm outside
the sensitive areas). This has been shown to yield sufficient accuracy (Pettersen
et al. 2019a).

The helium beam was defined as a gaussian pencil beam with an FWHM of
4 mm with a divergence of 1 mrad (Schoemers et al. Sep 2015). The energy was
229.25 MeV/u, determined by having the same range in water as 230 MeV pro-
tons (32.9 cm) (Berger et al. 2005). For the analysis of track reconstruction and
filter performance, 105 primary helium ions were simulated. The radiography
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in Section 5.7 and the comparison of primary survival in Section 5.7 required
improved statistics of, respectively, 5000 primaries/spot for 2150 pencil beam
spots and 106 primaries per material.
The simulations used in the analysis were performed using only the ALPIDE
chip slabs as sensitive detectors: the energy loss in each layer along a particle’s
path was fitted to the pristine Bragg-Kleeman depth-dose curve yielding the
estimated WEPL of each track (Pettersen et al. 2017).

Charge Diffusion Model
A charged particle passing through the epitaxial (sensitive) layer of an ALPIDE
chip will normally activate 5–30 pixels around its track. This is due to the lack
of a reverse bias voltage across the sensitive layer, enabling charge diffusion
of the released electron-hole pairs. This process was studied in Tambave et al.
(2019) (including a library of 22000 measured cluster shapes) and modelled
in Pettersen et al. (2019a). A power law between the number of activated pixels
n and the Edep (in keV/mum) was found to be

n = 4.23 · E 0.65
dep . (5.62)

For each hit in MC generated data, a discrete position was assigned corre-
sponding to the center of the closest pixel. The charge diffusion process was
then modelled by randomly choosing a cluster shape with the correct size from
the cluster library according to Equation 5.62. In addition, for helium appli-
cations with high Edep, there were several cases where the Edep values were
outside the bounds of the library (above ∼28 pixels/cluster, corresponding to
∼19 keV/µm). In these cases, a circular cluster shape was generated up to 70
pixels/cluster (75 keV/µm) according to Equation 5.62. Before applying the
charge diffusion model, all particles contained within a single pixel (such as
short range electrons) were binned together.

Close hits (with a lateral distance of < 150 µm) could result in merged clus-
ters. While the track reconstruction algorithm allows for a missing cluster in
a single layer through further extrapolation, 3%–5% of the proton tracks were
pairwise confused due to cluster merging in Pettersen et al. (2019a).

Helium Track Reconstruction

Using the 3D hit information throughout the DTC it is possible to reconstruct
a high number of simultaneous particle tracks resulting from a single data
readout cycle (in this study up to 150 primaries per bunch were considered).
In Pettersen et al. (2019b) track reconstruction algorithms for the DTC were
presented. In short, a track-following and track-splitting scheme (Strandlie
& Frühwirth 2010) were applied starting at the distal end of the detector and
moving to the front end.

For each seed hit in the last active layer, every nearby hit in the next-to-last
active layer were identified. For each hit-pair, the track was extrapolated to
the next layer, where the angular deviation to the closest match (or two) was
calculated. When two similar matches were identified, both candidate tracks
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were explored. This process was repeated until one of two conditions was met:
Either the first layer was reached, or the total angular deviation along the track
S =

√
∑n

i=0(∆θi)2 was larger than a pre-set value Smax = 275 mrad. To avoid
discarding straight track segments, only tracks where new segments exceed
∆θi,max = 100 mrad in addition to S > Smax were discarded. These values
were previously found using a proton beam: For helium applications, due to
less expected scattering of the primaries, it is expected that a tighter bound can
be put on the Smax, ∆θi,max parameters.

At the end, several tracks originated from a single seed in the last layer: the
straightest track (lowest S) was kept, and the remaining hits were available for
the next track candidate. This procedure was found to yield acceptable results
for track reconstruction for both thick (Pettersen et al. 2017) and thin (Pettersen
et al. 2019a) absorber layers. In addition, a forward (front-to-back) track-filling
model was subsequently applied to identify unused clusters downstream to
the reconstructed tracks. To consider a track correctly reconstructed it has to
originate from the same primary, and must be completely reconstructed at its
endpoints (detector front face and its last hit). Thus we can define the frac-
tion of completely reconstructed tracks (FCR) as the number of correctly re-
constructed tracks divided by the total number of tracks. The FCR is given
after filtering is applied.

The reconstructed tracks could then be aggregated down to their essential
values necessary for image reconstruction: The initial tracker vector (equiva-
lent to the rear tracker position and direction information) and the WEPL of
the track (see next section).

Range Calculations

The WEPL range of a single projectile was found by performing a model-fit
of the dE/dz to the Bragg-Kleeman depth-dose function along the projectile’s
track, as suggested in Pettersen et al. (2017). Then, a collection of projectiles
give rise to the mean WEPL and the WEPL uncertainty (range straggling) by
calculating the mean and standard deviation from a histogram over the indi-
vidual WEPL values.

Detector Calibration

The detector was calibrated through MC simulations with increasing water
phantom thicknesses, where the (MC truth) stopping position of the primaries
inside the detector were recorded. The water-equivalent path length (WEPL)
to each detector layer was stored and later interpolated using cubic splines.
The imaged object’s water-equivalent thickness is then the primary beam’s
range in water subtracted by the particles’ reached detector depth.

WEPL Accuracy and Uncertainty

To quantify the WEPL accuracy and uncertainty in the detector calibration and
in the radiographic images, we extracted statistics from, respectively, WEPL
error look-up-tables and images.
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For the detector calibration, each water phantom thickness yielded a nomi-
nal (MC truth) WEPL value. This difference between the reconstructed WEPL
and the nominal WEPL is the WEPL accuracy. The accuracy was plotted as
a function of object thickness. The mean and standard deviation of the accu-
racy across all water phantom thicknesses were calculated: the standard devi-
ation of this distribution is the width of the distribution of WEPL errors, or the
WEPL error envelope.

This procedure was repeated for the radiographic images: subtracting the
"MC truth" image from the reconstructed image, we obtained a pixel-wise
WEPL error map. The standard deviation of all WEPL errors is reported as
the width of the distribution of pixel-wise WEPL errors.

Another metric is the WEPL uncertainty, or measured range straggling. It
was observed in Pettersen et al. (2019a) that the number of layers covered by a
range straggling distribution played an important role in the WEPL accuracy.
This was because a broader distribution (or less distance between the layers)
lead to more layers being involved in the calculation of the mean WEPL, reduc-
ing the width of the WEPL error distribution. In this work, using the detector
calibration setup, we calculated the ±2 σ window of the simulated WEPL un-
certainty as a proxy for the layer coverage.

Absorber Material Optimization

In Pettersen et al. (2019a) energy-degrading absorber layers of 3.5 mm alu-
minum were recommended for proton imaging using the DTC. It is of interest
to explore whether alternative materials are favorable for helium imaging with
regards to the depth-dependent survival of the primary particles.
Three different materials were considered for the absorber in each detector
layer: the original aluminum (ρ = 2.7 g/cm3), graphite (ρ = 1.7 g/cm3), car-
bon foam (ρ = 0.7 g/cm3) and PMMA (ρ = 1.19g/cm3): The thickness of the
materials were scaled up to match the water equivalent thickness of 3.5 mm
aluminum at 125 MeV/u, this to ensure that the beam ranges are equal in terms
of the number of traversed layers. These thicknesses correspond to 4.86 mm,
11.79 mm and 6.37 mm for graphite, carbon foam and PMMA, respectively. A
water phantom of 10 cm thickness was placed before the detector in this simu-
lation. The number of primary particles was scored in each detector layer (note
that, in order to reduce the uncertainties, track reconstruction was not applied
here as only the primary hits were scored). Then the reduction of the number
of primaries close to the Bragg peak relative to the number of primaries in the
first layer was found for each material.

For this study, the inelastic nuclear-nuclear cross sections from Shen et al.
(1989) were used in GATE, through the 4He model G4BinaryLightIonReaction
and dataset G4IonsShenCrossSection. This combination was recently verified
for helium projectiles in the relevant energy range (Horst et al. 2019).
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Filtering of Secondary Particles
The goal of the filtering process is to remove as many secondaries as possible
while keeping the number of primaries more or less intact. In this section,
we will explicate the criteria to decide upon which distributions should be
used for filtering, and the cut values of the various filters after applying them
successively. The threshold values were found by comparing the distributions
of primary and secondary tracks.

In this study, a helium pencil beam as previously defined in Section 5.7 was
impinging on a water phantom of depth 16 cm and lateral dimensions to match
the detector, placed with an air gap of 14.5 cm between the phantom and the
front tracker.

We define here a secondary particle as a track that either was a secondary
particle, or one that at some stage produced a (hadronic) secondary particle (i.e.
a primary helium ion producing a target fragment but staying intact itself).
In addition, tracks that were incompletely reconstructed (thus containing no
Bragg peak) were tagged as secondary particles as they should be removed by
the filtering process.

Filtering on Small Pixel Clusters

A high number of low Edep hadrons were usually seen in the simulated DTC
data after a detector readout threshold of 0.1,keV/mum was applied in accor-
dance with Tambave et al. (2019).

Before track reconstruction, a filter was applied on clusters of <= 5 pixels
(corresponding to Edep < 1.3 keV/mum). In Figure 5.66 (top) the cluster sizes
of primary and secondary particles are shown. This filter simplifies the track
reconstruction, however a conservative cut value was chosen as to minimize
the number of removed primary particles used for the track reconstruction.

Filtering on Minimum Track Length

All tracks crossing fewer than five layers (including the two tracker layers)
were removed—a Bragg peak occurring in this region would correspond to
an imaged object size in excess of 30 cm WEPL which is currently outside of
the scope of the DTC (Pettersen et al. 2019a), or to a secondary / incomplete
tracked particle.

Filtering on the Deposited Energy

The Edep is a powerful discriminatory tool for particle identification due both
to the shape of a particle’s depth dose-curve (leading to rejection of incorrectly
reconstructed and disappearing tracks) and to the large differences in dE/dz
between different particles (leading to particle identification).

The DTC yields an estimate of the Edep in each traversed layer along a par-
ticle’s track, and hence we defined two filters: one for the Bragg peak region
and one for the plateau region.

First, for a primary particle we required that the deposited energy in its
last tracked layer (downstream) be at least 8 keV/mum. This filter is shown
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Figure 5.66: Top: The cluster size distribution of primary and secondary hits in
the detector prior to track reconstruction. The cut value is <= 5 pixels per cluster.
Bottom: Filter on the Edep in the last layer, as calculated by the diffused cluster
size. The cut value is 8 keV/mum.
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Figure 5.67: Top: Filter on the deposited energy in the plateau region, as calcu-
lated by the diffused cluster size. The cut value is 3.5 keV/mum. Bottom: Filter
on the range inside a pencil beam. The highest bin µ is chosen together with a 3 σ
range window.

in Figure 5.66 (bottom). Second, a cut was placed on the deposited energy in
the plateau region of a single track, as defined by the mean Edep of the first
five traversed layers. A threshold value of 3.5 keV/mum was set as shown in
Figure 5.67 (top).

Filtering on the Track’s Residual Range

A combined histogram for all the residual ranges yielded the peak range bin
µ, and a 3 σ cut on the range is performed. The distributions are shown in
Figure 5.67 (bottom). This filter is not specific to helium imaging, as it is usually
performed during image reconstruction on a pixel-wise basis (Collins-Fekete
et al. 2016, Penfold 2010).

Filtering on the Incoming Angle

To remove fragments originating from the object as well as particles that un-
derwent single large angle scattering, a filter on the particle’s incoming angle
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Figure 5.68: Filter on the incoming angle. The filter value is 45 mrad.

was performed. The incoming angle is found from the two tracker layers. The
filter also removes primary particles that underwent non-Coulomb scattering
events such as elastic nuclear scattering (Krah et al. 2018, Gottschalk 2012).
Here a 45 mrad filter was applied, corresponding to the 3 σ value of the total
angular distribution in Figure 5.68.

Primary Survival Efficiency

A helium primary may be lost to physical processes such as nuclear interac-
tions or large angle scattering, happening inside the imaged object or detector.
It may also be lost during the track reconstruction or during the filtering step.
To quantify the primary loss from these processes we counted the number of
primaries that survived each step using the 16 cm water phantom simulation
from Section 5.7.

Intrinsic Efficiency

The transmission through water is given as εw = Nw/N0, where N0 is the
number of particles in the beam and Nw number of particles at the phantom
exit.

The transmission through the detector is then given as εDTC = NBP/Nw,
where NBP is the number of primaries reaching the proximal tail of the range
distribution, i.e. two layers upstream to the beam’s residual WEPL range.

The intrinsic efficiency of the detector due to physical effects can then be
found as

εint = εw × εDTC =
NBP

N0
. (5.63)

Algorithmic Efficiency

The track reconstruction algorithm analyses NBP hit trajectories, yielding fi-
nally N′BP tracks—this number might be higher than NBP due to reconstructed
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shorter tracks ending proximal to the Bragg peak area. Thus the tracking effi-
ciency can be given as εtracking = N′BP/NBP.

The secondary filtering is applied after the tracks have been reconstructed.
The primary survival efficiency can then be given as εfilter = N′′BP/N′BP, where
N′′BP is the final number of primaries remaining subsequent to the filtering.

The algorithmic efficiency is then the product of the primary loss due to
track reconstruction and due to the secondary filtering.

εalg = εtracking × εfilter =
N′′BP
NBP

(5.64)

Total Efficiency

The total efficiency is the product of the intrinsic (determined by the physics
of the setup) and algorithmic efficiency (determined by the effectiveness of the
applied algorithms):

εtot = εint × εtracking =
N′′BP
N0

. (5.65)

Furthermore, the value εHeRad for helium radiography (and εpRad for pro-
ton radiography) is the total efficiency of the system (εtot) multiplied by the
additional primary survival efficiency after image reconstruction has been per-
formed.

Single-Sided Helium Trajectory Calculation

To estimate the helium trajectories, we implemented the extended MLP for-
malism by Krah et al. (2018). The formalism uses the available pencil beam
scanning parameters (lateral position of the spot center and beam co-variance
matrix) in place of the front tracker information. Within the formalism, the
energy loss represented by the integral over the momentum velocity func-
tion of the particles was computed numerically using the same polynomial
parametrization as used in (Sølie et al. 2020) for protons. This is valid also
for helium ions at the same initial energy/range (Collins-Fekete et al. 2017d,
Gehrke et al. 2018, Volz et al. 2020a). The MLP accuracy was estimated us-
ing the methodology of Sølie et al. (2020) with the realistic tracker geometry
and uncertainties of the DTC. The accuracy was compared to a realistic 7 mm
FWHM proton beam.

Single-Sided Helium Radiography

To assess the expected image quality for helium ion radiography with the DTC,
we investigated an anthropomorphic pediatric head phantom model HN715
(CIRS, Norfolk, Virginia, USA). The phantom was available as a digital ge-
ometry from the work of Giacometti et al. (2017a). A detailed material list as
implemented in the GATE simulations here can be found in Sølie et al. (2020).

For this work, the same setup geometry for source and phantom position-
ing relative to the first tracking layers as in Sølie et al. (2020) was used. The pri-
mary helium beam with an FWHM of 4 mm consisted of 2150 discrete pencil
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beam spots placed in a grid with a 4 mm spacing in both lateral directions, the
spacing being equal to the FWHM of the pencil beams. Each pencil beam spot
contained 1250 primary helium ions. This corresponds to approx. 25 primaries
per mm2 used for image reconstruction after filtering, based on a recommen-
dation of 100 protons per mm2 for radiographs and 100 protons per mm3 for
tomographic images (Sadrozinski et al. 2013), and that the reduced straggling
of helium reduces the required number of primaries by a factor of four (Gehrke
et al. 2018).

The radiation dose given to the head phantom during the acquisition of a
HeRad was calculated in GATE, as well as corresponding dose for a proton
radiography with approx. 100 protons per mm2 after filtering. For comparison
with x-ray CT, we apply the CT Dose Equivalent Index (CTDEI) framework of
Hansen et al. (2014a) where an ion CT weighted quality factor of QW = 2 is
recommended as a safe assumption, and simplify the mean head dose to be
the CT Dose Index (accurate to within 1% (Hansen et al. 2014a)). Furthermore,
for the calculation of the effective dose of IRCP report 102 (ICRP 2007) for a
pediatric head, where a dose conversion factor of QW = 0.0032 mSv/cm mGy
is multiplied with the dose length product (CTDEI×scan length).

The helium ion radiograph was reconstructed using the maximum likeli-
hood formalism developed by Collins-Fekete et al. (2016). It was implemented
for a similar single-sided setup in Sølie et al. (2020).

Results

Helium Track Reconstruction

An optimization was performed in order to identify the ideal parameters for
the track reconstruction. The parameter Smax was reduced from 275 mrad to
175 mrad, while the ∆θi,max was reduced from 100 mrad to 30 mrad.

After performing the secondary filtering, the fraction of correct tracks (FCR)
is slightly lower for helium than for protons. It is also higher for larger tra-
versed phantoms than for smaller (due to the shorter reconstructed path length
in the detector). In Figure 5.69 the FCR in a few scenarios are shown, compared
to a proton beam with a larger beam spot size (7 mm FHWM).

The time required to reconstruct the helium tracks (excluding the time spent
modelling the charge diffusion process) is 1.4 ms per primary on an Intel R©
Xeon R© Gold 6136 CPU @ 3.00 GHz, or approximately 40 seconds for a com-
plete radiograph utilizing a 96 CPU core cluster. It should be stressed that the
FCR and speed are subject to continual improvement due to their sensitivity
to the applied filtering, beam quality, tracking parameters and constituent al-
gorithms.

Absorber Material Optimization

The depth-dependent survival of the helium beam in three different materials
is shown in Figure 5.70. The aluminum absorbers yielded relative improve-
ments of 8.1%± 0.3%, 8.9%± 0.3% and 9.2%± 0.3% in track survival compared
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Figure 5.69: The fraction of correctly reconstructed tracks relative to the surviving
tracks after filtering, as a function of the number of primary 4 mm FWHM helium
ions per reconstruction cycle. The corresponding data for a proton beam with a
spot size of 7 mm FWHM in the same detector geometry is shown as well. Tracks
originating from a 5 cm and a 16 cm water phantom are used.

to the graphite, carbon foam and PMMA based absorbers, respectively. The
survival was evaluated in the last layer before the Bragg peak region (layer
number 29 in the figure). This excludes differences in the fluence loss drop
due to range straggling, which for helium ions at 230 MeV/u initial energy is
∼1.8 mm.

Secondary Filter Performance

In Figure 5.71 an example of the reconstruction of the tracks in a pencil beam
is shown before (left hand side) and after (right hand side) application of the
above filters.

The fractions of filtered and unfiltered secondaries, and filtered and unfil-
tered primaries are shown in Table 5.13 for successive application of the filters.
Normalized to the number of generated primary particles, 87.6% of the re-
constructed tracks were secondary and 50.0% were primary (i.e. 1.4 tracks per
primary due to helium fragmentation).

The filter on cluster sizes did not directly translate to the filtering strength
of the track reconstruction: while the filter removed 63.0% of the clusters origi-
nating from secondary particles and only 0.1% of the clusters from the primary
beam, the resulting reduction of secondary and primary tracks was 47.9% and
2.4%, respectively. This is likely due to fragmentation resulting in multiple
secondaries (i.e. multiple clusters per fragmenting primary), as well as the pro-
duction of target fragments without breakup of the primary helium ion.
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Figure 5.70: Primary helium survival in the DTC for different absorber materials.
The absorber thickness was scaled to match the total stopping power of 3.5 mm
aluminum. The numbers are normalized to per incoming particle.
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Figure 5.71: A separate readout containing 100 reconstructed primaries slowed
down in 10 cm water. The figures includes 124 tracks before filtering (left) and 45
tracks after filtering (right). A black track is a correctly reconstructed primary; a
red track is incorrectly reconstructed due to confusion between two tracks; green
tracks are secondaries. Grey tracks are incompletely reconstructed (too short).
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Filter UFP (%) FP (%) UFS (%) FS (%)
None 50.0(3) 0 87.6(4) 0
+ Cluster size >5 48.7(3) 1.22(4) 45.7(3) 41.9(2)
+ >4 layers crossed 44.6(3) 5.32(7) 26.2(2) 61.4(3)
+ Edep in last layer 42.9(2) 7.08(9) 8.33(9) 79.3(4)
+ Edep in plateau 42.8(2) 7.16(9) 6.30(8) 81.3(4)
+ Residual range 42.8(2) 7.18(9) 2.49(5) 85.1(4)
+ Incoming angle 42.4(2) 7.57(9) 2.18(5) 85.4(4)

Table 5.13: The efficiencies of the various filters shown after track reconstruction. The
percentage values are given relative to the total number of primary particles. UFP:
Unfiltered primaries, FP: Filtered primaries, UFS: unfiltered secondaries, FS: Filtered
secondaries.
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Figure 5.72: Secondary particle species distribution per primary helium ion.
Shown before (left) and after (right) applying the filters described in Section 5.7.

When all the filters described in Section 5.7 were applied, 97.5% of the sec-
ondaries were identified and removed, whereas 15.2% of the reconstructed pri-
mary tracks were lost in the process. Thus 42.4% of all the incoming primary
helium ions were available for subsequent image reconstruction.

In Figure 5.72 the fractions of the different secondary particle species are
shown as a function of detector depth, before and after filtering. Prior to filter-
ing, protons dominated (with up to 15% percent per generated primary) with
a strong bias towards the detector front. The deuterium and tritium compo-
nents were substantial at 8% and 3%, respectively. After applying the filters,
the same particle species were present at around 0.2%–0.6% per generated pri-
mary track.

Primary Survival Efficiency
By counting the number of surviving primaries through the various physical
and computational steps, we found that εw = 61.6%± 0.3%; εDTC = 74.5%±
0.4%; εtracking = 108.9%± 0.7%; and εfilter = 84.8%± 0.4%. Note that εtracking >
100% is possible since short tracks are reconstructed (but then removed by
filtering).
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Multiplying them, we find the intrinsic efficiency εint = 45.9%± 0.3%; the
algorithmic efficiency εalg = 92.4% ± 0.4%; and finally the total efficiency
εtot = 42.4%± 0.2% which is the ratio of usable tracks to the generated pri-
mary helium ions: it is the same number as given for unfiltered primaries in
Table 5.13.

WEPL Accuracy and Uncertainty
The WEPL accuracy for different imaged water phantom thicknesses in the
range 0 to 320 mm WEPL is shown in Figure 5.73 (top). An oscillating bias
with a wavelength equal to the spacing between the sensitive layers is seen,
with an amplitude of approximately 1 mm. The width of the distribution of
WEPL errors for the different thicknesses is 0.54 mm WEPL. For protons, the
corresponding width is 0.25 mm WEPL. There is also a small but visible low-
frequency component for the helium scenario.

In Figure 5.74 an example between the range distributions of proton and
helium is reported. The WEPL uncertainty (measured range straggling) across
different object thicknesses for helium is 2.5 to 4.5 mm WEPL, for protons it
is 5.0 to 5.8 mm WEPL. In Figure 5.73 (bottom) the range straggling across all
phantom thicknesses are shown using the ±2 σ width as a metric for layer
coverage. The helium beam range straggling covers less than 1.5 layers, while
the proton beam covers almost 2 layers.

Helium Trajectory Calculation

The resulting single-sided MLP accuracy (compared to the MC helium paths)
is shown in Figure 5.75 when using the extended MLP (Krah et al. 2018).
The average deviation from MC at the upstream side of the water phantom
(where there is least information) was 0.75 mm for helium ions, as compared
to 1.25 mm for protons (Sølie et al. 2020).

Helium Radiography

The generated radiograph is shown in Figure 5.76 (left hand side). The width
of the pixel-wise WEPL error distribution of the filtered radiograph was 1.0
mm WEPL. A proton radiograph (not shown) generated using the same setup
(but with a 7 mm FWHM pencil beam and 100 protons/mm2) yielded a com-
parable WEPL WEPL error envelope of 1.1 mm WEPL. 99% of the pixel-wise
errors were between -2.2 mm WEPL and 2.6 mm WEPL: single-pixel regions
close to high gradient edges yielded the highest errors. This is due the reduced
spatial resolution both from the scattering and the reduced path estimation ac-
curacy.

The oscillating range accuracy bias is visible as rings in the WEPL error
map in Figure 5.76 (right hand side) due to the shape of the head phantom,
with an amplitude comparable to what was observed in Figure 5.73.
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Figure 5.73: Top: WEPL accuracy of protons and helium for increasing phantom
thicknesses. Bottom: WEPL uncertainty envelope (measured range straggling of
protons and helium for increasing phantom thicknesses, in terms of the width of
the ±2σ distribution as a metric for layer coverage. The two dashed lines repre-
sent the thicknesses of one (8.1 mm WEPL) and two (16.2 mm WEPL) layers.
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Figure 5.74: Range histogram of the individual filtered tracks. The relative in-
crease in range straggling for protons also increases the range accuracy, due to the
increased number of activated sensor layers involved in the range calculation (see
also Figure 5.73).
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Figure 5.75: The deviation between the primary paths of MC and the estimated
MLP using realistic helium and proton beams at energy of 230 MeV/u. The
FWHM of the beams correspond to the smallest spot size available at that energy
for protons and helium at the Heidelberg Ion-Beam Therapy Center.
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Figure 5.76: Helium single-sided radiograph, generated after applying the filters
described in this text. The left figure shows the reconstructed WEPL, while the
right figure shows the its error relative to the true WEPL of the head phantom.
The bottom figure shows the pixel-wise errors of the filtered helium radiograph
in comparison to a proton radiograph with the same setup and a fourfold increase
in the number of primaries.

Due to the extra filtering and path curvature estimation steps involved in
image reconstruction, the overall primary efficiency for the generated radio-
graph was somewhat lower at εHeRad = 31.0%. The corresponding number for
a proton radiograph is εpRad = 40.3%.

The integral dose given to the head phantom during the acquisition of the
radiograph from 2.68×106 helium primaries (24.2,mm−2 used for image recon-
struction) was reported by GATE as 14.8 µGy. Although tomographic helium
scans are not discussed in this work, a generalization to 25 primaries/mm3

would yield 1.46 mGy in the head phantom. The corresponding dose from
8.53×106 proton primaries (100 mm−2 used for image reconstruction) would
be 11.4 µGy for a radiograph and 1.12 mGy for a corresponding tomographic
reconstruction.

For a helium CT an effective dose can be estimated at

1.46 mGy× 18 cm× 2× 0.0032 mSv cm−1 mGy−1 = 168 µSv, (5.66)

far below reported CT doses of 2 to 3 mSv (Hansen et al. 2014a, ICRP 2007).
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Discussion

Absorber Material
The planned material for energy absorbing layers of the DTC is aluminum.
By considering several carbon-based materials such as graphite, carbon foam
and PMMA, it was shown that the primary survival rate was favorable for
aluminum by 8%–10%. As such, it is not advisable to substitute the absorber
material when applying the DTC for helium imaging, especially considering
the increased physical length of the DTC for absorber materials with lower
RSP (requiring the same total WEPL).

WEPL Accuracy and Stragglin
The depth-dependent degradation of accuracy for helium can be explained
by its reduced range straggling with a factor of σR,He/σR,p =

√
mp/mHe '

0.5 (Durante & Paganetti 2016). Thus, fewer detector layers were covered by
the range straggling of helium tracks and the range accuracy from the weigh-
ing among several layers was reduced. In Figure 5.73 (bottom) it was shown
that the broader range straggling of protons spans a larger number of sensor
layers. This effect was earlier noted for protons with various absorber thick-
nesses in Pettersen et al. (2019a) and was here more prominent with a helium
beam. These results were reflected in the generated radiographs, where they
were shown as ring artefacts in the WEPL error maps. This artefact was not
seen in similar proton radiographs (cf. figure 9 in Sølie et al. (2020)), consistent
with the increased range straggling of protons. Further optimization of the
initial energy spread of the helium beam might mitigate the ring artefacts by
broadening the range straggling distribution.

There was also a slight low-frequency component in the range deviation for
helium. This component is thought to be an artifact from the range calibration
of yet undetermined origin. These effects reduced the WEPL error envelope to
0.54 mm WEPL using a water phantom. The comparable envelope when using
protons was 0.25 mm WEPL. These WEPL errors are expected to be sufficient
for imaging (Poludniowski et al. 2015) before considering further sources of
errors (such as from the physical detector, from the experimental setup and
beam quality). To improve upon this, thinner absorbers and more sensitive
layers would be needed, as investigated for protons in Pettersen et al. (2019a).
However, this would in turn negatively affect the cost and complexity of the
system. An improved calibration scheme of the detector is currently being
evaluated.

For helium ions, the WEPL error envelope was narrower compared to that
of protons, shown in the two distributions in Figure 5.76 (bottom; 1.0 mm
WEPL for helium ions and 1.1 mm WEPL for protons). However, the WEPL
error distribution for the helium radiography showed an extra peak at overes-
timated WET values corresponding to the systematic ring artifacts present in
the reconstruction of Figure 5.76 (right). That the widths of the WEPL error dis-
tributions were worse for the head phantom compared to the water phantom
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was expected, since the heterogeneity of the phantom complicates the track re-
construction process (track matching errors introduce larger WEPL errors) and
the MLP calculation.

Filter Performance
The pre-filter removing small clusters before track reconstruction reduced the
number of secondary tracks by approx 48%. This is an important filter that
simplifies the track reconstruction, especially given that only a small fraction
of the primary tracks was removed (2.4%).

After the track reconstruction, 63.7% of the reconstructed tracks were sec-
ondary tracks, or 87.6% per generated primary. Most of them (15% per gener-
ated primary) were protons produced in the imaged object. Deuterium, tritium
and 3He were also present at 4%–6% levels per primary. This number includes
multiplicity events, i.e. events where more than one fragment was produced
from a primary helium ion.

The remaining secondary tracks after filtering (largely 3He, 4He and hydro-
genic isotopes with comparable range) closely resembled a pure primary beam
in the reported distributions. As such they are nontrivial to remove, but also
are not expected to degrade the WEPL accuracy to a significant degree, espe-
cially if they originated from within the range telescope itself. This assumption
is strengthened by Figure 5.73 (top) where the final WEPL accuracy was 0.5 to
0.8 mm WEPL in the studied scenarios.

The range filter is expected to be less efficient in removing secondaries
when applied to a helium beam passing through heterogeneous geometries.
However, range filters are regularly used in particle imaging with good re-
sults (Johnson et al. 2016, Volz et al. 2018), and the reconstructed head phantom
yielded a good WEPL accuracy.

Various filters were evaluated in addition to the ones mentioned in Section
5.7: combinations of Edep values across the detector layers; χ2 depth-dose fit
goodness (Pettersen et al. 2017); angular change along the track; as well as lat-
eral track positions. However, while some of these filters had a high discrim-
inatory power per se, they did not provide further secondary discrimination
compared to the filters described in Section 5.7.

Finally, 42.4% of the the primaries in the MC-generated helium beam were
reconstructed and survived the applied filters, while keeping 2.5% of the ob-
served secondary tracks. For comparison using similar Monte Carlo studies,
Gehrke et al. (2017) using a set of three pixel tracking detectors placed close
to the Bragg peak found a ratio of 45% between the incoming primary helium
beam (when cropped to the lateral dimensions of the detector) and the image-
generating helium tracks. For the ∆E− E filter used in combination with the
prototype pCT detector developed by the US pCT collaboration, Volz et al.
(2018) report a reduction of 43% compared to the data set not using the ∆E− E
filter (before applying the 3 σ WEPL filter). However, this number does not
consider multiplicity fragmentation events originating from within the phan-
tom, as multiple hits on the rear tracker were automatically suppressed and
therefore also not considered.
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Helium Track Reconstruction
The fraction of correctly reconstructed tracks (FCR) for helium was lower to
what was observed with proton track reconstruction in a similar DTC as dis-
cussed in Pettersen et al. (2019a). The main effect to reduce the FCR is the
higher particle density in the 4 mm FWHM helium beam, compared to the
7 mm FWHM proton beam: these are both the smallest spot sizes realistically
attainable. Other complicating factors for reconstructing the helium beam is
the increased complexity in tracking due to the higher density of secondary
tracks, and an increase in the Edep (higher probability that larger clusters merge).
On the other hand, these effects are compensated by the reduced complexity
in track reconstruction due to the lower scattering power of helium.

A wrongly reconstructed helium track is expected to degrade the image
quality to a smaller degree (when compared to protons), due to the smaller
spot size. This is because two pairwise confused tracks in a thin beam are
closer together, reducing the added spatial separation.

It was observed in Figure 5.69 that a 5 cm phantom object leads to a de-
crease in the FCR compared to the 16 cm. This effect can be attributed to the
increased residual primary range in the detector and subsequent higher prob-
ability of track matching errors.

The current track reconstruction algorithm needs 40 seconds on the applied
96 CPU cluster to reconstruct a radiograph of 2.7 million helium primaries. It is
expected that further vectorized implementations of the code (e.g. on a graph-
ical processing unit) would perform significantly better in terms of processing
time. A future clinical implementation of the imaging setup would need such
improvements in order to be viable in terms of reconstruction time.

The ideal beam configuration (spot size, intensity) is a compromise be-
tween low uncertainty at the phantom entrance (using the single-sided MLP
reconstruction (Sølie et al. 2020)), low uncertainty at the detector entrance
(due to pairwise track confusion during reconstruction) and track density (in-
creased beam intensity leads to higher track confusion). The effects of wrongly
reconstructed tracks can be further mitigated by lowering the beam intensity,
however the images generated at 50 helium primaries per reconstruction cycle
(5 million helium ions per second) exhibit a high visual spatial resolution.

Conclusions

In this study, we explored the feasibility of helium detection and track recon-
struction in a high granularity DTC. It was shown that the contribution of
secondary fragments can efficiently be suppressed with adequate filters. The
tracking algorithm was shown to be less efficient for helium ions compared
to protons impinging on the detector: the increased focus strength available
for helium ions at contemporary facilities works against the track reconstruc-
tion due to the increased track density. Different absorber materials to degrade
the beam energy inside the calorimeter were investigated with the purpose of
maximizing survival of primary particles. The results reported in this study
indicate that aluminum absorbers as proposed for proton imaging are also
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ideal for helium ions. However, the most interesting result of this study is
that—contrary to expectation—the reduced range straggling of helium ions
resulted in reduced range accuracy using absorber material of the same water-
equivalent thickness as for protons. Still, the range accuracy was found to be
sufficient for imaging. Hence, it can be concluded from the results of this study
that the current DTC design is feasible not only for proton, but also for helium
ion imaging. Further efforts will thus focus on proton as well as helium ion
imaging toward finalizing the first DTC prototype system.
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CHAPTER6
Discussion and future perspective

In this thesis, developmental steps towards the implementation of particle
imaging for image guidance in particle therapy have been presented. These
included theoretical investigations of the achievable image quality in Particle
Radiography (PRad), experiments on pre- and intra-treatment particle imag-
ing with novel prototypes, and investigations on how current detector designs
could be improved.

Although a lot of effort has been placed in developing particle imaging,
this modality has yet to reach clinical implementation. However, with the de-
velopment of improved particle imaging scanner systems, foremost the US
pCT collaboration prototype head scanner (Johnson et al. 2017), improved re-
construction techniques (Rit et al. 2013, Penfold & Censor 2015, Collins-Fekete
et al. 2016) and the connected improvements in the experimentally achievable
mage quality, particle imaging has seen a rise in interest recently. It is expected
that the first pre- or even clinical investigations of particle imaging will com-
mence in the coming years (Parodi & Polf 2018b). The aim of this thesis was
therefore to investigate the steps necessary to bring this promising modality
into clinical practice. As starting point, the following central questions have
been asked:

1. What are the theoretical limitations of image quality for particle imaging,
i.e. how accurate can we get?

2. Is helium ion imaging feasible despite the fragment contamination?

3. How relevant is particle imaging given DECT?

4. Can we use particle imaging for online treatment monitoring?

5. What would be an optimized PCT system for the clinics?

In the following, the individual projects presented in this cumulative thesis
and their connection with regard to these questions will be discussed. In ad-
dition, a critical viewpoint is given on the necessary developments to bring
particle imaging closer to clinical reality.
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6.1 Limitations and possible solutions

Spatial resolution The reduced spatial resolution from MCS is a key limiting
factor for particle imaging. This has recently been explored in Krah et al. (2018)
who have developed a comprehensive probabilistic model of the image reso-
lution for different detector, beam and phantom settings. In their work, they
investigate the spatial resolution achievable for different particle imaging se-
tups assuming PCT and PRad from plane-of-interest binning (i.e. binning the
particles based on their MLP position at the feature depth). However, when
binning a projection image onto a single 2D radiography, features at differ-
ent depths will be projected along the estimated particle paths in the same
image plane. This results in the image quality being subject to not only the
path estimation accuracy, but also the scattering displacement between imag-
ing depth and depth of the feature. In publication P.IV (Section 5.1), a thor-
ough theoretical framework has been developed to describe the spatial resolu-
tion for different contemporary radiography binning methods. Especially, for
the maximum-likelihood radiography algorithm proposed by Collins-Fekete
et al. (2016), for the first time a full theoretical treatment of the point-spread
function was provided. It is demonstrated that even under the assumption
of perfect path estimation accuracy, this algorithm is limited by the projection
of the particles’ WEPL along their scattered paths onto a single image plane.
This could also explain observations made in previous experimental studies
(Gehrke et al. 2018) observing a drop in spatial resolution towards the object
exit for a similar algorithm.

Interestingly, for plane-of-interest binning (Schneider & Pedroni 1994, Rit
et al. 2013, Gehrke et al. 2018), the image resolution might benefit from bin-
ning the particles slightly closer to the nearest tracking detectors, rather than
directly at the object depth as shown in Figure 5.12. This is due to the increase
of the MLP accuracy towards the tracking detectors, while the scattering dis-
placement between binning depth and object depth is still small. In terms of
Equation 5.10, the MLP σMLP becomes smaller, while the scattering σscat re-
mains almost zero. Still, the fact that the spatial resolution achievable is con-
nected with the object depth for the plane-of-interest binning approach opens
up an interesting question: is it possible to infer the depth of the object from the
spatial resolution of the PRad for plane-of-interest binning? If, yes, this would
have important consequences on the use of PRad as pre-treatment verification
tool in particle therapy. A single radiography might not only tell differences in
the treated anatomy, but also if observed uncertainties are located proximal or
distal to the tumor — or in other words, if they affect the treatment or not. One
could think of binning a series of radiographs at different binning depths and
estimate the feature position from its sharpness in the different planes taking
into account the expected slope of the spatial resolution with binning depth as
shown in Figure 5.12(a). The accuracy of this method would, of course, depend
on the RSP gradient between the feature and the surrounding medium. It has
to be noted that the uncertainty at shallow feature depths would be increased
for a realistic tracking system, compared to the ideal one: For a realistic track-
ing system, the improvement of the MLP precision towards the trackers is not
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as pronounced as for an ideal system (compare 5.55b). Hence, for shallow fea-
tures, the spatial resolution will stay almost the same for binning depths closer
to the front tracker, due to the small scattering displacement and the small
difference in MLP accuracy.

Another implication of this study regards the development of novel im-
proved PRad algorithms. In the best case such algorithms would provide a
single radiograph with the best possible spatial resolution for all features with-
out relying on prior knowledge. One possibility would be a deconvolution of
the image with the theoretical point-spread function. As the observed image
presents a convolution of the object with the point-spread function of the sys-
tem, a deconvolution method may be applied to retrieve the original image.
The central difficulty of this for particle imaging is the shift variance of the
point-spread function, arising from the depth dependence of the scattering
and the MLP uncertainty. Nevertheless, Khellaf et al. (2020b) have recently
demonstrated impressive results using a shift variant deconvolution method
in pCT reporting spatial resolution improvements as much as 40%. Given
the theoretical point-spread functions provided in publication P.IV, one could
think of applying a shift-variant deconvolution also to PRad. However, the
projection of different object features (convoluted with different point-spread
functions) into the same image pixels would limit the applicability of deconvo-
lution methods for PRad of heterogeneous objects. Based on Figure 5.12, one
could, however, think of a focus-stacking technique as used in optical photog-
raphy: From a series of binning depths in plane-of-interest binning, the final
image could be constructed by stacking together the pixel values from the bin-
ning depth where the steepest image gradient was observed. When choosing
the binning depth from the pixel gradient, methods for noise suppression have
to be considered. Nevertheless, such methods could lead to improved spatial
resolution in PRad and deserve further attention.

Nuclear interactions In publication P.XII (Section 5.2), helium ion imaging
has been investigated at the HIT facility with the pre-clinical prototype pCT
scanner developed by the US pCT collaboration (Johnson et al. 2016). The
system, shown in Figure 3.5, comprises two tracking detectors (one preceding
and one following the patient), and a 5-stage scintillator detector. Secondary
fragments, produced in nuclear interactions both inside the patient and the
energy detector, have been identified to be a major source of uncertainty and
image artifacts for helium ion imaging with the system (see e.g. figure 5.19).
This was in accordance with other published literature (Gehrke et al. 2018)
and explained the low image quality and RSP accuracy observed in a previous
publication (Volz et al. 2017).

However, using a simple threshold filter on the energy deposit in the de-
tector, as used for example in Gehrke et al. (2017), was not sufficient to remove
the uncertainties arising from nuclear interactions (see Figure 5.19). This can
be attributed to the different detector setup compared to that used in Gehrke
et al. (2017): in their work, Gehrke et al. (2017) have used a single silicon pixel
sensor as range detector. Setting the helium ions’ primary energy such that
the proximal side of the Bragg peak is located in the detector, they exploit the
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steep rise of the energy loss at that point to infer the particles range. As such,
only secondary fragments having an approximately equal or greater range as
that of the primaries contaminate the measurement. The lighter fragments that
reach the detector have a significantly lower energy deposit compared to the
primary helium ions, and can hence be effectively suppressed with a thresh-
old filter. The heavier 3He fragments that are more difficult to identify from
the energy deposit, generally have a shorter reach compared to the primaries,
and hence, do not play much of a role for this detector setup. On the other
hand, the large dynamic range of the prototype detector explored for helium
ion imaging in publication P.XII results in the acceptance of also those secon-
daries that have a shorter range. The inclusion of these particles then results in
an increase of the variance of the measured WEPL distribution, and with that
in a reduction in the accuracy the 3σ filter usually applied to remove events
with unusually large (or short) WEPL diminishing its efficiency. Especially,
for the segmented energy detector of the prototype, fragments stopping in an
adjacent stage to the primaries greatly reduce the image accuracy. This results
in image artifacts at WET values corresponding to the stage interfaces of the
multistage detector. In homogeneous, cylindrical objects these appear as ring
artifacts (see Figure 5.19) for heterogeneous objects, they appear as ring-like
artifacts (as seen in Figure 3A in Volz et al. (2017)).

In order to accurately identify primary helium ions from secondary frag-
ments, the detector segmentation was utilized for a ∆E-E particle identification
technique. For a given total kinetic energy, the mean energy loss of a particle in
a thin absorber slab is fully determined by its mass and charge. In other words,
plotting the energy loss in a thin ∆E absorber versus the total residual energy
of the particle results in energy response curves unique to each particle. This
is shown in Figure 5.18, where the energy deposit measured in the final scin-
tillator stage reached by the particle in the multistage energy/range detector
was used as residual energy E and the energy deposit in the immediately ad-
jacent stage in upstream direction as ∆E. Parametrizing the ∆E-E response for
primary particles enabled particle identification during data processing, and
hence, an effective removal of the secondary fragment contamination.

With the ∆E-E filter, the feasibility of highly accurate experimental single-
event HeCT could be demonstrated for the first time. The large ring artifacts
observed in a previously published study on HeCT with the detector (Volz
et al. 2017) could be effectively removed. For a phantom featuring 7 different
plastic materials, a mean absolute RSP accuracy better than 0.5% was demon-
strated both in simulation and experiment. However, the image spatial res-
olution was limited from the relatively low number of projections acquired.
This limitation is best seen in the limited angle artifacts in Figure 5.24 which
had also been observed in Piersimoni et al. (2018) for a low number of projec-
tions. In the work shown in Section 5.4, an increased number of projections
was therefore used to acquire full CT scans.

The difference between simulated and experimental ∆E-E spectra for the
detector seen in Figure 5.18 can be explained through the missing modeling
of the scintillation light quenching in the simulation. Due to scintillation light
quenching, the calibration from ADC to energy derived during the detector
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calibration process does not return true energy values. For the detector, the en-
ergy calibration is based on the comparison between the peak ADC measured
in each of the detector stages for a run without phantom in the beam line, and
the expected energy deposit from a Monte Carlo simulation (Giacometti et al.
2017a). A second calibration point is obtained from the ADC noise pedestal
of the stage representing 0 MeV energy output. The calibration from ADC to
energy therefore assumes a linear relationship, neglecting the light output non-
linearity due to scintillation light quenching. In terms of image accuracy, the
effect of the quenching is yet to be fully quantified, but it is expected to af-
fect the WEPL accuracy for low energy deposits in a stage. At low energy
deposits, i.e. small ranges in the stage, the non-linearity of the scintillation
light production is greatest (Birks 1951). Hence, the 1 MeV noise threshold, ap-
plied when determining the stopping stage, translates to a larger real energy
deposit of the particles, effectively increasing the non-sensitive range between
stages. Since the particles would be assumed to have stopped in an earlier
stage, where then a systematically to high WEPL would be estimated for them
(Bashkirov et al. 2016a), this might be an additional cause of ring artifacts. Us-
ing the ∆E-E filter, this issue might, however, be solvable. Instead of finding
the stopping stage as the last stage in beam direction for which an energy de-
posit greater than 1 MeV was measured, it could be defined as the last stage
for which an energy deposit compatible with the ∆E-E filter for that stage was
measured. The ∆E-E filter would still remove the low energy noise, which also
the 1 MeV threshold removes, but would not place any energy threshold for
the primaries. This will be detailed in a future work to be brought forward by
our group.

As the ∆E-E filter is based on the peak response pattern of the primary
particles, it also discerns such particles that stopped due to a fatal nuclear in-
teraction. These particles form the noise in the ∆E-E spectrum around the dif-
ferent main particle spectral lines (Figure 5.18). The ∆E-E filter therefore also
proved to be valuable for proton imaging, where particles stopping due to nu-
clear interactions inside the energy/range detector reduce the image accuracy
(publication P.XI; Section 5.3). In proton imaging, usually 3σ filters acting on
the angular displacement and WEPL distribution are applied following the
work by Schulte et al. (2005). However, these 3σ filters suffer from the in-
creased distribution variance created through events that underwent nuclear
interactions inside the energy/range detector or such that scattered outside
the detector sensitive area. In publication P.XI, it is demonstrated that the ∆E-
E filter could enable to remove such events, and improve the image accuracy
in proton imaging. The main effect of the ∆E-E filtering for proton imaging is
to remove uncertainties arising at stage interfaces (compare Figure 5.31). For
single-stage calorimeters, a tighter 2σ WEPL filter might already be enough
to remove the nuclear interaction tails. An experimental comparison of the
accuracy of different filtering techniques in proton imaging is needed.

Finally, as the ∆E-E method does not only enable to discern primaries, but
also individual secondary fragment species, it opens up the possibility of vol-
umetric reconstruction of the fragment yield from helium ion imaging. This
would require to identify if the fragments originated from the object or the



228 Chapter 6. Discussion and future perspective

detector, which can be accomplished with a slight modification of the current
∆E-E filter approach: rather than using only the last two stages the particles
reached into, the ∆E stage would be defined as the first stage, and E as the
summed up energy deposit in the stages after. This might provide information
on the fragmentation cross sections within the patient.

Image noise for proton and helium ions The image noise is an important as-
pect when considering PCT for application in treatment planning for particle
therapy. In Appendix A, the WEPL precision achievable with different detec-
tor designs for helium ion imaging is investigated. Already Gehrke et al. (2018)
have demonstrated that the WEPL variance for helium ions is approximately
a factor of 4 reduced compared to that expected for protons for homogeneous
phantoms. Although, in their calculation, they did not consider the different
loss of primaries for the two ion species, this can easily be added. Assuming
that the WEPL resolution of the detector is approximately equal to the range
straggling of the particles (see (Bashkirov et al. 2016a) and Appendix A), Equa-
tion 2.13 predicts that

σWEPL,He =

√
MP

MHe
σWEPL,p. (6.1)

The reduced range straggling by a factor of two results in a factor of two lower
single-particle WEPL uncertainty for helium ions compared to that of pro-
tons. The noise in an image pixel is calculated as σWEPL/

√
N (Collins-Fekete

et al. 2020), where N is the number of particles contributing to the pixel. This
means, compared to protons, using a factor of 4 less helium ions for image re-
construction would result in the same image noise (Gehrke et al. 2018). How-
ever, current detector prototypes require the particles to come to a complete
stop (or near stop for the detector in Gehrke et al. (2018)) to infer their residual
energy/range. For a 200 MeV/u initial energy, approximately 50% of helium
ions will thereby be lost in nuclear interactions (compare Figure 2.7), whereas
only approximately 25% of protons will be lost. Hence, to get to the factor 4
reduced helium ions used for image reconstruction, the number of primary he-
lium ions has to be 37.5% that of protons. This results in a factor 1.5 increased
physical dose to the patient for helium ion imaging compared to proton imag-
ing at equal image noise. Note, that this is smaller than the factor 2 higher
dose requirement stated in the discussion of publication P.XII, where the loss
of primary protons had not been considered.

It is important to note, that above calculation only holds for a detector with
a perfect acceptance and the same efficiency for both particle species, and as-
sumes a homogeneous object. For example, the small aperture of the detector
used by Gehrke et al. (2018) results in an increased loss of primary protons that
scatter outside the detector sensitive area compared to helium ions, due to the
helium ions reduced MCS (Tim Gehrke (DKFZ), personal communication). In
addition, for realistic detectors additional factors like different read-out effi-
ciency for the two ion species, different scintillation light quenching etc. need
to be taken into account. Moreover, Rädler et al. (2018) and Collins-Fekete et al.
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(2020) have demonstrated that the image noise is inherently tied to MCS. Due
to MCS, particles that crossed different parts of the object can end up in the
same image pixel resulting in an increase in image noise. This was evaluated
recently for a heterogeneous anthropomorphic head phantom in the exhaus-
tive work by Dickmann et al. (2019), who demonstrated that for heterogeneous
objects the noise can be greatly increased compared to the noise level for ho-
mogeneous phantoms. Hence, a re-evaluation of the comparison between pro-
tons and helium ions in heterogeneous media is necessary. Such a comparison
is made possible with the data acquired in the project detailed in publication
P.I (Section 5.4).

6.2 Particle imaging for daily image guidance

Given the feasibility of high quality helium ion imaging demonstrated in pub-
lication P.XII, the next step in this PhD thesis was to investigate possible clin-
ical applications of this promising modality. For this, particle imaging was
evaluated in comparison to photon based image guidance methods (SECT and
DECT) in order to quantify the benefit of particle imaging for RSP prediction
in particle therapy. A novel method for on-line helium ion imaging based on a
mixed helium/carbon beam was investigated.

Particle CT for RSP determination The main envisioned application of par-
ticle imaging is the acquisition of the patient RSP map for particle therapy
treatment planning. However, in recent years, DECT based RSP determina-
tion methods have been developed as a more accurate alternative compared to
the conventionally used stochiometric calibration from SECT (Yang et al. 2010,
Yang et al. 2012, Bourque et al. 2014, Saito & Sagara 2017, Möhler et al. 2016,
Taasti et al. 2016, Wohlfahrt et al. 2017b). In recent studies, these methods have
been shown to not only be capable of accurate RSP prediction in plastic sam-
ples, but also in fresh animal tissues (Bär et al. 2018b, Möhler et al. 2018, Taasti
et al. 2017). Hence, when considering the application of particle imaging for
RSP determination in clinical practice, it is important to compare the expected
benefit not only to SECT, but also to DECT.

In 2019, in collaboration with the US pCT collaboration, our group was
awarded project funding by the Particle Therapy Co-Operative Group to fur-
ther evaluate the potential of helium ion imaging for range uncertainty reduc-
tion in particle therapy. The funding enabled another series of beam tests with
the US pCT collaboration pre-clinical prototype scanner at the HIT facility.
In these beam tests, amongst other, a full experimental comparison between
SECT, DECT, pCT and HeCT in animal tissue samples has been performed. In
publication P.I (Section 5.4), preliminary results from the ongoing analysis of
the experimental data are presented.

For an unbiased comparison between modalities, fresh animal tissue sam-
ples were used as the basis of the study. Two phantoms were custom designed
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for the tests. The first phantom was a cylindrical PMMA phantom (150 mm di-
ameter and 100 mm height) with 5 cylindrical bores to hold 10 cylindrical sam-
ple containers (see Figure 5.40). The phantom size was chosen to get realistic
beam hardening (for the x-ray CT) and scattering (for particle imaging) as for
a head and neck patient. Each of the samples was filled with finely cut animal
tissue (porcine and bovine) samples ranging from lung to cortical bone. Refer-
ence RSPs of the samples were acquired through peakfinder (PTW, Freiburg,
Germany) range-shift measurements. The samples were placed within the
cylindrical phantom, and SECT, DECT, pCT and HeCT scans were acquired.

Preliminary results (Table 5.6) show a similar performance of DECT and
HeCT in terms of mean absolute RSP accuracy (0.65% and 0.69%, respectively).
As of now, pCT suffers from ring artifacts and a systematic underestimation of
the RSP values (Figure 5.43), the cause of which is not yet fully understood.
The mean absolute RSP accuracy for pCT was only 1.46%, about three times
lower than what is reported in Giacometti et al. (2017a) and publication P.X.
Likely this was related to the relatively high particle rate of of 1.6 MHz used
(see Figure 5.38) for the pCT experiments at HIT compared to what has been
used in previous studies with the detector. While further lowering the particle
rate is possible at the HIT facility in an experimental mode, due to limitations
in the sensitivity of beam monitoring system, raster-scanning at lower rates
was not yet possible. A more in-depth analysis of the pCT data is needed,
before conclusions should be drawn from the low RSP accuracy achieved with
pCT in this work. Still, despite the uncertainties, pCT outperformed SECT for
which the mean absolute error was 2.19%.

The second phantom investigated was a heterogeneous tissue phantom
based on a pig head (see Figure 5.42). The phantom was a 3D printed cylin-
drical container (150 mm diameter, 40 mm height) with a central bore for a
cylindrical dosimetry insert. The pig head was cut in shape to fit into the
outer cylinder and held in place using a 2% agarose-water mixture. A cus-
tom dosimetry insert manufactured by CIRS (Norfolk, Virginia, USA) from
brain-equivalent plastic was placed in the dosimetry bore of the phantom.
The dosimetry insert held 36 Gafchromic R© EBT-XD films with which in-tissue
range reference measurements were acquired with a proton beam. This phan-
tom represents the heterogeneity of a patient head, while retaining the con-
trol over the setup necessary for driving a reproducible comparison between
modalities. A preliminary comparison of the image quality achieved with the
different modalities is shown in Figure 5.45. An increased blur of pCT com-
pared to HeCT is visible, resulting from the factor of 2 reduced scattering for
helium ions. In both cases, the image resolution visibly is lower compared to
that achieved for SECT and DECT. The DECT shows an elevated noise com-
pared to the other modalities, due to the reduced tube current per scan in com-
parison to the tube current for SECT to keep the total CT dose index equal for
both SECT and DECT. It is important to note, that for the iterative algorithm
(DROP-TVS; Penfold et al. (2010)) used to reconstruct the presented pCT and
HeCT scans the image quality depends on a variety of parameters, foremost
the number of iterations used (Hansen et al. 2016, Schultze et al. 2018). So far,
the same parameters as used in previous studies with the detector had been
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applied, but optimization of the reconstruction parameters for the phantoms
presented is currently ongoing. Using a direct reconstruction algorithm, as
presented in Rit et al. (2013) would enable a comparison between modalities
less subject to the reconstruction parameters. After the image reconstructions
are finalized, the range reference measurements acquired with the EBT-XD
films will enable a direct comparison of the range prediction accuracy from
SECT, DECT, pCT and HeCT.

One general setback for PCT is the time necessary to acquire a full CT scan.
In this work, all PCT scans were acquired in a step-and-shoot mode. For the
experimental PCT scans acquired with the US pCT collaboration prototype at
the HIT facility, each projection was acquired in a single spill, and the spill-
pause was used to rotate the phantom. This results in greatly prolonged scan
acquisition times compared to what has been achieved with the US pCT collab-
oration prototype for studies at a cyclotron based facility. The images from 180
projections shown in Section 5.4, for example, needed a minimum of 24 min
to be completed, due to the spill duration of ∼4 s and spill-pause of 4 s. On
the other hand, scan acquisition in as fast as 6 minutes is possible using a con-
tinuous data acquisition and phantom rotation mode at a cyclotron (Johnson
et al. 2016). Since, half of the scan duration at HIT was attributed to the spill-
pause, in order to improve upon the current scan acquisition time, the duration
of the spill relative to the spill pause would need to be increased. The HIT fa-
cility offers a prolonged spill of up to 12 s at low beam intensities, potentially
enabling the acquisition of multiple projections per spill. However, as of now,
beam scanning was not yet possible for this setting. The scan acquisition time
presents a major obstacle when considering to incorporate daily PCT into the
tight schedule at contemporary particle therapy facilities. Hence, future work
efforts in particle imaging should include an optimization of the accelerator
settings for improved scan duration.

Online treatment monitoring with particle imaging In publication P.VII (Sec-
tion 5.5), the feasibility of helium imaging as online treatment monitor in car-
bon ion beam therapy was investigated. Due to the similar mass/charge ratio
of fully stripped helium and carbon ions, at the same velocity, the two ions
trace approximately the same radius in a circular accelerator. Therefore, the
two ion species potentially can be accelerated simultaneously to the same ve-
locity (same energy per nucleon) for which the range of helium ions exceeds
that of carbon ions by a factor of 3 (see Figure 2.2). A small percentage of
helium ions mixed into a carbon ion beam could therefore enable treatment
of the tumor with carbon ions while the helium ions would fully cross the
patient, providing on-line treatment feedback (Graeff et al. 2018, Mazzucconi
et al. 2018). In order to explore the benefit of this promising modality in clin-
ical scenarios, first experimental tests were conducted at the HIT facility with
sequentially irradiated helium and carbon ion beams and anthropomorphic
phantom setups.

As beam monitor, the novel scintillator stack range telescope developed by
Kelleter et al. (2020) (publication P.V) was chosen, i.e. an integration mode
detector. An integration mode detector comes at the advantage that it can
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cope with the high beam intensities expected in a mixed helium/carbon beam:
While the rate of the mixed-in helium ions (800 kHz at the highest clinical car-
bon intensity of 80 MHz available at HIT for a 1/10 helium/carbon ratio) could
be handled already with contemporary single-event prototypes (compare pub-
lication P.XII and publication P.I), the high rate of fragments produced during
therapy poses a great obstacle for a single-event measuring system. On the
other hand, already with the integration mode scintillator stack used in the
study, relative range changes as small as 1 mm affecting less than a quarter of
the pencil beam particles could be detected (Figure 5.49) — despite the sig-
nal contamination with fragments produced during carbon ion therapy. The
sensitivity of the method is the key advantage over other range monitoring
techniques like prompt γ or in-beam PET imaging. The achievable range reso-
lution with the helium/carbon ion mixed beam only depends on the sensitivity
of the system used to monitor the helium ions. In principle, already only few
helium ions mixed into the primary beam would provide significant informa-
tion. One general drawback, however, is that the range changes observed for
the helium ions are also subject to uncertainties distal to the tumor volume.
In order to achieve best results, this method may therefore be combined with
other existing range monitoring techniques, like prompt γ.

For testing the method in a clinically relevant scenario, different motion
patterns in prostate cancer treatments were studied with two anthropomor-
phic pelvis phantoms. Prostate cancer cases are a good example for the poten-
tial benefit of an online treatment monitor: The typical particle treatment of
prostate cancer consists of two parallel-opposing fields. While this places the
Bragg peak and the connected range uncertainties inside the target volume, it
also results in an increased dose to healthy tissue as would be achievable with
anterior, or anterior-oblique treatment direction aiming directly at the rectum
(Christodouleas et al. 2013). Anterior-oblique or anterior treatment directions
are avoided due to concerns regarding unwanted dose to the rectum, aris-
ing, for example, from random bowel gas movements. These motion patterns
are difficult to predict or mitigate without treatment feedback (Ammazzalorso
et al. 2014). Especially, bowel gas movements result in a systematic displace-
ment of the prostate, i.e. a systematic displacement of the dose compared to
the treatment plan. This is a major issue when considering dose escalation in
hypofractionated prostate therapy, where such a shift could mean a significant
under-dosage of the prostate and over-dosage of the healthy tissue. With the
mixed helium/carbon beam, the large range changes associated with bowel
gas movements were clearly observable (Figure 5.51).

As of now, the feasibility of simultaneous acceleration of helium and carbon
ions has yet to be demonstrated. At the HIT facility, the experimental inves-
tigation of the mixed helium/carbon ion beam is unfortunately not possible
due to the design limitation of the LINAC pre-accelerator. Without this limita-
tion (discussed in more detail in publication P.II, Section 5.5), there is a strong
reasoning that a mixed helium carbon beam can be accelerated. The momen-
tum acceptance of the HIT synchrotron is specified at roughly 0.1% at injection
(Eickhoff et al. 2003) and a similar momentum acceptance can also be assumed
at the extraction (C. Schömers (HIT); personal communication). Given that in
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terms of magnetic rigidity, a momentum difference has the same effect as a
difference in mass to charge ratio, it can be argued that the 0.065% difference
between helium and carbon ions mass to charge ratio would be acceptable for
the simultaneous acceleration. The difference between helium and carbon ions
would, however, be systematic and result change in the mean ion trajectory in
the synchrotron. For the HIT synchrotron which has a circumference of 65 m
(Kleffner et al. 2009), the difference in the mean ion trajectory between helium
ions and carbon ions would be less than 5 mm. In terms of the ion sources, it
would be feasible to produce both helium ions and carbon ions from methane
source gas, with helium as support gas. The mixture could potentially even
increase the performance of the source in producing high charge state carbon
ions (Drentje et al. 2008).

The above concerns about the feasibility of acceleration of a mixed beam
only apply to synchrotrons. For a carbon ion accelerating cyclotron, on the
other hand, the slight difference in mass/charge ratio of the helium and carbon
ions would only result in a slight energy difference at extraction. As the key
for a cyclotron is that the extraction occurs at a specific radius (i.e. a specific
magnetic rigidity), this energy difference would correct for the A/Q difference,
benefiting beam transport and scanning after the main accelerator. Since such
a cyclotron is currently under development (Cyclone R©400; IBA, Louvain-La-
Neuve, Belgium), first tests on the helium/carbon mixing method with a real
mixed beam might become feasible in the near future. The quasi-continuous
cyclotron beam would also be advantageous, as rather than stopping the beam
completely if a change is detected, only the carbon contribution would need to
be stopped, if such a switch is feasible from the source perspective. The helium
ion beam would continue to provide image guidance, which is important for
the tracking of periodically moving targets.

The results presented in publication P.VII are in general descriptive of the
potential of particle imaging for online beam monitoring which might also
be accomplished with sequentially irradiated beams. Rather than switching
the ions, which takes at least one full acceleration circle of several seconds at a
synchrotron, one could use the same beam particles both for imaging and treat-
ment by switching the beam energy. At the HIT facility, fast energy switching
is currently under investigation and has been demonstrated already for small
energy steps (Schömers et al. 2017). The time latency for switching between
imaging and treatment energies, however, would need to be investigated and
is likely in the order of 1 s, due to the time needed for adjusting the HEBT
magnets to the energy difference. Still, this would already be very useful for
treatment monitoring of slowly moving targets such as the prostate. Here,
few imaging spills interleaved with the treatment could prevent large excess
doses given to organs at risk, for example due to rectal gassing. For periodi-
cally moving targets such as lung tumors, faster imaging/treatment switching
times are required (<1 s). By using fast passive degraders for energy varia-
tion, fast switching between the highest energy available and the treatment
energy would already be feasible. In order to avoid latency from the HEBT
magnets, the degrader might, however, need to be placed after the nozzle,
and the beam quality of such a setup would need to be investigated. On the

https://iba-worldwide.com/content/iba-subsidiary-normandy-hadrontherapy-launches-development-carbon-therapy-system-normandy
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other hand, LINAC based facilities (as e.g. developed by Advanced Oncother-
apy plc) would not need passive degraders, and might achieve the necessary
energy variation between treatment and imaging energy on a pulse by pulse
basis. Such a technique might enable particle fluoroscopy for tumor tracking
as initially proposed by Han et al. (2011). This would open the door for online
tumor tracking from ultra-fast radiography imaging.

The main advantage of particle imaging for online treatment monitoring
comes in the fact that it would enable to reconstruct 2D images of the treated
anatomy from beams eye view. This would provide valuable feedback for the
treating physician, for instance by not only indicating a range deviation but
also helping to identify which anatomical structure caused the change. In case
of the prostate, gas inflation of the rectum would be visible as the rectum push-
ing into the beam field-of-view in a difference map with a radiograph obtained
. This is especially advantageous when considering the use of online monitor-
ing to adapt the following fractions, where dose reconstruction is needed. In
addition, a fast enough imaging system might enable to depict motion trends,
useful either for gating the dose delivery or even tracking the tumor. Recently,
Deffet et al. (2020) have proposed a method for optimized integration mode
radiography which yields a high image accuracy. Adopting such techniques
to on-line treatment monitoring could provide high resolution images of the
patient. For a mixed beam, however, also the carbon fragment background
would need to be considered in the image reconstruction algorithm. Hence,
implementation of an optimized image reconstruction technique for integra-
tion mode imaging in a mixed helium/carbon beam is not a trivial task. The
potentially ideal system for the helium/carbon mixing would be a hybrid be-
tween integration mode and single-event system, as for example, the high
granularity digital tracking calorimeter developed by Pettersen et al. (2017)
(further investigated in publication P.II, publication P.III, publication P.VIII and
publication P.IX). Measuring a large number of particles simultaneously dur-
ing treatment could enable fast decision making from Bragg-peak shifts, while
resolving single events in post-treatment data processing would make use of
the increased sensitivity and spatial resolution of single-event imaging.

6.3 Investigating different detector designs

Based on the physical limitations and the clinical needs for particle imaging, in
this thesis, different detector setups for single-event particle imaging were in-
vestigated. These include investigations of novel tracking detector setups and
assessment of a recent digital tracking calorimeter energy detector system for
HeRad with regard to secondary fragment filtering, noise and systematic ef-
fects. In addition, the theoretical WEPL resolution of different detector design
concepts is provided in Appendix A.

Tracking detectors In a clinical beam line, the limited space between nozzle
and patient limits the inclusion of a front tracker for a single-event particle
imaging system. In addition, for systems measuring a large multiplicity of

https://www.avoplc.com/en-gb/
https://www.avoplc.com/en-gb/
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events simultaneously and only resolving single-events in data processing (e.g.
publications P.II, P.III, P.VIII and P.IX), the particle scattering inside the patient
works against matching particle histories between the front and rear tracker.
Finally, for single-event particle imaging in a mixed helium/carbon therapy
beam removing the front tracker would be desirable to limit the production of
secondary particles in front of the patient.

As such, in publication P.VI (Section 5.6) the image quality of single-event
particle imaging without a front trackers was investigated from Monte Carlo
simulations. As substitution for the missing front tracker information, the pen-
cil beam mean position can be used as input to a regular MLP estimate, or par-
ticle paths can be estimated based on the extended MLP formalism by Krah
et al. (2018). In case of using just the pencil beam mean position, the acquired
pRad images exhibited strong sampling artifacts resulting from the systematic
misrepresentation of the particle path (Figure 5.56a). With the extended MLP,
where also the pencil beam uncertainty matrix is included, such artifacts were
largely suppressed, but still present for a combination of thin pencil beams and
large scattering uncertainty in the phantom (Figure 5.58a). In such cases, due
to the uncertainty of the scattering, the rear tracker measurement adds little to
the inference of the entrance position of the protons, resulting in a systematic
shift of the estimated most likely entrance position towards the pencil beam
center. The larger the pencil beam spot size compared to the particle scattering
in the patient/object, the more the rear tracker measurement contributes to the
inference of the particle entrance position.

In general, the performance of the system without front tracker was re-
duced compared to the ideal system relying on both front and rear trackers,
as expected. For radiography an average decrease in spatial resolution of 40%
was observed when assuming ideal tracking detector properties. However, the
difference between the two setups was smaller for a realistic setup, where 30%
lower spatial resolution for the system without front trackers was observed.
For the system with both front and rear trackers, the additional material bud-
get and limited resolution of the front trackers reduces the accuracy compared
to the ideal tracker scenario. For the system without front tracker, the perfor-
mance is only affected by the less accurate rear tracker position and direction
measurement. Due to the increased scattering at the rear tracker, this informa-
tion is anyways already associated with a greater uncertainty compared to the
front tracker measurement. Adding realistic tracker properties does not reduce
the overall system performance by much. For a system without front trackers,
helium ions as image generating particles would be especially advantageous:
not only is the scattering inside the object reduced, which enables a better in-
ference of the entrance position of each particle, i.e. a higher MLP precision,
but in addition, greater focus strength of the pencil beam can be achieved due
to the smaller scattering in the beam monitoring system.

The recent advances made by Khellaf et al. (2020b) using a deconvolution
method for improving spatial resolution could also benefit particle imaging
without front tracker. The path estimation precision, and with that the shift
variant point-spread function of the system can be computed also in the case
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without front tracker. Hence, it would be very interesting to adopt the meth-
ods by Khellaf et al. (2020b) for the system explored in publication P.VI, as well.
The reduced cost and complexity of a system without front tracker would ben-
efit the implementation of particle imaging in the clinical practice. More in-
vestigations are needed in regards of the accuracy of treatment planning and
pre-treatment optimization with a system without front tracker. Only then,
definitive conclusions on the feasibility of a single-event particle imaging sys-
tem without front trackers can be made.

Digital tracking calorimeter As discussed above, a key challenge in PCT is
the scan duration. In order to shorten this time, a particle acquisition rate in
the order of 10 MHz would be needed (Sadrozinski et al. 2013). However, for
a synchrotron, the bunch structure of the beam poses a great challenge for a
single-event particle imaging system, when considering to increase the aver-
age particle rate. With individual beam bunches spaced in the order of 100-
200 ns apart (Krimmer et al. 2018, Magalhaes Martins et al. 2019), above an av-
erage particle rate of 5-10 MHz, more than one particle is delivered per punch
on average. The bunches have a typical time width of 20 ns to 50 ns (Krimmer
et al. 2018), and within the bunches the particle arrival time is Poisson-dis-
tributed. This means, at a synchtrotron facility, higher beam intensities than
those with ≤1 particle per bunch require a single-event PCT system to be able
resolve the beam nano-structure, i.e. an effective particle rate in the nano-
second regime. Otherwise, the average event would be a pile-up event, result-
ing in unnecessary excess dose given to the patient.

While feasible from the tracker perspective (e.g. Magalhaes Martins et al.
(2019) resolved single-events in the bunch nano-structure with a scintillating
fibre hodoscope at the HIT facility), measuring the energy/range of each indi-
vidual particle at this rate is challenging. One approach to this problem, pro-
posed e.g. in Pettersen et al. (2017), is to measure a large number of particles si-
multaneously per read out cycle in a range telescope comprising multiple lay-
ers of silicon pixel sensors. In data processing, the fine spatial resolution of the
sensors then enables to trace individual particle tracks (Pettersen et al. 2019b),
resolving the single-event information. In Pettersen et al. (2019a) (publication
P.IX), the optimization of this detector system is investigated. In order to save
overall detector costs, the final system will use aluminum degraders of 3.5 mm
thickness interleaved between the sensitive silicon pixel sensor layers. In or-
der to still accurately predict the particles’ residual range inside this so-called
digital tracking calorimeter, a Bragg peak fit on the measured energy deposit
in each sensitive layer is performed. The final system will rely on the ALPIDE
(Mager 2016) CMOS monolithic-active-pixel-sensors (MAPS) to construct the
position sensitive layers. First tests with these sensors at the HIT facility have
been performed in 2018, assessing their performance with protons, helium ions
and carbon ions at different energies and particle rates. One aim of these tests
was to investigate the charge cluster size as function of the particle energy
deposit, i.e. the number of pixels firing around a primary particle hit due to
the dispersion of the produced ionization electrons. As the ALPIDE sensor
does not measure energy directly, the energy deposit of the particles is inferred
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from the charge cluster size. Hence, the determination of the energy to charge
cluster relationship was crucial for realistic representation of the detector in
simulation, especially also for the secondary particle filtering investigated in
publication P.III. Parts of the results of the beam tests with the ALPIDE chips
at HIT have been published in publication P.VIII and publication P.II, as well
as conference contribution C.IX.

The design optimization of the digital tracking calorimeter had considered
only protons, as proton imaging is the intended use case for the system at the
University of Bergen. In order to test the feasibility of using the system in a
mixed helium/carbon beam, as a first step, in publication P.III a detailed anal-
ysis of the performance of the system with helium ion beams is presented. Es-
pecially, the capability of the system to remove secondary fragments has been
systematically studied. As the construction of the full system is currently on-
going, the presented study was based on a detailed Monte Carlo simulation.
The proposed methods for filtering the secondary fragments were a threshold
on the charge cluster size, the goodness of the Bragg peak fit, and the structure
of the particle track inside the range telescope. Here, it was shown that the
system enables accurate filtering of secondary particles, where a large portion
of secondary tracks was removed due to their charge cluster size in the last
sensitive layer. However, when studying HeRad of a anthropomorphic head
phantom, systematic ring artifacts were observed. These ring artifacts arise
from the aluminum degrader used in the system, which were optimized for
the use with protons rather than helium ions. Due to the degrader being non-
sensitive detector material, discrete discontinuities in the range distribution of
the particles are observed despite the performed Bragg-peak fit (Figure 5.74).
While also present for protons, the smaller width of the straggling distribu-
tion for helium ions increases the relative importance of these discontinuities
when calculating the mean WET in a pixel. An improved calibration method
to remove these systematic effects is currently being investigated.

As of now, the rate capabilities of the system for helium ions are limited, if
the smallest clinically available beam spot size is used, with the ratio of tracks
that are correctly reconstructed decreasing below 90% at less than 2 MHz aver-
age particle rate for a helium ion beam stopping in the detector after traversing
5 cm of water (Figure 5.69). While the ratio of correctly reconstructed tracks in-
creases for thicker phantoms (due to their lower residual range), it is not yet
close to the goal of a 10 MHz particle rate. Further efforts should therefore
focus on improving the tracking accuracy, for example by applying machine
learning algorithms as used for single particle tracking in high-multiplicity
particle physics experiments (Farrell et al. 2018). Still, despite the loss of track-
ing efficiency, the current system would already be interesting for the use in a
mixed helium/carbon beam. The integrated information of the system could
be used for fast online range checks on a spot-by-spot basis. Resolving the
single-event information post treatment would then only add additional in-
formation, where the reduced tracking efficiency is not as relevant. Prelimi-
nary tests of using the system in a mixed helium/carbon ion beam in simula-
tion have been conducted. Assuming the highest clinical carbon rate at HIT,
promising results were obtained for a 10% contamination of helium ions. A
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large number of secondary carbon fragments could be efficiently removed due
to their broader lateral distribution compared to that of the primary helium
ion beam. The carbon fragment contamination in the beam core could be re-
duced using the same filters as anyways applied for helium ion imaging with
the system. Further investigation of this system for the helium/carbon mixing
therefore is promising.

6.4 Bringing particle imaging into clinical practice

Given the accuracy and speed of a DECT scan, the question arises if a PCT scan
is needed at all. Indeed, the main argument for using a PCT scan over a DECT
scan is the imaging dose: Following the ALARA (as low as reasonably achiev-
able) principle, a lower dose to the patient from the image guidance should
always be preferred. Particle imaging already enables to achieve CT doses
of less than 5 mGy which is better than achievable with x-ray CT even when
considering recent advances in dose saving with improved image reconstruc-
tion algorithms (Wohlfahrt & Richter 2020). Meyer et al. (2019) have recently
demonstrated that not only the physical dose per scan would be reduced for
particle imaging, but that this might also hold when considering the biologi-
cal effective dose. Especially for daily RSP reassessment, the low dose of PCT
would be of advantage compared to DECT methods. In addition, by design,
PCT is acquired at iso-center and from beams-eye view, limiting registration
uncertainties or the need for an additional CT scanner in the treatment room.

On the other hand, the key limiting factor of pCT is the scan acquisition
time, for which the benchmark is currently set at ∼6 min in a continuous data
acquisition mode at a cyclotron (Johnson et al. 2016). Reduction of the scan du-
ration is of utmost importance when considering to incorporate PCT into the
daily routine at a particle therapy center. Aside from patient comfort, the major
concern is the overall cost efficiency of the center, where faster treatment, and
with that higher patient throughput, is highly desired (Bortfeld et al. 2020).
Ultimately, it would be desirable for a PCT to not take longer than the im-
age guidance with other CT modalities. For example, a gantry mounted cone-
beam x-ray CT would need one gantry rotation to be completed, or ∼1 min
(at HIT). Achieving a target of 1 min for a full PCT might be possible, if parti-
cle acquisition at an event rate of ∼10 MHz is feasible (Sadrozinski et al. 2013)
which is not unreasonable considering recent prototype developments (Welsh
et al. 2017, Esposito et al. 2018, Pettersen et al. 2019a). Interestingly, the fact
that fewer helium ions are needed to produce an image of equal noise quality
(Gehrke et al. 2018) also translates to a reduced scan duration needed. Consid-
ering the loss of primaries as calculated above, the beam-on time for helium
ions may be reduced to only 37% of that needed for protons while retaining the
same image noise. Hence, greatly reduced scan duration compared to what is
currently reported in the literature might be feasible in the near future. Still, it
has to be considered that the time uptake of a PCT is beam-on time, and not
only setup time, as it is for a cone-beam x-ray CT. For a multi-room facility
with one accelerator, it has to be evaluated if 1 to 2 min of additional beam



6.4. Bringing particle imaging into clinical practice 239

time requirement per patient would be acceptable when considering PCT for
daily image guidance.

If scan duration can be reduced, PCT has a great potential as tool for daily
image guidance. Future efforts should therefore conjointly optimize acceler-
ator settings and particle imaging system development to get the maximum
performance. As of now, PCT might be useful for certain cases, for instance
patients with metal implants, where the photon based CT modalities suffer
from strong metal artifacts. A single PCT could be acquired at the beginning of
the treatment duration, and used directly for treatment planning or to correct
artifacts in the SECT/DECT, for example through a frequency split technique.
PCT would also be interesting as a quality assurance tool for RSP acquisition
methods in heterogeneous geometries.

Nevertheless, the first step of bringing particle imaging into clinical prac-
tice will likely not be in the form of PCT, but rather PRad. Already with con-
temporary equipment PRads can be acquired in less than half a minute (Volz
et al. (2017) and this work). With the methods from Palaniappan et al. (2019)
and Collins-Fekete et al. (2017a), the projection data could be used for patient
alignment and optimization of the HU to RSP lookup table. In addition, the
HeRads could be used as visual feedback for the treating physician on poten-
tial uncertainties in the patient setup. Only if these uncertainties are deemed
too grave, a CT scan (either with photons or particles) would need to be ac-
quired. The adaptation of PRad in clinical practice would also have the ben-
efit of familiarizing physicians and medical physicists with the use of particle
imaging, in return providing feedback from the clinical point of view for the
development of improved proton imaging systems.

Compared to a PCT system, for PRad, rate requirements and dose limits are
much relaxed. Hence, inexpensive scintillator detectors may be used for the
energy/range detection. Systematic artifacts arising at stage interfaces would
also not be as problematic, as the corresponding WET regions for a given ini-
tial energy would be known (publication P.X). These artifacts may be mitigated
for example by choosing the beam energy according to the expected WET of
the patient region of interest. In addition, when considering HU to RSP op-
timization, particles with a WET close to the critical regions may simply be
omitted.

While for helium ions, the need to accurately separate fragments from pri-
maries so far requires energy loss information within a segmented detector,
for proton imaging, the potentially ideal energy detection system could be a
binary range counter. For example composed of thin scintillator slabs read out
by SiPMs, as already investigated in (Sadrozinski et al. 2013). The straight-
forward connection between the range measured in the stack and the WEPL
would require only a very relaxed readout requirement compared to multi-
stage calorimeter approaches. In addition, based on the findings in publication
P.XI, a 2σ WEPL filter or a filter based on the FWHM of the WEPL distribution
may already be sufficient in removing the nuclear interaction contamination
that occurred within the detector. The relaxed readout requirements for a bi-
nary range counter would make it better suited for everyday clinical routine,
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where the simplicity and robustness of the system are important factors. In or-
der to open up the use of a range counter for single-event helium ion imaging,
more sophisticated filtering techniques are needed. These could, for exam-
ple, utilize prior information on the object to identify a region of validity for
the WEPL measurement of each particle. Such a filter is currently being de-
veloped in our group (see Collins-Fekete & Romano (2018)) and has achieved
promising results when tested on experimental data.

Finally, for reduction of overall system cost and for simplifying the installa-
tion of the particle imaging device in a clinical environment, optimized single-
event particle imaging systems should use the nozzle information either to
complement or substitute the front tracker. The reduction of the amount of
material in the beam line would also be beneficial for reducing the beam en-
ergy spread before entering the patient. This was found in Dickmann et al.
(2019) to add substantially to the overall image noise. Reduction of the energy
spread could therefore lead to even better dose saving at the same noise level
in the image. The potentially ideal case would be if the tracking system in
the nozzle would be capable not only of pencil beam position measurements
at high particle rates, but also single-event measurements at sufficiently low
rates. A candidate technology for such a system might be scintillating fibre
hodoscopes (Magalhaes Martins et al. 2019). The fine spatial resolution of the
fibres paired with the good time resolution would be suitable for single-event
imaging. At the same time, this technology is currently under development as
a future beam monitoring system (Leverington et al. 2018). Alternatively, one
could consider to remove all beam monitoring systems from the beam line dur-
ing imaging runs, and substituting their information with the measurements
of the particle imaging system. The front tracker information would provide
feedback on the spot position and beam current. In either case, the particle
imaging system should be seen as an extension of the nozzle, rather than a
fully independent system.
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Summary

Particle imaging is a promising modality for both pre- and intra-treatment im-
age guidance. Current detector prototypes offer images of high quality and
RSP accuracy, which has been demonstrated in this thesis to be on par with
that of contemporary DECT — despite the clinical maturity of the latter. At
the same time, particle imaging offers reduced imaging dose, which should
be preferred considering the ALARA principle. With the development of next
generation particle imaging systems, faster image acquisition can be expected,
which is a key necessity for adopting this imaging modality into clinical prac-
tice at charged particle therapy centers.

In this thesis, the feasibility of high quality helium ion imaging has been
demonstrated, which offers the potential of increased image spatial resolution
and reduced scan duration at equal image noise compared to proton imag-
ing. In addition, the clinical potential of a highly novel on-line helium ion
imaging technique based on a mixed helium/carbon beam has been evalu-
ated. This method has shown to be highly sensitive to relative range changes,
and might enable reconstruction of 2D images of the treated anatomy, offering
a distinct advantage over other current treatment monitoring techniques. The
experiences with the physical limitations and the potential clinical use cases
of particle imaging have been channeled in investigations of novel detector
designs. A single-event particle imaging design without a front tracker has
been investigated which would be beneficial for clinical application in terms
of cost and setup complexity. While reduction of the image quality was ob-
served compared to a setup with front tracker, the results were promising and
the feasibility of treatment planning based on such a design is currently being
investigated. The silicon pixel detector stack under development by the Uni-
versity of Bergen has been identified to yield a great potential for both proton,
but also helium ion imaging at a synchrotron facility. In conclusion, this thesis
has investigated developmental steps towards the implementation of particle
imaging for image guidance in particle therapy. The acquired results especially
point out the potential of helium ions for both pre- and intra-treatment imag-
ing. This thesis therefore paves the way for further development of helium ion
imaging for improving range accuracy in particle therapy.
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APPENDIXA
Energy detector designs for helium
ion imaging

Introduction

The energy/range detector of any particle imaging system is the most crucial
device, as it directly produces the contrast in the image. The accuracy and
precision of the energy/range detection directly determines the achievable ac-
curacy and precision of the RSP reconstruction inside the patient. So far, with
one exception (Gehrke et al. 2018), attempts on optimizing the energy detector
have focused on proton imaging. Here, we re-evaluate a recent study on the
energy detector for proton imaging (Bashkirov et al. 2016a) in the context of he-
lium ion imaging. Three different energy/range detector designs are evaluated
for their use in helium ion imaging: energy detectors in form of a single (SSD)
or multiple (MSD) plastic scintillator stages, range counters (RC) composed of
thin scintillator slabs, as well as time-of-flight energy detectors (denoted TOF).
As a benchmark for comparison, we will use the US pCT collaboration proto-
type detector system (Bashkirov et al. 2016b, Johnson et al. 2017) with which
high quality helium imaging has been demonstrated already (publication P.XII
and Publication P.I).

Accurate helium ion imaging requires to remove the fragmentation con-
tamination from the primary responses. As of now, the only method that can
accurately achieve that task is the ∆E-E filter proposed in publication P.XII.
To enable ∆E-E filtering, for the SSD and RC designs, an additional ∆E stage
needs to be added upstream of the main detector. Here, we propose the wa-
ter equivalent thickness of this additional stage to be equal to the range of
80 MeV/u helium ions, which represents the minimum residual energy re-
quired for the helium ion energy within the patient to remain in the region
of almost energy-independent RSP (Arbor et al. 2015).

The major advantage of the TOF design is that it does not require the par-
ticles to come to a complete stop, resulting in reduced loss of primaries and
reduced straggling noise. To enable ∆E-E filtering, for the TOF design, the ∆E
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stage needs to be placed after the TOF planes. This would allow the use of the
TOF planes also as tracking detectors. On the other hand, the additional thick-
ness of the ∆E stage would be slightly beneficial in terms of the TOF noise by
slowing down the particles. In terms of the ∆E-E filter, there is no significant
difference between a ∆E-TOF and TOF-∆E configuration.

In the following, we will assume that the for the RC, SSD and MSD designs,
the beam has traversed 52.15 mm of WET. For the TOF designs, we will assume
only a residual energy of 80 MeV/u, and a ∆E stage after the TOF (TOF-∆E).
This design is more compact, and requires less cost intensive position sensitive
detector planes, compared to a ∆E-TOF.

Stochastic uncertainty

In the following, we will compare the imaging noise for helium imaging with
the different energy/range detector designs based on the formulas provided
in Bashkirov et al. (2016b). We will only focus on the energy/range detector
contribution to the noise and the reader is referred to the extensive study by
Dickmann et al. (2019) for a detailed analysis of different noise components in
pCT images with the multistage detector described in Johnson et al. (2016).

Here, WEPL refers to the water equivalent path length a particle travelled
through the object. W0 is the cumulative water equivalent thickness (WET) of
any material leading up to the energy/range detector in addition to the object,
e.g. the beam monitoring system, the air between nozzle and iso-center and
the tracker planes. For this work we assume W0 to be 7.05 mm, where 3.05 mm
are contributed by the thickness of the beam monitoring system and air at the
HIT facility, and 4 mm are based on the thickness of the tracking detectors as
assumed in Bashkirov et al. (2016a). The residual range of a particle after the
object is then calculated from its initial range in water (RW) as

Rres = RW −WEPL−W0. (A.1)

Binary range counters For binary range counters composed of n slabs with
water equivalent thickness Si (i ∈ {1, . . . , n}), the uncertainty of the residual
range is given as the range straggling up to the final slab S f the particle reached
into and the slab resolution.

σWEPL =

√√√√(σrs ×
(

WEPL + W0 +
f−1

∑
i=0

Si

)2

+ (
√

12× S f )2. (A.2)

Here, σrs denotes the range straggling which for protons is approximately 1.1%
of the protons range in water (Bashkirov et al. 2016a). For helium ions, the
range straggling is half that of protons (Durante & Paganetti 2016), i.e. 0.55%
of the helium ions range. It is important to highlight that the slab thickness also
considers the dead material between stages (e.g. reflective foils to separate the
scintillation light output), as well as the minimum range required in a slab for
the signal to reach above any noise threshold applied to the read out.
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Scintillation detectors For calorimeter detectors composed of n individual
scintillator stages with stage thicknesses Si (i ∈ {1, . . . , n}), Bashkirov et al.
find

σWEPL =

√√√√(σrs ×
(

WEPL + W0 +
f−1

∑
i=1

Si

))2

+
(

pRres
σE

E

)2
. (A.3)

where Rres marks the residual range of the particles in the final stage they
reach into, and E is the measured energy deposit in that stage, with σE the
read-out uncertainty. The parameter p is the exponent of the Bragg-Kleemann
energy-range power law (Bortfeld 1997), and is found to be 1.738 by fitting
NIST energy-range tables for helium ions (Berger et al. 2005).

Time-of-flight detector Since a TOF detector provides the total residual en-
ergy of the particles, it functions equivalently to a single-stage detector. The
corresponding WET resolution can be found with n = 1 from equation A.3.
The energy resolution is determined by the time resolution of the detector
panels. The energy resolution of the detector can then be calculated using the
description of the relativistic kinetic energy.

σE

E
=

1
E

∂((γ− 1)mc2)

∂t
σt =

mv2γ3

t
σt

E
, (A.4)

where γ = 1/
√

1− v2/c2 is the Lorentz factor, v = s/t is the particles veloc-
ity determined by time of flight t and distance traveled between the detector
planes s, m = 3727.38 MeV/c2 is the helium ions mass and c is the speed of
light. The uncertainty σt is computed by quadratically adding the time reso-
lution of each detector plane. Equation A.4 is then inserted in Equation A.3
setting f = 1.

Loss of primaries

An important aspect of the different detector designs is the loss of primaries
through nuclear interactions. In Figure A.1, we show the loss of primaries as
simulated with the Geant4 Monte Carlo particle transport toolkit (Agostinelli
et al. 2003, Allison et al. 2006, Allison et al. 2016) version 10.05. The G4EM-
StandardPhyiscs_option4 physics class has been used to model electromag-
netic interactions. G4BinaryIonCascadePhyisic and G4HadronElasticPhysics-
HP have been activated to model inelastic and elastic nuclear interactions, re-
spectively. An ideal helium ion beam 200 MeV/u (mono-energetic, no angular
spread) has been irradiated on a water target. At depth intervals of 0.5 mm in
the water target, the number of primary particles relative to the initial number
of helium ions has been stored in a histogram (shown as blue curve in Figure
2.7). In order to parametrize the loss of primaries, a third order polynomial fit
has been performed in an interval from 0 to 250 mm depth (orange curve). The



246 Appendix A. Energy detector designs for helium ion imaging

0 50 100 150 200 250 300

Depth [mm]

0.0

0.2

0.4

0.6

0.8

1.0

R
el

at
iv

e
n
u

m
b

er
of

p
ri

m
ar

ie
s

Helium ions, 200 MeV/u

Polyn. fit

Figure A.1: Number of primary helium ions relative to the initial number of pri-
maries as a function of depth in a homogeneous water target (blue) as obtained
from a Geant4 simulation. The beam initial energy was 200 MeV/u and gener-
ated directly at the water absorber entrance. No energy or angular spread was
assumed. The loss of primaries was fitted with a thrid order polynomial (orange).

polynomial parameters were

f (WEPL) = 1− 0.0024WEPL+ 2.7× 10−6WEPL2− 4.4× 10−9WEPL3. (A.5)

This was then used to calculate the relative loss of primaries for a given WEPL.
Except for the TOF detector, all detector designs require the particles to come
to a complete stop within the detector, meaning a loss of ∼50% of particles.
The pixel noise is given as the WEPL standard deviation divided by the square
root of the particles used in the pixel (σWEPL/

√
N) (Collins-Fekete et al. 2020).

For a TOF design, the lower loss of primaries results in an advantage over the
other detector designs in terms of the primary particles needed to arrive at a
certain number of particles useful for imaging (assuming the particle detec-
tion efficiency to be the same between the setups). Denoting the number of
initial primary particles Nprim, and the number of particles used for image re-
construction as NTOF for TOF and NRS,SSD,MSD for the other detectors, this can
be quantified as

NTOF = Nprim × f (WEPL) (A.6)

NRC,SSD,MSD ≈ 0.5Nprim (A.7)

⇒ NTOF = 2 f (WEPL)NRC,SSD,MSD (A.8)

In terms of the pixel noise (σWEPL/
√

N), the reduced loss of primaries for the
TOF detector means a decrease in noise by a factor of 1/

√
2 f (WEPL) per irra-

diated primary particle compared to the other detector designs.
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Figure A.2: WEPL resolution of different detector configurations for helium ions
at 200 MeV/u initial energy. (a) The WEPL resolution as function of the traversed
WEPL for an energy resolution of σE/E = 0.02. In addition, the WEPL resolu-
tion of a binary range counter with 3 mm slab thickness is shown. For compari-
son, the WEPL resolution of a 5-stage detector for protons at 200 MeV is depicted.
(b) Average WEPL resolution of the different multistage scintillator designs for
200 MeV/u helium ions as function of the detector energy resolution.

Results

In Figure A.2, the WEPL resolution of different multi-stage energy detector se-
tups for helium ions is shown. Figure A.2(a) shows the WEPL resolution as
function of the WEPL traversed by the particles for a fixed energy resolution
of 2 %, and Figure A.2(b) shows the average resolution achievable with the
different designs as function of the stage energy resolution. For comparison,
the resolution of a 5-stage energy detector for protons is shown. The beam en-
ergy was assumed constant and set to 200 MeV/u (260.1 mm range in water).

It can be seen, that due to the helium’s reduced range straggling compared
to that of protons, the average WEPL resolution is improved at the same de-
tector parameters. For helium ions, a 10 stage detector design provides an
energy resolution close to the helium ions range straggling with only little de-
pendence on the energy resolution of the stages. However, the average gain
over the 5-stage design currently employed in the pCT collaboration prototype
(Bashkirov et al. 2016b, Johnson et al. 2017) is little.

Figure A.3 shows the WEPL resolution of different TOF detector setups. In
Figure A.3(a), the WEPL resolution is shown as a function of traversed WEPL
for a fixed distance of 300 mm in between the two TOF planes for time resolu-
tions per plane of 10 ps and 20 ps. The solid lines indicate the intrinsic single
particle WEPL uncertainty. The dashed lines take into account the lower loss
of primaries for the TOF design compared to detector designs that require the
particle to come to a complete stop, for a better comparison between the dif-
ferent detector designs. It can be seen, that the resolution quickly deteriorates
with decreasing time resolution. The benefit of the lower loss of primaries for
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Figure A.3: WEPL resolution of a TOF detector for helium ion imaging at
200 MeV/u initial energy. (a) The WEPL resolution as function of the traversed
WEPL for a distance of s = 300 mm between the TOF detector planes. Solid lines
indicate the intrinsic per-particle WEPL resolution. Dashed lines also take into ac-
count the lower loss of particles for the TOF design compared to the other detector
designs. (b) Average WEPL resolution of the detector over the whole WEPL range
as function of the time resolution and distance between the detector planes. The
bins correspond to steps of 5 cm in detector distance and 5 ps in time resolution.
Cases with average WEPL resolution better than 5 mm are shaded in blue, those
above in red.

thinner objects is drastically overshadowed by the low intrinsic WEPL resolu-
tion of the TOF at thin phantoms, i.e. high residual kinetic energies. For a time
resolution of 10 ps per TOF plane, however, a pixel noise better than that of
a single stage energy calorimeter may be achievable for the same number of
primaries, i.e at the same dose to the object.

Figure A.3(b) shows the average WEPL resolution of a TOF setup as func-
tion of the distance between the detector planes and the time resolution of each
plane. The intrinsic WEPL resolution is shown, i.e. the lower loss of primaries
is not taken into account in that figure. Configurations with average WEPL
resolution better than 5 mm are shaded in blue, those with lower WEPL res-
olution in red. From the plot, it can be deduced, that either a very high time
resolution or large distance between detector planes is necessary to provide
a WEPL resolution comparable with that of a multistage design. For a TOF
detector comparable in size to the rear detector components of the pCT collab-
oration prototype, i.e. ∼300 mm (including the size of the rear tracker setup,
which for a TOF detector can be removed), the time resolution of each of the
detector planes would need to be 3.5 ps to achieve an average WEPL resolution
equal to the helium ions range straggling over the full range.

Finally, Figure A.4 shows the achievable WEPL resolution with the differ-
ent detector designs while allowing for a modulated initial beam energy. The
highest beam energy was set to 200 MeV/u, which is sufficient for imaging of
head sized objects. We required the minimum residual energy of the beam to
be 80 MeV/u following the work by Arbor et al. (2015) which we also used to
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Figure A.4: WEPL resolution as function of the traversed WEPL for different de-
tector designs and modulated initial energy. The change in energy occurs at the
point were the residual range of the particles after the phantom is at the limit of the
detector’s dynamic range. The resolution for the calorimeter detectors was set to
2 %. For the TOF detector, the distance between the two TOF planes was 300 mm,
the time resolution of each plane was 20 ps. For the binary range counter, the slab
thickness was 3 mm.

define the thickness of the ∆E stage placed in front of the SSD and RC designs.
For the multistage designs, the energy resolution was set to 2 %. For the TOF
detector a distance of 300 mm between the detector planes was set, and the
time resolution of each of the planes was set to 20 ps. The intrinsic WEPL reso-
lution is shown, i.e. the lower loss of primaries is not taken into account in that
figure. For the binary range counter, the thickness of each slab was set to 3 mm.
Here, we assumed the individual energy steps to correspond to a separation in
range equal to the detector dynamic range. This means, no threshold was set
on the minimum range in the detector, and the maximum range was given by
the WET of the detector. Note, however, that the energy modulation does not
necessarily need to follow the physical limitation of the detector size. It might
even be preferential to require the minimum and maximum range in the detec-
tor such that the full straggling distribution of the particles is recorded inside
the detector. This would avoid a truncation of the straggling distribution and
might be advantageous in order to avoid uncertainties arising from stage inter-
faces (publication P.XII, publication P.XI, publication P.X). A minimum range in
the detector of 3 standard deviations of the range straggling (anything more is
cut anyways by the 3σ WET filter) might avoid a shift in the distribution mean
from truncation. In turn, requiring a minimum range of 4.3 mm (for helium
ions) would not largely affect the noise shown in Figure A.4.

As expected, the WEPL resolution benefits from the lower range straggling
for the reduced initial energy. Especially, the TOF detector benefits from the
smaller particle velocities at the object exit, resulting in an average WEPL res-
olution of 3.13 mm with 5 energy steps. For the RC, any energy modulation
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will provide better results, as the noise is largely dominated by the range strag-
gling. For a telescope with 10 cm dynamic WEPL range (3 energy steps needed
to cover 210 mm WEPL), the average resolution was 1.11 mm.

Discussion

Choice of detector setup
Here the noise property of different detector setups to measure the residual
energy/range of the helium ions after traversing the patient has been investi-
gated. We started from the segmented scintillator energy/range detector de-
sign proposed by Bashkirov et al. (2016a). It was shown, that the lower range
straggling of helium ions would favor an increased number of stages com-
pared to that used for proton imaging, when looking at the energy dependence
of the WEPL resolution (Figure A.2(b)). However, at an assumed 2% energy
resolution, the benefit of even a 10 stage design over the currently used 5 stage
design is meager, and would not justify the increased setup complexity and
cost. For both designs, the average WEPL resolution in that case is already
close to the helium ions range straggling. In addition, in terms of the ∆E-E
filter, there is no significant difference between the two setups (B.Sc. thesis
of Tom Vichtl, DKFZ/Heidelberg University, Supervisor: L. Volz and J. Seco).
One major drawback of segmented energy detectors are ring artifacts in the
reconstructed images corresponding to the stage interfaces (as seen in publica-
tion P.XII, P.XI, P.X and Section 5.4). Various causes for ring artifacts have been
identified, and it has yet to be demonstrated that images without ring artifacts
can be achieved experimentally with a segmented detector design.

As a direct method to infer the range, a binary RC has been assessed. The
binary RC has the advantage of a very relaxed readout requirement compared
to calorimeter approaches, as it does not need to measure a correct energy
value in the slab. Especially, the direct measurement of range would avoid the
conversion from energy to WEPL, which is sensitive to the calibration setup
and parameters set in the calibration procedure. In addition, a RC would
avoid systematic artifacts corresponding to the segmentation of a multistage
calorimeter. At the same time, a RC with sufficiently small slab size would
yield a very high WEPL resolution, which for 3 mm slabs (1.67 mm WEPL res-
olution) is close to the helium ions’ range straggling (1.43 mm). As readout of
the slabs, for example SiPMs can be used, which have shown promising results
in the past (Sadrozinski et al. 2013). However, it has yet to be determined how
accurate secondary fragments can be removed with a ∆E-RC setup. If no lack
in accuracy is observed, we put forward the RC design as a robust solution. For
proton imaging, publication P.XI already indicates that a ∆E-E filter may not
be needed, if a better filter acting on the WEPL variance per pixel (i.e. a tighter
2 sigma filter or a filter based on the distribution FWHM) were used. Hence
for pCT, the range counter would be the ideal design in terms of robustness,
cost and WEPL noise. Finally, as demonstrated in publication P.V, a scintillator
range telescope design is very useful as a quality assurance tool. For example,
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a second generation of the scintillator developed in that work could be envi-
sioned featuring a CMOS readout on one side for integration range measure-
ments for particle therapy quality assurance, and a SiPM readout on another
for high sensitivity single-event measurements. Such a compact, affordable
and multipurpose design could be very useful in everyday clinical practice.

A setback of the detector designs that require the particles to stop in or-
der to infer their residual energy/range is the increased loss of primaries and
the increased straggling noise (equal to the total range straggling rather than
just that of the object). Especially, for scintillator detectors that are similar in
chemical composition to tissue (Beddar & Beaulieu 2016), the loss of primaries
and straggling noise is independent of the object WET. This is in contrast to
what has been assumed in recent theoretical studies (Rädler et al. 2018, Collins-
Fekete et al. 2020). This also means that with such detector designs the only
factor object related factor producing noise variations in the reconstruction is
the MCS.

We investigated a TOF detector design as a potential alternative to the de-
signs that require the particle to come to a complete stop. While a TOF design
in terms of straggling and primary loss would behave like the theoretical pre-
diction in Rädler et al. (2018) and Collins-Fekete et al. (2020), the low contrast
offered by the time-of-flight for high residual kinetic energies requires a very
high time resolution per TOF plane (<10 ps) for the detector to offer a WEPL
resolution comparable with that of the other designs at a reasonable detec-
tor size. Such a time resolution does not seem unreasonable considering the
recent advances made in ultra-fast silicon pixel detectors (compare Worstell
et al. (2019)). Especially, depending on the detector dead time, high particle
rates would not be an issue with such a system. If pico-second time resolution
tracking detectors become affordable, a TOF design would have enormous po-
tential for particle imaging.

Dynamic WEPL range

The WEPL range the detector has to cover depends on the particular appli-
cation: for HeCT the full WET of the object needs to be completely covered in
order to avoid artifacts in the CT reconstruction. On the other hand, if only sin-
gle helium ion projections are to be used for pre-treatment alignment as well as
optimization of the RSP in combination with a planning x-ray CT (Schneider
et al. 2005, Collins-Fekete et al. 2017a, Krah et al. 2019), a lower dynamic WEPL
range could be already useful. In that case, already a small field of view of the
patient could provide sufficient information for accurate optimization of the
HU to RSP lookup table (Krah et al. 2019), which for a head can result in a
much relaxed requirement on the detector WEPL range.

With the goal to save on detector cost and size, it has been proposed by
some groups to use a detector with limited dynamic WEPL range (Welsh et al.
2017, Gehrke et al. 2018). In order for the particles’ residual range after the
phantom to remain within the detector limits, the initial energy is modeled ap-
propriately to the water equivalent thickness of the object. Taking into account
fast energy variation available at cyclotrons, the use of different energies per
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projections might not prolong the scan duration by much. In order to avoid
unnecessary additional dose to healthy tissue, however, a prior information
on the object would be required.

For the scintillator and range telescope approaches, a modulated energy
would reduce the noise from range straggling and result in decreased loss of
primaries. In addition, energy modulation would enable to largely reduce the
overall detector size, which is beneficial for clinical implementation. More-
over, if the energy steps are not chosen from the detector WET, but in a way,
that particles stopping close to the detector boarders is avoided, systematic ar-
tifacts corresponding to stage interfaces might be mitigated. However, a more
in depth study on that aspect of energy modulation is needed. The WEPL res-
olution of TOF designs would especially benefit from energy modulation. The
slope of the velocity as function of energy provides more contrast at lower en-
ergies (Worstell et al. 2019), drastically improving the overall WEPL resolution
of the system (Figure A.4).
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APPENDIXB
Additional data for the
helium/carbon mixing method

In this appendix, additional unpublished data for the helium/carbon method
presented in publication P.VII (Section 5.5) are provided that were acquired in
the beam tests at the HIT facility with the University College London scintil-
lator prototype. As for the publication, the experimental data have been pro-
cessed by Laurent Kelleter (University College London, UK), while additional
simulations were carried out by the author of this thesis. In detail, additional
experiments and simulations for different sized air-filled gaps in the PMMA
degrader setup (Section 5.5 and Figure 5.46) are shown. Results for a thinner
pencil beam focus (∼5 mm FWHM) instead of the one used for the published
results (∼8 mm FWHM) are shown, to demonstrate the increase in sensitivity
of the method for a finer beam spot focus. Data for a 1 mm thick air-filled gap
in the PMMA setup at different slit widths are presented to highlight the po-
tential of the helium carbon method for detecting small relative range changes.
Finally, a 10 mm thick air gap is investigated to provide a more quantitative
context for the results presented for the ADAM anthropomorphic pelvis phan-
toms for which comparatively large range changes had been observed. Except
for the beam focus and air gap size, the setup was the same as described in
Section 5.5: the beam initial energy was 220.5 MeV/u for helium ions, and
219.8 MeV/u for carbon ions. The beam intensity was 8× 107 particles/s for
the experiments, and the measured helium data was scaled to match a 1/10 ra-
tio between primary helium and carbon ions. For the simulations, 106 primary
carbon ions and 105 primary helium ions were generated. Beam mixing was
then achieved by summing up the helium and carbon data.

Investigation of different pencil beam focus size

In the published manuscript we had presented results only for a∼8 mm FWHM
focus of the carbon and helium ion pencil beam, as this corresponds to a typ-
ical focus setting for carbon beam therapy. However, the sensitivity of the
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helium/carbon mixing method is increased for smaller focus sizes, as more of
the beam particles traverses the air-filled gap in the PMMA setup. To quantify
this, we took data with a carbon ion beam at a spot FWHM of 4.7 mm, corre-
sponding to a helium ion beam at a FWHM of 4.9 mm. The results are shown in
Figure B.1. For the 4.7 mm FWHM beam, ∼38% of the beam particles crossed
the air-filled gap for a slit width of 2 mm. This is reflected in the increased rel-
ative change observed in Figure B.1, compared to what was reported in Figure
5.49. For the 5 mm wise gap, 79% of the helium beam crossed the slit. In Figure
B.1(c) we also included a slit thickness of 10 mm. The shift of the helium range
is clearly visible in that case. From the relative weight of the individual Bragg
peaks contributing to the observed depth-light profile, it would be possible to
estimate the number of particles that traversed the uncertainty. This would be
especially useful for dose reconstruction, as it would provide an estimate of
the portion of the pencil beam dose that was misplaced.

Different slit widths for a 1 mm air-filled gap

In the published manuscript, we had shown the helium/carbon mixed signal
for the 1 mm thick air gap only for the thinnest slit width set in the measure-
ments (2 mm), in order to showcase the sensitivity of the method. The acquired
data for wider slit widths (5 mm and 10 mm) are provided in Figure B.2. Due
to limited beam time, the 1 mm thick air-filled gap settings were not measured
for the ∼5 mm FWHM beam setting, but this is provided from simulation. For
the ∼8 mm FWHM beam, 85% of the beam particles crossed the air-filled gap
in case of a 10 mm slit width. For the ∼5 mm FWHM beam, the 10 mm wide
air-filled gap is traversed by 99% of the beam particles. This highlights the
potential of the helium/carbon mixing method: not only are range shifts af-
fecting the whole pencil beam observable, but also range shifts that affected
only a fraction of the pencil beam particles.

Investigation of a 10 mm slit thickness

Finally, Figure B.3 shows the results for a 10 mm thick air-filled gap in the
PMMA absorber. The width of the slit was set to 2 mm, 5 mm ant 10 mm. Both,
the ∼5 mm and ∼8 mm beam focus settings are shown. The 10 mm thick slit
results in large observed differences in the mixed helium/carbon signal. These
changes are comparable to what was seen for the investigation of rectal gassing
with the ADAM pelvis phantom for the treatment spot close to the rectal wall.
Hence, these results serve to provide a quantitative context for the qualitative
results shown in Figure 5.51.
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Figure B.1: Result of introducing an air-filled slit of width 2 mm and thicknesses
of 2 mm and 5 mm (top), as well as a fixed width of 2 mm and thickness of 2 mm to
5 mm (bottom) in the beam path: measurement (left) and simulation(right). The
beam focus was 4.9 mm FWHM for the helium ion, and 4.7 mm FWHM for the
carbon ion beam.
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Figure B.2: Result of introducing an air-filled slit of 1 mm thickness and width
of 2 mm, 5 mm and 10 mm in the beam path: measurement (left) and simula-
tion(right). Top: The beam focus was 8.1 mm FWHM for the helium ion, and
8.5 mm FWHM for the carbon ion beam. Bottom: The beam focus was 4.9 mm
FWHM for the helium ion, and 4.7 mm FWHM for the carbon ion beam.
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Figure B.3: Result of introducing an air-filled slit of width 2 mm to 10 mm
and thickness of 10 mm into the PMMA setup: measurement (left) and simula-
tion(right). Top: The beam focus was 8.1 mm FWHM for the helium ion, and
8.5 mm FWHM for the carbon ion beam. Bottom: The beam focus was 4.9 mm
FWHM for the helium ion, and 4.7 mm FWHM for the carbon ion beam.
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