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Zusammenfassung

Der Durchbruch von Deep Learning hat das Feld der Computer Vision erheblich weiterent-
wickelt. Deep Learning, insbesondere in Kombination mit überwachtem Lernen, ist zum
Kernstück der meisten Computer-Vision-Algorithmen geworden. Annotierte Daten sind
jedoch oft der Flaschenhals datenhungriger Deep-Learning-Methoden, was ihre Leistung
und breitere Anwendung einschränkt. Während die Annotation von Daten in großem
Umfang teuer und zeitaufwendig ist, weiß der Mensch aus Erfahrung, dass Lernen auch
mit begrenzter Überwachung möglich ist. Das Ziel dieser Arbeit ist es, Computer-Vision-
Algorithmen zu untersuchen und zu entwickeln, die Deep Learning für Aufgaben mit
begrenzter Überwachung ermöglichen.

Lernen ohne vollständige Überwachung erfordert die Nutzung alternativer Überwa-
chungsquellen. Ein gängiger Ansatz besteht darin, Vorwissen zur betreffenden Aufgabe
zu verwenden, um das Lernproblem einzuschränken und so den Mangel an Überwachung
zu kompensieren. Dies ist bei Deep-Learning-Modellen schwierig, da hier ein End-to-End-
Lernparadigma zum Einsatz kommt, das die vorherige Kontrolle über die vom Modell
erlernte Repräsentation weitgehend verhindert. Stattdessen verfolgt diese Arbeit die Idee,
das überwachte Lernen eines Deep-Learning-Modells in ein iteratives Verfahren einzubet-
ten, das abwechselnd Überwachung aus alternativen Quellen generiert und das Modell
verfeinert. Zu diesem Zweck werden Modelle und Lernverfahren im Kontext von zwei
Computer-Vision-Anwendungen zur visuellen Erkennung mit verschiedenen Varianten der
begrenzten Überwachung entwickelt und evaluiert.

Die erste Anwendung befasst sich mit dem Lernen von Repräsentationen für die Analyse
menschlicher Posen aus unüberwachten Videodaten. Die visuelle Erkennung menschlicher
Posen hat viele interessante Anwendungen, ist jedoch aufgrund der Vielfalt der Körperhal-
tungen und des Aussehens sowie des Problems des Selbstverdeckung eine Herausforderung.
In dieser Arbeit wird ein selbstüberwachter Lernansatz verwendet, indem zwei Ersatzauf-
gaben entworfen werden, die ihre eigene Überwachung generieren, um aus raum-zeitlichen
Informationen in Videos zu lernen. Um die Robustheit des Lernverfahrens zu erhöhen,
nutzt der Ansatz die inhärente Selbstähnlichkeit menschlicher Bewegung über die Zeit zur
Verfeinerung der generierte Überwachung und erstellt einen Lernplan, dessen Schwierig-
keit sich schrittweise steigert. Das Verfahren erlernt eine umfassende Repräsentation der
menschlichen Pose, die im Vergleich zu anderen aktuellen Verfahren in der Literatur eine
konkurrenzfähige Leistung zeigt.
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Die zweite Anwendung befasst sich mit der Herausforderung des Lesens von Keilschrift
in antiken Tontafeln. Um Assyriologen bei ihrer Analyse zu unterstützen, wird ein schwach
überwachter Lernansatz verfolgt, um einen Keilschriftdetektor zu erhalten, der Keilschrift-
zeichen lokalisieren und klassifizieren kann. Anstatt Tausende von Zeichenannotationen
zu benötigen, lernt der Ansatz inkrementell, indem er abwechselnd überwachte Daten
aus schwacher Überwachung generiert und einen Keilschriftdetektor trainiert. Um die
Genauigkeit und die Trefferquote des Zeichendetektors zu verbessern, wird zur Überwa-
chungsgenerierung eine Explorations- und Exploitationsstrategie eingesetzt, die zuverlässige
und vielfältige Beispiele für das Lernen bereitstellt. Die Effektivität des vorgeschlagenen
Ansatzes wird anhand des ersten großen Datensatzes zur Erkennung von Keilschriftzeichen,
der im Rahmen dieser Arbeit erstellt wurde, gründlich evaluiert. Schließlich untersucht
diese Arbeit einen Ansatz zur linguistischen Verfeinerung, um die Ergebnisse des trainierten
Zeichendetektors weiter zu verbessern. Ein Textkorrekturmodell wird mittels Selbstüber-
wachung erlernt, wobei Bottom-up Informationen aus der Zeichenerkennung und Top-down
Informationen aus der in Keilschrift kodierten Sprache kombiniert werden. Der Ansatz
zeigt die ersten Schritte zur automatischen Transliteration von Keilschrift aus Bildern von
Tontafeln.
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Abstract

The rise of deep learning has significantly advanced the field of computer vision. Deep
learning, especially in combination with supervised learning, has become the backbone of
most computer vision algorithms. However, labeled data is often the bottleneck of data-
hungry deep learning methods that limits their performance and broader application. While
large-scale annotation is expensive and time-consuming, humans know from experience
that learning with limited supervision is possible. This thesis aims to study and devise
computer vision algorithms that enable deep learning for tasks with limited supervision.

Learning without full supervision requires exploiting alternative forms of supervision.
A common approach is to use prior knowledge about the task to constrain the learning
problem and compensate for the lack of supervision. This is difficult in the case of deep
learning models, where an end-to-end learning paradigm largely prevents prior control over
the representation learned by the model. Instead, this work pursues the idea of wrapping
the supervised learning of a deep model into an iterative procedure that alternates between
generating supervision from alternative sources and refining the model. To this end, models
and learning procedures are developed and evaluated in the context of two computer vision
applications for visual recognition with different variants of limited supervision.

The first application deals with representation learning for human pose analysis from un-
supervised video data. Visual recognition of human pose has many interesting applications,
but is challenging due to the high variability of pose and appearance as well as the problem
of self-occlusion. This thesis employs a self-supervised learning approach by designing
two auxiliary tasks that generate their own supervision to learn from spatiotemporal
information in videos. To increase the robustness of the learning procedure, the approach
exploits the inherent self-similarity of human motion for refining the generated supervision
and creates a curriculum for learning that gradually increases in difficulty. It learns a
meaningful representation of human pose that shows competitive performance to the state
of the art.

The second application addresses the challenge of reading cuneiform script in age-old
clay tablets. To support Assyriologists in their analysis, a weakly supervised approach to
train a cuneiform sign detector is proposed that can locate and classify cuneiform signs.
Rather than requiring thousands of sign annotations, the approach incrementally learns
by alternating between generating supervised data from weak supervision and training
a cuneiform sign detector. To improve the precision and recall of the sign detector, the
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supervision generation implements an exploration-exploitation strategy that produces
reliable and diverse examples for learning. The effectiveness of the proposed approach is
thoroughly evaluated on the first large-scale dataset for cuneiform sign detection which is
established as part of this thesis. Finally, this thesis investigates an approach for linguistic
refinement to further improve the results of the trained sign detector. A text correction
model is learned in a self-supervised fashion that combines the bottom-up information from
the sign detections and the top-down information from the language encoded in cuneiform
script. The approach demonstrates the first steps towards the automatic transliteration of
cuneiform clay tablets from images.
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CHAPTER 1

Introduction

Humans have always been exploring the world, first relying on their own senses and only
very recently with the help of technology. Many inventions, from microscopes to telescopes,
have literally made the invisible visible and revealed new worlds, from the quantum to
the astronomical scale. As innovation continues, technology is becoming ubiquitous and
is solving increasingly complex tasks. To be more useful, it needs to become smarter by
being more aware of its surroundings and making more informed decisions. It is clear that
there is no one-size-fits-all solution, but that technology - similar to humans - needs to
learn in order to adapt to different environments. While learning often involves a teacher
providing manual supervision, there are also more autodidactic forms of learning that rely
on alternative forms of supervision. In this work, we focus on the aspect of how machines
can learn visual recognition, and we develop methods that are able to make sense of visual
data with only minimal supervision.

1.1 Making Sense of the Visual World

While there are several human senses, visual perception is our preferred and most sophisti-
cated sense for analyzing our environment [113]. It allows us to examine objects from a
distance with high spatial precision (unlike touch and smell) which has been of great evolu-
tionary utility. Because of its importance, the expansion of our scientific understanding of
the world is closely linked to the expansion of our visual world [105]. Interestingly, the
visual world does not stop at our retina, but extends into our mind’s imagination. Our
visual perception is a form of information processing that actively constructs a mental
representation of reality from visual information. Thus, it deals with both representing
and processing of what we see [163].

Essentially visual perception gives us a meaningful representation of the world that
enables us to act efficiently within it. It provides not only a ”pixel-wise” understanding
of our environment, but also valuable high-level abstractions that are useful for general
problem solving. Employing mental representations simplifies and speedups visual per-
ception by replacing the full processing of our surroundings with selectively verifying our
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1 Introduction 1.2 Computer Vision

expectation (visualized in our mind) against reality. Likewise, it helps in understanding
and communicating complex ideas: A picture is worth a thousand words, for example,
by means of illustrations, visualizations, and plots. Human visual perception is primarily
shaped by life on earth and represents an evolutionary trade-off between various factors
such as speed, precision, and energy consumption. In addition to these evolutionary biases,
our visual perception is also biased by cognitive constraints such as available attention,
thoughts, associations, and emotions. Therefore, our mental representation sometimes fails
to capture important details of physical reality. The existence of various optical illusions
convincingly demonstrates possible limitations of our perception [163].

1.2 Computer Vision

Inspired by human visual perception, the field of computer vision aims to create algorithms
that enable computers to make sense of the visual world. Computer vision is motivated
by the promises of automation (e.g. robotics), super-human visual perception (e.g. for
medical diagnosis), and artificial intelligence in general. Additionally, researchers hope to
better understand the visual system and cognition by reengineering it.

Computer vision is sometimes described as a form of ”inverse computer graphics”
[94, 123]: While a computer graphics engine seeks to create an artificial photo-realistic
world from a set of configuration parameters, computer vision attempts to identify those
parameters in the physical world. The configuration parameters of the physical world are
also called factors of variation, since they are responsible for the variability of objects
and whole scenes. Given our prior knowledge about the physical world and its underlying
mechanisms (our natural graphics engine), the factors of variation explain what we see
at a more abstract level without having to explicitly count all photons. Even though the
factors of variation are generally not directly observable, these latent factors constitute a
meaningful representation of our visual world.

The manifold hypothesis provides a complementary intuition about the utility of rep-
resentations for computer vision [83]. Since most natural data sources are analog signals
(e.g. images), digital sensors and computers have to discretize the continuous signal for
processing (e.g. raster graphics). To preserve most details (e.g. high resolution), the signal
is usually converted into a high-dimensional vector in memory. The manifold hypothesis
claims that if we would plot all the possible natural images as vectors in high-dimensional
space, they would only occupy a small portion of the high-dimensional space due to the
structural properties of the data-generation process (i.e. the underlying mechanisms of the
physical world). The occupied space takes the form of lower-dimensional manifolds. Each
manifold is a connected region which locally has the properties of Euclidean space and the
interpolation of any two points of this region is on the manifold. The manifold hypothesis
is supported by the following observation: Sampling a random gray-scale image (e.g. with
100x100 pixels where each pixel takes one of 256 shades of gray) will most likely result in
an image of noise like an analog TV without signal. Only a small subset of all possible
images (in this example 10000256) represents images from the natural world. Instead of
dealing with natural data in its high-dimensional form, working with the lower-dimensional
manifold is more efficient and robust, as only the relevant factors of variation are considered.
To achieve this, the creation of a representation that disentangles the factors of variation
(that help explain the shape of the manifold) is an integral part of computer vision.
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Figure 1.1: Computer vision tasks are categorized according to a set of core tasks. Four important
core tasks related to visual recognition are visualized: (a) image classification assigns a label to
an image; (b) semantic segmentation assigns a label to each pixel; (c) object detection identifies
different instances of an object as labeled bounding boxes; (d) instance segmentation identifies
different instances of an object and assign a label to the corresponding pixels. The tasks vary in
their difficulty. For example, (a) requires no localization, (c) bounding boxes, (b) and (d) even a
pixel-wise segmentation mask. [130]

From a more practical perspective, computer vision is usually concerned with answering
specific questions about the visual world, such as ”Is there a pedestrian crossing the street?”.
Most such questions can be decomposed into core tasks that are studied by computer
vision. This thesis focus on core tasks related to visual recognition: Image classification,
object detection, and semantic segmentation, as visualized in Fig. 1.1, are among the most
important. To solve these tasks, a computer vision algorithm constitutes an information
processing pipeline that at least includes two steps: First a feature extraction step (to
obtain a meaningful representation) followed by a decision making step (to solve the task
based on the representation). The selection of the features (the pieces of the representation)
influences the subsequent decision making. In the worst case, a representation removes
all information relevant to a computer vision task, impeding the decision making step. In
the best case, a representation is so comprehensive that the solution of the task can be
retrieved from it without further processing. A well-designed representation maps the high-
dimensional image data to a fixed-size low-dimensional representation (i.e. dimensionality
reduction) while retaining the information relevant for the decision making step.

In traditional computer vision, representations are based on simple visual features such
as visual edges or corners in an image. The best feature combination for a specific task is
determined in a time-consuming manual design process (handcrafted representation). The
arrival of deep learning, a powerful machine learning method further described in Sect. 1.3,
caused a paradigm shift in computer vision from handcrafting representations to learning
representations from data [83]. Representation learning has several advantages: The best
representation is the result of an optimization procedure that only requires data and is fast
compared to manual feature engineering. The learned representations capture not only
low-level but also high-level features (e.g. faces instead of edges). They form a hierarchy
of features with multiple levels of abstraction, making them more semantically meaningful
(deep) than handcrafted representations (shallow). Moreover, learned representations
transfer well to similar computer vision tasks without additional training (e.g. dog
representation used in cat classification). Thanks to off-the-shelf learned representations, it
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is possible to quickly achieve good performance for computer vision tasks in many domains.
However, these learned representations are still not as expressive and general-purpose
compared to what we are used to from our own experience in reasoning about the world.

1.3 Machine Learning is Essential

Machine learning is at the core of computer vision algorithms. Originally, machine learning
in computer vision was mostly concerned with the decision making step (e.g. learning a
classifier based on a representation). Deep learning has shifted the focus to representation
learning for the feature extraction step. Recently, most computer vision algorithms are
based on deep learning models that jointly learn feature extraction and decision making in
the spirit of an end-to-end learning philosophy.

The idea of learning in computer vision is inspired by how infants and children learn to
perceive the world. In children, it takes up to the age of five until the visual system is fully
developed. While some low-level processing is hard-coded from birth, mid- to high-level
visual perception (e.g. new categories in object detection) must be learned entirely from
experience. As adults, we retain the ability to learn new concepts efficiently (e.g. from
recognizing new yoga poses to studying new subjects at university).

Learning is defined in neuroscience as long-lasting change in behavior as effect of
experience [234]. Machine learning approximates this definition by making the following
assumptions: First, behavior can be expressed in the form of a functional input-output
relationship with input x and desired output f(x) that is learned by a model f . For
example, x might represent an input image, f(x) is supposed to be the label t of the object
at the center of the image, and f an image classifier (i.e. a function that assigns a label
to an image). Second, learning from experience can be simplified to a form of deductive
learning (learning from general rules) or inductive learning (learning from examples). In
deductive learning, the underlying rules governing a problem must be known a priori,
whereas in inductive learning the rules are implicitly learned from examples (data). Because
determining the rules of learning problems is often difficult (e.g. computer vision problems),
most recent machine learning algorithms rely on inductive learning and automatically
discover patterns in the data rather than depending on hard-coded rules.

Deep learning is a recent and very successful inductive machine learning method whose
ability to learn powerful representations has had an profound impact on computer vision.
It can approximate a wide variety of functional relationships [100] by learning a large
parametric model f (often with millions of parameters) from data. Since f only needs to be
differentiable, deep learning supports the construction of a flexible and scalable model that
generally amounts to a composition of nonlinear functions stacked in multiple layers (thus
deep). Each consecutive layer forms a more abstract representation of the input, so that the
full model represents a hierarchical representation from low-level features (e.g. edges) at the
bottom to high-level features (e.g. faces, parts of objects) at the top. Such deep models are
also called neural networks or deep networks as their original construction was biologically
motivated by the neural wiring of the human brain [74, 104, 180]. Despite their name,
artificial neural networks are generally not considered realistic models of the brain [83].
Nevertheless, they contribute to the understanding of the brain and intelligence in many
ways, e.g. by shifting the boundaries of what is considered possible in AI. Despite the large
number of parameters, deep models can be successfully learned from data using stochastic
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gradient descent methods, which was initially surprising to the research community and
is still far from being understood theoretically. The full power of deep learning is only
realized at a certain scale, thus the dataset and deep learning model must be sufficiently
large (e.g. image classification for ImageNet challenge with about a thousand examples
per category). After the first successful applications of deep learning in the 1990s [127], its
breakthrough did not occur until around 2010 [47, 121], when the computing power and
the size of datasets reached the necessary scale.

A machine learning algorithm is characterized by three components: data, model, and
learning. Learning is formulated as an optimization problem that searches for the best
model given the data about the functional relationship between x and t. The goal is to
learn a model on available data to perform well on previously unseen data, an ability known
as generalization. Humans are great at generalization, often requiring very few examples to
learn a new concept and easily exploiting connections (often abstract in nature) between
known and unknown concepts to simplify learning [44].

In contrast, existing machine learning algorithms based on deep learning usually require
large amounts of data with hundreds of examples for each new concept. Additionally, the
transfer of learned models between related tasks is only possible to a limited degree and
additional data is a prerequisite. Thus the performance of a machine learning algorithm
strongly depends on the quality and quantity of the available data.

Data (for inductive learning) is distinguished according to the available supervision
information. In the case of supervised learning, data usually takes the form of tuples of
input and target {(x, t)N} (where N is the number of data tuples), i.e. for each input
x a target t is available that fully describes the input-output relationship of a particular
instance. In the case of unsupervised learning, data only consists of inputs {(x)N}.

1.4 Computer Vision Algorithms for Limited Supervision

Unfortunately, data in the wild rarely comes fully supervised. A computer vision task
for visual recognition often deals with a large variety of object categories that need to be
distinguished. The corresponding computer vision algorithm usually requires hundreds of
annotations per category to learn a suitable model to solve the task. The supervision for
learning is obtained by manual annotation which is time-consuming, expensive, and often
requires expert knowledge. While unsupervised learning is desirable because it does not
require supervision, unsupervised approaches are still outperformed by supervised ones
in most visual recognition tasks [13]. Fortunately, data rarely comes fully unsupervised,
as there is often some level of supervision available that can be exploited. This has given
rise to research into alternative forms of learning such as semi-supervised (only part of the
data is supervised), weakly supervised (data comes with weaker supervision than required),
and self-supervised learning (data is unsupervised, but labels for a auxiliary learning task
can be generated).

Motivated by the human ability for generalization, research in machine learning strives
for a reduction of the strong data dependency, in particular paving the way for learning
with limited supervision. In this thesis, we explore the space between supervised and
unsupervised learning methods to build computer vision algorithms for applications with
limited supervision. Of course, generalization is not only concerned with sample-efficient
learning and research increasingly focuses on a wider range of topics that seem fundamental
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to our ability to generalize like meta-learning [101] (i.e. the ability to learn how to learn)
and causality [170] (i.e. modeling the underlying mechanisms).

Central to learning with limited supervision is the concept of inductive bias. It corresponds
to a set of assumptions that guide the machine learning algorithm in the search for the
best model, independent of the available data. According to the no-free-lunch theorem
for machine learning [226], inductive bias is a necessary condition for successful inductive
learning in general. In the case of learning with limited supervision, the inductive bias can
compensate for missing supervision by constraining the learning process.

The inductive bias shapes the model and learning components of a machine learning
algorithm by integrating prior knowledge about the ”structure” of the task to be learned, i.e.
the underlying data-generation process and the space of valid solutions [18]. When facing a
computer vision problem with limited supervision, the inductive bias is integral. Computer
vision algorithms often assume for objects in natural images to exhibit compositionality and
equivariance to translation, i.e. that objects and scenes in images can be decomposed in
ever smaller building blocks shared across the image (i.e. parts, parts of parts etc.) and that
objects appear the same if shifted in space. Deep learning leverages compositionality by
learning deep hierarchical representations where the description of the whole is distributed
across features in multiple layers of abstraction. Convolutional neural networks, a class
of deep learning models, exploit equivariance to translation by applying the same filters
across image patches.

To integrate an inductive bias in a machine learning algorithm, one first needs to identify
the relevant assumptions given the prior knowledge about the learning task. There exist
many forms of inductive bias from very general to very task-specific. Then one has to
revise the algorithm to incorporate these assumptions. In the context of deep learning,
the inductive bias is usually realized in the architecture of the deep neural network model
(architecture engineering) and in the design of the learning procedure. If the inductive
bias can be explicitly built into an algorithm (e.g. in the model), it will have an higher
impact compared to assumptions only expressed implicitly (e.g. soft regularization). Since
expressing inductive bias in data-driven approaches like deep learning is often difficult, it
is important to consider them jointly with more structural approaches like probabilistic
graphical models. How to best encode task-specific assumptions in terms of inductive bias
of a machine learning algorithm is subject to active research and central to this thesis.

1.5 Objective of this Thesis

The main objective of this thesis is to study and devise computer vision algorithms for
applications with limited supervision. We aim to design learning procedures and models
that make efficient use of alternative sources of supervision and turn prior knowledge about
the problem structure into valuable inductive bias. To tackle applications with limited
supervision, this thesis explores methods for self-supervised, semi-supervised, and weakly
supervised learning of computer vision models that jointly learn meaningful representations
and decision making. We investigate two distinct computer vision applications: human
pose analysis (”What is the pose of this person?”) and cuneiform sign detection (”What
signs are visible in the image of a cuneiform clay tablet?”).

In the case of human pose analysis, the goal is to learn a representation that captures
the visual characteristics of human pose. A good representation of human pose serves as
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basis for the development of more specialized tasks like key point detection (identifying
body parts) or pose retrieval (finding an image of a person in a similar pose). Instead of
relying on the expensive labeling of thousands of images, this thesis explores how to learn
such a representation in a self-supervised fashion by automatically analysing the dynamics
of human pose in videos.

In the case of cuneiform sign detection, the goal is to automatically localize and classify
cuneiform signs in images of age-old clay tablets. While the task is an instance of fine-
grained object detection, it intersects with several specialized topics of computer vision,
in particular optical character recognition, text spotting, handwritten text recognition,
and scene text detection. Since prior work does not address the unique set of challenges
posed by cuneiform sign detection, a novel approach is required. Instead of the extra
manual annotation of ten thousands of cuneiform signs, this thesis explores how to obtain a
cuneiform sign detector with weakly supervised learning that turns weak supervision without
spatial information into full supervision by automatically inferring the exact location of
signs. Since cuneiform signs represent written language, this thesis also investigates how
to employ language modelling techniques from the field of natural language processing to
improve cuneiform sign detection.

This thesis aims to leverage the power of deep learning despite limited supervision in both
applications. To compensate for the missing supervision, we augment the learning process
with inductive bias derived from alternative sources of supervision and prior knowledge. It
is possible to encode some general assumptions about the computer vision task by choosing
a deep model architecture. However, many specific assumptions cannot be encoded in the
model explicitly, since deep models only learn representations implicitly. Another strategy
is to leverage inductive bias to directly generate supervised data for learning. To this end,
this thesis investigates self-supervised, weakly supervised and semi-supervised learning
as three alternatives to plain supervised learning. These methods wrap the supervised
learning process in a larger iterative procedure that automatically generates supervision for
unsupervised or weakly supervised data. Since such generated supervision contains many
errors which inhibit supervised learning, this thesis additionally aims to devise learning
strategies and deep learning models that can cope with such noisy supervision.

1.6 Current Challenges

Deep learning has significantly advanced computer vision by learning powerful represen-
tations from data. In recent years, computer vision algorithms have moved from the lab
to many less constrained real-world environments, such as on our smartphones. However,
the ease, accuracy, and versatility of human perception still remains unmatched in many
applications. Data is often the bottleneck and learning with limited supervision is still
a challenge. The challenges addressed in this thesis can be broadly divided into two
categories, one with challenges related to machine learning with limited supervision, the
other with challenges related to the particular visual recognition task. In the following, we
summarize the challenges of each category:

1.6.1 Challenges related to Machine Learning

The first set of challenges is related to the machine learning component of a computer
vision algorithm which has to be adapted for tasks with limited supervision.
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Model architecture that properly regularizes learning To improve the search of the
best model for a particular computer vision task, the space of valid models needs to be
constrained by the inductive bias (based on prior assumptions and the underlying machine
learning method). In the case of deep learning, inductive bias is usually encoded by
choosing the deep model architecture (space of valid models), as it controls the model’s
capacity and regularization during learning. The challenge is to find a deep architecture
for a computer vision task that represents a good bias-variance tradeoff [73]: On the one
hand, constraining the model flexibility reduces the risk of overfitting on the data, and
increases the ability of sample-efficient learning which helps with limited supervision. On
the other hand, increasing the model flexibility provides the capacity to deal with all kinds
of variations in the input data.

Learning procedure that explicitly encodes inductive bias Since in many applications
data only comes with limited supervision, supervised learning has to be replaced with
weakly supervised, semi-supervised, or self-supervised learning depending on the degree
of supervision. At their core these learning methods leverage inductive bias to generate
artificial supervision. The challenge is to wrap supervised deep learning inside a learning
procedure that encodes the inductive bias (e.g. underlying data-generation process) as
explicitly as possible in order to compensate missing supervision. In the case of self-
supervised learning, the challenge for the algorithm designer is to find suitable auxiliary
tasks for which supervision can be easily generated from unsupervised data and which
learn a meaningful representation for the actual computer vision task. In the case of weakly
supervised learning, the challenge is to bridge the gap between weak and full supervision.

Learning with noisy generated supervision In contrast to manual annotations, generated
supervision often contains a large percentage of errors (noise). Since the performance of
deep learning algorithms suffers with increasing levels of noise, the challenge is to devise
methods that reduce the impact of noise during learning, e.g. filter the errors in the
generated supervision or control the level of noise in the generated supervision. Another
problem is that generated supervision may be incomplete (e.g. only parts of an image are
annotated) which inhibits performance of deep learning algorithms. Thus it is necessary to
adapt supervised deep learning in order to cope with incomplete annotations.

Side effects of iterative learning The learning procedures for limited supervision often
alternate between generating artificial supervision and re-train the deep learning model
given this supervision. This iterative learning comes with its own challenges, since there is
no guarantee that each step of the learning procedure improves results. Iterative learning
may suffer from drift, i.e. an iterative degradation of performance due to a systematic error
during learning. As drift is usually the product of interactions between several components
of the learning procedure, it is challenging to identify and to deal with. Iterative learning is
particular susceptible to imbalanced supervision, where the amount of supervised data per
concept varies significantly. This may cause the learning to ignore the underrepresented
concepts. Iterative learning must ensure that all concepts are learned. Some concepts are
easier to learn than others independent of the amount of available supervision. Thus the
learning procedure needs to be adapted to take this into account.
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1.6.2 Challenges related to Visual Recognition

The second set of challenges is specific to the tasks of visual recognition associated with
the considered computer vision applications.

Data source In the case of human pose analysis, the data for learning is based on videos
that feature human motion dynamics. While videos are a rich data source, they come with
their specific set of challenges. There are many degrees of freedom like camera motion,
foreground motion, background motion, and illumination that change between frames of a
video. Additional typical challenges in videos are occlusions and motion blur. Occlusions
occur if parts of the object of interest are covered by other objects in the scene. In the
context of human motion, we also observe self-occlusion, a special form of occlusion often
found with articulated objects where part of the object blocks the view on other parts
(e.g. a person holding a hand in front of the face). Motion blurr affects video frames if the
motion in front of the camera is too fast so that it changes during exposure. Motion blurr
artifacts can make the tracking of human pose during fast actions more challenging.

In the case of cuneiform sign detection, the data for learning is based on 2D images of
3D clay tablets. Since the writing resembles small depressions on a surface, the appearance
changes depending on illumination. Occlusion is also an issue, as the writing can continue
along the edges of a tablet which is not visible from a single viewpoint. The state of
preservation of the clay tablets also poses a problem for detection.

Intra-class variance and inter-class similarity Computer vision tasks often require the
visual recognition of a particular category of objects (object class), such as the class of
paintings, chairs, or birds. Usually a computer vision model learns a representation that
captures the characteristics of the class to distinguish it from other classes. The granularity
of a class determines the degree of invariance to visual features that is required to solve
the task. For example, a chair class might only contain chairs with four legs or it might
contain all kinds of chairs independent of the number of legs.

When classifying objects, computer vision models must deal with intra-class variance
and inter-class similarity. Intra-class variance means the variation inside an object class
like in terms of appearance (e.g. red or blue chair) or geometry (e.g. 3-legged chair vs
4-legged chair). Finding a representation that captures all factors of variation of an object
class is challenging. Inter-class similarity is related to the similarity of different object
classes. The more similar two object classes are, the more difficult it is to separate them
reliably. The complexity of the task increases with the number of classes to separate.

Fine-grained object detection is particularly concerned with the problem of inter-class
similarity and intra-class variance. If two instances of the same category look more different
than two instance of two different categories, this problem becomes particularly challenging
like in the problem of cuneiform sign detection.

Learning invariance Learning a representation for a visual recognition task essentially
involves learning invariance to a certain set of transformations: For example, changes in
viewpoint (e.g. scaling, translation, rotation), changes in appearance (e.g. illumination,
color), or changes in geometry (e.g. articulation, configuration). Finding a particular
painting (exemplar search) requires invariance to a different set of transformations than
finding any painting. Learning invariance requires generalization from few examples, since
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supervised data rarely covers the full range of transformations (e.g. a photo of a person
usually shows the front, but not the back).

1.7 Contributions

The main contributions of this thesis are the following:

• A self-supervised learning strategy is proposed to obtain a meaningful representation
for human pose analysis without requiring pose annotations. Representation learning
is driven by two auxiliary tasks that generate their supervision from spatiotemporal
relations in videos by assuming temporal coherence and spatial neighborhood.

• The robustness of the self-supervised approach against noisy generated supervision is
increased by employing a curriculum-based learning strategy. The supervised data
samples are organized in a curriculum that increases the difficulty of samples over
the course of the learning process.

• The self-supervised approach is extended with a repetition mining method that
identifies repetitive poses in videos by searching for self-similarity patterns across
video frames. This method yields valuable supervised data points that are almost
free of errors and mitigate side effects of iterative learning like drift.

• Since reading cuneiform script is difficult and time-consuming even for experts, a
deep neural network-based sign detector is proposed that can localize and classify
cuneiform signs directly in 2D images of clay tablets. The trained cuneiform sign
detector is capable to deal with the fine-grained nature of cuneiform script. It detects
over a hundred different sign code classes and demonstrates good performance on a
large and diverse dataset.

• A weakly supervised learning approach is devised to train the cuneiform sign detector
using limited supervision. Instead of requiring the extra manual annotation of ten
thousands of cuneiform signs, the approach generates supervision for sign detector
training using weak supervision from existing transliterations. It constitutes an
iterative learning procedure that in each iteration alternates between training a sign
detector and generating sign annotations by solving the alignment problem between
tablet image and transliteration across hundreds of clay tablets in parallel.

• The quality and quantity of supervised data is increased by splitting the generation
into two distinct steps: sign placement and image-transliteration alignment. This
implements an exploration-exploitation strategy for data generation that mitigates
the impact of noisy supervision and side effects of iterative learning.

• The release of a large-scale dataset for cuneiform sign detection in 2D images makes
this challenging problem available to a broader research community. The dataset is the
result of extensive data preparation and includes thousands of images of clay tablets
with several thousand signs annotated by domain experts using a human-in-the-loop
approach.
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• The approach is made available with a web application that allows Assyriologist to
easily utilize the trained sign detector. It is applicable to cuneiform scripts of different
periods, paving the way for large-scale digital analysis in the field of Assyriology.

• A method for linguistic refinement of cuneiform sign detections is proposed that
post-processes the sign detections to correct errors based on a language model that
learns the language-related dependencies between individual characters of cuneiform
script from data. Bottom-up visual information (sign detections) and top-down
linguistic information (language model) are combined in a two-step approach that
consists of line text prediction followed by text correction.

• The line text prediction offers a weakly supervised evaluation of the sign detector
across the whole dataset for cuneiform sign detection independent of manual annota-
tions. Based on this evaluation, the inherent error of the dataset for cuneiform sign
detection can be estimated to draw more confident conclusions from the experimental
results.

• The text correction model successfully learns an internal language model for cuneiform
script that generalizes to unseen data samples on synthetic data. To train the model
in the task of error correction, training samples are generated in a self-supervised
fashion by artificially injecting noise in the lines of transliterated text. Special tokens
are introduced to provide an additional means to integrate bottom-up information.

1.8 Structure of this Thesis

This thesis consists of two main parts, not accounting for the introduction, problem
background, and conclusion. The first part (Chapter 3) proposes an approach for learning a
representation of human pose in a self-supervised fashion to facilitate human pose analysis.
The second and larger part (Chapter 4, Chapter 5, Chapter 6, and Chapter 7) introduces
the problem of cuneiform sign detection as fundamental part of reading cuneiform script.
Then it presents an approach for learning a cuneiform sign detector from weak supervision,
and finally proposes an approach for linguistic refinement of sign detections based on a
language model. In the following, a brief overview of the chapters is given:

Chapter 2 provides an overview of the construction of computer vision algorithms for
limited supervision. The main components of a machine learning algorithm and the key
design decision for modelling the inductive bias are introduced. The deep learning method
and specialized deep architectures are presented. The various approaches for learning with
limited supervision are summarized. Since in Chapter 7 language serves as an alternative
form of supervision, we conclude with a overview of methods for language modeling.

Chapter 3 devises a method to learn a representation for human pose in a self-supervised
fashion. The design of the auxiliary tasks for self-supervised learning is described and
their implementation in terms of a Siamese network. Then the curriculum learning and
repetition mining methods are introduced to facilitate the learning process. The quality of
learned embeddings is demonstrated with experiments on several pose analysis datasets.
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Chapter 4 gives an introduction to cuneiform script with information about its historical
background and its scientific study today. The challenges of reading cuneiform script are
presented from the perspective of Assyriology and their implications for a computer vision
approach are discussed.

Chapter 5 describes the creation of the dataset for cuneiform sign detection. The process
of data collection, preparation, and annotation is presented in detail. Then the dataset is
formed with splits for training, validation and test. Finally, statistics of the new dataset
are presented.

Chapter 6 describes an approach to learn a cuneiform sign detector using weak supervision
from transliterations. The architecture of the sign detector is based on a deep convolutional
neural network for object detection. The approach consists of three major components
that are arranged as an iterative learning procedure that alternates between generating
supervised data and training the detector. The components of the learning procedure are
analysed in several ablation experiments and the quality of the learned sign detector is
thoroughly evaluated, and impressive quantitative and qualitative results are presented on
the newly created dataset.

Chapter 7 investigates how to boost the performance of a cuneiform sign detector with the
integration of a language model for cuneiform script. A method for linguistic refinement is
presented that post-processes sign detections in two steps to improve their quality. The
components of the method are analyzed in multiple experiments. The line text prediction
allows to quantify the inherent error in the dataset. The text correction model establishes
a proof of concept of learning and integrating a language model for cuneiform script.

Chapter 8 concludes this thesis with a summary and final discussion of interesting findings
regarding learning with limited supervision.
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CHAPTER 2

Background of Computer Vision Algorithms for Limited
Supervision

This thesis investigates the construction of computer vision algorithms for tasks with
limited supervision. This chapter provides the background on the design of computer
vision algorithms and presents the general strategies to deal with the problem of limited
supervision. The considered algorithms leverage deep learning as the primary machine
learning method to solve computer vision tasks for visual recognition. Thus the computer
vision pipeline is represented by a deep learning model that is partially or completely
learned from data. The computer vision tasks only come with limited supervision for
learning. This poses a problem for algorithms based on deep learning, since they usually
require large amounts of supervised data. To take advantage of supervised deep learning,
the missing supervision needs to be obtained from alternative sources such as data with
limited supervision and task-specific prior knowledge. Even though this information is
not immediately useful for supervised learning, this chapter presents general learning
approaches that can successfully exploit alternative forms of supervision for inductive
learning.

In this chapter, we first characterize the computer vision task in terms of a task-specific
objective, data, and prior knowledge. This provides an overview of all information available
for learning. Second, the key components of a machine learning algorithm and the steps in
its development are presented to provide a conceptual foundation of supervised learning.
Third, an overview of the deep learning method is given that covers the general deep
network model, its optimization and regularization, as well as specialized deep architectures,
in particular for visual recognition and sequence processing. Finally, we consider the design
of machine learning algorithms for limited supervision and provide a general framework
for studying the various approaches for limited supervision. Since natural language can
serve as an alternative form of supervision for many computer vision tasks, as is the case
in Chapter 7, we conclude this chapter with an overview of language modeling methods.
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2.1 Task as Problem Specification

In this thesis, we define a computer vision task in terms of its task-specific objective,
data, and prior knowledge, which form a problem specification. It comprises a range
of information about the task (from general to specialized) that is potentially useful for
machine learning. In the following, we provide details on the three components that make
up a task.

2.1.1 Objective

A computer vision task usually corresponds to a question about the visual world, whose
answer is supposed to be automatically provided by a computer. In this thesis, we are
particular interested in tasks related to visual recognition, e.g. answering discriminative
questions like ”What is visible?” or ”Where is object XY?”. Fig. 1.1 shows four core
computer vision tasks for visual recognition: image classification, semantic segmentation,
object detection, and instance segmentation. In the context of machine learning, a task is
usually specified in terms of input-output data tuples that serve as examples of how to
solve particular instances of the task. Tasks naturally vary in their difficulty due to many
factors, e.g. expected level of detail in the answer (”dog” vs ”husky), complexity of the
question (”Is there a car?” vs ”Where is the person that is looking at the car next to the
Porsche?”), or the data domain (nighttime vs. daytime pedestrian detection).

2.1.2 Data

The data of a task is associated with a data distribution P (i.e. data-generating process)
which is usually not known and can only be sampled (x, t) ∼ P (i.e. observed). A common
data sample (x, t) consists of an input x and a target t, i.e. an example of the input
to the task and the correct execution of the task. We also refer to the targets as labels,
annotations, or more general supervision depending on the context. The data usually
corresponds to a fixed set of data samples D = {(xi, ti)|i = 1 : N} (e.g. images x with
labels t) where N is the number of samples and D denominates the dataset. If the data
comes with targets, then it is referred to as supervised data otherwise as unsupervised
data. In the supervised case, each data sample represents input-output tuple (x, t), in the
unsupervised case, only an input (x). Supervision for visual recognition mostly corresponds
to annotations of the image. The difficulty of a task is significantly determined by the
quality and quantity of its data including supervision. For example, low-resolution images
or ambiguous labels may increase the difficulty of the learning task.

Degree of Supervision

Supervision comes in different degrees that are task-specific. Besides the supervised case,
the literature [111] distinguishes three different cases of limited supervision: unsupervised,
weakly supervised, and semi-supervised.

• Supervised data (full supervision) refers to the case where supervision is at least at
the level of granularity required by the task. Examples of full supervision would be
category labels in case of image classification, or bounding box annotations in case of
object detection.
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• Weakly supervised data (weak supervision) refers to the case where supervision is
more coarse than required by the task. Examples of weak supervision would be
category labels in the case of object detection, or bounding box annotations in case
of instance segmentation.

• Unsupervised data (no supervision) refers to the case where the task needs to be
learned without any annotations (only the inputs are provided).

• Semi-supervised data (full supervision only in subset) refers to a special case where
full supervision is only available for a small subset of the data.

Weak Supervision Weak supervision provides indirect or coarse information per data
sample. It can come from a wide range of information sources depending on the task.
Weak supervision corresponds to a hint rather than a full answer to a particular question
(i.e. particular data sample). Examples of weak supervision used in literature for visual
object detection which is commonly supervised by bounding boxes (rectangular boxes
drawn around an object) are: image level labels, image captions, object extreme points,
foreground segmentation mask, clicks or scribbles inside object, or eye gaze.

2.1.3 Prior Knowledge

Task-specific prior knowledge provides another source of information about a task. Prior
information is different from weak supervision, as it refers to general beliefs about the task
independent of individual data samples. In the following we provide a list of priors often
used in literature for computer vision tasks [4, 67, 83, 195]:

• objectness: likelihood of box containing a generic object

• pairwise similarity: tracking object instances across images or video frames

• compositionality: checking for characteristic structure and parts of an object

• symmetry: check for symmetry

• smoothness: lack of smoothness (e.g. high contrast) often indicates object boundaries

• mutual exclusion: exclude improbable scenarios

• scale/size: the expected size of an object relative to other objects

• shape: the generic shape of an object class

• number of instances: typical number of instances to be expected in an image

• location: typical places object occur in an image

• class distribution: likelihood of encountering an object of a specific class
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2.2 Machine Learning Algorithm

A machine learning algorithm is designed to learn how to solve a task from examples. It
achieves this by learning a model from data that generalizes to unseen data points of a
given task. A machine learning algorithm is not a general problem solver but requires prior
assumptions about a task. According to the ”no free lunch” theorem [226] all machine
learning algorithms show equal performance if averaged over the data distributions of
all possible tasks. Only if we make assumptions about a particular task (by means of
task-specific prior knowledge) and select a suitable algorithm that incorporates these
assumptions, there is a chance of obtaining a better than average algorithm for the task.

The set of assumptions that is incorporated into the machine learning algorithm is called
inductive bias [154]. As mentioned in Chapter 1 most of machine learning is based on
induction. Unlike deduction the use of induction for learning is risky by design, since we
never observe the full data distribution (only single snapshots), but ”interpolate” from a
few examples. The idea of inductive bias is to leverage task-specific knowledge in order
to make this induction more reliable (almost like a deduction). In the following we first
explain the key components of a machine learning algorithm and then present the general
steps in its construction.

2.2.1 Components

A machine learning algorithm consists of three components: model, data, and learning as
visualized in Fig. 2.1. The machine learning algorithm we are interested in performs a
function approximation to solve a particular task. The algorithm needs to learn a model
f that approximates a mapping from inputs x to desired outputs f(x). We assume in
this section, that the data of the task is supervised and thus the desired output f(x) is
determined by the labels t in the data, i.e. D = {(xi, ti)|i = 1 : N} with inputs x, labels t,
and N data samples. The components are described in the following:

Data

Data is essential as it provides most of the information (i.e. examples) for inductive learning.
It is common practice to split the data D provided by the task in three parts (Dtrain, Dval,
and Dtest) which are usually referred to training, validation, and test dataset. The model
is trained on the data samples of Dtrain, the algorithm design and its hyperparameters are
tuned on Dval, and the final test performance of the model is determined on Dtest. Since
the ground truth data distribution P is only observed through the samples of D, each data
split should be selected sufficiently large to be representative. While the training data
is usually selected as large as possible in order to retain most examples for training, the
validation and test data are selected as large as necessary for proper evaluation.

Model

A machine learning model is designed with respect to a particular task. The task defines a
functional input-output relationship that the model approximates in terms of a function
fθ : x 7→ y with model parameters θ ∈ Θ, input x, and output y. An important step in the
design of a model is the selection of the model family, i.e. a family of functions to choose
f from. Deep learning models or graphical models are two popular model families. The
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machine learning algorithm

parameters inductive bias

2) Training Phase: Optimize model parameters (inner loop)
3) Testing Phase: Use model for inference

model context

task context

1) Design Phase: Optimize inductive bias (outer loop)

data learningmodel

Figure 2.1: Machine learning algorithms consist of model, data and learning components. The
goal is to solve a specific task by using a trained model for inference (testing phase). A good model
is the result of optimizing its parameters according to some objective function on the available
training data (training phase). The inductive bias incorporates prior knowledge about the problem
in terms of model selection, hyperparameters and learning procedure which is essential for a good
machine learning algorithm (design phase). To assess the quality of the design phase, the model
needs to be trained and evaluated in the training phase. Thus the training phase can be considered
as a inner loop nested in the outer loop of the design phase.

selection of the model family implies a specific machine learning method with characteristic
model architectures and optimization methods for learning. Selecting the model architecture
(i.e. model f and the set of all its possible parameter configurations Θ) defines the set of
learnable functions {fθ : x 7→ y | ∀θ ∈ Θ}, which is also called the hypothesis space or
solution space of the model. Since searching for the optimal model architecture is often not
a tractable problem in machine learning, best practices and heuristics play an important
role in the mostly manual design process. A smaller solution space can simplify the learning
of the model, however, it can also impact its ability to generalize.

Learning

Given task-specific data and model, the learning component is formulated as an optimization
problem with the goal of finding the model parameters θ of model fθ that generalizes best
to unseen data sampled from data distribution P associated with the task. We describe
the case of supervised learning, where the data includes annotations. Supervised learning
also provides the foundation for learning with limited supervision described in Sect. 2.4.
The optimization associated with learning is often referred to as model training in the
machine learning literature. Training the model means determining the model parameters
θ∗ that minimize a general loss function L : Θ→ R as follows:

θ∗ = arg min
θ
L(θ). (2.1)
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In statistical learning theory [73], the general loss function takes the form of the expected
risk:

L = E(x,t)∼P

[
E
(
fθ(x), t

)]
, (2.2)

where E is an error function that rates the quality of the model prediction fθ(x) with
respect to the label t. The error function is often called by different names like cost function,
loss function, or generally objective function, since it relates to the objective of the task.

Minimizing the expected risk directly is not possible, as the ground truth data distribution
P is not known. Instead, the minimization of the expected risk is approximated by
minimizing the empirical risk L̂ based on the training data Dtrain sampled from P :

arg min
θ

1

|Dtrain|
∑

(xi,ti)∈Dtrain

E
(
fθ(xi), ti

)
(2.3)

The model parameters θ are obtained by minimizing the empirical risk L̂ across Dtrain.
Since L̂ is only an approximation of L, the best parameters are not necessarily the ones
that let the model best fit the samples of Dtrain. The best parameters are the ones that
let the model best perform on the unseen data sampled from P , i.e. induce the best
generalization. To obtain a better measure for the generalization, the trained model is
evaluated in terms of the empirical risk based on Dtest whose data samples have not been
observed during training. If the model is not able to fit Dtrain and produces a high train
error (empirical risk on the train set), this is called underfitting. If the gap between the
train error and the test error (empirical risk on the test set) is too large, this is called
overfitting. The generalization ability of a machine learning algorithm depends critically on
the simultaneous reduction of overfitting and underfitting. The two challenges along with
the need for inductive bias mentioned earlier are summarized in the bias-variance trade-off
[73, 83], the fundamental design problem of machine learning. Given a particular task, the
algorithm design must find the right balance between bias and variance to achieve the best
performance.

Closed-form optimization may be possible for learning depending on the choice of model
family and error function. In the case of nonlinear models or very large datasets (due to
computational reasons), iterative optimization procedures like gradient descent are used.

Inductive Bias

Inductive bias describes a set of assumptions about a task (independent of data samples)
that are essential in the design of a machine learning algorithm in order to learn a model
that generalizes to unseen data points. The modelling of inductive bias relies on the
task-specific prior knowledge described in Sect. 2.1.3. Assumptions fall broadly into two
categories: First, assumptions regarding the data-generating process (what do tuples of
input and label look like?), and second, assumptions regarding the space of solutions (what
do models look like that solve the task?). These assumptions are translated into inductive
bias by guiding the key design decisions of the machine learning algorithm that affect the
design of the model and the learning procedure. The following elements are critical to the
implementation of the inductive bias of a machine learning algorithm [83]:

• The selected model family: The choice of model family influences the design
of the model and learning procedure. A model family is usually associated with
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a particular machine learning method (e.g. deep learning) which may dictate the
usage of specific model architectures, optimization procedures, and regularization
techniques. Furthermore, the model family also determines the degree to which the
representation of a model can be shaped prior to learning.

• The model: The design of the model (i.e. model architecture) determines the
space of solutions from which the model is selected. If the model family allows for
explicit modelling of the representation, a strong structural prior on the model can be
implemented. Besides explicit modelling, the architecture of a model can regularize
the learning process significantly. Similarly, the model capacity, the model’s ability
to fit variety of functions, is an important hyperparameter to control.

• The optimization procedure: The optimization procedure is partly determined
by the choice of the model family. In the case of iterative optimization, the quality of
the trained model is strongly influenced by the optimization method and the choice
of its hyperarameters.

• The error function: The error function combines the prediction of the model with
the supervision to create a training signal for optimization. Thus it is essential that
the error function is aligned with the objective of the task to guide learning properly.

• The regularization techniques: The regularization techniques comprise methods
that are supplementary to the learning procedure associated with the selected model
family and that improve the model’s ability to generalize (i.e. that improve the
test error). Regularization techniques usually influence the model and learning
procedure by implementing an inductive bias that prioritizes some solution over
others. Usually several techniques are combined depending on the task. A large
selection of regularization techniques exists in the literature [122].

2.2.2 Development Phases

The development of machine learning algorithms iterates over three different phases:

1. Design phase: Designing the model and learning procedure of a machine learning
algorithm to solve particular task as visualized in Fig. 2.2. The modelling of inductive
bias allows to incorporate task-specific prior knowledge in both components which is
essential for learning. Additionally a machine learning algorithm is governed by a
set of hyperparameters that are also configured at this stage. Outputs the learning
procedure, model, hyperparameters.

2. Training phase: A model is trained by optimizing its parameters according to a
objective function on the training data. Outputs the trained model parameters.

3. Testing phase: The performance of the trained model is evaluated by applying it to
the test data. Outputs the predictions from model inference.

The design and training phase are usually tightly coupled. To assess the quality of the
design phase, the model needs to be trained and evaluated in the training phase. We
can think about the training phase as a nested inner loop inside the outer loop of the
design phase as shown in Fig. 2.1: During development, the algorithm design and the
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Figure 2.2: Overview of the design process: A computer vision algorithm is based on a machine
learning algorithm (ML Algorithm) and designed according to the specifications of a computer
vision task (CV Task). The task-specific objective and prior knowledge are manually turned into a
task-specific model and learning procedure (inductive bias) in order to facilitate inductive learning
from the task-specific data.

hyperparameters are optimized in the outer loop, while model parameters are repeatedly
optimized in the inner loop.

While the design phase is often a manual process, part of it or sometimes the whole phase
can be subject to automatic optimization. Related research topics are hyperparameter
optimization [194], model selection, or more recently automated machine learning [93].
Similarly, meta-learning [70, 189] is looking for ways to learn how to learn, i.e. how to
solve not only a single problem set, but transfer acquired problem-solving skills to new
unseen problem sets.

2.3 Deep Learning Method

Deep learning is a powerful machine learning method that provides a framework for building
and learning models of various complexity. At the core of deep learning is the approximation
of functions with a large parametric model that consists of layers stacked together in a deep
network. First, we describe the general structure of deep learning models and the design
decisions in their construction. Then, we explain how deep learning models are optimized
and which regularization techniques are commonly employed. Finally, we present general
architectures of deep networks to deal with tasks involving images or temporal sequences.
This includes specialized architectures for solving some of the core computer vision tasks
encountered in this thesis.

2.3.1 Deep Learning Models

A deep learning model is referred to by various names such as deep neural network, Multi-
Layer Perceptron (MLP), or simply deep network. A deep network is usually composed of a
long chain of nonlinear functions, where the length of the chain represents the depth of the
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network (thus deep). The composition is often visualized as a stack with the input of the
network at the bottom, the output at the top, and the nonlinear functions as intermediate
layers (thus layers). The structure of the composition forms a direct acyclic graph (thus
network). The functions used in the network are mostly nonlinear, because a network of
linear functions can be simplified to a single linear function, which would defy the goal
of learning deep representations [188]. Usually, the layer of a network consists of a linear
mapping combined with a nonlinearity that presents a form of threshold function (inspired
by the activation threshold of biological neurons). The nonlinearities are an important
factor in the design of deep networks, as they shape the flow information through the
network during inference and learning. While nonlinearities are an active area of research,
the Rectified Linear Unit (ReLU) [83] is currently one of the most used nonlinearity.

A deep network forms a large parametric model, where the model parameters, also called
network weights, are distributed over the different layers of the network. Due to the many
degrees of freedom in the design, deep architectures are usually constructed from layer-wise
building blocks that follow standardized design patterns. Moreover, a lot of empirical
findings exist that guide the design of deep networks, e.g. deeper networks need fewer
parameters and generalize better, but are considered more difficult to train [90]. Since the
final representation of a deep network depends on the training on data, the modelling of
the representation is mostly implicit. Besides the depth, we describe more design decision
regarding the network architecture in Sect. 2.3.3 and introduce specialized architectures in
Sect. 2.3.4.

2.3.2 Optimization

The training of deep networks is performed by an iterative optimization method, since the
nonlinearity of deep networks causes most loss functions to become non-convex (no closed-
form solutions). Usually a form of Stochastic Gradient Descent (SGD) [186] is employed
that updates the network weights using the following update rule in each iteration:

θt+1 = θt − ηt∇θL(θt, dt), (2.4)

where ηt is the learning rate and ∇θL(θt, dt) is the gradient of the loss function L evaluated
on a mini-batch dt from the training set D. Typical loss functions L are the mean squared
error or the cross-entropy loss which is widely used for regression or classification respectively
[83]. Learning relies on the gradient of the loss function with respect to the network weights.
Therefore, it is necessary to calculate the gradient of the complicated function defined
by the deep network. The backpropagation algorithm [182] provides an efficient method
to compute such gradients. The form of SGD described in (2.4) uses mini-batches dt to
pool gradients from multiple data samples together in order to obtain a robust update
signal, while keeping the stochastic behavior to escape saddle points [75]. Many variants of
SGD exist as more or less sophisticated optimizers [83] (e.g. RMSProp, AdaDelta, and
Adam) that make us of special update rules based on the idea of momentum [223] and are
often combined with other techniques such as learning-rate-schedules [97] to improve the
convergence speed and robustness of the optimization. The topic of optimization methods
for deep learning is a very active area of research, as the performance of trained models
often is strongly influenced by the optimization. Since the optimization with SGD is
sensitive to initialization, various initialization methods exist to improve the optimization.
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Usually small random weights are used to avoid problems like exploding or vanishing
gradient.

Modern deep learning libraries like PyTorch [168] and TensorFlow [1] make building and
optimizing deep networks easily accessible to a broad user base by providing features such
as easy specification of network architectures and automatic differentiation.

2.3.3 Regularization

The representation of a deep network is only shaped to some degree prior to learning,
since most of it is determined by end-to-end learning. In this context, regularization has
an important role in guiding deep learning towards better generalization while avoiding
overfitting. Various regularization methods for deep learning have been proposed that
allow regularization of the learning procedure or the deep network architecture.

Regularization of Model A deep network model can be regularized by the selection of a
particular network architecture f . The network architecture represents an inductive bias
that implements assumptions about the task in order to improve learning (i.e. function
approximation) and in particular generalization. [214] show that a well designed deep
architecture for visual recognition is a strong feature extractor even before training. The
implementation of this inductive bias can be implicit or explicit in terms of the network
weights and connectivity. Instead of hardwiring (i.e. handcrafting) the representation of a
network, the representation is mostly shaped in a soft or implicit manner that prioritizes
certain weight configurations and is only explicit for some properties like the potential
maximum depth or width of a network. In the following we provide a list of popular
regularization techniques used in deep network architectures:

• Parameter sharing (or weight sharing) allows to share a certain trainable parameter
in other parts of the network. This reduces the complexity of the network by
reducing the number of free parameters and forces the parameters to become reusable.
Convolutional neural networks [126] are a prime example, where the same filter (i.e.
group of parameters) is applied to the input in a sliding window manner. This results
in learning shift-equivariant features that are sensitive to local image patches.

• Skip connections [140] provide an option to bypass layers in order to simplify the
activation and gradient flow during learning. In other words, the network can adapt
its depth during learning. A popular architecture employing skip connections is the
residual network [91].

• Dropout layers [121] randomly remove part of the feature activations passed through a
network. This makes the network robust against random changes in the connectivity.

• Normalization layers normalizes the features (e.g. batchnorm [107], instancenorm,
layernorm [15], groupnorm [227]) or weights (e.g. weightnorm) of a neural network
to improve optimization and enable very deep networks to converge. The batchnorm
layer is probably the most famous variant that normalizes the features of a layer by
the mean and variance computed within a mini-batch.
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Regularization of Learning Procedure The optimization procedure of a deep network
can be regularized in several ways. Usually regularization is achieved by adapting the loss
function and its regularization term, the optimization method, or the data augmentation
method. In the following we provide a list of popular regularization techniques used in the
deep learning procedure:

• Data augmentation creates additional training data by applying transformations
(e.g. rotation, cropping, color jitter) to existing data Dtrain. The selection of
transformations is task-specific (e.g. mirroring of text might cause ambiguity). While
often countless transformations are feasible, the novelty of the generated data is
usually limited, since the augmented dataset remains only an approximation of
the original data distribution. Nevertheless, data augmentation makes the trained
representations robust or even invariant to such transformations.

• Weight decay [83, 171] regularizes the network weights using an norm like L2 that
favors small weights that tend to be more stable with respect to noise.

• Variants of SGD optimizer (i.e. different update rules) based on techniques like
momentum as mentioned in Sect. 2.3.2.

• Weight initialization often amounts to sampling the weights from carefully selected
distributions (e.g. Xavier [82] or Kaming [92] initialization) to facilitate the opti-
mization. A variant of weight initialization is pre-training the network on a similar
task and then fine-tuning it on a downstream task. Network weights pre-trained on
a large dataset like ImageNet [54] offer a strong initialization for many computer
vision tasks and can reduce the training time and data required for the downstream
task [90].

2.3.4 Network Architectures

General network architectures like Convolutional Neural Networks (CNN) or Recurrent
Neural Networks (RNN) have evolved as alternatives to Fully-Connected Networks (FCN)
in order to deal with the special challenges of visual and sequential data (such as text)
respectively. CNNs and RNNs rely extensively on the idea of weight sharing to efficiently
scale deep networks to handle high-dimensional data such as images or long text sequences.
Due to the rapid development in deep learning and computer vision, we cannot provide a
complete picture of the existing deep architectures, but focus on some of the most important
developments with emphasis on visual recognition tasks.

CNN Architectures

CNNs are a specific type of deep networks that are generally composed of convolutional
layers that perform a convolution operation over the input by applying multiple trainable
filters with a specific window size (e.g. 3x3 pixels) to the the input data. CNNs are well
suited to learn rich feature representations of natural images [39, 59, 145, 196, 236]

Image Classification The image classification performance in the ImageNet challenge
[184] has been a good indicator for the progress in the design of CNN architectures over the
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last couple of years. Starting with the breakthrough of AlexNet [121], the deep architecture
design dramatically improved over a period of about five years with rapid innovation.
The top-5 error on ImageNet dropped from sixteen percent for AlexNet [121] below five
percent for models such as ResNeXt [92, 229] which is also considered the Human error
rate for this task [56]. Other famous architectures with top results at the ImageNet
challenge are VGG [197], GoogLeNet [203], ResNet [91], and PNASNet [136]. AlexNet
is considered the first successful deep CNN architecture. It consists of five convolutional
followed by three fully-connected layers. AlexNet combines ReLUs, max-pooling layers,
normalization layers and dropout to significantly outperform the best shallow methods. The
later deep network designs introduce various modifications: They grow in depth sometimes
beyond one hundred layers, replace all fully-connected layers with convolutional layers,
drop the intermittent pooling layers in favor of changing the stride of convolutions, use 1x1
convolutions and 3x3 convolutions rather than larger window sizes, use batchnorm, use
skip connections (aka residual connections), introduce subblocks with identical design that
are stacked together, and various other techniques like improved initialization methods
or optimization techniques. Initially, architectures were designed to maxout the existing
GPU hardware of the time. Later, flexible and more compact architectures for mobile
applications emerged, such as MobileNet [187] and SqueezeNet [106], where performance
is optimized in terms of memory and computational efficiency. Many successful deep
architectures for image classification have been utilized as so called backbone networks in
many computer vision task for visual recognition and beyond [141, 233, 239]. If pre-trained
on ImageNet, these backbone networks provide strong off-the-shelf feature extractors that
can be efficiently used for transfer learning by means of fine-tuning or other techniques
[117, 131]. The backbone network is usually extended with a task-specific head to solve a
particular downstream task.

Object Detection For the task of object detection, various network architectures have
been proposed. They mostly differ in the architecture of the detection head and the number
of stages used to compute the detection. R-CNN [81] is one of the first deep learning
based object detectors. It relies on other algorithms to produce a large number of region
proposals (e.g. selective search [213]) for each input image. For each region proposal, the
image region is cropped, resized to a fixed size, and passed into a pre-trained backbone
CNN to extract features. Then these features are used as input to a set of class-specific
linear support vector machines to output an object classification. Bounding box regression
is applied as postprocessing to improve the localization of the region detections further.
Fast R-CNN [80] is the successor to R-CNN, that applies the backbone CNN once to the
whole image and extracts the region proposal directly from the resulting feature map using
region-of-interest pooling. This speeds up the computation significantly. Faster R-CNN
[176] learns its own region proposal method in an end-to-end fashion in place of the external
method. All R-CNN approaches follow a two-stage procedure that computes features and
proposals in the first stage and uses the extracted features for classification of the proposals
in a second stage. Alternative methods were proposed that compute the localisation and
the classification of object detections in a single pass, most famously YOLO [175] and SSD
[137]. This is achieved by placing a grid over the input image and predicting for each grid
cell an object class and the most likely shape of the object. SSD uses for the box prediction
anchor boxes that vary in aspect ratio and scale. Additional multiple grids at different
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scales can be used to better deal with objects of different size. Bounding box regression is
used to improve the fit of the anchor boxes. Many new architectures for object detection
have been proposed that combine ideas from other areas of deep learning such as semantic
segmentation [134, 135], key point detection [60], or neural architecture search [204] to
further improve detection performance.

Semantic Segmentation CNNs for semantic segmentation have similarly undergone rapid
development. [140] present one of the first deep architectures for segmentation that employs
a pre-trained backbone from image classification by turning the last fully-connected layers
into convolutional ones using a net-surgery trick. Such fully convolutional architecture
deals with arbitrary input resolutions and outputs a dense prediction map for the whole
image. The introduction of U-Net [156, 179], i.e. hourglass-shaped networks with skip
connections, and dilated convolutions [40] provide better spatial resolution at deeper, more
semantic layers of the network to improve the quality of the segmentation.

RNN Architectures

While CNNs are most successful in processing two-dimensional data, RNNs are specialized
on processing one-dimensinal data, i.e. sequences. RNNs are mostly used for natural
language processing and speech recognition. They can scale to much longer sequences
than possible for general neural networks. Additionally, they can handle sequences of
varying length. The RNN can take a sequence as input as well as output a sequence [85].
Inference in an RNN means to propagate information through multiple time steps that are
implemented as blocks connected by a hidden state and which take an input and produce
an output. Using the hidden state, the computation takes the context information from
previous time steps into account. It is possible to stack multiple RNN blocks on top of
each other to create a deep RNN. The computational graph of an RNN (i.e. unrolling the
recurrent connections according to the sequence of computations) represents a very deep
network with extensive weight sharing between subsequent blocks each of which represents
a single time-step of the RNN. Due to this depth of RNNs, the computation of the gradient
for training requires many multiplications of small numbers which often results in the
problem of vanishing gradient. There is also the problem of exploding gradient, but it can
be handled by simple gradient clipping. To deal with the vanishing gradient problem, there
exist special designs for the RNN block. Some of the best performing RNN architectures
are based on the Long Short-Term Memory (LSTM) [96] unit or Gated Recurrent Unit
(GRU) [43].

Sequence-to-Sequence Architecture RNNs can also be used to map an input sequence
to an output sequence that is not necessarily of the same length (i.e. going beyond
mere transduction). This is relevant for many applications such as machine translation.
The sequence-to-sequence (seq2seq) architecture [43, 201] provides a general framework
for mapping one sequence to another one, independent of their respective lengths. It
is based on an encoder-decoder architecture: An encoder or input RNN processes the
input sequence. The encoder outputs a context z that summarizes the input sequence. A
decoder or output RNN generates the output sequence conditioned on the context. This
architecture effectively decouples the processing of the input sequence from the output
sequence. Therefore, the decoder can not only be conditioned on the context from the input
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sequence, but on arbitrary representations (e.g. conditioned on image features for image
captioning [7]). The main bottleneck of the seq2seq architecture is the compression required
by the fixed-size context vector z. To reduce this problem, the context is expressed as a
context sequence of variable length. In addition, an attention mechanism [16] is introduced
to retrieve only the relevant parts of this context sequence at each step of decoding. The
relevant context information is computed as a weighted sum over the elements of the context
sequence where the weight is computed by an attention function based on the expectation
of the decoder. Different attention functions have been proposed in the literature [16, 142].
The attention mechanism not only enables better memory retrieval, but also provides some
insights into the decision making of the neural network through the computed attention
weights that select the input at each time step. While the seq2seq architecture has originally
been developed based on RNNs, more recent approaches show that the encoder-decoder
architecture combined with feedforward networks such as CNNs can be efficiently used for
processing sequences. In this context, the transformer architecture [216] introduces special
multi-head attention blocks with self-attention and positional encoding with impressive
results, in particular in terms exploiting long-term dependencies.

2.4 Machine Learning Algorithms for Limited Supervision

When designing machine learning algorithms for tasks with limited supervision, the central
idea is to leverage alternative forms of supervision for learning. The supervised learning
setting described in Sect. 2.2 is special, as it requires annotated training samples which are
not readily available for the majority of computer vision tasks found in the wild. In case
of limited supervision, two alternative sources of supervision from the task specification
(cf. Sect. 2.1) are available to correct the imbalance: Data with limited supervision (e.g.
unsupervised or weakly supervised data) and task-specific prior knowledge (e.g. geometry
of an object). The goal is to create integrative approaches for learning that can utilize
these alternative information sources. For this purpose, the inductive bias in terms of the
model and learning procedure of the machine learning algorithm have to be adapted. Such
integrative approaches rely on two complementary design principles to compensate for the
missing supervision:

1. Reduce the supervision necessary for learning by controlling the space of solutions.
The idea is to trade off variance for inductive bias in the model and learning procedure.

2. Generate supervised data from alternative sources by extending the learning procedure.
The idea is to wrap supervised learning in an iterative process that switches between
generating annotations for data with limited supervision and refining the model.

The first principle has already been described as an essential part of supervised learning
in Sect. 2.2, however, its implementation requires additional attention in the case of limited
supervision. The second principle applies exclusively to the case of limited supervision, since
supervision is already given in the other case (usually by means of manual annotation). In
the following, we describe how both design principles are utilized for learning with limited
supervision in modern machine learning algorithms with a focus on deep learning-based
methods.
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2.4.1 Control the Space of Solutions

An essential part of designing a machine learning algorithm is to shape the inductive bias
and ultimately control the space of solutions as highlighted in Sect. 2.2. The idea is to
adapt the model and learning procedure based on task-specific prior knowledge in order to
obtain the inductive bias necessary for successful learning. In case of limited supervision,
the inductive bias is especially helpful, as it can reduce the overall supervision required for
training the model. However, controlling the space of solutions too tightly risks excluding
the best solutions prior to learning and results in underfitting. Instead of only increasing
the inductive bias, we have to find the best possible bias-variance trade-off for the task at
hand. In the following, we review the key design decisions for a machine learning algorithm
as introduced in Sect. 2.2 with an emphasis on reducing the amount of supervision required
for learning.

Choice of Model Family

The choice of the model family determines the degree to which the bias and variance
of a machine learning algorithm can be controlled. The variance corresponds to the
representational capacity of the model architecture whose choice is discussed afterwards.
The bias corresponds to the inductive bias in the learning procedure and model. A model
family defines a certain separation between representation and learning, which is essential
for modelling the inductive bias. With a strong separation, the representation can be
shaped more explicitly prior to learning. This allows more task-specific prior knowledge,
such as structural priors, to be translated into inductive bias. For tasks with limited
supervision, it is important to choose a model family that makes the best use of existing
prior knowledge.

In the case of deep learning, representation and learning are not clearly separable as
we have seen in Sect. 2.3.1. Deep networks learn a representation from data implicitly,
making it difficult to enforce explicit assumptions [18, 83]. Therefore, it is not always
possible to explicitly express prior assumptions in the model architecture. In contrast, a
Probabilistic Graphical Model (PGM) [115], also known as structured probabilistic model,
separates representation and learning more clearly. PGMs provide a framework to explicitly
integrate task-specific prior knowledge in terms of a graph that expresses the conditional
dependence structure between random variables. PGMs can be designed according to
structural assumptions about the task, instead of having to discover the structure from
patterns in the data. This significantly reduces the necessary training data for learning.
However, the ability of PGMs to express strong priors comes with an increased manual
design effort compared to end-to-end deep learning. Thus, it can be helpful to combine
the rich feature representations learned by deep networks with the structural prior of the
PGM [40, 133, 191]. In recent years, research in structural approaches for deep learning
has significantly increased, in particular approaches with graph neural networks or graph
convolutional networks [18, 114] have emerged that can express structural priors while still
learning most of the representation from data.

Design of Model Architecture

The design of the model architecture determines a large part of the bias-variance trade-off,
i.e. it controls the model in terms of structural prior (inductive bias) and representational
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capacity (variance). The trade-off between bias and variance must fit the complexity of the
task, otherwise learning may suffer from overfitting or underfitting. Models with too high
capacity may memorize the training data rather than learn how to generalize to unseen
data. Models with too little capacity may fail to fit the data properly and thus provide a
rough over-generalization. A useful heuristic in the selection of a model is Occam’s razor:
Given multiple models with the same performance for a task, choose the simplest one.

The representational capacity of a model is a good control for the bias-variance trade-off.
There are several ways to control the representational capacity [83] which depend on the
model family (e.g. linear regression, or deep model). A common hyperparameter for the
capacity is the number of model parameters θ. In deep learning, the depth and width of
a network are also used to control its representational capacity. For tasks with limited
supervision, a reduction of the variance of the model might be required, even though it
might bear the risk of overfitting. Instead of only controlling the capacity of the model
architecture by reducing the variance, it is important to increase the inductive bias based
on prior knowledge.

Regularization of Model and Learning

Regularization techniques aim to prioritize some solutions over others, instead of enforcing
a hard constraint on the representational capacity of a model architecture. The techniques
are important for dealing with the bias-variance tradeoff. Without reducing the variance
of the model, they mitigate the problem of overfitting and improve generalization. For
tasks with limited supervision, the application of regularization techniques is essential for
reducing the supervision required for learning. In deep learning, the best model is often a
large model (i.e. high representational capacity) combined with a lot of regularization [122,
237]. This appears to contradict the intuition of the bias-variance tradeoff, however, it is
still relevant for deep models: While regularization does not affect the representational
capacity, it does change the effective capacity of a model, since many solutions are effectively
excluded due to prioritization. Thus, regularization represents an implicit reduction of
variance. We present various regularization techniques for deep learning in Sect. 2.3.3.

2.4.2 Generate Supervised Data

The second principle for learning from data with limited supervision is to generate supervised
data to compensate for the lack of supervision. In the following, we provide a framework
for studying the different implementations of this principle in the literature. The general
approach is to extend the standard learning procedure (cf. Sect. 2.2) with a method
for generating annotations from data with limited supervision. This is accomplished by
effectively wrapping supervised learning in an iterative learning procedure that switches
between generating supervised data and training a model as visualized in Fig. 2.3. We
refer to this procedure simply as Iterative Learning (IL). The generated supervised data
allows to train the model, which in turn can be used to generate more supervised data. IL
is related to the idea of incremental learning [51], as each iteration gradually expands the
scope of the training data and refines the model. Since this form of incremental learning is
performed in a bootstrapping fashion (on the same task), we can also think about IL as
self-incremental learning. IL is independent of a particular model architecture or family,
and only relies on task-specific prior knowledge to turn data with limited supervision
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Figure 2.3: Generating supervised data for iterative learning with limited supervision: The central
idea is to wrap supervised learning inside an iterative procedure that alternates between inferring
supervision for the task (simulate) and training a model (learn). The generated supervised data
allows to train the model, which in turn is used to generate more supervised data. We refer to this
procedure as Iterative Learning (IL), since each iteration gradually expands the scope of training
data and refines the model to solve the same task.

into supervised data. The IL procedure varies according to the different cases of limited
supervision. In particular, the case of unsupervised, weakly supervised or semi-supervised
data are distinguished in the literature. The considered approaches associated with these
three cases of limited supervision are self-supervised learning, weakly supervised learning
and semi-supervised learning. They all represent specializations of IL as visualized in
Fig. 2.4. The three approaches are complementary to each other, which is also evident in
the shared learning procedure. Thus, they can be advantageously combined depending on
the forms of limited supervision available for the task. Below we describe for each case of
limited supervision the corresponding variant of IL:

Learning with Unsupervised Data

Unsupervised learning is a major field of machine learning [25]. While there exist various
approaches to this problem such as clustering and density estimation, we focus on self-
supervised learning in this thesis. Self-supervised learning aims to learn a meaningful
representation for a downstream task by designing an auxiliary task for which the supervised
data for training can be automatically generated. Such an auxiliary task is also called
self-supervised, surrogate or pretext task in the literature, since it only serves as a pretext
for learning a useful representation for a downstream task.

From the perspective of the downstream task, self-supervised training on the auxiliary
task represents a form of pre-training. Thus it usually operates in two stages: First,
IL of a representation by training on a self-supervised task. Second, building a model
based on the learned representation and fine-tuning it to solve a downstream task. The
general objective is to learn a representation in the first stage that minimizes the required
supervision for fine-tuning in the second stage while achieving the best performance on the
downstream task. A good representation is usually not too specialized on the auxiliary task,
but rather provides a rich representation for different downstream tasks. A key challenge
of self-supervised learning is the design of auxiliary tasks that promote learning good
representations for downstream tasks while being self-supervised. Many different auxiliary
tasks have been proposed in recent years in computer vision and natural language processing
[111]. Most tasks are based on reconstructing or predicting a part of unsupervised data
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Figure 2.4: Learning approaches mainly vary according to their source of supervision. While
the supervised approach relies on manual annotation for training the model, the other approaches
represent special cases of IL that alternates between automatic generation of supervision and
refining the model. Self-supervised: A auxiliary task (marked by asterisk) is designed for which
supervised data can be automatically generated. It is possible to leverage the trained model for IL.
Only the representation is used for the target task. Weakly supervised: Weakly supervised data is
used to generate training data for a target task. For initialization either a pre-trained model or an
initial set of generated annotations must be obtained. Semi-supervised: A little supervised data is
available to train an initial model and start IL. The trained model as well as supervised data can
be used to optimize the generation of annotations for the unsupervised data.

from a transformed version, which is often obtained by deletion. Recent approaches rely on
the efficiency of deep learning to learn meaningful representations from training on various
auxiliary tasks. In addition, deep learning supports an easy and flexible transfer of the
learned representation to a downstream task [131].

Most approaches for self-supervised learning only train the self-supervised task once
and do not implement the feedback loop of the IL procedure as visualized in Fig. 2.4.
However, some approaches utilize the potential of IL and iterate the self-supervised training
to increase performance. Techniques such as clustering [34], model distillation techniques
[159] or optimal transport [14] are employed to improve the generated annotations for
continuous learning. Recently self-supervised methods based on contrastive learning show
impressive results [41, 89].
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Learning with Weakly Supervised Data

Weakly supervised learning means that each training sample comes with coarse supervision,
i.e. a lower degree of annotation than required at test time. Weakly supervised learning
aims to train a model directly to solve a target task and does not require a subsequent
fine-tuning step as in the case of self-supervised learning. Weakly supervised learning is
based on a IL procedure that continuously alternates between generating supervised data,
by bridging the gap between weak and full, and refining the model. IL enables a gradual
refinement of the generated annotations and the trained model.

Weakly supervised learning requires an initialization of IL, since neither an initial
model nor an initial set of generated annotations is available in the beginning. A typical
initialization by means of the model is to use a deep network pre-trained on a related
task. Because a suitable model for initialization is often not available, many approaches
focus on producing an initial set of generated annotations using simple heuristics based
on task-specific prior knowledge. Such an initialization may result in a first round of very
noisy and ambiguous generated annotations for training. Fortunately, the deep learning
method is relatively robust to noise and learns useful representations even under adverse
conditions [178, 237]. Nevertheless, it is important to consider the sensitivity of weakly
supervised learning to the initialization. In the worst case, a bad initialization inhibits
further IL.

The supervision generation method typically uses task-specific prior knowledge and
the pre-trained model from the previous iteration to transform weak supervision into
full supervision. This step represents a form of optimization that checks the consistency
between the generated annotations (by the pre-trained model) and the weak supervision
based on general assumptions about the task (e.g. the appearance of an object). Depending
on a task, approaches differ how they combine weak supervision and task-specific priors
(cf. Sect. 2.1.3) to enable weakly supervised learning. Various weakly supervised learning
approaches have been proposed for visual recognition, which mostly belong to one of two
general problem classes:

• Object detection with weak supervision such as image-level supervision [24, 177, 205].

• Semantic segmentation with weak supervision such as image-level or bounding box
supervision [20, 36, 160].

The weak supervision of these tasks is usually associated with missing localization
information (e.g. location and extent of objects). To obtain the localization from weak
supervision, the use of prior knowledge such as appearance models or region proposal
is essential for addressing the inherent ambiguity. Moreover, deep networks provide an
valuable tool to implicitly learn the appearance of objects from weak supervision, which
can be effectively exploited.

Learning with Semi-Supervised Data

Semi-supervised learning is a common learning problem because it can be created simply
by augmenting an existing supervised dataset with unsupervised data. The abundance
of unsupervised data together with the capabilities of deep learning has triggered a surge
of research in self-supervised learning in recent years. Approaches for semi-supervised
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learning can also be considered a special case of IL, as illustrated in Fig. 2.4. Like weakly
supervised learning, semi-supervised learning directly trains a model for a target task. In
contrast to weakly supervised learning, most semi-supervised approaches do not require an
initialization method, since at least a few annotations are given at the beginning of the
learning process. However, the supervision generation is usually more challenging than in
weakly supervised case because there is only unsupervised data without any additional
hints. An important goal of semi-supervised learning is to make the best use of the
given annotations to optimize the annotation generation on the unsupervised part of the
data. For this purpose, several techniques have been proposed that aim to regularize the
consistency between the supervised data and the annotations generated for the unsupervised
data. Approaches based on self-training with pseudo-labels [129, 228] are among the most
influential.

2.5 Background of Language Modeling

Language can provide an alternative form of supervision for many visual recognition tasks
such as scene text detection [151] or image captioning [7]. This section provides some
background on how the inherent structure of a natural language can be exploited by a
computer vision algorithm. For this purpose, we introduce the task of language modeling,
which belongs to the domain of Natural Language Processing (NLP) and aims to learn
a representation of a natural language. In the following, we describe NLP concepts and
algorithms for language modeling.

2.5.1 Language Model

A Language Model (LM) aims to estimate the probability distribution over sequences
of tokens, usually words or characters, in a natural language. In a good LM a random
sequence of words should have a low probability, whereas a syntactically and semantically
correct sentence should have a higher probability. By querying the LM, we can identify very
improbable, potentially erroneous sentences. Most LMs are integrated in larger systems
for various applications such machine translation or text recognition. LMs generally aim
to compute the conditional probability of a word wt given its n− 1 previous words, i.e.

p(wt|wt−1, · · · , wt−n+1) . (2.5)

The probability of a sentence can be approximated with a LM using the Markov assumption
(based on the window size n− 1) and the chain rule. Then, a LM assigns a probability to
a sequence of m words by computing

p(w1, · · · , wm) =
m∏
t=1

p(wt | wt−1, · · · , wt−n+1) (2.6)

2.5.2 n-gram Language Model

The n-gram language model is a simple non-parametric approach to model the joint
distribution of a sequence of words. It is based on the idea to quantify the probability of
fixed-length sequences of words, called n-grams, by counting the number of their occurrences
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in a training set (i.e. a text corpus). An n-gram is a sequence of n words. It assumes that
the probability of any word in this sequence only depends on the n − 1 previous words
as in (2.5). The probability of an n-gram is computed from the relative frequency of the
word sequences in the train dataset as follows:

p(wt | wt−1, · · · , wt−n+1) =
count(wt−n+1, · · · , wt−1, wt)
count(wt−n+1, · · · , wt−1)

. (2.7)

In general, the n-gram model requires the storage of |V |n parameters, i.e. the counts of
all possible combinations. This highlights two important limitations of the n-gram LM:
First, the exponential dependency between n and the model parameters prohibits scaling
n-gram models to larger n, in particular with large |V |. Thus n-gram models cannot be
efficiently used to capture long-term dependencies. Second, the probability of an n-gram
estimated from the counts in the training data is very likely zero in many cases. If such
unseen n-gram occurs in the test set, the model does not provide a useful estimate of
the probability. To overcome these limitations, a LM must be able to share statistical
information between one word and other semantically similar words.

2.5.3 Tokenization

The tokenization of a text sequence, i.e. how to split it into discrete entities, is an important
aspect of a LM, since it determines the granularity of the language statistics used by the
model. The two most common approaches are character-level and word-level tokenization.
An advantage of character-level tokens is that it is easy to deal with unseen or new words.
An advantage of word-level tokens is that they directly operate on a semantically more
meaningful level. Depending on the tokenization, we obtain a vocabulary V of all tokens
in our text dataset. The size of the vocabulary |V | is usually much larger in the case of
word-level tokenization. Of course, this depends on the writing system (cf. Latin alphabet
and Chinese traditional writing system). In the case of neural networks, character-based
tokenization is now relative common, in particular for morphologically rich languages (i.e.
that can form many unknown words by different compositions). Character-based language
models based on neural networks still learn semantic rich representations while avoiding
the problem of dealing with a very large or even open vocabulary.

2.5.4 Word Representation

Words, characters, or more general tokens need to be represented as vectors of real numbers
to enable processing by a machine learning algorithm. A basic approach is to represent
each word of a vocabulary V as |V |-dimensional one-hot vector, there every pair of words
has the same distance to each other. A more useful word representation is provided by
word embeddings, that embed words in a feature space of lower dimension independent
of |V | where semantically related words (i.e. that often appear in the same context) are
close to each other. Word representations based on word embeddings provide a similarity
measure for words and are employed to boost the performance of LMs and other NLP
methods. Word embeddings are usually obtained by training a neural network on large text
datasets. A popular method is to train the word embeddings as the weights of a shallow
neural network using standard stochastic gradient descent. The embedding training is
performed in a self-supervised fashion that automatically creates training samples from a
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text corpus. The self-supervised tasks as in the case of [149, 150] usually involve predicting
a center word given the surrounding context words (skip-gram) or vice versa predicting the
surrounding words from a given center word (continuous bag of words). The Global Vectors
for word representation (GloVe) [169] method builds on top of the skip-gram approach and
additionally makes use of co-occurrence matrices computed on the text dataset.

2.5.5 Neural Network as Language Model

Language models based on neural networks are fix-sized parametric models that are the
current standard approach in NLP for language modelling. Such a LM overcomes the
limitations of an n-gram LM by learning a representation shared between all words. Words
are treated similarly if they share features captured by the representation. Based on this
similarity, the LM can generalize from a sequence in a training set to many semantically
similar sequences. A neural network-based LM [200] with model parameters θ estimates
the conditional probability of the next word (cf. (2.5)) based not only on the previous
n− 1 words, but on the entire word history (w<t) as follows:

p(w1, · · · , wm) =
m∏
t=1

p(wt|w<t; θ) (2.8)

The LM corresponds to a decoder network as introduced in Sect. 2.3.4 that computes the
conditional probability in an auto-regressive fashion. Different network architectures for a
LM decoder have been proposed such as FCN, CNN, RNN and recently transformers [216].
Similar to training the shallow word embedding model, a LM decoder can be obtained by
self-supervised learning, which requires only unsupervised training data. The LM decoder
is trained to perform a self-supervised task, such as reconstructing a target sequence from
a modified input sequence. The LM decoder learns a representation of a natural language
that can be integrated as pre-trained model in many applications. For example, a LM
decoder can be used as part of a seq2seq architecture in applications such as machine
translation or text recognition.
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CHAPTER 3

Self-Supervised Human Pose Analysis

Human pose analysis is presently dominated by deep convolutional networks trained with
extensive manual annotations of joint locations and beyond. To avoid the need for expensive
labeling, we exploit spatiotemporal relations in training videos for self-supervised learning
of pose embeddings. The key idea is to combine temporal ordering and spatial placement
estimation as auxiliary tasks for learning pose similarities in a Siamese convolutional
network. Since the self-supervised sampling of both tasks from natural videos can result in
ambiguous and incorrect training labels, our method employs a curriculum learning idea
that starts training with the most reliable data samples and gradually increases the difficulty.
To further refine the training process, we mine repetitive poses in individual videos which
provide reliable labels while removing inconsistencies. Our pose embeddings capture the
visual characteristics of human pose that can boost existing supervised representations in
human pose estimation and retrieval. We report quantitative and qualitative results on
these tasks in Olympic Sports, Leeds Pose Sports and MPII Human Pose datasets.

3.1 Introduction

The ability to recognize human posture is essential for describing actions and comes
naturally to a human being. Different poses in a video form a visual vocabulary similar to
words in text. An important objective of computer vision is to bring this ability to the
computer. Finding similar postures across different videos automatically enables a lot of
different applications like action recognition [11, 12] or video content retrieval.

So what makes two postures look similar? More formally, a similarity function, which is
entailed by a pose embedding, needs to capture the characteristics of different postures,
while exhibiting the necessary invariance to strong intra-class variations. In particular, it
should be sensitive to the articulation of body parts while being invariant to illumination,
background, clutter, deformations (e.g. facial expressions) or occlusions. Often human
joints are used as a surrogate for describing similarity, but there are several issues: First,
measuring distances in pose space accurately and coming up with a non-ambiguous
Euclidean embedding is already a challenging problem. Second, the manual annotation of
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human joints in larger datasets is expensive and time-consuming.

Convolutional networks have recently been immensely helpful to computer vision. The
feature hierarchy of such a network is effectively defined by a cascade of filter banks that
are recursively applied to extract discriminative features for the given task. In this chapter
we take advantage of convolutional networks to learn pose embeddings from videos.

In supervised similarity learning, we assume that we are given positive and negative
pairs of postures for training. In this supervised setting, convolutional networks excel and
have recently surpassed human performance in some basic tasks. In contrast, unsupervised
training of convolutional networks is still an open problem and currently the focus of the
research community. In this chapter we investigate how to learn a pose representation
without labels.

A solution for the problem of missing supervision is to switch to a related auxiliary task
for which label information is available. For this self-supervised strategy, several well-known
sources of weak supervision have recently been utilized as auxiliary tasks: including spatial
configuration of natural scenes, inpainting, super-resolution, image colorization, tracking,
ego-motion and even audio. Although there are many sources available, not all are suitable
for application in pose analysis. We exploit human motion in videos to make pose similarity
apparent and learnable without labels. Given the almost infinite supply of video data on
the web, exploiting this idea is very attractive.

We propose learning spatiotemporal relations in videos by means of two complementary
auxiliary tasks: a temporal ordering task which learns whether two given person images are
temporally close (similar) and a spatial placement task which discovers randomly extracted
crops from the spatial neighborhood of persons, and learns whether the given patches
are a person or not. Learning the spatial and temporal relations of human movement
simultaneously provides us information of “what” we are looking at (person/ not person)
and “how” the instances differ (similar/dissimilar poses). Curriculum-based learning and
repetition mining arrange the training set by starting from only the easy samples and then
iteratively extend to harder ones, while also eliminating inactive video parts. Then our
spatiotemporal embeddings successfully learn representative features of human pose in a
self-supervised manner.

3.2 Related Work

Human pose analysis deals with problems such as pose retrieval, similarity learning and
pose estimation. Most approaches in pose analysis rely on supervised data and there exist
only a few unsupervised approaches. Here, we summarize significant examples of pose
analysis and related unsupervised learning approaches:

Pose estimation Pose estimation aims at finding the locations of body joints, whereas
pose retrieval or embedding finds a metric that can retrieve the most similar poses and
can discriminate samples according to their pose information, without localizing joints
directly. With the advancements in convolutional neural networks [120], pose estimation
is also dominated by deep learning-based methods. Toshev and Szegedy [211] estimated
joint locations directly regressing in a CNN architecture. Instead of simply regressing
joint locations, Chen and Yuille [42] learned pairwise part relations combining CNN with
graphical models. Tompson et al. [209] exploited CNNs for relationship between body parts
with a cascade refinement. A recent work by Newell et al. [156] used fully convolutional
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networks in a bottom-up top-down manner to predict heatmaps for joint locations.
Similarity learning The first Siamese-type architecture [30] was proposed to learn a

similarity metric for signature verification. Similarity learning was also applied in human
pose analysis. In [155] and [124], body joint locations are used to create similar and
dissimilar pairs of instances from annotated human pose datasets. [124] also transferred a
learned pose embedding to action recognition.

These works in pose estimation and similarity learning exploited large amounts of
annotations (body joints or labeling of similar/dissimilar postures). However, unsupervised
learning methods without using labels showed promising performance in various learning
tasks in the last decade. Self-supervised learning is very popular similar to classical
unsupervised methods such as clustering, autoencoders [95], restricted Boltzman machines
[182].

Self-supervised learning The availability of big data motivated the community to
investigate alternative sources of supervision such as ego-motion [3, 235], colorization [238],
image generation [173], spatial [57, 158] or temporal clues [153, 220]. As our approach
belongs to the class of self-supervised methods using spatial and temporal information, we
describe these methods in detail.

Doersch et al. [57] trained convolutional neural networks to take image patches from
a 3× 3 grid and classify the relative location of 8 patches with respect to a center patch.
Norozzi and Favaro [158] argued that solving locations of relative patches could introduce
ambiguities and proposed a localization problem given all 9 patches at once. Also, they used
100 relative locations as class labels out of 9! permutations using a Hamming distance-based
selection.

Wang and Gupta [220] exploited videos by detecting interesting regions with SURF
keypoints and tracking them. Then, they used a Siamese-triplet architecture with a ranking
loss together with random negative selection and hard negative mining. However, tracking
is not the best solution in the challenging context of pose analysis due to the non-rigid
deformations of person patches which are in low resolution and contain too few keypoints
to detect parts and track them precisely.

Misra et al. [153] defined a temporal order verification task, which classifies whether
given 3-frame sequences are temporally ordered or not by altering the middle frame. In
action/pose benchmarks or internet videos, there are a lot of cyclic human actions (e.g.
running based sports, dancing), which often produce confusing samples and interfere with
representation learning.

To learn a better representation, we argue that temporal cues aimed at learning whether
given inputs come from temporally close windows or not are a more effective approach.
The use of temporal cues to learn whether given inputs are from temporally close windows
or not is an effective approach for representation learning. Local proximity in data (slow
feature analysis, SFA) has first been proposed by Becker and Hinton [21]. The most recent
spatial and temporal self-supervised learning methods are inspired from SFA. Goroshin et
al. [84] created a connection between slowness and metric learning by temporal coherence.
Motivated by temporal smoothness in feature space, Jayaraman and Grauman [109]
exploited higher order coherence, which they referred to as steadiness, in various tasks.
Slowness or steadiness criterion can introduce significant drawbacks mostly because of
limited motion and the repetitive nature of human actions. Thus, we learn auxiliary tasks
in relatively small temporal windows which do not contain more than a single cycle of
action. Moreover, the use of curriculum learning [22] and repetition mining refine and
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Figure 3.1: Sampling procedure for training self-supervised pose embeddings. For each query
image in a video, positive and negative pairs of temporal ordering are collected from specific
temporal ranges (left). In spatial placement, samples are cropped using the IoU criterion (right).

guide our self-supervised tasks to learn stronger temporal features.

Curriculum learning has been proposed by Bengio et al. [22] and it speeds up training
and improves test performance by using samples whose difficulties are gradually increasing
in shape recognition and language modeling. To the best of our knowledge, the potential
of a curriculum has not been studied in the self-supervised setting, where we associate the
difficulty of training samples with their inherent motion.

3.3 Approach

Our motivation is to learn pose embeddings from videos without labels. We follow the
insight that spatiotemporal relations in videos provide sufficient information for learning.
For this purpose, we propose a self-supervised pipeline that creates training data for two
auxiliary tasks: 1) temporal ordering and 2) spatial placement. Since the raw self-supervised
output needs refinement, we introduce curriculum learning and repetition mining as key
ingredients for successful learning. The two auxiliary tasks are trained in a Siamese CNN
architecture and the learned features are eventually used as pose embeddings in order to
retrieve similar postures and estimate pose.

3.3.1 Self-Supervised Pose Embeddings: Temporal Ordering and Spatial
Placement

We consider a temporal and a spatial auxiliary task which are automatically sampled
from videos as described in Fig. 3.1. Both tasks capture complementary information from
inside videos essential for learning a pose embedding. The temporal task teaches the pose
embedding to become more sensitive to body movements and more invariant to camera
motion (i.e. panning, zoom in/out, jittering), while the spatial task relies on the spatial
configuration of a single frame and focuses on learning a human appearance model which
strengthens the ability to separate posture from background.

For the temporal ordering task, a tuple of two frames is sampled from the same video
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together with a binary label which indicates whether the first frame (anchor) is closely
followed in time by the second frame (candidate). In order to focus on learning human
posture, we do not sample the full frames, but instead crop bounding box estimates of the
person of interest. Thus, the training input for the temporal ordering task consists of two
cropped boxes and a binary label indicating whether the two boxes are temporally ordered.

For a frame It0 sampled at time point t0, we sample a candidate frame It with a temporal
offset of ∆t = t−t0. In order to sample a positive candidate, the offset needs to be ∆t = τ+,
while a negative candidate is sampled if

∆t ∈ τ− = [τ−min, τ
−
max] ∪ [−τ−max,−τ−min]

holds. τ−min, τ
−
max are the range limits of the negative candidates. In other words, a positive

candidate comes exactly from τ+ frames in the future, while negative candidates come
from ranges before or after the anchor frame.

The temporal ordering task relies on the assumption of temporal coherence that frames
in a small temporal neighborhood are more similar than distant frames. We add the
constraint that positive candidates can only come from the future. Since the self-supervised
sampling from videos already introduces large amounts of variation, we want the positive
class to be as homogeneous as possible in order to facilitate training. In contrast the
negative class is sampled from a larger range that allows more variation, but is still close
enough to the positive class to provide challenging similarities for discriminative learning.

For the spatial placement task, a box is randomly cropped from a single frame together
with a binary label that indicates whether the cropped box overlaps with the estimated
bounding box of a person in this frame. The overlap is measured with the Intersection-over-
Union (IoU) criterion [63]. For the estimated bounding box Ib and a randomly cropped
box Ir, the binary label yS is defined as

yS(Ib, Ir) =

{
1, if IoU(Ib, Ir) ∈ [σ+min, σ

+
max]

0, if IoU(Ib, Ir) ∈ [σ−min, σ
−
max]

(3.1)

where IoU(·, ·) computes the IoU and [σ+min, σ
+
max] defines the positive range of overlap while

[σ−min, σ
−
max] defines the negative. Since the estimated bounding boxes are not completely

reliable, the positive and negative IoU ranges are usually selected with a gap between them
to help the separation of the classes.

In both auxiliary tasks, three negative samples are used for each positive posture,
because sampling of negatives (what it is not) from larger ranges helps with learning
positive similarities (what it is) precisely. The intuition is that the pose embedding learns
to discriminate between a homogeneous positive and a more heterogeneous negative class
in both tasks. Since both tasks focus on different aspects of human posture, the best
pose embedding is obtained by joint training. We investigate the contribution of different
configurations in Sect. 3.4.4.

3.3.2 Creating a Curriculum for Training

In supervised training with human annotations, it is often beneficial to avoid difficult
samples with ambiguous or even incorrect labels, because this kind of data can inhibit
convergence and lead to inferior results. In the self-supervised case, we find that the data
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quality fluctuates even more and needs to be taken into account. On the other hand,
skipping too many difficult training samples can result in overfitting on a small subset of
easy samples and hurts generalization to unseen datasets. We propose to strike a balance
by using a curriculum of training data that gradually increases in difficulty over the course
of training. We create the curriculum with regard to the temporal ordering task which
produces far more inconsistent samples than spatial placement.

In order to determine the difficulty of temporal ordering for a particular training sample,
we look into the motion characteristics of the respective video. For instance, a clean-and-
jerk video mainly consists of inactive parts with little motion, whereas a long-jump video is
dominated by a highly repetitive structure with fast moving, deforming postures. Training
samples from video sequences with clear foreground motion (e.g. a long-jump video) are
preferable for learning temporal ordering, because their negative candidates, which are
sampled from the range of τ−, are easier to distinguish from the positive ones from τ+.
Therefore, we determine the difficulty of a training sample by estimating the motion in
videos and sample training frames with sufficient action.

When creating a curriculum, we use an optical flow based criterion that computes the
ratio of the optical flow in the foreground and background of the frame. To compute
the fg/bg ratio the mean magnitude of optical flow in the foreground bounding box is
divided by mean magnitude of optical flow of the background. We use the method from
[31] to estimate the optical flow between two frames. The fg/bg ratio acts as a proxy of a
signal-to-noise ratio, as examples with higher values are more easily separated from the
background.

The curriculum is assembled by sorting the training samples according to their flow ratio
and splitting them in discrete blocks to form curriculum updates with increasing difficulty
(decreasing flow ratio). We analyze the impact of the curriculum in an ablation experiment
in Table 3.1 where we train the network with and without a curriculum using the same
subset of self-supervised training data. Details of ablation experiments and the effect of
the curriculum will be explained in Sect. 3.4.1 and Sect. 3.4.4.

3.3.3 Mining Repetitive Poses

There are two reasons why we pay special attention to repetitive poses in video sequences:
First, they impair the training of the temporal ordering task. Second, if the location of
repetitions were known, they could be extracted and used as valuable training data, which
we refer to as repetition mining. The mined repetitions augment temporal ordering by
providing a new similarity learning task.

While the proposed curriculum avoids difficult samples in the early stages of self-
supervised training, repetitive poses in videos are not filtered by the motion-based curricu-
lum. The training of the temporal ordering task suffers from repetitions which can cause
incorrectly labeled image pairs by violating the assumption of temporal coherence. For
instance, if a negative frame is sampled from a video with a repetitive action like running
or walking, it might be more similar to the anchor frame than the positive candidate.

After an initial training of the temporal ordering task, we use the learned pose embeddings
to detect repetitive poses in the training data. For each video, we obtain a self-similarity
matrix by computing all pairwise distances between frames. As distance measure, we use
the Euclidean norm of the normalized pool5 features. In order to extract reliable and
strong repetitions, we convolve the self-similarity matrix with a 5x5 circulant filter matrix
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Figure 3.2: Mining repetitive poses. Off-diagonal structures of the self-similarity matrix on the left
indicate repetitions in a video. For each row, repetitions are mined using a query frame. Repetitive
poses from three videos are shown on the right.

to suppress potential outliers that are not aligned with the off-diagonals by thresholding.
The maxima of each row indicate the fine-scaled repetitions of the respective query frame.
Fig. 3.2 shows an example self-similarity matrix and repetitions which are mined using
this approach.

Repetitive poses form groups of very similar but not identical images due to small
variations over time caused by the persons movement, changes in the camera viewpoint,
or even the frame rate of the video camera. These groups of highly similar images help
to learn the finer details of human posture. They can be used to create a new type of
similar-dissimilar problem. Similar pairs are chosen among repetition groups, negative
candidates are picked from regions between the repetitions.

As repetitions occur only in a subset of the available video data, they are combined with
samples from non-repetitive videos and added to the first stages of the curriculum. The
mined repetitive poses are in quality close to human annotated similarities and provide a
stabilizing effect on the whole training procedure.

Our method can be employed in a bootstrapping fashion, by repeatedly training the
temporal ordering task and mining repetitions which provide better training samples
without additional supervision.

3.3.4 Network Architecture

For the two self-supervised tasks we train two convolutional neural networks which differ
in the number of images they process as shown in Fig. 3.3. The temporal ordering task
is trained using a Siamese architecture [30] that takes a pair of images as input while
the spatial placement task is trained on single images using a common single stream
architecture.

We adopt the well-known Alexnet architecture [120] for both tasks. In the temporal task
the two Siamese streams consist of convolutional layers. After the last pooling layer the
output from the two streams is concatenated. The fully-connected layers compute a binary
output probability for testing. The convolutional networks are trained by minimizing
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Figure 3.3: Network architecture for temporal ordering and spatial placement.

binary cross-entropy loss functions. For joint training of both tasks the weights in the
convolutional layers are not only shared between the Siamese parts but are also shared
with the convolutional layers of the spatial placement task. Moreover, the joint loss of the
two auxiliary tasks is computed in a weighted sum.

After training the network, we use the feature representation from the last shared
layer Pool5 as pose embeddings. Features of this layer provide good localization which is
important for pose retrieval and estimation.

We make several modifications to the Alexnet architecture: 1) Because we want to avoid
overfitting and our binary tasks do not require a large number of parameters, both networks
have a reduced number of neurons in the fully connected layers compared to the original
Alexnet (namely 2048/1024 vs 4096/4096). 2) To improve training of the temporal task, we
replace the regular rectified linear unit in the last convolutional layer with a non-linearity
that has a negative slope. We find that this modification is critical for performance. 3)
The use of batch normalization in the fully connected layers is an important regularizer in
our training that helps with generalization to other datasets.

3.4 Experiments

We present experiments on posture analysis, pose estimation and pose retrieval. The
training of our method is demonstrated on the Olympic Sports dataset (OSD) [157]. We
provide details about the used curriculum and examples of mined repetitions. In different
ablation experiments we highlight the design decisions in our proposed method. To study
the ability of our approach to generalize to unseen datasets we include experiments on
Leeds Sports Pose (LSP) [112] and the challenging and unconstrained MPII Human Pose
[10]. Additionally in a supervised pose estimation setting [211], we report performance of
our method in comparison with other initialization approaches.

3.4.1 Training and Testing Details

From 680 videos in Olympic Sports dataset, we extract approximately 140,000 frames for
which we obtain bounding box estimates using the method in [64]. Our training curriculum
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stages of curriculum
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Figure 3.4: A histogram describing the curriculum used for training on Olympic Sports dataset.
The curriculum contains seven stages with training samples of increasing difficulty.

uses about 80,000 frames which are ordered using the flow ratio criterion described in
Sect. 3.3.2. It starts out with about five percent of the easiest training samples and increases
the amount of training data in seven steps every 2.5K iterations. The amount of training
data grows exponentially during the first few curriculum updates, but does not surpass 25
percent of training data for a single update.

For training of the convolutional networks, we use the Caffe framework [110]. We
optimize our model using the Adam solver for stochastic batch gradient descent with batch
size of 48 and a fixed learning rate of 10−4. In the convolutional layers, we use a reduced
learning rate of 10−5. The training is stopped after 40K iterations. For joint training we
reduce the loss weight for the spatial task by a factor of 0.1. In the auxiliary tasks, we
use τ+ = 4 and τ− = [8, 16] as well as σ+ = [0.65, 0.95] and σ− = [0.25, 0.55]. For mining
repetitions, we follow the procedure described in Sect. 3.3.3 and iterate it two times to
collect about 15000 frames with repetitive poses. We find that two iterations are sufficient,
since our method has found most of the repetitions by this time. For testing, we use the
pairwise Euclidean distance of Pool5 features as a similarity measure between images.

3.4.2 Curriculum Details

The curriculum, that we employ for training the spatial and temporal tasks on the Olympic
Sports dataset, is visualized as a histogram in Figure 3.4. The histogram bins correspond
to the training data which is used at different stages of the curriculum. As described in
Sect. 3.3.2, the difficulty of training data increases from stage to stage. It is measured by
the fg/bg ratio of estimated optical flow. The figure visualizes the number of data samples
as well as the absolute frequencies of the sixteen Olympic Sports categories in each stage.

The gradual augmentation of training data according to the curriculum visibly changes
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repetitive posesquery frame

Figure 3.5: Groups of repetitive poses mined from a single video in the Olympic Sports dataset.

the distribution of the categories across stages. This is due to the varying difficulty of
the categories: 1) Videos in categories like hammer throw usually contain large clips with
clearly visible motion which are already included in the early stages of the curriculum. 2)
Videos in categories like clean-and-jerk as well as shot-put largely consist of slow motion
parts with less obvious differences between nearby frames and thus are more prominent in
the later stages of the curriculum.

3.4.3 Examples of Mined Repetitions

In Figures 3.5, 3.6a and 3.6b, we show examples of repetitive poses that our repetition
mining procedure is able to locate inside individual videos as described in Sect. 3.3.3. Each
row of images shows a query frame and its repetitions, which are retrieved by our method.
The column of query frames and each row of repetitive poses are sorted according to frame
numbers that are shown inside the yellow boxes.

Our self-supervised embeddings detect groups of repetitions in spite of changes in
lightening, camera angle and background. In the fourth and fifth row of Figure 3.5, it is
apparent how the camera angle and background can significantly change over time. While
our method sometimes detects up to ten repetitions, usually there are only two to three
repetitions.
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repetitive posesquery frame

(a) Hammer throw.

repetitive posesquery frame

(b) Long jump.

Figure 3.6: Groups of repetitive poses for hammer throw (a) and long jump (b). Each subplot is
mined from a single video in the Olympic Sports dataset.

3.4.4 Ablation Experiments on Posture Analysis in Olympic Sports Dataset

We demonstrate on the Olympic Sports dataset, how different configurations of our method
affect the performance of the learned pose embeddings. For the evaluation on the the
Olympic Sports dataset, we adopt the posture analysis benchmark proposed in [19]. It
consists of 1200 exemplar postures for each of which ten positive (similar) and ten negative
(dissimilar) poses are defined. The performance is determined by the ability of the pose
embeddings to separate positives from negatives and measured in terms of the area under
the curve (AuC) of a ROC.
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Task without curriculum with curriculum

temporal(T) 0.592 0.630
temporal& spatial 0.664 0.679

temporal(T)∗ 0.762 0.781
temporal& spatial∗ 0.767 0.784

Table 3.1: Average AUC in Olympic Sports benchmark shows effect of curriculum training.
Methods with (∗) are initialized with Imagenet pre-trained weights.

Positive τ+ Negative [τ−min, τ
−
max] Avg. AUC

3 [8, 16] 0.768
4 [8, 16] 0.781
5 [8, 16] 0.769
4 [6, 12] 0.776
4 [10,18] 0.778

Table 3.2: Positive and negative sampling ranges in temporal ordering task.

Curriculum Learning

First, we study the impact of curriculum learning. We train our temporal (T) and temporal
& spatial (ST) tasks once with and once without a curriculum, but using the same amount
of training data. The experiments in Table 3.1 show that the curriculum as proposed in
Sect. 3.3.2 improves the performance of our method by 5% in mean AUC in a randomly
initialized temporal task. When the temporal task is initialized with Imagenet pre-trained
weights, it improves by 2%, and this improvement is preserved even in joint learning of
temporal ordering and spatial placement. Temporal ordering itself seems less powerful
than spatial placement and cannot be learned without curriculum learning. However, our
fg/bg ratio based curriculum significantly increases its performance in posture analysis.

Temporal Ordering Task

Second, we study the sensitivity of the temporal ordering task to different configurations.
In particular, we vary the ranges τ+, τ− for sampling positive and negative pairs as describe
in Sect. 3.3.1 and train a network using only the modified temporal ordering task. Table
3.2 shows that the best setting for the two sampling ranges is τ+ = 4 and τ− = [8, 16].

Our understanding is that the difficulty of the tasks is influenced by τ+. The larger
this parameter, the more variation in the sampled positive class has to be accounted for.
The selection is therefore a trade-off: A small τ+ results in little variation and potentially
overfitting, a large τ+ results in more variation and training might show little or no
convergence. The range τ− behaves similarly, but has a smaller impact on the performance.

Auxiliary Tasks and Repetition Mining

Third, we analyze the contributions of repetition mining and the two individual auxiliary
tasks in Table 3.3. Temporal ordering underperforms with respect to spatial placement when
initialized with random weights. We argue that temporal ordering is a more challenging
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Method Avg. AUC

temporal(T) 0.630
spatial(S) 0.668
temporal & spatial 0.679
T with repetitions 0.658
S&T with repetitions 0.701

HOG-LDA 0.580
Doersch et al. [57] 0.580
Jigsaw puzzles [158] (Imagenet) 0.653
Jigsaw puzzles [158] (OSD) 0.646
Shuffle&Learn [153] 0.646
Video triplet [220] 0.598

Alexnet [120] 0.722

temporal∗ 0.781
spatial∗ 0.756
temporal & spatial∗ 0.784
T with repetitions∗ 0.794
S&T with repetitions∗ 0.804

CliqueCNN∗ [19] 0.790

Table 3.3: Comparative posture analysis performance of auxiliary tasks in Olympic Sports dataset.
Methods with (∗) are initialized with Imagenet pre-trained weights of Alexnet.

task, since the temporal nature of actions has to be learned by the network. When the
network is initialized from Imagenet, temporal ordering performs well. It has already
learned to filter relevant visual information and improves with additional temporal cues
from videos. On the other hand, spatial placement does not improve on Alexnet by such a
large margin, because pre-trained Alexnet already comes with a good localization ability.
In both settings (initialized randomly or from Imagenet pre-trained weights), repetition
mining further boosts performance. This improvement highlights the benefit of the usage
of repetitions.

Additionally in Table 3.3, we compare our best performing method with related work.
When randomly initialized, our method performs better than several different self-supervised
methods [57, 158, 220] and surpasses the best competitor by nearly 5 points. It even
approaches the performance of the Imagenet pre-trained Alexnet, which is impressive
considering that our training leveraged 680 sport videos (approx. 80K frames used) without
labels, whereas Imagenet contains 1.2M labeled images. In the case of fine-tuning, our
model improves about 8 points on ImageNet pre-trained Alexnet and surpasses CliqueCNN
[19] which is trained in the same setting.

3.4.5 Pose Retrieval

In this set of experiments, we want to study the ability of our trained pose embeddings to
generalize to unseen datasets. For this purpose, we evaluate our methods in the task of
pose retrieval on the challenging MPII Human Pose dataset. We adopt the same procedure
as described in [124], and split the fully annotated MPII training set into a train and
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Figure 3.7: Pose retrieval results on MPII validation set: (a) Mean pose distance, (b) Hit rate@K
using nearest neighbor criterion, (c) Hit rate@K using relative distance criterion. Model with (∗)
initialized with Imagenet pre-trained weights.

validation set. The validation set is further split in 1919 images for query and 8000 images
for test purposes. The input images and pose annotations are normalized with respect to
the smallest square patch tightly enclosing all body part locations, and normalized to the
input size of our network.

According to [124] three performance metrics are used: mean pose distance, hit rate
using nearest neighbor and relative distance criterion. The pose distance is the mean of
Euclidean distances between normalized pose vectors. The mean pose distance is computed
across the first K nearest neighbors. The hit rate measures the correctness of retrieval and
is defined in two different ways: 1) nearest neighbor criterion determines whether at least
one retrieval among the K nearest neighbors belongs to the first fifty nearest neighbors in
the pose space. 2) relative distance criterion uses a +10 margin of minimum pose distance
between query and test set.

The pose retrieval results evaluated on the three performance metrics on MPII are
shown in Fig. 3.7. Here, we trained our method on the spatial&temporal (ST) tasks with
repetition mining using OSD only. It successfully generalizes to the challenging MPII
dataset. When randomly initialized, it shows better mean pose distance and hit rate
performance than previous methods, which are also trained on videos [153, 220].

When the jigsaw puzzle method [158] is trained on the larger Imagenet dataset, they
clearly outperform our method. We argue that this performance gap is due to different
training data. To support this assumption, we re-train their method on OSD person boxes
using their official implementation 1, and find it to perform worse than our self-supervised
method across all measures.

When initialized from Imagenet pre-trained weights, our method outperforms Alexnet
across all measures, particularly in terms of hit rate.

In Figure 3.8 we show qualitative results for the task of pose retrieval on the MPII
Human Pose dataset. We compare Alexnet with our best performing model. Even though
our method is only trained on Olympic Sports videos (not MPII images) and without any
pose labels, our method shows favorable retrievals. The last row shows a typical failure
cases due to occlusions.

1https://github.com/MehdiNoroozi/JigsawPuzzleSolver

48



3.4 Experiments 3 Self-Supervised Human Pose Analysis

Figure 3.8: Pose retrievals for four query images on the MPII Human Pose dataset. We retrieve
five nearest neighbors using either the ground truth by computing Euclidean distances in pose
space, or using our self-supervised pose embeddings. The last row illustrates a failure case related
to occlusions.

3.4.6 Pose Estimation

For pose estimation we evaluate on the Leeds Sports Pose dataset [112]. We follow the
procedure described in [19] and use the 1000 training images and 3938 (fully annotated)
images from the extended training set as test set for retrieval while the original 1000 test
images are used as query. In both query and test images, joint locations are normalized
into our network’s input size.

We report the Percentage of Correct Parts (PCP) measure [68] on 14 body joints for
different methods. According to PCP a part is considered correct, if its endpoints are
within 50% part length of the corresponding ground truth endpoints.

Unsupervised pose estimation results of LSP in Table 3.4 show that our method, when
initialized randomly, performs better than other self-supervised methods except for jigsaw
puzzles trained on Imagenet. As in the case of pose retrieval, we argue that it is due
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Method Head Torso U.arms L.arms U.legs L.legs Mean

random weights 19.3 45.2 9.6 4.1 21.1 20.3 19.9
ground truth 72.4 93.7 58.7 36.4 78.8 74.9 69.2

Chu et al.[46] 89.6 95.4 76.9 65.2 87.6 83.2 81.1

Shuffle&Learn [153] 36.7 66.6 20.1 8.3 37.5 35.0 34.0
Video triplet [220] 40.5 76.6 23.9 10.0 46.1 39.6 39.4
Jigsaw puzzles [158] (Imagenet) 49.3 80.1 27.5 11.9 50.5 47.4 44.4
Jigsaw puzzles [158] (OSD) 41.0 72.8 23.8 12.2 43.0 39.8 38.7
S&T with repetitions 40.3 74.7 23.8 11.5 45.8 42.8 39.8

Alexnet [120] 42.4 76.9 47.8 41.8 26.7 11.2 41.1
CliqueCNN [19] ∗ 45.5 80.1 27.2 12.6 50.1 45.7 43.5
S&T with repetitions∗ 55.8 86.5 35.0 18.9 58.7 53.8 51.5

Table 3.4: Pose estimation results in Leeds Sports Pose dataset with PCP measures for each
method. Methods with (∗) are initialized with Imagenet pre-trained weights.

Figure 3.9: Pose estimation results in Leeds Sports Pose dataset. First images are from test set
with the superimposed ground truth skeleton depicted in red and the predicted skeleton in green.
Second images are corresponding nearest neighbors.

to the size of Imagenet. When initialized from pre-trained weights, our method clearly
outperforms [19, 120].

Some qualitative samples from the query set together with their nearest neighbors are
shown in Fig. 3.9. Our method is able to retrieve similar poses even if the query is very
different from our training data.

In addition to our unsupervised experiments, we use our pose embeddings as an ini-
tialization of the supervised DeepPose [211] method. In total, we evaluate four different
initializations of [211] on the MPII dataset: (i) our randomly initialized spatial&temporal
(ST) with repetitions model, (ii) Shuffle&Learn [153], (iii) random initialization, and (iv)
Imagenet pre-trained Alexnet [120].

For all initializations, we train the DeepPose method using the same setup and evaluate
using PCKh@0.5 metric as shown in Table 4. Our method shows an improvement of 7.9%
and 4% compared with random initialization and Shuffle&Learn, respectively. It is only
4.7% below Alexnet, which is learned using the labels of 1.2 million images.
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Ours Shuffle&Learn [153] Random init. Alexnet[120]

Head 82.6 75.8 79.4 87.2
Neck 90.3 86.3 87.1 93.2
LR Shoulder 79.5 75.0 71.6 85.2
LR Elbow 62.8 59.2 52.1 69.6
LR Wrist 47.1 42.2 34.6 52.0
LR Hip 75.5 73.3 64.1 81.3
LR Knee 65.3 63.1 58.3 69.7
LR Ankle 59.5 51.7 51.2 62.0
Thorax 90.1 87.1 85.5 93.4
Pelvis 80.3 79.5 70.1 86.6

Total 73.3 69.3 65.4 78.0

Table 3.5: PCKh@0.5 measure for DeepPose method [211] on MPII Pose benchmark dataset
comparing different initialization approaches.

3.5 Discussion

In this chapter, we have proposed two complementary self-supervised tasks, temporal
ordering and spatial placement, which are trained jointly on unlabeled video data. To boost
self-supervised training, we have introduced a motion-based curriculum and a procedure
for mining repetitive poses and using them as valuable training data. Our pose embeddings
capture the characteristics of human posture, which we have demonstrated in experiments
on pose analysis. In the Olympics Sports dataset, the learned representation decreases the
gap between self-supervised methods and Imagenet supervision, and fine-tuning with our
self-supervised approach significantly improves the performance of models pre-trained on
Imagenet. Finally, we have shown that the trained embeddings are able to generalize to
unseen datasets in pose analysis without fine-tuning.

While our approach learns a representation of human pose without requiring body part
annotations, it relies on videos where the actions of a single person are closely followed
by a camera (i.e. sports videos). Strictly speaking, this amounts to a form of weak
supervision that is necessary for our approach to work properly. One way to overcome this
limitation would be the application of an off-the-shelf object detector or person tracking
algorithm, that allows to extract the bounding boxes of a person across video frames,
largely independent of the camera motion and focus.

Repetitions in videos are a rich source of supervision for learning that can be exploited
through self-similarity, as we have demonstrated with our repetition mining method.
However, spotting repetitions in videos is not always easy. To deal with this problem,
one option is to specifically collect videos for learning that contain many easy-to-spot
repetitions. While this might require additional weak supervision, it is still preferable to
the time-consuming manual annotation. Another option is to increase the chance of finding
a repetition across video frames by searching for self-similarity in the parts rather than the
whole object. Repetitions in the parts of an object occur more frequently and still provide
rich information for learning.

While self-supervised learning automatically generates supervision, the quality of the
supervised data is often fluctuating. To separate valuable from ambiguous training samples,
we have proposed a curriculum learning strategy as well as a repetition mining method
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in this chapter. We believe that such a mechanism for self-correction during the learning
process is an important part of self-supervised learning that deserves further research.
Ultimately, the knowledge about the quality of self-supervised data also supports the
construction of a more balanced curriculum that includes difficult or potentially ambiguous
samples (e.g. not only sports categories with many repetitions) that only turn into valuable
samples over the course of training.
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CHAPTER 4

Reading Cuneiform Script: A Challenging Visual Recognition
Problem for Human and Machine

Cuneiform clay tablets are the oldest written records of humankind and thanks to their
robustness still prevalent. Reading cuneiform script is time-consuming and difficult, even
for experts in the field of Assyriology. The goal of the following chapters is to leverage
the recent advances in the field of computer vision and machine learning to support
Assyriologist in their analysis of cuneiform script. In this chapter we provide an overview
of cuneiform script, its historical background, and the challenges of its scientific analysis
today. We conclude this chapter with an analysis of the problem of reading cuneiform
script from a computer vision perspective. For a more comprehensive introduction to the
topic of cuneiform script, we would like to point the reader to the relevant Assyriology
literature [38, 69, 174].

4.1 Historical Background

4.1.1 Writing System

Used in most of the ancient Near East for a period of over three thousand years until the
beginning of the Current Era, the cuneiform script is the oldest known writing system in
the world, providing us with invaluable records of early human history across all spheres of
life.

Most cuneiform texts were written on palm-sized clay tablets by impressing an angular
stylus that left a wedge-shaped mark on them [33]. Groups of wedges (cunei in Latin,
hence the name cuneiform) formed cuneiform signs1, of which several hundred have been
documented in cuneiform sign lists (e.g. [29]). The wedge-shaped cuneiform signs were
optimized for writing in soft clay which was a readily available material in the ancient
Near East. To save space on the mostly palm-sized clay tablets, signs were written tightly
packed together without word separation (no white-space).

1In the context of cuneiform script, it is common to speak of cuneiform signs rather than symbols or
characters.
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b)a) c)�� �
Figure 4.1: Drawing of the three types of wedges used in Neo-Assyrian cuneiform: (a) standing ,
(b) lying, and (c) oblique (Winkelhaken).

Cuneiform script was used as a writing system for several languages, most importantly
Sumerian and later Akkadian, which has two main dialects: Assyrian and Babylonian. As
cuneiform script was invented for Sumerian and then later adopted for Akkadian, cuneiform
script is often written as mixture of these two languages. From a linguistic perspective,
cuneiform script is characterized by the following defining features:

1. Cuneiform script is a logo-syllabic writing system, i.e. signs are used to express
logograms (words) or syllables (parts of words). In contrast to an alphabetic writing
system, over 900 different signs have been documented for cuneiform script.

2. A sign can have multiple readings, i.e. multiple syllabic or logographic meanings
(polyvalence).

3. A sound (syllable) can be written with different signs (homophony).

Since one sign can have multiple readings and different signs can have the same reading,
cuneiform script might appear impossible to read. Fortunately, the reading of cuneiform
script is significantly simplified due to the presence of determinatives (signs that indicate
the meaning of other signs), other writing conventions, and most importantly due to the
context of the writing.

4.1.2 Development and Usage

Invented over 5000 years ago in the late 4th millennium BCE as a bookkeeping tool,
cuneiform script continued to be used into the first century CE. Experts distinguish several
important periods of its use like Early Dynastic, Old Babylonian and Neo-Assyrian [69].
Over the course of millennia cuneiform script evolved from a script with pictographic signs
that are more drawn than written to a mature script with standardized wedge-shaped signs
for efficient writing on clay tablets. Over time the standard direction of writing became
left-to-right and top-to-bottom, i.e. text written in lines as common today. As the standard
tool for writing an angular stylus made from reed (sometimes bone) was developed. In
2nd millennium BCE Sumero-Akkadian cuneiform (including Old Babylonian cuneiform)
only five basic wedges remained in use for assembling cuneiform signs: horizontal (lying),
vertical (standing), left falling, right falling, and Winkelhaken. Later in the early 1st
millennium BCE the cuneiform script was even further simplified so that Neo-Assyrian
cuneiform signs only consisted of three basic wedges: horizontal (lying), vertical (standing),
and Winkelhaken as shown in Fig. 4.1. Due to the development of the writing system,
each sign may have multiple variants which need to be distinguished. In this thesis we will
focus on the cuneiform script used in the Old-Babylonian (c.2000 – c.1600 BCE) and the
Neo-Assyrian period (c.900 – c.600 BCE).
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The usage of cuneiform script expanded over time from purely administrative purposes
to many applications like writing personal letters, religious stories, mathematical equations
or medical procedures. Cuneiform literacy became more widespread in the 2nd and 1st
millennia, with the ability to read not only reserved to professional scribes and wealthy
families [38, 174].

4.2 Scientific Study

Today reading cuneiform script on age-old clay tablets is a scientific study, which requires
years of training in the field of Assyriology. While there is only a small number of experts,
cuneiform clay tablets represent the most numerous written resource for the study of
ancient history, only surpassed by ancient Greek which of course is far younger. In contrast
to script written on papyrus or paper, clay tablets are more resilient to the passing of time
and so far over 500’000 such tablets have been found [5]. Only about half of the discovered
tablets have been thoroughly studied (amounting to a text corpus of 14 million words) and
many more still remain in the ground to be recovered in the future.

4.2.1 Assyriology

Assyriology is the archaeological, historical and linguistic study of ancient Mesopotamia.
A central task of Assyriologists is the study of cuneiform clay tablets, as they represent an
unfiltered record of the activities, thoughts and stories of people of this time. This has
lead to numerous remarkable findings that have changed our perception of the ancient
history (e.g. the Gilgamesh flood myth [50, 147]). While clay tablets provide an invaluable
information source, reading cuneiform requires time and effort, also after years of practice.

4.2.2 Reading Comprehension

Decipherment As the knowledge of cuneiform was lost for almost two thousand years, its
decipherment2 in 19th century is an impressive achievement. It involved the deciphering
of the writing system (re-discovery of the meaning of the cuneiform signs) as well as the
reconstruction of two dead languages [69, 78]. Despite its decipherment, reading cuneiform
script is challenging for several reasons which we will explain in the following.

Challenges of Reading Back in the day, the ability to read basic cuneiform texts like
letters only required a working knowledge of less than 200 cuneiform signs. Nowadays
Assyriologists, the cuneiform specialists of our time, have to learn two dead languages
(Sumerian and Akkadian) in addition to familiarizing themselves with the cultural and
historical background of the relevant period.

2Deciphering ancient scripts is often referred to as codebreaking. However, there are important differences
in deciphering ancient writing and secret writing (cryptography). Most methods of decipherment exploit
the redundancy of text, i.e. certain combinations of signs are more frequent than others. To increase
the security of a code, linguistic redundancy is deliberately reduced in secret writing . In contrast,
redundancy in written or spoken language increases the likelihood that the message content can be
fully recovered (since deciphering the message does not rely on receiving every utterance or sign), e.g.
sometimes the first or last letter of a word and its length are sufficient. Clearly, different intentions
shape the design of languages and cryptographic codes or ciphers. For a more detailed exploration of
this topic, Gelb [78] provides a good introduction.
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Figure 4.2: Reading cuneiform script is a challenging task requiring both general knowledge and
practical experience when dealing with a specific clay tablet.

Figure 4.3: Excerpt of a sign list based on the MZL by Borger [29] with four different cuneiform
sign code classes. For each sign code class, we report its MZL number (ID), an example image
(Thumbnail), its standardized shape according to an Unicode font (Sign), and its recorded readings.

Reading cuneiform is a difficult task for a number of reasons as visualized in Fig. 4.2 and
requires both general knowledge as well as practical experience. An obvious prerequisite
is the knowledge of the writing system in its various stages of development and language
proficiency of the encoded languages. Additionally, knowledge about the history, geography,
and culture of the relevant periods is essential, as it allows to identify names (e.g. of kings,
places, or events). While the study of Assyriology prepares a reader, practical experience
is as important when dealing with a specific tablet. In particular, knowledge about similar
texts, genres, and writing styles can be essential, as it provides cues about the correct
reading, resolves ambiguities, fills in gaps, or verifies specific interpretations.

Sign Lists Sign lists are an essential tool of Assyriologists in their analysis of cuneiform
texts. Similar to a dictionary, a sign list records for each sign all known readings which is
very helpful due to the extensive polyvalence of cuneiform script. The ”Mesopotamisches
Zeichenlexikon” (MZL) by Borger [29], a modern sign list, comprises over 900 different
signs, where each sign is uniquely identified by sign code also known as MZL number
that corresponds to a sign code class as shown in Fig. 4.3. This index of sign code
classes simplifies the exchange of cuneiform texts especially in the digitized version, since
the content of a cuneiform tablet can be uniquely encoded with the help of sign codes.
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1) Sign Detection

2) Autograph 3) Transliteration

4) Translation

Figure 4.4: Standard process of Assyriology to study a cuneiform tablet. Standardized outputs in
blue.

Besides categorizing cuneiform signs, sign lists also establish a standard for the readings
of cuneiform signs by defining a system of subscripts and accents in order to distinguish
homophone readings.

Assyriological Process The field of Assyriology has established a general process for the
study of cuneiform tablets as visualized in Fig. 4.4. This process produces three standardized
outputs for each clay tablet (highlighted as blue boxes): Autograph, transliteration, and
translation. This common process and its standardized outputs are essential for the
dissemination of new findings in the field of Assyriology.

During the main phase of the analysis (visualized as the process above the dashed line in
Fig. 4.4), an Assyriologist leverages all information available in the clay tablet to recover
the meaning of the cuneiform text. In an initial reading, an Assyriologist first identifies
groups of wedges as individual cuneiform signs and determines for each identified sign
its sign code class, a classification according to a common sign list. This amounts to an
initial sign detection, i.e. localization and classification of cuneiform signs. To better
understand the cuneiform text and update the initial reading accordingly, the Assyriologist
then iterates between two steps combining epigraphic and linguistic findings: First, in an
autograph the cuneiform signs are mapped from 3D to a 2D drawing in a wedge-by-wedge
manner. Second, in a transliteration for each cuneiform sign one of several possible readings
(in the original language) is recorded in Latin script. Due to the special design of the
transliteration system, it is possible to retrieve the original sign code class of each sign from
its reading. If we mention transliterations in the remainder of this article, we will refer to
this sign-by-sign representation in terms of sign code classes rather than readings. In the
secondary phase, the creation of a translation adds further details to the interpretation of
the text. In contrast, the sign detection is not preserved, as a scholar can reconstruct it
from transliteration and autograph.

4.3 Reading Cuneiform Script from a Computer Vision
Perspective

As we have discussed in the previous section, reading cuneiform script is a difficult task
that involves a time-consuming analysis with several steps. In the following, we want to
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a) Cuneiform signs in clay tablet

b) Autograph superimposed  
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c) Transliterated signs
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Map reading to 
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Figure 4.5: The Assyriological process takes an image of cuneiform writing (a) and produces
an autograph (b) as well as a transliteration (c). The transliteration provides the reading of the
cuneiform writing (first row) and implicitly encodes which signs were used in the original clay tablet
(dashed box). The two blue rows are derived from the transliteration by relying on the MZL by
Borger that maps the reading of a sign to its sign code class.

study the problem of reading cuneiform script from a computer vision perspective. While
computer vision might be able to deal with all steps in the process eventually, in this work
we want to focus our efforts on the first step of sign detection.

4.3.1 Cuneiform Sign Detection

From a computer vision perspective, cuneiform sign detection is a fine-grained object
detection task with several hundred object classes, i.e. sign code classes. Sign detection
consists of two subproblems: 1) localization (i.e. draw a bounding box around a sign)
and 2) classification (i.e. assign a sign code class according to a sign list). Even though
cuneiform sign detection is only conducted implicitly by Assyriologists, it is a fundamental
step in reading cuneiform script that immediately supports all other steps of the process.

4.3.2 Challenges of Cuneiform Sign Detection

While in many writing systems the recognition of individual characters is not an issue,
detecting cuneiform signs is difficult for several reasons:

• In many scripts white-space between characters simplifies detection significantly,
because it allows to separate localization and classification in two consecutive steps.
However, cuneiform signs are often inscribed without space between neighboring
signs, making their localization and classification interdependent [99].

• Sign similarity of over 900 different sign code classes increases the difficulty further
as shown for two classes in Fig. 4.6: Since most cuneiform signs are constructed from
very few types of wedges (in Neo-Assyrian: lying, standing, and diagonal) that are
combined in various spatial configurations, different sign code classes are often very
similar (high inter-class similarity). Meanwhile cuneiform signs of the same sign code
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� � - LA- ŠU

Figure 4.6: The problem of fine-grained sign similarity: Detecting individual signs on a cuneiform
tablet usually requires the expertise of an Assyriologist. Cuneiform signs of different sign code
classes may look very similar, while signs of the same sign code class may look very different.

class can be very dissimilar in their appearance if written by different scribes (high
intra-class variance).

• The frequency of cuneiform signs follows a Zipfian distribution (a discrete Pareto
distribution) as shown in Sect. 5.6.2. This exponential distribution causes a strong
imbalance in the sign code class frequency, where only a few sign code classes make
up the majority of cuneiform signs in clay tablets, while the other sign code classes
are rare. Thus it is difficult to obtain sufficient training data for all sign code classes.

• Many tablets have been damaged over the course of millennia and thus complicate
sign detection further. The damage appears in various forms: surface damage, cracks,
holes, and missing pieces. Often tablets have to be reconstructed from broken pieces.

• Cuneiform script consists of three-dimensional wedges written on the surface of three-
dimensional clay tablets. As we usually have to rely on two-dimensional photographs
of a clay tablet, lighting and visual distortions impact the detection of individual
signs.

• The process of writing into soft clay tablets causes already inscribed signs to be
deformed by the following signs in their proximity. This plastic deformation is unique
to cuneiform script and further increases the difficulty of distinguishing signs, as
wedges might get lost in the process of writing.

• Finally, standard computer vision and machine learning approaches for object de-
tection require large amounts of supervised data. In the case of sign detections,
this amounts to ten thousands of bounding box annotations of cuneiform signs. As
Assyriologists only perform sign detection implicitly, there are no bounding box
annotations available.

4.3.3 Potential Sources of Inductive Bias

As with any writing system, cuneiform script is governed by a set of rules that each scribe
needs to learn. This task-specific prior knowledge helps a scribe to produce valid cuneiform
script, that can be understood by other cuneiform readers. These rules literally serve as a
regularizer for the process of writing. Similarly, we can exploit this prior knowledge of the
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rules as inductive bias for a machine learning algorithm to tackle the problem of reading
cuneiform script. In the following we provide a list of potential sources of inductive bias
for reading cuneiform script:

• The writing system provides a rich structure: Cuneiform text is mostly organized in
parallel lines (from left to right), signs all face in the same direction (there is one
”up”), the rectangular surface of a tablet provides page boundaries, and all signs on
a tablet have roughly the same scale.

• The language of the information encoded in cuneiform script is highly structured
itself. Constraints derived from the syntax, semantics and grammar of the encoded
language can be potentially exploited to support sign detection. Thus only a small
subset of all possible combinations of cuneiform signs actually encodes meaningful
information.

• Assyriologists have already analysed a large corpus of cuneiform tablets for which
images and transliterations are available in digitized form. While this dataset does
not support standard supervised learning, its size has the potential to enable other
forms of learning.

• Transliterations as part of the standardized output of the Assyriological process are
readily available. While they do not provide the precise location of cuneiform signs in
a tablet image, they at least provide the relative position of cuneiform signs (grouped
in lines and sometimes even information about damage).

• Less than 200 cuneiform signs are sufficient to understand most cuneiform texts.
Thus, learning to detect the 200 most common sign code classes (instead of over 900)
allows us to deal with most texts. This also reduces the negative impact of the sign
code class imbalance described earlier.

• While the structure of signs requires fine-grained detection, the variance in appearance
is strongly regularized by the fact that all signs are constructed from mostly three
types of wedges. Thus learning the ability to recognize a wedge in one sign might be
reusable for multiple other signs.
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CHAPTER 5

Building a Dataset for Cuneiform Sign Detection

Cuneiform sign detection is the first fundamental step in reading cuneiform script (cf.
Sect. 4.3). The development of a computer vision algorithm for cuneiform sign detection
requires a task-specific dataset that is sufficient to support its training, validation, and
testing. In this chapter we describe the creation of the first large-scale dataset for cuneiform
sign detection. Such a dataset is integral for our approach to learn a cuneiform sign detector
introduced in the next chapter. Besides enabling our research, we also provide a general
benchmark for fine-grained sign detection that facilitates further research in the domain of
cuneiform script. Moreover, the described procedure can be applied to create additional
datasets for cuneiform script from different periods.

In the following, we first explain the major design decisions with respect to the cuneiform
sign detection task that are fundamental to the creation of this dataset. Then, we describe
the data collection from different online sources and the comprehensive data preparation to
extract pairs of tablet images and transliterations. In a third step, we describe the manual
annotation of a small subset of the dataset, essential for quantitative validation and testing.
Finally, we report some general statistics of the new dataset for cuneiform sign detection
and describe how the dataset is split to form the cuneiform sign detection dataset used in
the next chapters.

5.1 Design Decisions

While the design of a cuneiform sign detection task is primarily driven by the (un)availability
of data, we highlight three important design decision that have a strong impact on the
creation of the dataset.

5.1.1 Neo-Assyrian Cuneiform

Cuneiform script has evolved over a period of three thousand years, passing through various
stages of development as we describe in the previous chapter. We concentrate the scope of
our dataset for cuneiform sign detection on the Neo-Assyrian stage of cuneiform writing (c.
900 BCE - 600 BCE).
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By focusing on a single cuneiform script, we avoid an additional source of ambiguity
during cuneiform sign detection which arises from the various variants of cuneiform signs
that evolved over time. Additionally, Neo-Assyrian cuneiform represents a stable and
advanced version of cuneiform script with a standardized form of writing, which appears
especially suitable for a machine learning approach.

During the Neo-Assyrian period, the cuneiform script was widely used in Assyria and
texts were collected in various libraries, most importantly Assurbanipal’s library, which
comprised most of the canonical Mesopotamian literature. Fortunately, many texts have
been recovered and analyzed by Assyriologist in the last 150 years providing a rich corpus
of texts for the creation of a dataset.

A more practical reason for the focus on Neo-Assyrian script is our collaboration with
Prof. Stefan Maul from the institute of Assyriology at Heidelberg University, who is also an
expert for the Neo-Assyrian period. Besides advising us from an Assyriologist perspective,
he kindly granted us access to Neo-Assyrian cuneiform texts and provided support for the
manual annotation of cuneiform tablets which we will describe later.

5.1.2 2D Images of 3D Clay Tablets

Another important design decision in the creation of the cuneiform sign detection dataset
is the usage of 2D tablet images as input data, that are based on photographs of clay
tablets. Cuneiform tablets have been digitized in various forms that strongly differ in their
availability and production cost. Cuneiform tablets are best studied in their original form
as 3D objects: signs are often found not only on the front and back but also along the
edges, and their visibility depends on lighting and viewpoint. Similarly, autographs can be
used as input for a detector. However, the creation of 3D scans or autographs is expensive
and time-consuming. In contrast, we rely on 2D images of tablets (for each 3D tablet a 2D
composite image of the different tablet sides) which are readily available online [49].

5.1.3 Transliteration in place of Bounding Box Annotations

Instead of manually creating new annotations for each tablet image, we rely on the existing
transliterations that are an essential part of Assyriologist’s work (as mentioned in the
previous chapter) and available for thousands of tablets via the Open Richly Annotated
Cuneiform Corpus (ORACC) websites [161]. While the transliteration provides a sign-by-
sign representation of the tablet content, it does not explicitly localize each sign in the 2D
tablet image like in the case of bounding box annotations. For evaluation purposes, we
also provide manual annotations for a small subset of tablet images which we describe in
Sect. 5.3.

5.2 Data Preparation

Guided by the stated design decision, the goal of data preparation is to obtain a dataset for
cuneiform sign detection that combines 2D images of Neo-Assyrian clay tablets and their
corresponding transliterations. Fig. 5.1 visualizes the individual steps of data preparation.
First, we collect the image data and transliterations from different online sources. Then, we
perform a comprehensive data preprocessing to produce tuples, each of which consists of a
tablet image and a corresponding transliteration. To merge the different data sources into
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Figure 5.1: Data preparation pipeline for the cuneiform sign detection dataset. It comprises three
consecutive steps: data collection, pre-processing and cleaning.

a coherent dataset, we need to solve a segmentation and assignment problem described in
the following. Finally, the data cleaning step corrects or removes erroneous data samples,
e.g. with inconsistent assignment. To facilitate the creation of a large-scale dataset, we
automate as many steps of data preparation as possible, while reducing the number of
introduced errors.

5.2.1 Data Collection

We focus the data collection on the State Archives of Assyria (SAA). For the Neo-Assyrian
period, the SAA series are invaluable, delivering a diverse corpus of texts, including royal
correspondence, divination, and literary texts or international treaties, among other genres.
The SAA are organized in 19 collections according to specific genres that are helpful in the
creation of a mixed and representative dataset. The dataset of clay tablet images with
their transliterations, originates from two different sources:

• Transliterations of Neo-Assyrian tablets found in the State Archives of Assyria online
(SAAo) [161, 167], as digitized by the ORACC project [208].

• Clay tablet images made available through the Cuneiform Digital Library Initiative
(CDLI) [49].

We distill our dataset by first extracting the usable transliterations from SAAo and
then collating them with the available images in CDLI. Only tablets with an available
transliteration and image are included in our corpus. To match images and transliterations,
we rely on the CDLI number as a unique identifier that is used to access individual clay
tablet entries in both digital libraries. While there exists an open data version of the SAAo
project for easy download ([208], the images of clay tablets are individually downloaded
from the CDLI server. The CDLI images are identified either by relying on the CDLI
numbers retrieved from the SAAo project or by filtering for clay tablets from the SAA
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obverse
beginning broken
1'. in#-[...]
2'. si#-im#-[...]
3'. isz#-szak#-[...]
4'. usz-te-s,i# [...]
5'. dal-ha te-re#-[...]
6'. it-ti _{lu2}hal_ u [...]
7'. ina pi-i _e-sir2#_ [...]
8'. at-til ina szat mu-szu [...]
9'. _lugal uzu digir-mesz_ [...]
10'. lib3-bu-usz ik-ka-s,ir-ma# [...]
11'. na-an-za-zi tesz2-lit usz-ta#-[...]
12'. pah-ru-ma ra-man-szu-nu u2-szah#-ha-zu# [...]
13'. szum-ma isz-ten-ma na-pisz-ta-szu2 u2-[...]
14'. i-qab-bi sza2-nu-u2 u2-szat-bi ter-[...]
line preceded by 1(u)
15'. sza2 ki-ma szal-szi qip-ta-szu2 a-tam-ma# [...]
16'. er-ru-ub bit-usz-szu 4(disz){+u2} i-ta# [...]
17'. 5(disz){+szu} pi-i ha-sze-e szu-bal# [...]
18'. 6(disz){+szu} 7{u2} i-rad-du-u sze# [...]
19'. ik#-s,ur-nim-ma ri-kisz se-bet il# [...]

reverse
1. [...] mi#-isz la pa-du-u2 u2# [...]
2. [...] isz-ten _uzu_{mesz}-szu-nu-ma [...]
3. in#?-na-ad-ru#-num-ma na-an# [...]
4. tusz-szu u nap-ra-ku u2 [...]
5. mut2-tal2-lu pi-ia a-pa# [...]
line preceded by 1(u)
6. szap-ta-a-a sza2 it-ta-[x]
7. sza2-pu-tum sza2-gi-ma-ti
8. sza2-qa-a-ti ri-sza-a ik#-[...]
9. lib3-bi kab-ba-ra-a
10. ra-pa-asz2-szi i-ra#-[...]
11. sza-di-ha, a-ha,-a#-a#
12. sza2 e#-!-lisz at-tal-la#
13. szar-ra-ha,-ku-ma
14. a-na rap-szi ki#-[...]
15. su-qu a-ba#-[...]
line preceded by 1(u)
81. e-ru-ub _e2#?-[gal_-...]
82. _iri#-mu_ ki-i a#-[a-bi ...]
83. tu-sza2-ma nak#-[ra-ti ...]
84. a#-na# [...]

Figure 5.2: Composite image of clay tablet and corresponding transliteration with two inscribed
sides. This figure contains image material shared by the British Museum under a (CC BY-NC-SA
4.0) licence.

collection. Fig. 5.2 provides an example of a full clay tablet image and a corresponding
transliteration which are linked by their common CDLI number.

5.2.2 Data Preprocessing

The goal of data preprocessing is to obtain a dataset that consists of tuples of tablet
image and corresponding transliteration. The main challenge for data preprocessing arises
from the fact that clay tablets were often inscribed on both sides and even on the edges.
Thus, images in CDLI are composites of different views (inscribed sides of a clay tablet) as
shown in Fig. 5.2. Since clay tablets are 3D objects, we can imagine the unfolded surface
of a rectangular cuboid in 2D. Similarly, the transliterations retrieved from SAAo are
composites that contain transliterations of each inscribed side of the clay tablet. To obtain
consistent tuples of tablet image and transliteration, data preprocessing performs three
key steps for each clay tablet:

1. Extract the different tablet views from composite image. (Segmentation)

2. Extract the different transliteration sides from composite transliteration file. (Parsing)

3. Find an assignment between the tablet views and transliteration sides. (Assignment)
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Figure 5.3: Composite image of clay tablet with segmented views. This figure contains image
material shared by the British Museum under a (CC BY-NC-SA 4.0) licence.

Segmentation of Composite Images

We segment the composite images to separate the different tablet views into individual
tablet images. As the composite images are mostly placed on a high-contrast background
(e.g. black or white), the segmentation of the individual views can be solved with a standard
segmentation algorithm. We use the image segmentation algorithm by Felzenschwalb et al.
[65] as implemented in the scikit-image library [217].

Before segmentation, we rescale all composite images to the same height of one thousand
pixels. For the Felzenschwalb segmentation, we set scale=1600 to capture only large
segments, use sigma=0.8 for smoothing, and set min_size=1000. After the segmentation,
we merge segments whose intersection-over-union is larger than 0.2. Finally, all segments
with an area smaller than 3000 pixels are removed and we obtain a list of candidate
segments that most likely correspond to the actual views (sides) of the clay tablet. While
the segmentation works well for most tablets, there are difficult edge cases due to partly
broken tablets and overlapping views. To catch these outliers, we postprocess the results
during the data cleaning step.

Parsing of Transliteration

The transliterations are provided as JSON data files whose format is customized for the
ORACC transliteration data. It follows a hierarchical organization where on the highest
level metadata about the clay tablet are stored, followed on the next lower level by the
transliterations for all inscribed sides. Besides the relative position of cuneiform signs,
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transliterations contain additional information about the cuneiform signs, in particular
their reading, their grammatical function (logogram, syllable, determinative), their state of
preservation, and special damage markers. However, the level of detail of the information
varies between transliterations due to individual preferences and digitization procedures.

For each clay tablet, we first split the corresponding JSON file into the different sides of
transliteration. Then for each transliteration side, we parse the JSON data format and
convert it into a data table where each sign in the transliteration corresponds to a row
with the metadata1 in the columns, in particular sign reading, sign code class, line number,
line position, word number, state of preservation, tablet view, CDLI number. As a unique
identifier of the sign code class, we use the encoding from Borger’s MZL [29] (described in
Sect. 4.2.2) which covers all signs used in Neo-Assyrian cuneiform.

Assignment of Tablet Views to the corresponding Transliterated Sides

To obtain a consistent dataset, the correct assignment between tablet views and translit-
eration sides needs to be determined for each clay tablet. The transliteration sides come
with a label that indicates the side. However, identifying the tablet views in the composite
image is often challenging, as the number of views shown and their layout in the composite
image varies between clay tablets. The variation in the composite images is due to the
fact that clay tablets vary in their shape and the number of inscribed sides. Nevertheless,
composite images follow certain conventions and share certain properties which we leverage
in our solution of the assignment problem.

To reduce the complexity of the assignment problem, we only focus on the front and
back views (obverse and reverse) of the clay tablets. Since most of the clay tablets are
shaped as rectangular cuboids, the obverse and reverse of a tablet (obv. and rev.) are the
largest segments in the composite image which contain most of the cuneiform writing and
are the easiest to identify. By analysing the collected composite images, we devise several
heuristics to reliably identify the obverse and reverse segments in the composite image.
Fig. 5.4 provides an overview of the heuristics used.

5.2.3 Data Cleaning

The data pre-processing step significantly adds to the number of errors already present
in the collected dataset. The goal of data cleaning is to remove or fix as many errors as
possible to ensure the integrity of the dataset. In the case of the cuneiform sign detection
dataset, we have identified the following common error sources:

• Error in segmentation (e.g. two views segmented as one, view not segmented at all,
damaged version of tablet)

• Error in assignment (e.g. wrong tablet view selected as obverse or reverse, swap of
obverse and reverse)

• Deviation from the standard format of a tablet image or transliteration (e.g. two-
column clay tablets, multiple tablets in single composite image, difference in translit-
eration format)

1For additional details regarding the data format, please consult the website of the dataset: https:

//github.com/CompVis/cuneiform-sign-detection-dataset
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Obverse and reverse 
1) are largest segments
2) have the most signs 

Largest column of 
segments of similar width 
indicates horizontal location 
of obverse and reverse

Segments on the left or right 
of similar height indicate 
obverse or reverse

Obverse is 
above reverse

Figure 5.4: Heuristics for the assignment of sides of transliteration (obverse and reverse) to
segmented tablet views. These are heuristics as there is no general rule how composite images
are arranged. This figure contains image material shared by the British Museum under a (CC
BY-NC-SA 4.0) licence.

Figure 5.5: Two outlier composite images that cause problems during automatic assignment. Left:
Cuneiform tablet in two-column format. Right: Fragments of multiple tablets in one composite
image. This figure contains image material shared by the British Museum under a (CC BY-NC-SA
4.0) licence.

Similar to the segmentation and assignment, we also automate the data cleaning step.
For this purpose, we devise a set of handcrafted features that allow to verify the assignments
and detect potentially erroneous cases automatically. The following four features are used
during data cleaning: 1) line count: compare the number of transliterated and detected lines
(requires a line detector); 2) sign count: compare the number of transliterated and detected
signs (requires a sign detector); 3) alignment ratio: perform an image-transliteration
alignment and check the ratio of aligned signs (requires alignment method); and 4) swap
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(a) Sign annotations. (b) Line annotations.

Figure 5.6: During data annotation, experts produces sign and line annotations for the full
segmented tablet view based on existing transliterations. (A) Line annotations for a tablet image
consist of piece-wise linear segments (identified by index in red box). A line (identified by index in
blue box) can consists of multiple disconnected segments. (B) Sign annotations consist of bounding
boxes and corresponding class labels. This figure contains image material shared by the British
Museum under a (CC BY-NC-SA 4.0) licence.

alignment ratio: test swapping obverse and reverse assignment for better match (requires
alignment method). For each pair of tablet image and transliteration, we check for strong
deviations in any of these features and remove the abnormal samples. In the case of a
swapped obverse and reverse, we directly fix the assignment.

With data cleaning features, we face a chicken-and-egg problem, as we rely on line and
sign detectors to evaluate the features and obtain a clean dataset, while in turn we need a
clean dataset to obtain the detectors. We resolve this problem by bootstrapping: First, we
create a preliminary dataset without data cleaning to obtain preliminary detectors. Second,
we use the preliminary detectors to perform data cleaning and obtain a clean version of
the cuneiform sign detection dataset.

5.3 Data Annotation

To support the quantitative evaluation and testing of a cuneiform sign detector, it is essential
to obtain manual annotations (as ground truth) for a small subset of the cuneiform sign
detection dataset. We rely on two types of manual annotations that are produced for a
segmented view of a clay tablet as shown in Fig. 5.6: 1) A sign annotation which consists of
a bounding box enclosing the sign and a label for its sign code class. 2) A line annotation
which consists of multiple points marking the center of a cuneiform text line. Manual
annotations are always created for the full segmented view of a clay tablet, i.e. annotating
all visible signs and lines in a tablet image. Otherwise, if not all visible signs are properly
annotated, the evaluation could be distorted.
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Sign Annotations

Sign annotations are bounding box annotations that are produced by drawing rectangles
around cuneiform signs and labeling them with their respective sign code classes. Localizing
and classifying cuneiform signs requires expert knowledge as we described in the previous
chapter (Sect. 4.2). The manual annotation of cuneiform script would be even more
time-consuming, if not for the availability of transliterations. Transliterations speed up
the manual annotation process as they provide a sign-by-sign representation of the tablets
content which avoids most of the ambiguity involved in reading cuneiform script. Thus,
they additionally reduce the number of errors introduced during the manual annotation.
The produced sign annotations are primarily collected for the evaluation of the sign detector
(testing), but are also utilized for the comparison of different learning approaches (training)
as in Sect. 6.5.6.

Line Annotations

A line of cuneiform text is annotated as a sequence of connected linear segments (piece-wise
linear segments) by marking points on the line: the start, end, and points in between to
cover curved text. Most line annotations only consist of four linear segments (five points).
Since lines are prominent features in cuneiform clay tablets and easily recognizable even
for laypeople, their annotation does not require expert knowledge and is fast compared
to sign annotations. The produced line annotations are primarily used for training and
testing of a line detector (Sect. 6.4.2). Additionally, they help evaluating the quality of the
sign annotations (Sect. 7.4.3).

Expert Annotators

Five Assyriology researchers (master and PhD students) assisted in the manual annotation
of clay tablet images. Besides producing sign and line annotations for the segmented tablet
images, the expert annotators also performed the following important tasks: First, they
verified the existing annotations of a smaller dataset provided by the preliminary work
of Klinkisch [125]. Second, for each annotated tablet view, the annotators verified the
assignment between segmented view and transliteration side, and corrected it if necessary.

Web Application

We employed a custom web application implemented in PHP and JavaScript to facilitate
the manual annotation of tablet images. It is specifically designed for cuneiform sign
annotation and detection. The integration of the sign detector is described in Sect. 6.6.8.
Fig. 5.7 shows a screenshot of the web application during editing the sign annotations of a
tablet image. We built on the web application originally developed as part of the work
by Klinkisch [125] and significantly adapted it in close exchange with expert annotators
to simplify the annotation process further. The web application offers the following core
functionalities: 1) create collections of tablet images, 2) upload tablet images, 3) apply a
cuneiform sign detector, 4) visualize cuneiform sign detections, and 5) annotate cuneiform
signs and lines.

An important feature of the web application is its internal dictionary of cuneiform sign
code classes that is available as a dropdown window during the annotation process. It
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Figure 5.7: The screenshot shows the web application, while a user edits sign annotations of a
tablet image. This figure contains image material shared by the British Museum under a (CC
BY-NC-SA 4.0) licence.

provides a cuneiform sign list in the sense of [29] with readings, sign visualization and an
example for each sign code class.

Human-in-the-loop

Additionally, to further reduce the burden of manual annotation, a sign detector (as
proposed in Chapter 6) can be leveraged inside the web application to assist the annotator
with its sign detections in a human-in-the-loop manner [185]. Instead of annotating tablet
images from scratch, the annotation process is simplified to correcting the erroneous
sign detections, i.e. changing labels and fixing bounding boxes. While the provided web
application offers a basic implementation of this approach, it could be further refined using
active learning strategies [164].

5.4 Results

Table 5.1 summarizes the results from data collection, preparation, and annotation. In the
following we describe the results of the individual steps in more detail.

Data Collection

Data collection yields over four thousand data samples of clay tablets which come with
a composite image and a corresponding transliteration. While there would be about six
hundred more transliterations available, the composite images are the limiting factor here.
The data collection step is significantly simplified due to the cooperation between CDLI
and ORACC project and their adoption of CDLI numbers as an unique identifier of clay
tablets. The SAAo project also proved to be a rich data source, which is apparent in the
number of jointly available tablet images and transliterations.
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Data Preparation

Data preparation is not able to assign all available tablet views with their respective
transliteration sides, but still yields over six thousand pairs of tablet image and translitera-
tion side. These tablet images contain over 500k visible signs and 80k lines. During data
preprocessing, the segmentation of the composite images works well for the dataset except
for a few edge cases. In contrast, the assignment step of data preprocessing is far more
error-prone. Despite data cleaning, a substantial number of errors remain in the prepared
dataset. We estimate that about five to ten percent of the assignments of tablet image to
transliteration side may be erroneous (see Sect. 7.4.3 for details on this estimate). Since
expert time is limited, only a little time was available for the correction of the assignments
in the dataset, while most of it was spent on the manual annotation of cuneiform signs
described in the next section. Thus, any learning approach based on this dataset has to
take into account this level of noise in the training data.

Data Annotation

Data annotation yields annotations for over 455 tablet views with over 25k annotated
signs and over 5k annotated lines. In total, about 200 person-hours were invested in sign
annotation and about 10 person-hours in line annotations. Using the web application in a
human-in-the-loop manner (based on a preliminary cuneiform sign detector), the fastest
expert annotators were able to produce about 180 bounding box annotations per hour.
However, the annotation speed varied significantly not only between annotators, but also
between particular clay tablets due to changing levels of difficulty in reading the texts.
Overall, the annotators averaged about 125 signs per hour. While less than five percent
of the available signs were annotated, the amount of manual annotations is more than
sufficient for thorough evaluation and testing of a machine learning approach.

Collection-specific Results

The data retrieved from the SAAo project is organized in collections according to text
genre. Table 5.2 provides the collection-specific results of data collection, preparation,
and annotation. The number of clay tablets varies across collections, with the smallest
consisting of less than ten and the largest having more than five hundred clay tablets.
Data preparation performs similarly across the collection, assigning on average over 90% of
the available composite images to their transliterations. For most collections, we at least
obtained some manual annotations to have the flexibility to evaluate sign detection across
different genres.

5.5 Data Splits

From the prepared data, we build multiple datasets that are dedicated to different sub-
problems of reading cuneiform script. In particular, we build a dataset for line detection
(see Sect. 6.4.2), a dataset for sign detection, and a dataset for linguistic refinement (see
Sect. 7.4.1). The scope of each dataset depends on the requirements of the machine learning
subproblem. In the case of linguistic refinement, a NLP-based approach, we use all available
transliterations. While for line and sign detection, we only rely on subsets of the available
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Table 5.1: Aggregated statistics of SAAo after performing data collection, preparation and
annotation. The term visible signs refers to transliterated signs that are not marked as broken.

Step Parameter Count

data collection
tablets w/ transliteration 4770
tablets w/ composite image 4181
tablets w/ both 4172

data preparation

assigned tablets 3829
assigned views 6505
lines w/ visible signs 87520
visible signs 574756

data annotation
views w/ annotations 455
annotated lines 5482
bounding box annotated signs 25578

Table 5.2: Statistics of SAAo collections after performing data collection, preparation and annota-
tion.

Data collection Data preparation Data annotation
(w/ image) (w/ assigned TL) (w/ bbox annos)

Collection Tablets Tablets Views Views Signs

saa01 249 230 385 30 1720
saa02 7 5 9 9 1661
saa03 31 28 50 50 6888
saa04 280 260 442 59 2631
saa05 287 259 419 19 563
saa06 285 277 521 41 1874
saa07 196 177 293 17 473
saa08 545 501 864 33 1114
saa09 10 7 12 12 1190
saa10 365 355 637 19 1626
saa11 195 170 257 10 133
saa12 69 58 80 7 340
saa13 194 187 328 0 0
saa14 354 318 538 6 141
saa15 381 344 545 44 1750
saa16 231 213 350 0 0
saa17 198 175 298 34 1500
saa18 187 169 302 27 766
saa19 117 96 175 38 1208

Sum 4181 3829 6505 455 25578
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Table 5.3: Collection sources of the two train sets and the test set.

Set BB annotations Collection sources

Train-TL X saa01, saa05, saa08, saa10, saa13, saa16
Train-BB X TrainPK, saa05, saa09

Test X TestPK, saa03*, saa06

* only a subset of all annotated tablet images in saa03 is used

Table 5.4: Composition of the two train sets and the test set.

Set BB Signs Views Tablets Weakly Semi-
annotations sup. sup.

Train-TL X 185399 2983 1745 X X
Train-BB X 4663 67 47 X X
Test X 3446 57 34 - -

data. When selecting subsets of the dataset, we follow the organization of SAAo and
combine data from individual collections. Since each collection covers different text genres,
the combination of multiple collections ensures a representative and diverse dataset.

5.5.1 Cuneiform Sign Detection Dataset

The cuneiform sign detection dataset is built for the training and evaluation of a cuneiform
sign detector. Following standard practice, we also create training and test splits for the new
dataset. Furthermore, a standard dataset for object detection usually consists of images
where all objects of interest have been annotated with bounding boxes to support not only
evaluation but also supervised learning of the object detector. Similarly, the cuneiform
sign detection dataset also contains a subset of fully annotated tablet images that are split
into a train (Train-BB) and test set (Test). Unlike standard datasets, the cuneiform sign
detection dataset also includes a large subset comprising tablet images without bounding
box annotations, since most of the available tablet images are not annotated. This subset
forms another training set (Train-TL) that supports weakly supervised learning.

Table 5.3 lists the splits of the cuneiform sign detection dataset and the corresponding
collection sources. Besides the collections listed in Table 5.2, we also rely on two collections
(TrainPK and TestPK) that are based on sign annotations produced during the work by
Klinikisch [125]. In Sect. 5.5.2 you find details on the collections of this legacy dataset.
In the case of the Train-BB and Test splits, we only use the annotated subset of tablet
images from each collection. The only exception is the saa03 collection, where we only use
a subset of all annotated tablet images, since most of the sign annotations were created,
after the conclusion of our experiments.

Table 5.4 provides an overview of the cuneiform sign detection dataset. For training,
the number of available segmented views (images) depends on the form of training (i.e.
weakly supervised, or semi-supervised): For purely weakly supervised training, we use 2983
segmented views with their associated transliterations (Train-TL). For semi-supervised
training, we additionally use up to 67 views (Train-BB) where all visible signs are annotated
with bounding boxes (BB). For validation, we use 31 annotated views from Train-BB as
a hold-out validation set (with 1753 sign annotations) to optimize hyperparameters. For
testing, we use another 57 annotated views (Test).
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Table 5.5: Statistics on data collection, preparation and annotation for legacy collections.

Data collection Data preparation Data annotation
(w/ image) (w/ assigned TL) (w/ bbox annos)

Collection Tablets Tablets Views Views Signs

Train-PK [train] 27 27 38 36 2910
Test-PK [testEXT] 11 9 16 16 1572
TrainTL-PK [ransac] 17 17 17 1 116

Sum 55 53 71 53 4598
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Figure 5.8: Frequency distribution of segmented views with respect to the number of signs (upper
plot) or sign code classes (lower plot).

5.5.2 Legacy Dataset

As part of the work by Klinkisch [125], an initial dataset for cuneiform sign detection
was built, which we adapted and extended with additional annotations. In Table 5.5 we
show the structure and properties of the legacy dataset. The dataset is organized in three
disjoint collections: Train-PK, Test-PK, TrainTL-PK. Two collections are used in the
larger cuneiform sign detection dataset described in Sect. 5.5.1.

5.6 Data Understanding

In the following, we analyse the statistics for tablet images and sign code classes of the
cuneiform sign detection dataset. Since cuneiform tablets were used for various purposes
comparable to a piece of paper (cf. Chapter 4), it is interesting to study how the quantity
of written text varies between tablets. Similarly, it is interesting to study how the usage of
many cuneiform signs varies across the dataset.

5.6.1 Tablet Image Statistics

In Fig. 5.8 we study the size of the tablet images (segmented views) in terms of the number
of visible signs and the number of distinct sign code classes. We find that the dataset is

74



5.6 Data Understanding 5 Dataset for Cuneiform Sign Detection

skewed towards smaller tablet images that on average contain about 73 visible signs and
have about 38 distinct sign code classes. Nevertheless, there is also a substantial amount
of medium-sized to large tablet images (100 to 400 signs). Interestingly, the majority of
tablet images features less than 100 different sign code classes, which supports the finding
that back in the days the knowledge of less than 200 sign code classes was sufficient for
everyday usage of cuneiform script.

5.6.2 Sign Code Classes

We provide an overview of the different cuneiform sign code classes in the cuneiform sign
detection dataset. In this analysis, we only consider the 186 different cuneiform sign code
classes that are present in the train set and have at least one annotated example in the
test set. In Sect. 7.4.1 we provide an analysis of all 342 cuneiform sign code classes that
are found in the transliterations of the SAAo dataset.

Sign Code Classes used for Detection

Fig. 5.9 illustrates the fine-grained nature of the sign detection task. The diversity as well
as the similarity between sign code classes is apparent by just comparing the characters
printed in a Unicode cuneiform font [215]. We show the cuneiform signs sorted according
to their sign code as introduced in Borger’s sign listing [29], which groups signs according
to common substructures and similarity. Often cuneiform signs are composites of several
smaller signs, where the only difference between two classes is a single wedge. Besides
the high inter-class similarity, the variation between signs of the same class in real tablet
images is high, which we illustrate in Fig. 6.21.

Frequency of Sign Code Classes

Fig. 5.10 visualizes the frequency of the 186 sign code classes in Train TL set (unlabeled
tablet images with transliteration). We only count an occurrence of a sign in Train TL,
if it is not labeled as broken in the transliterations. The resulting frequency distribution
roughly follows a Zipfian distribution (discrete Pareto distribution). When visualized in
log-scale, the exponential distribution becomes a linear trend. Further, we can observe
that the least frequent 25 sign code classes have less than 100 occurrences, whereas the
most frequent 25 have more than 2000.
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Figure 5.9: Unicode characters of sign code classes considered for detector training. We show all
cuneiform signs which are supported by the Unicode font (181 out of 186).

Figure 5.10: Plot of the (1-gram) frequency of the 186 sign code classes in the Train TL set
with classes ranked according to their frequency. In the upper plot the exponential drop in class
frequency is visible, which indicates a discrete Pareto distribution. This is confirmed by the lower
plot with logarithmic scale that shows a linear trend for most of the classes.
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CHAPTER 6

Weakly Supervised Cuneiform Sign Detection

The cuneiform script provides a glimpse into our ancient history, however, reading age-old
clay tablets is time-consuming and requires years of training (cf. Chapter 4). To simplify
this process, we present a deep-learning based sign detector that locates and classifies
cuneiform signs in images of clay tablets. We propose a weakly supervised learning approach
that leverages existing transliterations (sign-by-sign representation of tablet content in
Latin script) to supervise the sign detector training - without requiring manual sign
annotations. Since a transliteration does not provide the absolute position of cuneiform
signs in a tablet image, our method learns how to align hundreds of tablet images and
corresponding transliterations in parallel in order to generate localized annotations for
detector training. This is significant because the proposed method shows how to perform
weakly supervised learning in a difficult fine-grained detection setting.

To the best of our knowledge, this is the first approach to demonstrate robust sign
detection for over a hundred sign code classes evaluated on a large and diverse collection of
tablet images as described in Chapter 5. Since our method is applicable to cuneiform script
of different periods, it enables large-scale digital analysis of cuneiform script in the field of
Assyriology, thus helping to more efficiently open up the treasures of human civilization.
To directly support Assyriologists in their analysis of cuneiform texts, we also present a
web application of the cuneiform sign detector, thus making it easily applicable.

6.1 Introduction

Even for experts, the process of reading and analyzing clay tablets is difficult and time-
consuming. To support Assyriologists in their analysis, we want to facilitate the decipher-
ment of cuneiform script. In particular, our goal is to obtain a cuneiform sign detector that
outputs for a tablet image where a sign is located (bounding box enclosing the sign) and
what sign code class it belongs to (according to Borger’s sign list [29]) as shown in Fig. 6.1.
Our aim is not to replace Assyriologists by automatically generating a transliteration
or translation, but rather to support them with sign detection as a fundamental part
of reading cuneiform script. For this purpose, we also present a web application that
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Tablet images Transliterations

1
2
3
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5
6
7
8

Generated sign annotations

Tablet image Sign detections

Weakly supervised training

 Alignment/Localization

 localized & classified signs

Weak supervision: only relative position of classified signs

Output

Input

Assyriology

Cuneiform
sign 

detector

rest broken away

beginning broken away

Figure 6.1: Overview of our approach. To support Assyriologists we train a cuneiform sign detector
to localize and classify cuneiform signs in tablet images. The sign annotations necessary for training
the sign detector are automatically generated by localizing signs of existing transliterations in their
tablet images. This alignment turns weak supervision of the transliteration into full supervision in
terms of bounding boxes. Image material at the top is shared by The Metropolitan Museum of Art
under a CC0 license. Image material below by the authors.

makes the cuneiform sign detector readily available to Assyriologists, which we illustrate
in Sect. 6.6.8.

Ideally, we would follow a standard machine-learning approach and train a sign detector
from thousands of annotated examples of cuneiform signs (supervised learning) [108,
218, 219, 240]. However, a sufficient amount of training data in the form of bounding
box annotations is not available and its collection is time-consuming and requires expert
knowledge. Moreover, due to the changes in cuneiform script over time, we would need to
collect multiple training sets. Instead of manually creating new annotations, it is more
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natural to use existing transliterations that are an essential part of Assyriologist’s work
and available for thousands of tablets via the ORACC websites [161].

While the transliteration1 provides a sign-by-sign representation of the tablet content,
it does not explicitly localize each sign in the 2D tablet image. If we want to learn how
to detect cuneiform signs from tablet images and corresponding transliterations (weakly
supervised learning), we need to localize the transliterated signs for each 2D image, i.e.
solving the inverse problem with respect to sign detection as shown in Fig. 6.1. We
can understand the transliteration as a Rosetta stone [2, 166] for learning how to detect
cuneiform script: By aligning image and transliteration, we identify correspondences in
different representations of the same underlying text. These correspondences provide
examples for training a better sign detector that in turn improves the alignment of image
and transliteration. By repeating this process in parallel over hundreds of tablet images,
our approach gradually learns how to detect signs, starting with frequent and easy-to-locate
signs, and step-by-step filling in the remainder. Instead of teaching the algorithm by
annotating thousands of examples manually, it learns from existing 2D tablet images and
corresponding transliterations.

From a machine-learning perspective, the transliteration provides weak supervision, in
contrast to the fully supervised setting with available bounding box annotations. Weakly
supervised learning is an important research area as it is one of the most common learning
scenarios found in the wild as described in Sect. 2.4.2. Learning to detect cuneiform
script challenges us to find new ways to bridge the gap between weak and full supervision,
enabling state-of-the-art cuneiform sign detection for over a hundred sign code classes
without requiring manual annotations. While our proposed solution deals with cuneiform
sign detection, similar problems (fine-grained detection, few annotations) occur in other
ancient scripts that might profit from our weakly supervised approach.

In the following we summarize the related work, describe our approach in detail, evaluate
our approach and its components thoroughly in a number of experiments, and finish with
a discussion of our approach and its implications for computer vision and Assyriology.

6.2 Related Work

Digitization and Analysis of Cuneiform Script Cuneiform tablets have been digitized
in various forms that strongly differ in their availability and production cost. Cuneiform
tablets are best studied in their original form as 3D objects: signs are often found not only
on the front and back but also along the edges, and their visibility depends on lighting
and viewpoint. Thus working with 3D scans of tablets is desirable [8, 48, 52, 71, 146].
From 3D scans, 2D representations are derived that are used for recognition [118, 181].
Similarly, autographs can be used as input for a detector [27, 28, 62, 231]. However, the
creation of 3D scans or autographs is expensive and time-consuming. In contrast, we rely
on 2D images of tablets (each a composite image of different tablet sides) which are readily
available online [49].

Text and Handwriting Recognition There are three categories of computer vision ap-
proaches for text or handwriting recognition: Character-based [102, 108, 152, 207, 218,

1In the context of this thesis, we refer to the transliteration as the sign-by-sign representation in terms of
sign code classes, rather than sign readings as explained in Sect. 4.2.2.

79



6 Cuneiform Sign Detection 6.3 Approach

219], word-based [88, 138, 139, 240], or line-based approaches [35, 86, 221]. Unlike a
character-based approach that localizes and classifies a sign in one step, the word-based and
line-based approaches only localize words or lines of a text, which are then transcribed into a
sequence of signs without explicit sign-level localization. In the context of cuneiform script,
line-based approaches suffer from the noise introduced by the additional line detection step,
since lines are often damaged and tricky to follow due to gaps and offsets. A word-level
approach is ill-suited due to polyvalence of cuneiform signs that allows to assemble a
word from various, often ambiguous combinations of signs. We adopt a character-based
approach that results in a sign detector that directly outputs bounding boxes for individual
cuneiform signs. Sign-level bounding boxes help to explain the decision making of the
detector and thus provide a crucial asset for Assyriologists.

Learning with Limited Supervision Character-based methods [102, 207] have been pro-
posed that use word-level annotations in a weakly-supervised learning framework. While
they infer the positions of individual characters from the bounding box around a word, our
approach localizes cuneiform signs by aligning the image of a clay tablet with its transliter-
ation which usually involves multiple lines of cuneiform script. Additionally, our method
works without an initial set of training annotations. Beyond weak supervision, there are
unsupervised approaches. Using synthetic data is a common approach for (pre-)training a
detector for typed texts unlike handwriting [88, 138]. Recently, a method for the generation
of cuneiform script has been proposed with promising results [183], but the outputs still
lack the diversity of real-world data needed to train a robust sign detector. [23] uses a
probabilistic model to infer the most likely transcription of historic printed texts. [87]
proposes a generative adversarial network to train a character classifier from unpaired
data of line segmentations and unaligned text transcriptions, only requiring them to be
remotely related. While these approaches show promising results for printed English text,
they are not directly applicable to non-Latin handwritten scripts with far more characters
that are written without regular spacing between words and that possess a high degree of
self-similarity.

6.3 Approach

Training a cuneiform sign detector requires thousands of sign annotations. Instead of
requiring manual annotations, our weakly supervised approach generates sign annotations by
automatically aligning hundreds of tablet images with their transliterations in parallel. We
propose an iterative learning procedure that alternates between generating sign annotations
and training the sign detector. We model the sign detector as a convolutional neural
network (CNN) whose representation of cuneiform signs is updated in each iteration of
iterative training.

To start iterative training, an initial set of sign annotations is required to train a first
sign detector. Since the transliteration only provides the relative positions of cuneiform
signs, we propose a sign placement method that relies on line detections to turn the relative
positions of the transliterated signs into actual bounding boxes in the tablet image (placed
detections). To keep improving the sign detector, it is necessary to increase the quality
and quantity of generated sign annotations from iteration to iteration. When applying the
trained sign detector on tablet images (of the training set), this produces raw detections
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Figure 6.2: Weakly supervised training of sign detector comprises an iterative training loop with
three steps. In each iteration the sign placement method localizes transliterated signs in the tablet
image using detected lines and aligned detections as reference points. In the second step, the aligned
& placed detections serve as sign annotations for training a sign detector. In the third step, the
image-transliteration alignment filters the raw sign detections produced by the sign detector after
the second step. Only the raw detections that are consistent with the transliteration and the line
geometry are selected. The resulting aligned detections are very reliable sign annotations, which
boost sign detector training in the next iteration. As preprocessing, we detect lines in all tablet
images to simplify localization and alignment. Image material by the authors.

with few true positive (TP) and many false positive (FP) sign detections. By aligning
transliterated signs with raw detections in a tablet image, our method identifies a reliable
subset of raw detections (aligned detections) that are most likely TPs and can serve as sign
annotations for the next training iteration. When aligned detections become available after
the first iteration, the task of sign placement shifts to localizing the unaligned signs left in
the gaps between aligned detections. As summarized in Fig. 6.2, our approach performs
three key steps in each iteration of iterative learning:

1. Localize transliterated signs in the tablet image using detected lines and aligned
detections as reference points (sign placement).

2. Train a sign detector using the generated aligned & placed detections as sign annota-
tions (sign detector training).

3. After applying the sign detector, refine the raw detections by optimizing the alignment
between transliteration and tablet image (image-transliteration alignment).

To better understand why the placement and alignment methods are essential for iterative
learning, we can think about their interaction in terms of exploration vs. exploitation:
The placement method provides an initial sign localization and later fills the gaps between
aligned detections which include valuable training samples of sign code classes yet to be
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learned by the detector (exploration). In contrast, the alignment method converts weak
supervision from transliterations into high-quality aligned detections (exploitation). The
ability to explore new sign code classes is of particular importance due to the problem of
sign code class imbalance: Many sign code classes are rare in cuneiform script because
their occurrence follows a Zipfian distribution as shown in Fig. 5.6.2. During iterative
learning, the sign detector is biased to perform best on sign code classes with the most
training data, while ignoring rare sign code classes. To counter this effect, sign placement
injects sign annotations that are difficult-to-learn or belong to rare sign code classes into
the iterative learning process.

Line Detection Before iterative learning, line detection is performed as a preprocessing
step on all tablet images. Cuneiform text is commonly inscribed along lines. Since
these lines are easy to detect, we can simplify the alignment between tablet image and
transliteration. Given the lines in a tablet image, the full alignment problem is decomposed
into a line-level alignment (that matches detected with transliterated lines) and for each
line a sign-level alignment (that matches detected with transliterated signs). Knowing the
position of each line can effectively reduce the sign localization in a 2D tablet image to an
1D search along a line, significantly constraining the number of possible solutions.

We propose a line detection method for cuneiform script that benefits the three steps
of our learning method described in the following paragraphs. As shown in Fig. 6.2, it is
implemented as a CNN for line segmentation (pixel-wise labeling of line/no line) whose
output is postprocessed using a straight line Hough transform [61] voting for line detections.
We provide the implementation details of the line segmentation network, its training, and
the postprocessing in Sect. 6.4.2.

Sign Placement Transliterations only provide a relative placement of some signs to
another, but not the exact locations of individual cuneiform signs in the tablet images
(bounding boxes), essential for training a sign detector. In the first iteration of iterative
training, the sign placement method combines the relative sign positions from the translit-
eration with line detections in the tablet image in order to generate an initial set of sign
annotations as shown in Fig. 6.2. The detected lines serve as reference lines along which to
place sign bounding boxes. For the line-level alignment, we match the detected lines with
transliterated lines from top to bottom. The heights of sign bounding boxes are derived
from the distance between detected lines. The widths are computed by multiplying the
sign heights with a class-specific sign width from a precomputed statistic. Even though
only a small percentage of placed sign detections are correct, applying this method to
hundreds of tablet images still yields a substantial number of valid sign annotations that
our learning method can exploit iteratively.

In later iterations of iterative learning, the sign placement additionally leverages the
aligned sign detections in order to localize the remaining unaligned signs from the translit-
eration. The aligned detections serve as additional reference points throughout the tablet
image that complement the reference provided by the detected lines. In particular, the
localization of signs close to aligned detections is improved. Therefore, the more aligned
detections become available during iterative training, the better the remaining unaligned
signs can be localized. Also the line-level alignment is now adopted from the previous
image-transliteration alignment step. More details on the implementation of sign placement
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are provided in Sect. 6.4.3.

Besides providing an initialization for our learning method, in later iterations the sign
placement step drives the learning of sign code classes not yet learned by the sign detector.
Placed detections correspond to transliterated signs that have either not been detected or
not been aligned successfully, and thus have the potential to be valuable training data for
the next round of detector training. Through iterative learning with placed detections, the
sign detector gradually learns to distinguish new sign code classes.

Sign Detector Architecture The CNN of the sign detector is based on the Single Shot
Multi-Box Detector (SSD) architecture [137] for generic object detection, which we adapt
for the detection of cuneiform signs. It defines a dense grid of anchor boxes over the input
image and outputs for each box a class prediction as well as a regression of box coordinates
for a better fit. It uses a class-generic bounding box regression, which is beneficial for
classes with few examples [212]. We also extend the sign detector with a feature pyramid
network [134] that enables SSD to cover additional image scales to detect signs of different
sizes. This increases the sign detector’s robustness against scale changes in the cuneiform
script. More implementation details are provided in Sect. 6.4.4.

As backbone architecture of the sign detector, we use a MobileNet-v02 [187] with the
width multiplier set to 0.625, since it shows good performance and has few trainable
parameters which helps with regularization. We further reduce its capacity by removing the
last inverted block and increasing the stride of the first layer to two for faster downsampling.
A comparison of other backbone architectures is provided in Sect. 6.6.6.

Sign Detector Training When we train a cuneiform sign detector, we improve its internal
representation of cuneiform signs. Different cuneiform signs share the same representation
that captures the commonalities between signs. Since cuneiform signs are all constructed
from very similar parts (wedges), success in the distinction of some sign code classes
already lays the foundation for the distinction of yet unlearned sign code classes. Erroneous
and ambiguous training samples are difficult to integrate into the learned representation
and tend to be ignored. Thus the sign detector training provides in itself an critical
regularization that filters out the noise in the generated sign annotations.

In each iteration of iterative training, the sign detector is trained on the aligned &
placed detections as shown in Fig. 6.2. The training of a sign detector heavily relies
on difficult negative examples of sign detections (hard negatives), e.g. bounding boxes
centered between two lines. During sign detector training, hard negatives are automatically
sampled in the close proximity of the generated sign annotations (positives). However, the
generated aligned & placed detections only approximate ground truth annotations, and
misplaced detections as well as undetected signs are part of the iterative learning process.
Since aligned & placed detections only account for a subset of all visible signs in the tablet
images, the automatic sampling of hard negatives can erroneously produce positive sign
detections labeled as negatives (false negatives) which inhibits detector training. Our
proposed method allows detector training despite incomplete and sometimes erroneous
sign annotations. While we do not know the ground truth sign locations of all visible signs,
we consider the line segmentation as a reliable indicator for their presence. By means of
line segmentation, we mask and discard all potential FP training samples in regions of the
tablet image that are not covered by the aligned & placed detections (blue regions outside
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of bounding boxes in Fig. 6.2). The resulting proxy ground truth (GT) incorporates all
generated sign annotations and many valuable hard negatives, while reducing the negative
impact of false negatives.

Our approach allows the integration of expert knowledge in the form of manual annota-
tions, e.g. correcting some of the generated sign detections. While our learning approach
works weakly supervised (without full supervision), we find that complementing the weak
supervision (i.e. transliterations) with a small number of sign annotations is beneficial
in such a fine-grained detection setting. For this purpose, we extend the sign detector
training with an optional fine-tuning step that trains the sign detector with a reduced
learning rate on training samples annotated by experts. This form of training is referred to
as semi-supervised learning because sign annotations are only available for a small subset
of the training data. The rest of the training data remains weakly supervised. During our
experiments, we evaluate the sign detector training in both cases, purely weakly supervised
and semi-supervised. In Sect. 6.4.4 and Sect. 6.5.2, we provide details on false-positive
masking, fine-tuning, and hyperparameters for training.

Image-Transliteration Alignment There are many causes like damaged signs or wedge-
shaped cracks that can fool a cuneiform sign detector to produce FP sign detections. We
close the iterative training loop of our approach by including an image-transliteration
alignment step that serves as a filter for the raw detections of the sign detector. By selecting
only sign detections that are successfully aligned with transliterated signs, we obtain a set
of reliable detections for the next iteration of iterative training.

By extracting reliable aligned detections from the raw output of the sign detector, the
image-transliteration alignment addresses two problems caused by an inherent discrepancy
between tablet image and its transliteration: First, the transliteration does not record every
visual detail found in the tablet image like writing style, gaps in the lines, or damage to the
clay tablet. Second, the transliteration often goes beyond what is actually visible in a tablet
image. An Assyriologist may infer additional cuneiform signs due to context knowledge
like multiple text sources, language understanding etc. While broken and damaged parts
of the script are often documented, the level of detail varies between transliterations.

The optimization of the image-transliteration alignment yields a set of aligned detections
that is consistent with the top-down information from transliteration and line geometry as
well as the bottom-up information from line and sign detections. Due to line detection, we
can decompose the problem of aligning transliterated signs of the transliteration with raw
detections in the tablet image into two individual alignment problems as shown in Fig. 6.2:
1) Aligning transliteration lines with detected lines in the tablet image (line-level alignment).
2) Solving the line-wise alignment problem of localizing signs from the transliteration in
the detected line (sign-level alignment). Compared to a full-image alignment, this line-wise
decomposition results in local subproblems with constrained search spaces that increase
the chance of finding a correct solution and speed up computation. Additionally, difficult
lines (sub-problems) can be skipped without impacting easier lines that can already be
aligned in early iterations of our learning method. In the following we formulate both
line-level and sign-level alignment as individual optimization problems:

The line-level alignment is modeled as a path search problem through the matrix of
all possible alignments where the longest path represents the best line alignment (see in
Fig. 6.2 upper half of alignment box). Details on the implementation of the line-level can
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be found in Sect. 6.4.5.
The sign-level alignment is formulated as a pictorial structures model [66] where the

best sign alignment is found by minimizing the energy of a Conditional Random Field
(CRF) model . A sign alignment assigns each sign in the transliteration exactly one out of
many available raw detections of the sign detector (see in Fig. 6.2 lower half of alignment
box). The energy of a sign alignment is determined by the energy functions (potentials) of
the CRF that are designed according to our prior knowledge of what constitutes a reliable
sign alignment (e.g. correct order of signs, relative straight line).

To construct a CRF for a cuneiform line (as shown in Fig. 6.2 lower half of alignment
box), we create a node for each sign in the transliteration vector and add edges to form a
fully-connected graph. Nodes and edges of the CRF are associated with unary and pairwise
potentials that rate the local appearance of signs as well as their joint spatial configuration.
In the case of unary potentials, we rely on the confidence of the raw detection and the
vertical offset of the detection bounding box from the detected line. In the case of pairwise
potentials, we consider the horizontal distance between signs, the overlap of their bounding
boxes, and the angle between the line drawn through the center points of two signs and
the detected line.

By optimizing for an assignment associated with low energy, the raw detections are
selected that best match our prior knowledge. In the case that no matching raw detections
can be assigned to a transliterated sign, the outlier label is assigned that incurs a fixed
energy penalty. Thus the sign-level alignment still produces useful results, even if a subset
of a line cannot be assigned. Details on the implementation of the sign-level alignment,
including the formal definition of the energy functions, can be found in Sect. 6.4.6.

6.4 Methods

In the following we provide additional details on all components of the iterative learning
procedure that allows to train a cuneiform sign detector as summarized in Algorithm 1.

6.4.1 Iterative Training with Weak Supervision

Before the start of the iterative training, the line segmentation network is trained on a
small set of labeled tablet images and applied to all tablet images of the train set in order
to obtain line detections (Sect. 6.4.2). The iterative training generates in each iteration
a new set of aligned and placed detections that is used to supervise the training of the
cuneiform sign detector (Sect. 6.4.4). The iterative training, summarized in algorithm 1,
proceeds as follows: 1) Sign placement produces placed detections using transliteration
and line detections in the first iteration and later also aligned detections (Sect. 6.4.3). 2)
We train a new sign detector on the union of aligned and placed detections, and fine-tune
it with manual sign annotations if available (Sect. 6.4.4). 3) We apply the trained sign
detector to the Train TL set (unlabeled tablet images) and use the line and sign detections
to find an image-transliteration alignment on line-level (Sect. 6.4.5). Then for each line
we find a sign-level alignment between sign detections and transliteration vector in order
to produce a set of aligned detections (Sect. 6.4.6). The iterative training of steps 1-3
is repeated until the performance of the sign detector stops improving. The fine-tuning
step is the only difference between the weakly and semi-supervised case of our learning
approach.
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Algorithm 1: Weakly Supervised Iterative Training of Cuneiform Sign Detector

Input: L: Line detections; I: Tablet images; T : Transliterations; [Bmanual:
Manual sign annotations]

Output: D: Cuneiform sign detector
Bplaced ← ∅; Braw ← ∅; Baligned ← ∅ // Initialize placed, raw and

aligned sign detections

Aline ← ∅; Asign ← ∅ // Initialize line-level and sign-level alignment

information

Iterative Learning:
repeat

1. Sign Placement // Sect. 6.4.3

if first iteration then
Bplaced ← LocalizeAllSigns(T , L)

else
Bplaced ← LocalizeUnalignedSigns(T , L, Baligned, Aline, Asign)

2. Sign Detector Training // Sect. 6.4.4

D ← TrainNewSignDetector(I, Baligned ∪Bplaced, L)
if Bmanual is available then

D ← FineTuneSignDetector(D, I, Bmanual) // semi-supervised case

Braw ← RunSignDetection(D, I)

3. Image-Transliteration Alignment // Sect. 6.4.5 (line-level);

Sect. 6.4.6 (sign-level)

Aline ← OptimizeLineLevelAlignment (T , L, Braw)
[Baligned, Asign]← OptimizeSignLevelAlignment(T , L, Aline, Braw)

until D is converged

6.4.2 Line Detection

Our line detection consists of two steps: 1) Line segmentation with a convolutional neural
network (CNN) and 2) Hough transform-based postprocessing to obtain line detections.

Line Segmentation

For line segmentation, we train a CNN to classify image patches as line center or background.
As CNN architecture, we use a modified AlexNet [121] with BatchNorm [107] after
convolutional layer 3-5 and only one linear layer with 512 neurons before the classification
head. During training, image patches close to the boundary of line annotations are sampled
more frequently, thus focusing the classifier training on hard-positive and hard-negative
cases. At test time, we obtain a segmentation map of the full image by turning the classifier
into a fully-convolutional network following the technique described in [140].

The most informative training samples (image patches) for segmentation training are
located close to the annotated lines, since distinguishing these hard samples requires to
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Figure 6.3: Sampling of training data for line segmentation. Most image patch centers are sampled
according to the sample frequency (left) from the positive area of the sampling mask (right). Only
image patches whose center is inside the line mask are considered positive (middle).

Figure 6.4: Training data for the line segmentation network consists of images patches sampled
close to line annotations. Image patches centered on a line have label 1, otherwise 0. Labels are
displayed above each image patch.

learn the fine difference between line and no line. Thus, instead of sampling image patches
from the whole tablet image, we focus the sampling on the area close to the line annotations
(sample mask) as visualized in Fig. 6.3. A sample is positive if its center is located on
the line mask. Line mask and sample mask are obtained with the help of the distance
transform by selecting the area around the annotated linear segments within a distance
of 25 or 75 pixels respectively. To further encourage the sampling of the most difficult
training samples, we compute a sample frequency map as shown in Fig. 6.3 which increases
the likelihood of sampling with decreasing distance to a line. This sample frequency is
again computed with the distance transform based on the annotated linear segments. Ten
percent of training samples originate from the area around the sampling mask in order to
learn about the general background class as well. In Fig. 6.4 we visualize training samples
used for line segmentation training. Only a few samples are easy to distinguish, while
many samples are more difficult as they are from the border between line and no line.

As training data for the line segmentation network (line center classifier), we use line
annotations of 38 segmented views of clay tablets, where all visible lines have been manually
annotated as described in Sect. 5.3. In total we rely on 410 annotated lines of cuneiform
script for training.
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Figure 6.5: Postprocessing of line segmentation to obtain detected lines. By applying the line
segmentation network to the input image (left) the line segmentation is obtained (right: white
area). Using a straight line Hough transform (middle), first an estimate of the average line angle is
obtained (green interval) and refined (yellow interval), then the detected lines are obtained (right:
colored lines) by searching for the peaks in the yellow interval.

Line Segmentation Postprocessing

The goal of postprocessing is to produce a list of detected lines from the line segmentation
of a full tablet image. For robust line detection, we postprocess the line segmentation of
a tablet image using the straight line Hough transform [61]. By identifying the peaks in
the Hough transform (Hough voting), we obtain a robust estimate of detected lines in the
tablet image (which may consist of separate linear segments) as visualized in Fig. 6.5. We
expect lines on the same tablet to be similar oriented and have a minimum distance to
each other, therefore we require detected lines to be close in orientation (+/- 3 degree), but
far enough apart vertically (minimum 50 pixels). Initially, we only search for lines that are
roughly horizontal and thus focus the search range in the Hough transform (green dashed
vertical lines) to 83 to 97 degrees. We use the median angle of all lines (peaks in Hough
transform) that we find in a first run in order to refocus the line search on a tighter range
of line orientations (yellow dashed vertical lines) in a second run and thus avoid outliers.
Further, we merge lines if they intersect or are almost parallel. Finally, detected lines are
associated with their segmentation mask which can provide additional information.

6.4.3 Sign Placement Method

In the first iteration of iterative learning, the sign placement hypothesis (placed detections)
is purely created from line detections and sign size statistics, and thus, serves as initial
training data for the cuneiform sign detector. In later iterations, the sign placement method
additionally leverages aligned detections in order to localize unaligned transliterated signs
with higher precision.

To generate the initial placed detections, we first align transliteration lines with detected
lines by matching them in a greedy fashion from top to bottom, i.e. the first transliteration
line is assigned to the first detected line etc. If aligned detections are available, we rely on
the assignments of the line-level alignment method as described in Sect. 6.4.5.
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Having solved the line-level alignment, the placed detections are generated line by line.
For the sign placement method, a line is defined as the linear segment between a start and
end point, which are localized in the tablet image with the help of line detections and its
segmentation mask. If aligned detections are available, they provide additional reference
points for sign placement besides the start and end of a detected line. Aligned detections
effectively split a full line into smaller individual line segments of unaligned transliterated
signs whose start and end points are the respective borders of the bounding box of the
aligned detections. Knowing the start and endpoint of a line segment, we place the center
points of corresponding transliterated signs on the line so that they span the full length of
the line. The bounding box size of each placed detection is estimated in the following way:
The sign height is estimated from the average line distance in the tablet image. Since sign
widths strongly vary across sign code classes, we compute the sign width by multiplying a
class-specific normalized sign width from a precomputed sign size statistic with the sign
height. We collect the sign size statistic by measuring the relative length and width of sign
characters in a realistic cuneiform Unicode font [215].

If aligned detections are available, we additionally filter the resulting placed detections
twofold in order to increase their precision: 1) Placed detections that are more than three
signs distant from the nearest line start or end point (e.g. aligned detection) are ignored.
2) Placed detections are only included, if at least two aligned signs are present in their line.

6.4.4 Sign Detector Training

We implement the SSD detector [137] with default boxes that cover four aspect ratios (3/5,
1/1, 2/1, 3/1) and three scales (1, 1.26, 1.59) that are adjusted for the various shapes
of cuneiform signs. During training we use online hard-negative mining as described in
[137] which maintains an one-to-three ratio of positive and negative boxes by keeping only
the hardest negatives. Similarly, we follow in their choice of loss functions by using a
cross-entropy loss for the classification head and a smoothed L1 loss for the bounding box
regression head. In the implementation of the feature pyramid network, we deviate from
[134] and only detect cuneiform signs across two feature scale levels that assume signs to
fit in a window (anchor box) of 128×128 or 256×256 pixels, respectively. We do not search
for cuneiform signs across all feature levels, since after preprocessing, tablet images are
resized to match a sign height of 128 pixels as described in Sect. 6.5.2.

When training the sign detector, we always pre-train the backbone network on the simpler
task of sign code classification and then use the pre-trained backbone as initialization for
detector training. For this pre-training the backbone network is extended with an average
pooling layer, followed by a liner layer with as many neurons as classes and a softmax
function that provides class predictions. The training of the sign code classifier on the
generated sign annotations from our weakly supervised approach is performed like training
on supervised data, in contrast to the weakly supervised training of the sign detector.

Standard training of an object detector requires fully annotated images, however, the
placed and aligned detections only cover a subset of all visible signs in tablet images. We
use the line segmentation mask to prevent the incorrect labeling of foreground bounding
boxes as background (false negatives) and to include many true hard negatives found at
the border of the mask for training. In particular, bounding boxes are ignored, if both of
the following conditions hold true: 1) The box center is located on a segmentation mask
of a detected line, and 2) the maximum intersection-over-union (IoU) with any aligned
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detection box is in the range [0, 0.35). For all other boxes the standard rules for detector
training apply.

After training on weakly-supervised data, the sign detector can be fine-tuned with manual
sign annotations which represents semi-supervised training. Annotated bounding boxes
provide accurate sign localization also in difficult cases and thus mitigate the problem of
localization drift as shown in Fig. 6.18. If all signs in an image are annotated, no masking
based on the line segmentation is required which further increases the quality of hard
negatives available for training.

6.4.5 Line-level Alignment

Given the detected lines in the tablet image and the lines in the transliteration, the goal is
to find the correct line-level alignment. This optimization is necessary because of errors
in line detection (e.g. false positives) and the discrepancy between tablet image and
transliteration (e.g. transliteration contains signs that are not visible in image and vice
versa).

We draw inspiration from the sentence alignment problem in natural language processing,
and thus adapt the Bleualign algorithm [193] which formulates the alignment problem
(between sentences of an original text and the sentences of its translation to another
language) as a longest path search. For all combinations of detected lines and transliteration
vectors (transliterated lines), an alignment score is computed and stored in a score matrix.
The rows and columns of the score matrix correspond to detected lines and transliterated
lines sorted by line number in descending order. We construct a directed grid graph G in
the size of the score matrix, where diagonal edges resemble “matches” and horizontal or
vertical edges “skips”. The alignment is obtained by optimizing the path in G from the
upper left to the lower right node. The alignment scores from the score matrix define the
cost of matches and skips implied by the selected path. Since G is a Direct Acyclic Graph
(DAG) with positive edge weights the optimization is performed in linear time using the
topological sort algorithm with complexity O(|V |+|E|), where |V | and |E| are the number
of vertices and edges in G.

The line-level alignment is the result of this longest path search through a score matrix.
A solution to the path search problem can consist of multiple longest segments that do not
need to be connect. Thus, problematic line-level alignments tend to be avoided and only
the most reliable ones are retained for sign-level alignment.

Alignment Score Functions

The choice of the alignment score function is key parameter for the alignment algorithm.
The original Bleualign algorithm makes use of a machine translation system to map a
source sentence into the language of the target sentence, before computing their BLEU
[165] score as alignment score. In the case of line-level alignment, we need to associate a
detected line in image-space with a transliteration vector in sign-code-space. We rely on
the raw detections of the sign detector (in image-space) to obtain a predicted transliterated
line (in sign-code-space) which can be compared with the true transliteration vector by
computing an alignment score. Besides the BLEU score, we consider alternative alignment
score functions that are not only dependent on the output of our sign detector, but
also incorporate geometric constraints. In Fig. 6.6 three different score matrices and the
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Figure 6.6: Score matrices and longest paths of the line-level alignment with different score
functions. The rows of the score matrices correspond to detected lines (sorted by y-coordinate) and
the columns correspond to lines in the transliteration. A higher score is indicated by a lighter color.
A point in the path (white dot) assigns a detected line to a transliterated line.

optimized longest paths are visualized. Each matrix is computed with a different score
function that quantifies the quality of the assignment between detected and transliterated
lines. We consider the following score functions:

• BLEU score: For a transliterated line and a corresponding detected line candidate
we select a subset of the raw detections using the detected line as filter mask. The
selected raw detections are sorted by their x-coordinate and converted into a detection
vector of sign code classes that is an estimate of the transliteration vector. The
BLEU score for the tuple of the transliteration and detection vector is computed by
comparing their 1-gram to 4-gram statistics. The BLEU score is always in the range
[0, 1].

• Levenshtein (edit) distance score: Like in the case of the BLEU score, we first obtain a
detection vector from the raw detections. The Levenshtein distance dlev(y, t) between
the detection vector y = (y1, · · · , ym) (candidate) of length m and the transliteration
vector t = (t1, · · · , tn) (reference) of length n is computed by counting the number
of insertion, delete and replace operations in order to transform the candidate vector
into the reference vector (cf. Sect. 7.4.2). To ensure that the Levenshtein distance
score is always in the range [0, 1] (independent of the length of the two vectors), we
normalize the Levenshtein distance in the following way:

dlev(y, t)/max (m,n) . (6.1)

• Static sign-level alignment score: We rely on the initial sign placement hypothesis
(using only the detected line, not aligned detections) and search for each placed
detection in the direct neighbourhood around its bounding box for a matching raw
detection of the same sign code class. For measuring the offset of the raw detection
from the center of the placed detection, we use the standardized Euclidean distance
‖·‖S (equivalent to the special case of Mahalanobis distance with only diagonal
entries in covariance matrix) with the variance along the y-axis and x-axis defined
by the height and width of the bounding box of the placed detection. We limit the
search space to two times the average sign height hs as measured in the standardized
Euclidean space (which resembles a search ellipse in the image). For each line in a
tablet image, there is a transliteration vector t = (t1, · · · , tn) and a corresponding
ordered set of placed detections (bp1, · · · , b

p
n) that provide for each line position i a
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sign code class ti and an initial hypothesis bpi of the signs’ location, where bpi defines
the bounding box and ctr(bi) its center. We search in the set of all raw detections
Bri of class ti, the raw detection (b∗i , p

∗
i ) ∈ Bri with bounding box bi and confidence

pi that minimizes
min

(bi,pi)∈Bri
‖ctr(bi)− ctr(bpi )‖S . (6.2)

For the transliteration vector t of a line with n signs, we obtain the static alignment
score Lstatic by computing

Lstatic =
n∑
i

(1− p∗i ) + min (‖ctr(b∗i )− ctr(b
p
i )‖S , 2hs) /hs . (6.3)

As the static alignment score varies according to the number of transliterated signs,
we divide by the worst-case score (of this length) in order to obtain the normalized
static alignment score.

• CRF sign-level alignment score: The optimization of the sign-level alignment mini-
mizes the energy function of the CRF model that rates the quality of the achieved
match between raw detections and transliterated signs of the line. Since the energy
value E of the sign-level alignments depends on the number of transliterated signs in
the line, we divide E by the energy of the worst-case assignment (of this length) in
order to obtain a normalized energy value Enorm that is comparable across different
lines.

While the first two score functions compare transliteration vectors with their estimates,
the later two score functions also incorporate geometric information in terms of sign size
statistics and search across a larger set of raw detections to score the line-level assignment.
All proposed score functions rely on line and sign detections, and thus depend on the quality
of these detectors. Since the sign detector produces many false positives in early iterations
of iterative training, the quality of all line-level alignment scores suffers. To improve the
precision of the line-level alignment, we also consider combining two score functions by
taking the intersection of their respective paths as the final line-level alignment.

6.4.6 Sign-level Alignment

For a given the line-level alignment between a detected line and its corresponding translit-
eration, the goal of sign-level alignment is to find an assignment between the raw detections
in the tablet image and the signs in the transliteration vector. We follow the idea of
part-based graphical models [66] and build a CRF model for a line, whose underlying graph
structure is determined by the transliteration vector.

Formally, we represent the transliteration vector T with n signs as a fully connected
graph G = (V,E) as shown in the example in Fig. 6.7. Each node a ∈ V we associate with
a sign ta ∈ T in the transliteration and a random variable Xa that takes values xa ∈ Ca,
where Ca is the set of detections of sign code class ta. Additionally Ca includes a candidate
ε that indicates a sign that could not be aligned. The alignment of a transliteration with
sign detections is then given by the vector x = (xa)a∈V ∈ Cn, where we use Cn to describe
the set of all possible alignments (ie. assignments to all random variables). The energy
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Figure 6.7: The CRF has a fully-connected graph which models appearance and geometric
constraints of a line. The graphical model for a transliteration of five is shown. Each random
variable (circled number) represents a sign in the transliteration. There are unary potentials for
each variable depending on detection score and offset from a initial sign hypothesis. Connections
between variables describe pairwise potentials that enforce geometric constraints found in a line,
such as angle, overlap and distance between signs. The distance potential (green connections) only
affects connections of neighbouring signs.

function E : Cn −→ R of the CRF maps any alignment to a real number. The function E(·)
is defined as the sum of all unary θU (·) and pairwise potential terms θP (·, ·) as follows:

E(x) =
∑
i∈V

θUi (xi) +
∑

(i,j)∈E

θPij(xi, xj) (6.4)

The unary terms θa, θb take into account the detection confidence and the offset from an
initial sign hypothesis respectively, and are combined using weights λa and λb as follows:

θUi = λaθ
a
i + λbθ

b
i (6.5)

The pairwise terms θm, θn, θo constrain the overlap between sign detections, distance
between bounding boxes as well as angle between signs and detected line respectively, and
are combined using weights λm, λn and λo as follows:

θPij = λmθ
m
ij + λnθ

n
ij + λoθ

o
ij (6.6)

Unary terms For detector confidence we define the unary term θai (xi) = exp((1 −
score(xi))/σa)−1, where score(·) returns confidence of the assigned detection. For the offset
from the initial sign placement hypothesis, we define the unary term θbi (xi) = hypodist(xi)),
where hypodist(·) returns the Euclidean distance between the estimated position of the
sign from the initial hypothesis and the location of the assigned detection. We initial sign
hypothesis is generated by the sign placement method described above.

Pairwise terms For the overlap between sign detections we define the pairwise term
θmij (xi, xj) = exp(iou(xi, xj)/σm)− 1, where iou(·, ·) computes the intersection-over-union
between the bounding boxes of the assigned detections. For the distance between bound-
ing boxes, we define the pairwise term θnij(xi, xj) = exp(boxdist(xi, xj)/σn) − 1, where
boxdist(·, ·) computes the distance between the bounding boxes of the assigned detections.
The potential is only nonzero for connections between neighbouring signs (green connections
in Fig. 6.7). For the angle between signs and the detected line, we define the pairwise term
θoij(xi, xj) = exp(angle(xi, xj)/σo)− 1, where angle(·, ·) computes the angle of the vector
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that connects the bounding boxes of the assigned detections and the vector of the detected
line.

Outlier treatment If a random variable Xa takes on the value xa = ε, it incurs a fixed
outlier penalty λp independent of any neighbouring nodes. This outlier class deals with
difficult alignments (e.g. no matching detection).

Inference After computing the unary and pairwise potentials for a given line, we use
the sequential Tree-Re-Weighted message passing (TRW-S) algorithm [116] to minimize
the energy function in (6.4). The solution aligns a detections with each sign in the
transliteration vector except for signs that have been assigned to the outlier class. Our
implementation makes use of the OpenGM framework [9].

6.5 Results: Learning Approach

Our experiments have the goal to study the individual components of our learning approach
as well as the full iterative training of a cuneiform sign detector on a large scale. To
conduct our experiments, we rely on the cuneiform sign detection dataset introduced in
Sect. 5.5.1. We start with a description of the training and testing protocol used in our
experiments. Then we present six experiments to demonstrate the effectiveness of our
learning approach: The first three experiments investigate the effect of the components
and the effect of iterative training. The fourth experiment illustrates the effect of available
annotations on the learning performance. The last two experiments explore the learned
feature representation and if it improves the sign detection of a different cuneiform script.

6.5.1 Evaluation Metrics

For the evaluation of sign detections, we follow the standard evaluation protocol for object
detection[98]. A sign detection is considered a TP, if 1) its bounding box and a ground truth
box overlap more than 50% measured as Intersection-over-Union (IoU), and 2) their labels
match, otherwise it is considered an FP. Before evaluation, we use class-wise Non-Maximum
Suppression (NMS) with 0.3 as IoU threshold in order to remove improbable and noisy
detections.

We use slightly different metrics for raw sign detections of the sign detector and generated
sign detections (aligned & placed detections). The performance on individual sign code
classes is measured in terms of Average Precision (AP) which is the standard metric for
object detection [98]. The overall sign detector performance is measured in terms of mean
AP (mAP), the average of the AP values of all 186 sign code class. The quality of the
aligned & placed sign detections are evaluated in terms of precision, recall and F2-score,
each of which is averaged across the 186 sign code classes. We emphasize the recall of the
generated sign annotations (F2-score weights it twice as important), since it is essential
for iterative learning: The detector should not just exploit a few sign code classes that
are easy to detect, but become proficient across all of them. Exploring examples that are
difficult-to-learn or belong to rare sign code classes is particularly important due to the
natural sign code class imbalance in the dataset.
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Table 6.1: The configuration of λ and σ parameters for the sign-level alignment in Sect. 6.4.6 used
for all experiments.

outlier score hypodist iou boxdist angle

λp λa σa λb λm σm λn σn λo σo
25 12 0.88 1 0.4 (1.5) 0.4 (0.05) 5 3 2 (0.2) 0.6 (0.1)

6.5.2 Training and Testing

Preprocessing of Tablet Images First, we convert all tablet images to gray-scale and
compute line detections using our method. Then, we resize the tablet images so that the
height of a cuneiform sign is about 128 pixels. We obtain the necessary scaling factor for
each tablet image by estimating the average sign height. We approximate the average
sign height with the average distance between detected lines. If there is a transliteration
available, we also estimate upper and lower bounds for the sign height in the table image
by dividing the tablet image height by the number of transliterated lines and by dividing
the tablet image width by the length of the longest transliterated line respectively. If the
estimated sign height is out of bounds, we use the nearest bound instead. To refine the
line detections and sign height estimates, we rerun the steps of preprocessing on the scaled
version of the tablet images once.

Training parameters All neural networks of our approach are trained using a standard
stochastic gradient descent (SGD) optimizer with momentum 0.9 and weight decay of
1e-04. For each training of a task, the configuration including learning rates (LR) and
other parameters is described in the following.

Sign Code Classification The sign code classifier is trained with LR 0.01 until the
train error plateaus, then LR is decreased by factor 0.1. This is repeated two times. As
input data 224x224 patches are randomly cropped from a sign bounding box that has been
context-padded to 256x256 box without altering the aspect ratio.

Line Segmentation The line segmentation network is trained with LR 0.01 which
is decreased like in the case of sign code classification training. As input data 227x227
patches are randomly cropped from 256x256 patch that is sampled following the strategy
described in Sect. 6.4.2.

Sign Detection The sign detector is always trained for 50 epochs with LR 0.001 with
online hard-negative mining as described in [137]. As input data 512x512 patches are
randomly cropped from a tablet image which has been split in 600x600 patches that overlap
by 200px. As data augmentation, we use randomly resized crops with scale range [0.65, 1].

Detector Fine-tuning In the case of semi-supervised training, the regular training on
weakly supervised data is followed up by a fine-tuning step on annotated samples. The sign
detector is fine-tuned on the annotated samples for 20 epochs with a reduced LR 1e-04.

Alignment Method The configuration of λ and σ parameters defined in Sect. 6.4.6 is
shown in Table 6.1. The values in the brackets correspond to the parameter configuration
of pairwise potentials between two non-neighbouring signs. Having aligned detections we
compute for each tablet its alignment ratio (AR), the ratio between aligned detections and
signs in transliteration. We only keep aligned detections from tablets with AR > 0.3 in
order to focus on the most reliable alignments.
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Table 6.2: Performance of different approaches to line-level alignment on test set.

# Score name #TPs #FPs F2-score mAP

0 optimized 1870 279 0.808 55.0
1 gt lines 1485 262 0.736 43.6
2 greedy 1280 266 0.677 35.8

Table 6.3: Performance of different score functions for line-level alignment on test set.

# Score name #TPs #FPs F2-score mAP

1 CRF aligned 1870 279 0.808 55.0
2 static aligned 1842 279 0.806 54.7
3 CRF + static aligned 1834 272 0.804 54.3
4 Levenshtein 1812 248 0.805 53.5
5 BLEU 1774 246 0.802 52.7

6.5.3 Effect of Line-level Alignment

In our first experiment, we study the impact of our proposed line-level alignment method.
To quantify the gain, we compare the optimized approach discussed above with two baseline
approaches as shown in Table 6.2. The first baseline (greedy) uses the detected lines and
assigns the lines from the transliteration from top to bottom. The second baseline (greedy
w/ GT lines) works as the greedy approach, but relies on ground truth lines (manual
annotation of all visible lines in the tablet image) instead of detected lines. The line-level
optimized approach significantly outperforms the two baseline methods. Despite using
ground truth lines the second baseline performs worse than the optimized approach. The
problem is the discrepancy between tablet image and transliteration: If there are more/less
visible lines (gt lines) than lines in the transliteration, the ground truth lines are misaligned.

To compare the performance of the different score functions, we evaluate them in the
context of the image-transliteration alignment on the test set. While keeping the initial
raw detections and the sign-level alignment parameters fixed, we vary the score function
and report the achieved quality of the alignment in terms of mAP and F2score in Table 6.3.
We find that the CRF sign-level alignment score performs best, followed by the static
sign-level alignment, then the Levenshtein, and at last the BLEU score. The combination
of the static and the CRF sign-level alignment scores performs slightly worse than the
CRF sign-level alignment scores on its own. The CRF aligned score probably works at
least as well or better than the static aligned score, since it is based on the geometric prior
used for static sign-level alignment (both use initial placed detections).

In Fig. 6.8 we show the assignment produced by the line-level alignment using the path
of the CRF aligned score matrix shown in Fig. 6.6. If a detected line has been assigned a
line of the transliteration (a point of the path in the score matrix), the transliteration line
number is displayed next to the line. A ’-1’ indicates that the detected line could not be
assigned to a transliteration line.

6.5.4 Effect of Alignment and Placement Method

In our second experiment, we analyze the impact of the alignment and placement methods
on the quality of sign detections. For this purpose, we track the change in precision, recall
and F2-score from raw detections to aligned detections and eventually to the union of
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Figure 6.8: The line-level alignment produces an assignment of transliteration lines to detected
lines. The assigned transliteration line index is displayed at the tip of each detected line.

aligned & placed detections. The experiment is conducted on the test set, starting from
the raw detections of a sign detector obtained after three rounds of iterative training. Then
the alignment and placement methods are applied consecutively.

In Fig. 6.9 we compare the quality of raw detections to aligned detections and to the
union of aligned & placed detections. Using the weak supervision from transliterations
helps to increase precision by aligning TP detections while discarding FPs. The alignment
method produces aligned detections with a significantly increased precision (reduction in
FPs) and a recall very close to the one of raw detections (while maintaining TPs). Since
the alignment method effectively serves as a filter for the raw detections, the recall of
aligned detections cannot surpass the recall of raw detections. In contrast, the placement
method increases the recall of aligned & placed detections by filling the gaps between
aligned detections with unaligned signs from the transliteration. While the placement
method increases the recall of aligned & placed detections, it also leads to a decrease in
precision. We find that our deep learning method is robust to the small loss in precision and
the increase of recall helps with learning difficult and unexplored classes during iterative
training.

Example of Sign-level Alignment

Fig. 6.10 visualizes the sign-level alignment of a tablet image that is performed for each
pair of transliterated line and detected line (provided by the line-level alignment). The
visualization shows the aligned detections (green squares), the initial placed detections
(cyan diamonds), and the individual sign detection bounding boxes colored according to
their detection confidence. It is apparent that the initial placed detections do not account
for gaps in the text lines, in contrast to the aligned detections that adapt to the presence
of gaps properly. While the majority of aligned detections have a high confidence (bright
yellow), some lower confidence detections (dark purple boxes) are successfully aligned as
well. The ability to promote these low confidence detections highlights the importance of
the alignment method in our iterative learning approach: It not only exploits sign detections
with high confidence to boost the precision of aligned detections, but also incorporates low
confidence detections that help the sign detector learn rare and difficult sign code classes
and thus boost its recall in future iterations.
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Figure 6.9: Effect of alignment and placement method on quality of detections. Our alignment
method leverages weak supervision from transliterations to boost precision of aligned detections
(aligned) compared to raw detections (raw). The placement method further adds detections (placed)
that are combined with aligned detections. We report the change in precision, recall and F2-score
of the detections produced by our method on the test set.

6.5.5 Effect of Iterative Training

Our third experiment investigates how iterative training gradually improves the sign
detector in order to eventually detect all signs in a tablet image. To understand the effect
of iterative training, we report for each iteration the composition of the aligned & placed
detections in Fig. 6.11a, their F2-score as well as the performance of the sign detector
after training in terms of mAP in Fig. 6.11b. Iterative training naturally suffers from a
phenomenon called drift [198], that refers to performance degradation of the sign detector
due to small errors in the aligned & placed detections that build up over the course of
training. If the drift effect outweighs the performance gain between iterations, we stop
iterative training.

The first and second training iterations of this experiment are weakly supervised without
any manual sign annotations. In the first iteration, only placed detections are available for
detector training of which less than twelve percent are TPs when evaluated on the test set.
Despite the low precision of the placed detections, the sign detector training produces a
first detector with 20.7 mAP. By aligning more than 80k detections, our weakly supervised
approach increases the sign detector performance significantly (45.3 mAP) in the second
iteration. An additional third iteration of purely weakly supervised training fails to improve
performance. In particular, we find that sign localization of aligned & placed detections
worsens due to poorly placed bounding boxes and this drift cancels out the positive effects
of iterative training (see also the experiment in Sect. 6.6.2). On the third iteration, we
add 745 manual sign annotations from Train-BB to the more than 100k already generated
annotations (aligned & placed detections) as shown in Fig. 6.11a. This corresponds to the
semi-supervised case of iterative training that entails fine-tuning the sign detector on a
small number of manual annotations during each iteration. By semi-supervised learning,
the localization drift is reduced and the performance increases up to 63.2 mAP. On the
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Figure 6.10: Sign-level alignment for specific tablet. The chain of green squares represents aligned
signs of the transliteration vector and the numbers indicate the position of the sign in the vector.
The chain of cyan diamonds represents the initial placed detections from the sign placement step
which provide an initial hypothesis for the localization of signs. Additionally, the detection bounding
boxes indicate the detection confidence, where a darker purple color indicates low and a bright
yellow color indicates high confidence. This figure contains image material shared by the British
Museum under a (CC BY-NC-SA 4.0) licence.

fourth iteration of semi-supervised training, we find no performance improvement and thus
stop iterative training. We again observe that further improvement is inhibited by drift
that causes small errors to accumulate, and can neither be corrected by the alignment nor
by the fine-tuning step.

In weakly supervised as well as in semi-supervised training, the performance gain is
strongly linked to the gradual improvement of aligned & placed detections as measured by
the F2-score. At the end of semi-supervised training, over sixty percent of the transliterated
signs in train set B are correctly grounded in the tablet images, providing over 100k training
samples with an F2-score of 0.63. While there are no aligned sign detections in the first
iteration, the ratio of aligned detections increases fast and then levels off. Over the course
of training, exploration is gradually replaced by exploitation: The more the sign detector
improves, the more raw sign detections are available that are suitable for alignment.

Example of Aligned and Placed Detections

Fig. 6.12 visualizes how the composition of aligned and placed detections changes at
the example of a single tablet image during iterative training. Initially, all generated
annotations are placed detections, however, over the course of iterative training placed
detections are quickly replaced by aligned detections. The alignment produces a large
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Figure 6.11: Effect of iterative training on ratio of generated detection types and detection
performance. The first two iterations (1–2) are weakly supervised (w/o manual annotations)
followed by three semi-supervised iterations (3–5) which include fine-tuning on 745 manual sign
annotations. (a) The ratio of detection types varies between iterations. The training starts with
only placed detections which are replaced with an increasing number of aligned detections over
the course of training. (b) The precision and recall of the generated sign annotations and the
performance (mAP) of the sign detector on the test set. To improve the sign detector, the quality
and quantity of generated sign annotations needs to increase over the course of training.

number of TP detections (yellow boxes) compared to the initial placed detections, which is
apparent in the coloring of the bounding boxes.

6.5.6 Effect of Available Annotations

In our fourth experiment, we evaluate the influence of manual sign annotations on the
performance of the sign detector. The performance of a sign detector, after iterative training
has converged, is compared with the performance of a sign detector after purely supervised
training on manual sign annotations. We consider six different training configurations
with zero (A), 463 (B), 745 (C), 1472 (D), 2910 (E) or 4663 (F) manual sign annotations
respectively. For our iterative learning approach, configuration A corresponds to weakly
supervised training and configuration B–F correspond to semi-supervised training. Similar
to the experiment in Sect. 6.5.5, we train the weakly supervised case for two iterations and
the semi-supervised cases for five iterations. The results are visualized in Fig. 6.13. Overall
the detection performance improves with additional manual annotations as expected.
However, our iterative training significantly outperforms purely supervised training across
all settings. Even if 4663 manual annotations are available (F), our iterative training
surpasses supervised training by a large margin (65.6 mAP compared to 33.9 mAP). Using
our iterative learning approach, the dependency on supervised training data is strongly
reduced. Already the semi-supervised setting with 745 annotations (C) produces a sign
detector performance that would require ten thousands of manual annotations in the purely
supervised case.
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(a) Placed detections.

(b) Aligned detections.

Figure 6.12: (a) Placed and (b) aligned detections in the same tablet image at three consecutive
iterations of iterative training. The leftmost images of both rows depict the initial placed detections
for easier comparison. TP and FP detections are visualized as yellow and blue boxes respectively.
This figure contains image material shared by the British Museum under a (CC BY-NC-SA 4.0)
licence.

6.5.7 Qualitative Detection Results with Visual Feature Activation

In our fifth experiment, we analyze individual sign detections and gain insight into the
detector’s decision making. Fig. 6.14 depicts detection results for a single sign code class
(MZL no. 490) using a sign detector at two different iterations of iterative training. We
apply the trained sign detector of the second experiment after the 2nd and 5th iteration
to the test set. The resulting sign detections are classified as TP or FP based on ground
truth annotations. The eight most confident (according to the sign detector) TP and FP
detections are shown in the columns of Fig. 6.14 sorted by their confidence value. Further,
we follow the analysis as introduced in [98] and classify FP detections into three categories:
Localization error (Loc), background confusion (BG) and similar class confusion (Cls).
As expected, the detection quality and confidence increases from 2nd to 5th iteration of
iterative training which is visible in the TP columns. From studying the FPs, we find
that the later detector makes more reasonable mistakes. In particular, sign localization
is improved in the detector of the 5th iteration and all remaining FPs are due to class
confusion, where the predicted class and actual ground truth class look very similar.

Finally, we analyze which visual features are captured by the learned representation of
the sign detector when it decides on the sign code class of cuneiform signs. We employ a
technique called grad-CAM [192] that maps feature activations of the detector network
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Figure 6.13: Effect of manual sign annotations on detection performance comparing purely
supervised and our iterative training. There are six training configurations which differ in the
number of available annotations. Configuration A corresponds to the weakly supervised case of
iterative training. Configurations B to F correspond to the semi-supervised case. The detection
performance (mAP) is reported on the test set.

back to the image domain. This back-projection can be conditioned on a specific sign code
class in order to highlight the most relevant image regions (support) for the sign code class
in a heatmap. Since in the case of FPs the false predicted class and the actual ground truth
class are known, we can go further in our analysis and focus on the difference between
the support of the predicted class (Pred) and the support of the ground truth class (GT).
The heatmap of this difference highlights the regions that exclusively contribute to the
classification error according to the sign detector.

We visualize the feature activation in the penultimate layer of our adapted MobileNet-v2
backbone (see Sect. 6.4.4). The resulting heatmap is shown as absolute values that are
normalized in the range of [0, 1]. First, we compute the support with respect to the predicted
class Pred and ground truth class GT separately. Then, we compute the difference of
support between Pred and GT with the following function: min(max(Pred−GT, 0), 1).

In Fig. 6.14 the third column of each iteration shows heatmaps with respect to the FPs
from the 2nd column. In particular, the heatmaps of the 5th iteration of iterative training
indicate where the detector hallucinates additional wedges to produce its FP prediction.
Many mistakes appear plausible and are related to the difficulty of the fine-grained detection
problem. There is no heatmap in the case of a localization error because the predicted and
ground truth class are identical. See Fig. 6.22a, Fig. 6.22b, and Fig. 6.23 for additional
qualitative detection results including full tablet images.
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Figure 6.14: Individual sign detections for single sign code class at two different iterations of
iterative training. For each iteration we show in the first two columns the eight most confident TP
and FP sign detections on our test set. Each sign detection is represented as a solid bounding box,
while the golden dashed box indicates the ground truth annotation (with the largest overlap with
the predicted box). Below each detection we show the detection category, the detection confidence,
and the actual ground truth (GT) sign code class. The detection category is either TP or one
of three FP categories: Loc, BG, Cls. The third column of each iteration visualizes for each FP
detection of the second column which image area contributed most to the detection error. Despite
high intra-class variance and inter-class similarity of cuneiform signs the sign detector produces
good results, makes plausible mistakes, and improves further in the semi-supervised case.
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Figure 6.15: Comparison of two ways to train a Old-Babylonian sign detector on 1505 bounding
box annotations of Old-Babylonian cuneiform. A sign detector trained from scratch is compared
to one fine-tuned from a Neo-Assyrian sign detector that has been pre-trained with our iterative
learning procedure. The performance is measured on a test set made up of clay tablets from the
CUSAS36 collection [79].

6.5.8 Apply Sign Detector to Different Cuneiform Script

In our final experiment, we investigate if our approach is transferable to Old Babylonian
cuneiform. Old-Babylonian shares most of the sign code classes of Neo-Assyrian cuneiform,
however, the majority of sign code classes is written differently. For our experiment we
annotated 18 Old-Babylonian clay tablets of the CUSAS36 collection [79], of which twelve
were used for training (1505 signs) and six for testing (591 signs). Unfortunately, the
transliterations of the CUSAS36 collection are not publicly available online at the time of
writing, preventing us from employing our weakly-supervised learning strategy. Nevertheless,
we show that a sign detector for Old-Babylonian script can be trained successfully and
that fine-tuning a Neo-Assyrian sign detector on Old-Babylonian significantly improves
the performance. This demonstrates that our sign detector take advantage of the close
relationship between different cuneiform scripts.

We use the same training protocol as established for Neo-Assyrian cuneiform. First we
train the Neo-Assyrian detector from scratch using only the sign annotations available
in the train set. Then we compare this performance with a sign detector that was first
trained for Neo-Assyrian and then fine-tuned for Old-Babylonian cuneiform. To provide
a lower bound, we also apply a randomly initialized network and the Neo-Assyrian sign
detector without any fine-tuning.

The results of the experiment is visualized in Fig. 6.15. A Neo-Assyrian sign detector
without any fine-tuning (12.9 mAP) already outperforms a purely supervised sign detector
(8.4 mAP). The detection performance of 12.9 mAP can be interpreted as an estimate of the
similarity between Neo-Assyrian and Old-Babylonian cuneiform, indicating some overlap
between the two. When fine-tuning the Neo-Assyrian sign detector on Old-Babylonian
cuneiform, we note a significant increase in performance (25.4 mAP). To close the gap to a
Neo-Assyiran detector, more training data is required using manual sign annotations or
levering the weak supervision in transliterations by means of our proposed approach.
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6.6 Results: Sign Detector Performance

To complement our experimental analysis of the iterative learning approach, we provide
details on the performance of the final sign detector produced by our method. In the
following we present results on the class-wise detection performance, analyze the false
positive errors of the sign detector, in particular the similar class confusions, and show
qualitative results on full tablet images as well as for individual sign detections. Moreover,
we compare the impact of different backbone architectures as well as ImageNet pre-training,
and finally showcase a web application of the cuneiform sign detector.

6.6.1 Class-wise Detection Results

Fig. 6.16 reports the sign detector performance on individual sign code classes evaluated on
the Test set in terms of class-wise Average Precision (AP). In contrast, the mean class AP
(mAP) provides a metric for the average detector performance across classes. The results
are based on the sign detector that we obtain after iterative training in a semi-supervised
fashion using all manual sign annotations of Train BB for fine-tuning. The sign code classes
are sorted according to their AP (in descending order). We show every second sign code
class in the Test set to provide a broad overview of the class-wise sign detector performance,
while not overfilling the page.

Since the different cuneiform signs have a strongly imbalanced class distribution (Pareto-
distributed), we provide the frequency of signs in the Train TL, the Train BB and the Test
set. One might expect that well performing classes usually belong to the group of signs
that occur often in the dataset (high support). In Fig. 6.17 we analyze the correlation
across the 186 sign classes between detector performance and the support in Train BB and
the support in Train TL. We find a light positive correlation for the two properties, where
sign code class frequency in Train TL seems to be more important than frequency in Train
BB. While the sign detector seems to slightly favor more frequent signs, it still performs
well for many less frequent signs.

Further, we make the observation that larger signs that consist of many wedges are
detected well, e.g. first column of signs in Fig. 6.16. To investigate this hypothesis, we
also analyse the correlation between detector performance and the normalized sign width
(which we obtained from our pre-computed sign size statistics) in Fig. 6.17. We find a low
positive correlation that indicates that larger composite signs tend to be detected better
than smaller ones. This correlation might be caused by the fact that object detectors often
perform better on larger objects than smaller ones. Additionally, this finding might be
caused by special properties of cuneiform script: Small cuneiform signs are often used as
building blocks of larger signs. In the extreme case, a small sign code class may consist of
a single wedge (e.g. 152nd sign in Fig. 6.16) which is part of most other sign code classes.
Naturally this results in many class confusion errors. In comparison, large signs are less
ambiguous due to their complex structure. However, if there are two large signs that are
very similar as in the case of 44th and 154th sign, detection performance can suffer despite
their size. Since the 44th sign code class occurs very frequent, the detector rather predicts
the 44th and thus 154th is often confused.
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Figure 6.16: Class-wise detection results showing every second sign code class sorted according to
sign detector average precision (AP) in descending order. For each sign code class we report in the
columns the corresponding sign code (MZL) as used in Borger’s sign lists [29], Unicode character
(Sign), number of occurrences in Train TL, Train BB (with bounding boxes), and Test set, and
finally the AP of the sign detector on the Test set.

Figure 6.17: Three scatter plots studying potential correlation between performance of sign
detector on individual sign code classes and their frequency in the Train TL, their frequency in
Train BB, and their normalized sign width (from left to right respectively). The red curve is based
on a linear regression indicating the data trend. The number on top of each plot is the Pearson
correlation coefficient.
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Figure 6.18: False positive error analysis of sign detector on test set. In each plot the detections
are ranked according to their confidence along the x-axis (starting with highest confidence from the
left). Along the y-axis the distribution of detection types (Cor: true positive, Loc: localization error,
Cls: class confusion, BG: background confusion) is visualized. Top row: All detections including
true positives (Cor). Bottom row: Only FP detections. Left column: Weakly supervised training
causes a high percentage of localization errors w.r.t. all FPs. Right column: Fine-tuning mitigates
the impact of badly localized detections significantly.

6.6.2 False Positive Analysis

False Positive (FP) categorization provides helpful insights into the performance of an
object detector. We follow the analysis as introduced in [98] in order to classify false
positives into three categories: Localization error (Loc), Background confusion (BG) and
similar Class confusion (Cls). Fig. 6.18 shows the false positive analysis for a sign detector
on the test set evaluated at two different stages of sign detector training.

When training the sign detector with weakly supervised data, badly localized bounding
boxes can cause an increase of localization error as shown in the false positive category
distribution in the left column of Fig. 6.18. The right column shows the false positive
category distribution of the same sign detector after fine-tuning on manual annotations.
Fine-tuning results in a significant decrease of localization error which is visible in the
difference between the left to right column. The fine-tuned detector produces a large
number of True Positives (TP) detections and reduces localization and background errors.
The similar class confusions make up the majority of detection errors due to the fine-grained
differences between cuneiform signs.

6.6.3 Similar Class Confusion Analysis

Similar class confusion errors are the most frequent error (FP category) produced by the
cuneiform sign detector at the end of iterative training as shown in Sect. 6.6.2. When
detecting cuneiform signs, there are different sets of cuneiform sign code classes (”false
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Figure 6.19: Class-wise detection results showing sign code classes organized in eight groups of
very similar classes sorted according to sign detector average precision (AP) in descending order.
For each sign code class we report in the columns the corresponding sign code (MZL) as used in
Borger’s sign lists [29], Unicode character (Sign), number of occurrences in Train TL, Train BB
(with bounding boxes), and Test set, and finally the AP of the sign detector on the Test set.
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Figure 6.20: Confusion matrix of 36 sign code classes from eight groups of often confused sign
code classes. Along the x-axis we visualize the predicted classes and along the y-axis the ground
truth classes. The size of the squares and their shadow indicate the number of detections that have
a specific predicted class and ground truth class. The detections on the diagonal are true positives,
while all detections off the diagonal are false positives.
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Figure 6.21: True positive detections of two different cuneiform sign code classes arranged in two
columns. For each column each row of detections is obtained from a single tablet image. The blue
box depicts the detected bounding box. Above each detection its confidence is reported.

friends”) that are easily confused by the sign detector. Using the t-SNE visualization
technique [143], we manually identify eight groups of false friends by identifying clusters of
signs in the feature space defined by the trained sign detector. According to our Assyriology
experts, the identified groups indeed match signs often confused by Assyriology students.
Fig. 6.19 reports the sign detector performance on individual sign code classes of these
eight groups evaluated on the Test set in terms of class-wise Average Precision (AP). We
find that despite the high inter-class similarity inside the groups, the sign detector is robust
to many possible class confusions and its performance only suffers in a few cases.

To better understand which classes are confused exactly, we additionally plot a confusion
matrix in Fig. 6.20 for the sign code classes of these eight groups of very similar sign code
classes. There are a few very strong class confusions. Fortunately, the diagonal is very
prominent, indicating many true positive detections.

6.6.4 Individual Sign Detections

In Fig. 6.21 we plot individual true positive sign detections for two very similar-looking
cuneiform sign code classes. Besides the high inter-class similarity between the different
columns in Fig. 6.21, there is also a high intra-class variance visible across the different sign
detections of each column. Even signs of the same class and from the same tablet (same
scribe) can vary in appearance considerably. Multiple factors contribute to intra-class
variance and are visible across the sign detections of each column: Changing writing styles,
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overlapping signs, differences in the the clay material, illumination, orientation of the tablet
to the camera, and the state of conservation of each sign. The sign detector trained by our
weakly supervised approach is able to deal with this challenging setting and demonstrates
good results on a diverse set of tablet images.

6.6.5 Detection Results on Tablet Images

Fig. 6.22a and Fig. 6.22b visualize qualitative detection results on full tablet images that
are not part of the train set after iterative training (weakly supervised and semi-supervised
with 745 manual sign annotations). We color-code TP and FP detections using the ground
truth sign annotations (bounding boxes). In Fig. 6.22a relatively few errors are visible.
Errors tend to occur more often on the border of the tablet which is mostly due to curvature
of the tablet as well as damaged or broken signs. The examples in Fig. 6.22b illustrate
levels of damage that are common in the SAAo dataset. Despite of this, the sign detector
provides robust detections and many errors correlate with badly damaged signs.

Fig. 6.23 visualize qualitative detection results on full tablet images from the test set
over three iterations of weakly supervised and two iterations of semi-supervised training
(see Sect. 6.5.5 for quantitative results of this experiment). The performance improvement
during iterative training is clearly visible. The most prominent changes occur in earlier
iterations, while later changes are more subtle (e.g. improvements in localization and rare
classes).

6.6.6 Backbone Architecture Comparison

A deep neural network-based sign detector is composed of a backbone and a detection
head network. The backbone network is the core of the learned representation, which is
usually pre-trained on a classification task. In Fig. 6.24 we compare four different backbone
architectures on the task of sign code classification (with 186 classes) on our test set. The
classification performance of a backbone architecture provides a decent indicator for the
overall detection performance [103]. All configuration have been trained on the train set E
using a SGD optimizer with momentum. Learning rate and training schedule have been
manually tuned for best performance. The network performance is reported as percentage
of correctly classified signs (classification accuracy). The number of trainable parameters of
the backbone networks is also visualized, since this is an important factor for inference speed,
hardware requirements and model regularization. We compare two MobileNet-v2 [187]
based architectures and the well-known AlexNet [121] and ResNet-18 [91] architectures. The
cuneiform version of MobileNet-v2 is our adapted version (see Sect. 6.4.4) used in all our
experiments whereas the original version implements the exact architecture of [187] with its
width multiplier set to 0.75. The cuneiform version of MobileNet-v2 is by far the smallest
backbone architecture with about 700K parameters as plotted in Fig. 6.24. Nevertheless,
it shows competitive performance when compared to the other models. Using the larger
original version of MobileNet-v2 improves performance. The AlexNet architecture performs
the worst, while the ResNet-18 model shows comparable performance to the cuneiform
version, but requires over ten times the number of parameters.
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(a) Detection results on six tablet images with mostly clear cuneiform script.

(b) Detection results on six tablet images with damaged cuneiform script.

Figure 6.22: Detection results on twelve tablet images from the test set with (a) clear and (b)
damaged cuneiform script. We only show detections with a confidence score higher than 0.5. Yellow
bounding boxes indicate true positive detections and blue bounding boxes false positive detections.
Best viewed in electronic form. This figure contains image material shared by the British Museum
under a (CC BY-NC-SA 4.0) licence.
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Figure 6.23: Image crops from four clay tablets illustrating the change of detection results during
training. For each crop we show five consecutive iterations of iterative training (starting with first
iteration from top). We only show detections with a confidence score higher than 0.2. Yellow
bounding boxes indicate true positive detections and blue bounding boxes false positive detections.
Best viewed in electronic form. This figure contains image material shared by the British Museum
under a (CC BY-NC-SA 4.0) licence.
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Figure 6.24: Evaluation of different backbone architectures and their initialization on the task of
cuneiform sign code classification. Four backbone architectures trained from scratch are compared
to ones trained from ImageNet pre-trained weights. The performance is measured on the test set as
classification accuracy (%).

6.6.7 ImageNet Dataset Pre-training

Pre-training a backbone network on the large ImageNet dataset [54] is a common method
to improve the performance on different tasks with little training data. In Fig. 6.24 we
investigate how well a backbone network performs on the task of cuneiform sign code
classification when its training is initialized with ImageNet pre-trained weights compared
to when it is trained from scratch. We use the same backbone architectures and training
configuration as described in previous experiment. Initializing the network training with
ImageNet pre-trained weights results for each architecture in a 1%–5% performance
improvement when compared to training from scratch. This is in line with current research
on transfer learning [117] that finds only modest performance improvements in the case of
fine-grained target domain. In addition the domain of ImageNet objects is very different
from the domain of cuneiform sign code classes and distinguishing them requires to learn
two different feature representations with little overlap. Overall ImageNet pre-training
offers a small performance improvement, however, it is clear that it cannot replace the sign
annotations required for detector training.

6.6.8 Web Application of Cuneiform Sign Detection

In Chapter 5 a custom web application is introduced that is designed to support the
annotation and detection of cuneiform script. Sect. 5.3 describe how it can be used to
facilitate the manual annotation process. This section explains how the web application
integrates the cuneiform sign detector to support Assyriologist in their analysis of clay
tablets.

Fig. 6.25 demonstrates the web application of the cuneiform sign detector in action and
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Figure 6.25: Usage of web application for cuneiform sign detection. From left to right: 1) A tablet
image is uploaded and shown in the web application. 2) The sign detection window is opened,
where the user adjusts the scaling of the tablet image. The blue grid lines help the user determine
a scale that roughly matches the average sign height in the image. 3) After running the detection,
raw sign detections are visualized with their bounding boxes and labels. 4) It is possible to adjust
two thresholds to filter raw detections according to the detector confidence and their overlap. This
figure contains image material shared by the British Museum under a (CC BY-NC-SA 4.0) licence.

illustrates how a sign detector could be made available to Assyriologists. The following
steps are visualized in Fig. 6.25: A tablet image is opened in the web interface, and the
detection function is called. Since the image resolution of tablet images varies a lot, the
user manually determines the average height of a line for rescaling the tablet image to a
standard sign height. A coarse approximation is sufficient, as the sign detector is searching
across multiple scales by default. This step can be automated using line detection as
implemented for the iterative training procedure. After executing the detection, the results
are immediately available for analysis in the web interface. Raw detections are visualized
as bounding boxes, whose color indicates the detection confidence. The sign code class of
the detected signs can be displayed in the form of readings or Unicode symbols (by pressing
[.] or [ctrl] + [.] respectively) or by hovering with a cursor over the signs. It is possible to
adjust thresholds to filter raw detections in two ways: 1) Raw detections can be filtered
according to their confidence values, only displaying detections with a minimum confidence.
2) Raw detections can be filtered by means of non-maximum suppression (NMS): For each
pair of raw detections, compute the overlap of their bounding boxes and if two boxes have
an overlap larger than the selected NMS-threshold, remove the detection with the lower
detection confidence.

6.7 Discussion

In this chapter, we have investigated how to train a cuneiform sign detector with minimal
supervision. Instead of requiring manual annotations, our approach generates sign annota-
tions for sign detector training by leveraging existing transliterations that are part of the
Assyriologist’s workflow. In each iteration our iterative learning method alternates between
training a sign detector and generating sign annotations by solving the alignment problem
between tablet image and transliteration across hundreds of clay tablets in parallel. To
improve the sign detector, our approach focuses on increasing the quality and quantity of
generated sign annotations. To deal with the fine-grained nature of cuneiform sign detection,
the strong imbalance of sign code class frequency and the difficulty of the transliteration
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alignment, we split the sign annotation generation into two distinct steps: sign placement
and image-transliteration alignment. In this way we balance between learning from placed
sign detections with sign code classes that are hard-to-predict or even unknown to the
detector (exploration) and learning from aligned detections that are reliable (exploitation).
The exploration part of our approach injects sign annotations with new sign code classes
into the training of the sign detector by systematically placing signs from the transliteration
in the gaps left after the alignment step. The exploitation part of our approach produces
very reliable sign annotations that are consistent with the available bottom-up information
(line and sign detections in tablet image) and top-down information (transliteration and
line-geometry prior).

The performance analysis of the trained sign detector uncovers some of its limitations.
The sign detector struggles with some rare sign code classes (see Sect. 6.6.1). Although the
sign placement step explores new sign code classes and refreshes the memory of previously
learned classes during iterative training, it cannot fully replace the collection of additional
training data for rare sign code classes. Fortunately, only a few manual annotations are
necessary to boost the sign detection performance thanks to weakly supervised learning,
as shown in our third experiment. Additionally, to further reduce the burden of manual
annotation, the purely weakly supervised sign detector can be leveraged to provide its
sign detections to the annotator in a human-in-the-loop manner, which we describe in
the case of our web application in Sect. 5.3. Instead of annotating tablet images from
scratch, the annotation process is simplified to correcting the erroneous sign detections, i.e.
changing labels and fixing bounding boxes. Even though the detector handles significant
variations in writing style, detection performance suffers from large variations in tablet
(text) orientation, camera angle and image scale (image transformations). In this chapter
we make the assumption that most available tablet images are properly orientated, which
allows us to focus on sign detection performance independent of large image transformations.
To increase the invariance to image transformations like rotation and scaling, we can use
additional data augmentation during detector training and additional scale levels in the
feature pyramid network of the sign detector. Of course, this additional invariance comes
at a price of larger model size (more parameters) and increased training time.

We think that weakly supervised machine learning is an important research area that
can profit from the study of such a challenging fine-grained detection problem. Research
into object detection is often confronted with problems like object occlusion, object overlap,
object viewpoint change, and object class confusion. Cuneiform script provides a unique
combination of these problems that are usually only available in separate object detection
datasets: tightly packed signs, fine-grained class differences, signs that are made up of
3D wedges that are hard to recognize due to viewpoint or damage, language-related
dependencies between signs, and the geometric regularity of written script. By providing
access to a new dataset with thousands of clay tablet images, transliterations and a
bounding box annotated subset for evaluation, we hope to inspire researchers to explore
the limits of fine-grained object detection and weakly supervised learning in the context of
noise and ambiguity of cuneiform script.

While solving a challenging computer vision problem, our learning approach also provides
a powerful tool for Assyriology. With a cuneiform sign detector, an important step of
reading cuneiform script is significantly simplified. The resulting sign-by-sign representation
together with bounding boxes provides a detailed analysis of cuneiform script in a clay
tablet that is easy to interpret by a user. Our sign detector can be deployed in many

115



6 Cuneiform Sign Detection 6.7 Discussion

situations, since it only requires 2D images as input that any smartphone camera is ready
to produce.

However, in some cases detecting cuneiform signs correctly is impossible without ad-
ditional context information. Assyriologists naturally take additional context knowledge
about a clay tablet into account in order to arrive at their analysis. They look at the clay
tablet from multiple viewpoints, remember similar texts, have a syntactic and semantic
understanding, integrate knowledge from language, history and culture. The proposed
cuneiform sign detector is only taking into account the direct neighbourhood of a cuneiform
sign in the form of an image crop, when inferring the sign code class and its bounding box.
While the context understanding of an Assyriologist is still beyond the-state-of-the-art
of machine learning, we would like to take steps in this direction in future research. For
example, a sign detector might fuse detections from 2D images from different angles of a
clay tablet in order to deal with difficult cases. Similarly, the integration of a language
model can also help with ambiguous detections, which we will investigate in Chapter 7.

Our weakly supervised approach to learn a sign detector is not limited to cuneiform script
of the Neo-Assyrian era. It is applicable to other cuneiform scripts like Old-Babylonian
cuneiform as shown in Sect. 6.5.8. Our approach has been designed to deal with large
discrepancies between tablet images and transliterations which is a common feature of
ancient scripts and thus might provide a template for weakly supervised sign detection in
other transliterated scripts.

Digital library projects like CDLI [49] and ORACC [161] grant researches online access
to thousands of clay tablets and their transliterations, and offer new opportunities for
large-scale digital analysis of cuneiform script. For this purpose, a sign detector provides
a fast preliminary analysis of unstudied clay tablets. Additionally, the learned feature
representation of a sign detector can serve as a similarity metric for the shape of cuneiform
signs. Eventually, this will facilitate the visual search across thousands of tablet images and
thus the reconstruction of broken tablets by speeding up the search for matching pieces.
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CHAPTER 7

Linguistic Refinement of Cuneiform Sign Detection

So far we have approached cuneiform script as a composition of mostly independent
characters along a line. While we considered a geometric dependency between characters
(such as overlap and orientation), we did not take into account the linguistic dependency
between adjacent characters. In this chapter, we explicitly model the dependency between
characters that encode text of a specific natural language and use this additional source of
information to improve the detection results.

7.1 Introduction

When a spellchecker (e.g. on a smartphone) corrects mistakes and sometimes auto-completes
half-finished sentences, its corrections are guided by a statistical model of the natural
language conditioned on the already written text. Such a language model enables a
spellchecker to provide valuable corrections (besides occasional exceptions), as the syntax
and semantics of a language strictly dictate what constitutes a valid sentence. The
language model effectively reconstructs the original or intended sentence from the noisy
and incomplete version of the sentence.

Our goal is to obtain a form of spellchecker for cuneiform script to further improve the
detection results of the cuneiform sign detector described in Chapter 6). This method
for linguistic refinement needs to integrate a language model for cuneiform script in the
sign detector pipeline. Since the languages used with cuneiform script, mostly Akkadian
and Sumerian, are long out of use, we cannot rely on off-the-shelf language models that
exist for many mainstream languages. Instead we have to learn a language model from
scratch. The logo-syllabic nature of cuneiform script and its high level of polyvalence
(the same combination of signs can have multiple meanings and the same meaning can be
expressed in multiple combinations of signs) make learning a language model challenging,
in particular as the text corpus for training is not very large. Besides learning the language
model, the central question is how the language model can be turned into a spellchecker
for the existing sign detector.

We present a method for linguistic refinement of cuneiform sign detections that effectively
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combines the top-down information from the language model and bottom-up information
from the detector. The method is applied as postprocessing step to the sign detections
and consists of a two-stage approach with a line text prediction step followed by a line text
correction step.

First, the line text prediction step outputs a sequence of cuneiform sign code classes as
prediction for each line of cuneiform text in the tablet image. It makes use of line detections
to identify the sign detections in the image plane that correspond to a particular line. For
a whole tablet image, the line text prediction step amounts to a sign-level transliteration
based on the bottom-up information of line and sign detections.

Second, the text correction step takes care of potential errors in the line text prediction.
A RNN-based text correction model is trained to correct errors in the sign detections. At
the heart of the model is a language model that exploits language statistics to identify
and fix errors (cf. Sect. 2.5). We frame the training of the text correction model as a
sequence-to-sequence learning problem: The model needs to learn how to map each line of
the text prediction (based on potentially erroneous sign detections) to a corrected sequence
of cuneiform sign code classes. The text correction model uses a general encoder-decoder
architecture for mapping one sequence to another. The encoder and decoder are modeled
as two recurrent neural networks. The encoder creates an internal representation of the
input sequence (ie. line text prediction). The decoder generates the output sequence (ie.
corrected line text prediction) conditioned on the internal representation of the encoder and
thus takes the role of the language model. This way the text correction model naturally
integrates a language model that captures the language-related dependencies between
individual characters.

To train the text correction model, we make use of the transliterations collected for the
cuneiform sign detection dataset in Chapter 5 which provide us with a large number of
text lines in Neo-Assyrian cuneiform. Inspired by the language modelling task in Natural
Language Processing (NLP), the text correction model is trained in a self-supervised fashion
by generating artificially corrupted lines of text as training data. The error level in the
training data is adapted to facilitate learning while approximating the error level in real
data. The robustness of the text correction model is increased by the integration of word
embeddings that we specifically pre-train for cuneiform script.

Our approach demonstrates the first steps towards the automatic generation of a translit-
eration from the image of a cuneiform clay tablet. The proposed linguistic refinement
method maps sign detections to individual line positions and thus produces a sign-by-sign
representation of the cuneiform clay tablet in terms of sign code classes which we also refer
to as cuneified transliteration. While the cuneified transliteration, unlike the regular translit-
eration, only records the sign code class of each sign and not its reading (cf. Chapter 4 for
differentiation), it is an essential step in the creation of a full transliteration. Furthermore,
it enables a weakly supervised evaluation of the sign detector across most of the dataset
presented in Chapter 5. While the evaluation in Chapter 6 requires manual bounding box
annotations, the weakly supervised evaluation relies on cuneified transliterations that can
be directly derived from regular transliterations available for most of the dataset. In the
following, transliteration again means cuneified transliteration in terms of sign code classes,
if not otherwise noted.

Our analysis of the potential of learning a language model for cuneiform script provides
a proof-of-concept, but also identifies additional issues that need to be addressed in the
future. It is possible to learn language representations for cuneiform script, that seem
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to group signs according to syntactic and semantic functions. The text correction model
improves performance for frequent text patterns (n-grams), but fails for the long tail
of infrequent text patterns. Our method to integrate additional bottom-up information
improves the performance, if the noise in the data is not too high. Our findings provide a
better understanding of the challenges of linguistic refinement and transliteration generation
for cuneiform script, and motivate new research at the intersection of computer vision and
natural language processing.

7.2 Related Work

A special case of Text Recognition Cuneiform text detection or transliteration generation
is a special case of text recognition. There are several approaches for text recognition that
combine bottom-up visual information with top-down language information [152, 232]. The
language information is employed to constrain the text recognition problem.

The literature distinguishes between text recognition with constrained and unconstrained
vocabulary. In the case of constrained vocabulary, text recognition is constrained by a
mostly very small lexicon containing the set of all possible words. In case of an unconstrained
vocabulary, text recognition is regularized by means of a language model. Text recognition
is improved by decoding with a language model, i.e. parsing the bottom-up information
based on top-down information. Since cuneiform script has a large vocabulary, we focus on
unconstrained text recognition methods that include language models.

Language models usually require a large text corpus for training. In the case of cuneiform
script, the readily available text corpus is limited to a few online sources and the cuneiform
writing system is often ambiguous as discussed in Sect. 4.2. Thus learning a language
model for cuneiform script has to overcome the problem of data sparsity as reported in
[162] for the machine translation of Sumerian languages.

Another important aspect of a language model is the underlying tokenization of the text,
i.e. how to segment the text into parts across which to compute the language statistics. The
two most common approaches are character-level and word-level tokenization as described
in Sect. 2.5. In the cuneiform setting character-level tokens are individual cuneiform signs
while word-level tokens consist of one or multiple cuneiform signs. As the sign detector in
Chapter 6 operates on individual signs, we focus here on sign-level (i.e. character-level)
language models. This also reduces the problem of poly-valence of cuneiform script: It is
often unclear how to map from word-level to sign-level tokens, since a word in Neo-Assyrian
cuneiform can be written using different combinations of cuneiform signs. The literature
distinguishes two major types of language models: n-gram language models or neural
network language models. While the n-gram language model is usually integrated as
a static component of text recognition, the neural network language model is part of
end-to-end trainable pipeline.

Integration of n-gram Language Models Early on, the field of Handwritten Text Recogni-
tion (HTR) leverages top-down language information for postprocessing [206], as bottom-up
shape information is often insufficient for the disambiguation of handwritten text. Similarly,
the field of Optical Character Recognition (OCR) employs post-OCR correction to integrate
language information [210] by means of a probabilistic model. The n-gram probabilities
are estimated from a natural language corpus. Most postprocessing approaches are based
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on Hidden Markov Models (HMM) that adjust word confidence weights to identify the
most likely text sequence. [32].

In the field of HTR, Graves et al. combine convolutional networks, a LSTM based RNN,
and a Connectionist Temporal Classification (CTC) loss to obtain an end-to-end trainable
HTR network. They integrate the language model in the decoding process by factoring
in the probability of each potential sequence according to a bigram language model. The
work by Graves et al. [86] has been very influential, providing a template for many recent
publications [35, 221, 230].

Similarly, n-gram language models have been integrated in the field of text recognition
and scene text recognition (text spotting). [151, 152] propose a CNN pipeline for scene
text recognition with beam search informed by a language model prior. [26] introduce
a postprocessing with two-stage language models for large-scale scene text recognition.
[108] learn a text recognition network that outputs character and n-gram detections. The
detections provide the potentials of a CRF that forms a structured loss for end-to-end
network training. The language information is integrated by means of the n-gram detections
as well as a small language model integrated as weighting factor in the CRF.

Integration of Neural Network Language Models as part of End-to-end Trainable
Pipeline Sequence-To-Sequence (seq2seq) learning deals with the problem of mapping
an input to an output sequence where the length of both sequences may be different. [43,
201] introduce an encoder-decoder architecture to tackle this problem by decoupling the
decoding (sequence generation) from the encoding (feature extraction). The encoder creates
an internal representation of the input that the decoder uses for generating the output.
To improve the access to the internal representation of the encoder, various attention
mechanisms [16, 142] have been proposed. The decoder network is essentially a language
model that is additionally conditioned on the input sequence. Therefore, the language
model is naturally integrated in the seq2seq architecture and is trained jointly with the
seq2seq model in an end-to-end fashion.

Seq2seq provides a flexible architecture for the integration of language models in many
computer vision problems. In the case of text recognition, a CNN is included as a feature
extractor to map the 2D image to a 1D sequence of features that serve as input to
the encoder network. HTR with a seq2seq architecture and attention has shown strong
performance recently [45, 148] that surpasses the performance of approaches with static
n-gram language model integration. A similar development occurred in the field of scene
text recognition, where the seq2seq architecture with attention has been widely adopted
[128, 224]. Seq2seq learning expends the capabilities of OCR as shown for the application
of image-to-markup generation [55]. In the case of post-OCR correction, [6, 58, 119, 190]
investigate text correction for a standard OCR pipeline based on the seq2seq architecture
that integrates powerful language models. These approaches differ from ours in that they
consider only the high-contrast OCR domain, rely on pre-trained language models, and do
not have to deal with the peculiarities of cuneiform script.

7.3 Approach

Our approach for linguistic refinement aims to improve the output of the cuneiform sign
detector based on the top-down information provided by a language model. Fig. 7.1
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Figure 7.1: The approach for linguistic refinement of the sign detections consists of two stages:
1) line text prediction and 2) line text correction. While line text prediction maps the 2D results
of sign and line detection to a 1D text sequence, the text correction model updates the line text
prediction based on top-down language understanding that is acquired by training on a large text
corpus. We consider two data sources for training and testing: a) real data based on actual line
and sign detections or b) synthetic data generated in a self-supervised fashion. The text correction
model is implemented as a seq2seq RNN with an encoder-decoder architecture and pre-trained
word embeddings for cuneiform script. The text correction model is trained by back-propagating
the loss between refined and target text during each iteration of training.

visualizes our approach which provides linguistic postprocessing of the sign detections in
two stages:

1. Line text prediction: Combine line and sign detections in order to predict the text
sequence of a line.

2. Line text correction: Given a line text prediction, correct the errors in the line
by applying a correction model that has been pretrained on a large corpus of
transliterations.

While the line text prediction already provides a basic transcription of the line using the
sign detector from the previous chapter, the line text correction step additionally leverages
the language-related dependencies that can be mined from transliterations only.

7.3.1 Line Text Prediction

The line text prediction combines sign and line detections (from the detectors trained in
Chapter 6) in a sequential procedure to output the text sequence of a line. For each line
in a tablet image, line text prediction essentially maps the 2D bounding box detections
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Table 7.1: The three types of text prediction errors, their corresponding text correction steps
which consists of localization and error fixing, and the associated sign detection errors.

text prediction error text correction associated sign detection error

inserted sign localize sign and delete sign FP: background confusion
substituted sign localize sign and replace sign FP: class confusion
deleted sign localize gap and insert sign false negative

to a 1D text sequence. As the assignment of sign detections to individual lines is initially
unknown, we rely on the line detection to provide a line polygon that can be used to
identify the sign detections of a particular line. Sign detections are associated with a
detected line, if the distance of their center to the line is smaller than a specific threshold.
As there are usually many false positive sign detections, we remove all sign detections
with low detector confidence (confidence threshold) and apply Non-Maximum-Suppression
(NMS) across all remaining sign detections. Finally, we sort the remaining sign detections
according to their horizontal position to produce a list of sign code class labels that forms
the predicted text sequence of the line.

7.3.2 Line Text Correction

The line text correction stage of our linguistic refinement approach aims to improve the
text line prediction by incorporating language-related dependencies that allow to localize
and fix potential text errors. For the design of the text correction model, we consider three
general error types that occur in a predicted text sequence as shown in Table 7.1. The
text error correction requires to 1) locate the error in the text sequence and then 2) fix
the error by either inclusion, deletion, or substitution of signs. As the line text prediction
is based on sign detection, text errors are often caused by specific sign detection errors
which we also list in Table 7.1. Since class confusion errors were the most frequent error
source in the proposed sign detection approach (cf. Sect. 6.6.2), we similarly expect the
substitution errors to be the most frequent error for line text prediction.

Our proposed text correction model combines the bottom-up information from the line
and sign detections with the top-down information from the language in order to localize
text errors and fix them. The text correction model is implemented as a sequence-to-
sequence (seq2seq) recurrent neural network that takes line text predictions as input and
outputs the refined versions as visualized in Fig. 7.1. The text correction model is trained
on training samples, each consisting of a tuple of noisy input text and ground truth target
text. Only by training on a large text corpus, the text correction model learns a good
language model that is able to localize and fix the type of errors present in the line text
prediction.

Real and Synthetic Data

For the training and testing of the text correction model, we make use of two data sources:
Real data based on actual line and sign detections (real) and synthetic data generated from
transliterations only (synthetic). The training on real data resembles supervised training
with a fixed number of training samples, whereas the training on synthetic data resembles
self-supervised training with training samples generated in large numbers by augmenting
the existing transliterations and injecting synthetic noise. In Fig. 7.1 we visualize the

122



7.3 Approach 7 Linguistic Refinement

training and testing of the correction model with real and synthetic data. Given the input
and target texts, the training procedures for real or synthetic data are the same: The text
correction model is trained using stochastic gradient descent with backpropagation and
the standard cross-entropy loss. The difference between training and testing on real and
synthetic data is due to the preparation of the data samples (tuples of input and target
text).

Real data samples consist of a line text prediction (input) and an aligned transliteration
line (target) as shown in Fig. 7.1. To obtain the target text, we employ the line-level
alignment from (reference previous chapter). The input and target texts differ due to errors
introduced during line and sign detection and the consecutive line text prediction. The
difference between the input and target texts of real data samples resembles the typical
errors produced by cuneiform sign detection and line text prediction. Training with real
noise informs the correction model how to localize and fix errors. While there are additional
error sources like the line-level alignment, such errors are either relatively rare or the
affected data samples can be easily identified and discarded during training. Synthetic data
samples are generated from the same transliterated line as shown in Fig. 7.1. First, the
transliterated line is augmented by random edit operations and the result used as target
text. Then, to obtain the input text, the augmented line is combined with synthetic noise.
We use random inserts, deletes or substitutes as synthetic noise. While the augmentation
effectively increases the amount of training data and thus prevents overfitting, the injection
of synthetic noise controls what type and amount of noise the correction model is trained
to deal with.

Since real training data represents the actual use case, i.e. applying linguistic refinement
to the sign detections, the correction model can learn to deal with the specific error patterns
found in cuneiform sign detections. Disadvantages of real training data are the limited
amount of available training data, the unknown error between input and target (with
multiple error sources like line and sign detection and line-level alignment), and the large
variance of the error between input and target text across training samples.

In contrast, synthetic training data offers a larger training dataset which can be expanded
by data augmentation. Further, the synthetic noise between input and target can be
controlled to adapt the learning process, e.g. curriculum learning or pre-training of the text
correction model in self-supervised fashion before fine-tuning on real data. The drawbacks
are that synthetic training data only approximates the real data distribution and lacks
some of the sign-detection specific errors, thus inhibiting the learning of the correction
model with regard to the application case.

Text Correction Model

The architecture of the text correction model follows the seq2seq architecture proposed
in [43, 201] and consists of an encoder and decoder network as visualized in Fig. 7.1. By
first parsing the input through a encoder the model summarizes the input in a state vector
that is used in the language decoder to predict the refined output. The access to the
encoder’s memory of the input is further improved by the addition of an attention layer.
It allows the decoder to focus its attention on individual signs of the input sequence (in
the form of a weighted sum) when predicting the output signs. Encoder and decoder are
each implemented as a two-layer GRU [43, 96] with 128 hidden units together with a
dot-product attention layer [16, 142]. The decoder in the seq2seq architecture serves as
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# 1) Line text prediction and detection confidence

pred: [110, 266, 661, 380, 490]

conf: [0.95, 0.99, 0.23, 0.81, 0.19]

# 2) Input sequence with LC tokens and corresponding GT target

> [110, 266, <slc>, 661, 380, <slc>, 490, <eos>]

= [110, 266, 113, 380, 260, <eos>]

Figure 7.2: Example of LC token usage. Signs of the line text prediction with confidence < 0.3
are tagged with a <slc>. The correction model learns to remove the LC tokens and fix the errors
by providing the ground truth target during training.

a language model. Thus training the seq2seq text correction model includes the training
of the language model. After learning the language-related dependencies during training,
the decoder language model should be able to generate text that is consistent with the
language of the training data, e.g. syntactically correct words or even semantically correct
sentences.

Word Embeddings

We use word embeddings as input to the text correction model as visualized in Fig. 7.1.
To be compatible with the sign detection, our word embeddings are based on characters
(i.e. cuneiform signs) instead of words. Nevertheless, we simply refer to them as word
embeddings in the following. The usage of pre-trained word embeddings improves the
performance of the text correction model, as it offers a rich representation of the individual
signs at a reduced dimensionality. The embeddings also speed up the training of the
correction model, since the model does not have to learn the representation of individual
signs from scratch. We follow the GloVe method [169] and pre-train 128-dimensional GloVe
embeddings on a large corpus of cuneiform text. The text correction model not only uses
embeddings in the encoder, but also in the decoder (not visualized). By sharing the weights
of embeddings in the encoder and decoder (tied embeddings) [172], the text correction
model is further regularized, which improves performance and mitigates overfitting during
training.

Low Confidence Tokens

Given a line text prediction, the text correction models needs to first locate and then
fix all errors in the text. For each position in the input text sequence, the correction
model analyses the surrounding signs and checks if the sequence is consistent with its
learned language model. Language-related inconsistencies help the model to locate errors.
Due to the difficulty of cuneiform sign detection, the line text prediction often contains
a high percentage of text errors. This raises the difficulty to localize errors, as it hurts
the separation of what is error and what not. To reduce this ambiguity, we leverage the
confidence information provided by the sign detector to indicate the presence of an error.

To supply confidence information to the correction model, we insert special low confidence
(LC) tokens <slc> in front of signs with low detection confidence as shown in Fig. 7.2. We
define a minimum confidence threshold below which labels are tagged. As the LC tokens
are only used in the input, the seq2seq model will not reproduce them in the output. Thus
LC tokens only provide information that a low confidence sign follows.
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Table 7.2: Statistics of the TL dataset compared to the Train-TL dataset. The TL dataset
comprises over three times as many signs as the Train-TL dataset used for sign detector training.

TL Dataset Train-TL

number of collections 19 (SAA:1–19) 6 (SAA:1,5,8,10,13,16)
number of clay tablets 4770 1745

number of signs 695636 185399
number of sign code classes 379 214
number of words 304601 -

number of lines 88188 28905
average line length in signs 7.88 6.41
number of continuous sequences 37958 -

LC tokens enable the text correction model to operate in two modes: Normal and
aggressive text correction. In the normal mode, the correction model acts more carefully,
thus only addressing very obvious errors according to the language model. In the aggressive
mode, the correction model performs bolder corrections conditioned on the LC tokens. The
correction model will only learn these two correction modes, if LC tokens in the training
data provide reliable information about error locations. A high false positive rate of the
LC tokens can dilute the expected positive effect. The effect of the minimum confidence
threshold and the false positive rate is studied in the following experiment section.

7.4 Experiments

In our experiments we want to analyse the performance of our linguistic refinement approach
for improving the output of the cuneiform sign detector. For this purpose, we first introduce
a transliteration (TL) dataset that comprises a large corpus of Neo-Assyrian texts and
conduct an initial analysis of the dataset based on n-gram statistics. Then, we describe
the evaluation metrics and the training of the correction model with synthetic or real data.
Finally, we provide a comprehensive evaluation of the line text prediction and line text
correction stages.

7.4.1 Transliteration Dataset

We rely on the transliterated cuneiform tablets from the SAAo project as the data source
for training the text correction model (including its language model). Unlike the Train-TL
dataset described in Sect. 5.5.1, we now use all available transliterations in the SAAo dataset
to obtain a larger text corpus sufficient for training the model. This new transliteration
dataset (TL dataset) contains more than three times as many cuneiform signs and lines
than the Train-TL dataset. Further the TL dataset differs from the Train-TL dataset in
three important ways: 1) It includes all transliterations, even ones for which no tablet
image could be assigned during data preparation. 2) It includes signs of the transliterations
despite them being marked as broken. 3) It covers all sign code classes (not only classes
with bounding box annotations), as long as they are listed in the MZL [29]. In Table 7.2
we report the statistics of the TL dataset compared to the Train-TL dataset.
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Figure 7.3: Frequency distribution of 1 to 6-grams found in the transliterations of the cuneiform
dataset. Each plot ranks the ngrams according to their frequency along the x-axis and plots this
frequency in log-space on the y-axis for each ngram.

n-gram Analysis

We conduct an n-gram analysis to study the language-related statistics of the TL dataset.
In our experiments, we compute statistics of n-grams up to the sixth order across the whole
dataset, which provide a glimpse at the typical language patterns and their frequency in
the dataset. First we look at the frequency distribution of all available n-grams of a certain
order. Then we take a look at the actual most frequent n-grams.

In Fig. 7.3 we look at the frequency distribution of all 1 to 6-grams extracted from the
TL dataset. Similar to the Train-TL dataset, the frequency of cuneiform signs (1-gram)
in the TL dataset follows a discrete Pareto-distribution (Zipfian law). There are about
380 different cuneiform signs with a Zipfian frequency distribution which is visible as a
roughly linear trend in the log-scale plot. In case of 2 to 6-grams, we observe a rapid
growth of n-gram realizations in the TL dataset from about over 25 thousand to over 350
thousand. While the majority of these sign combinations occur only once or twice in the
whole dataset (long tail), there is a small subset that occurs very frequently.

In Fig. 7.4 we report the most frequent 1 to 6-grams found in the transliteration dataset.
The most frequent (1-gram) cuneiform sign is the vowel a. This makes sense as the
cuneiform script is a logo-syllabic writing system where a is very frequent in syllabic
writing. Of course, a can also be interpreted as a logogram, e.g. meaning water. Another
frequent logogram is the cuneiform sign with the MZL number 266. It is translated as king
(LUGAL) which might explain its elaborate structure. The king also plays an important
role in the most frequent 2 to 6-grams which are mostly related to the formal address
of the king in a message: E.g. ”To the king, my lord” is the translation of the most
frequent 6-gram (a-na LUGAL be-ĺı-ia). As cuneiform script was originally developed
as a bookkeeping tool [69], it soon became an important tool for the administration of
kingdoms which is evident here.

We conclude this analysis with a short discussion of the implications for the problem of
learning a language model for cuneiform script. A language model should be able to learn
statistics comparable to 1 to 6-grams in order to estimate the likelihood of a sequence of
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# Freq MZLs Sign0 # Freq MZLs Sign0 Sign1 Sign2 # Freq MZLs Sign0 Sign1 Sign2 Sign3 Sign4

0 39603 839 � 0 3814 839 110 266 � � � 0 1426 839 110 266 113 380 � � � � �

1 23509 748 � 1 3646 266 113 380 � � � 1 1377 839 110 266 164 260 � � � � �

2 22273 10 � 2 1957 110 266 164 � � � 2 1012 110 266 113 380 260 � � � � �

3 21694 380 � 3 1878 266 164 260 � � � 3 791 736 98 839 110 266 � � � � �

4 19829 110 � 4 1617 113 380 260 � � � 4 629 98 839 110 266 164 � � � � �

5 15564 754 �� 5 1479 110 266 113 � � � 5 513 812 736 98 839 110 � � � � �

6 14816 552 � 6 1359 98 839 110 � � � 6 510 164 260 18 24 748 � � � � �

7 13670 252 � 7 1325 748 10 464 � � � 7 476 266 164 260 18 24 � � � � �

8 12809 661 � 8 1278 18 24 748 � � � 8 469 110 266 164 260 18 � � � � �

9 12072 490 � 9 1142 736 98 839 � � � 9 463 10 695 596 839 110 � � � � �

10 11725 869 � 10 1047 724 748 10 � � � 10 460 113 380 260 18 24 � � � � �

11 11655 859 � 11 985 260 18 24 � � � 11 456 380 260 18 24 748 � � � � �

12 11582 266 � 12 971 10 695 596 � � � 12 432 839 110 266 164 861 � � � � �

13 11409 596 � 13 793 380 552 839 � � � 13 422 10 596 164 553 490 � � � � �

14 11176 724 � 14 787 498 628 859 � � � 14 416 266 113 380 260 18 � � � � �

# Freq MZLs Sign0 Sign1 # Freq MZLs Sign0 Sign1 Sign2 Sign3 # Freq MZLs Sign0 Sign1 Sign2 Sign3 Sign4 Sign5

0 10969 839 110 � � 0 1955 839 110 266 164 � � � � 0 1012 839 110 266 113 380 260 � � � � � �

1 4774 748 10 � � 1 1471 839 110 266 113 � � � � 1 538 736 98 839 110 266 164 � � � � � �

2 4664 724 748 � � 2 1433 110 266 113 380 � � � � 2 475 266 164 260 18 24 748 � � � � � �

3 4313 552 839 � � 3 1433 266 113 380 260 � � � � 3 469 839 110 266 164 260 18 � � � � � �

4 4230 113 380 � � 4 1377 110 266 164 260 � � � � 4 467 110 266 164 260 18 24 � � � � � �

5 4103 110 266 � � 5 1084 736 98 839 110 � � � � 5 465 812 736 98 839 110 266 � � � � � �

6 3857 266 113 � � 6 979 260 18 24 748 � � � � 6 456 113 380 260 18 24 748 � � � � � �

7 3844 839 839 � � 7 928 98 839 110 266 � � � � 7 439 98 839 110 266 164 260 � � � � � �

8 3233 266 164 � � 8 677 566 266 113 380 � � � � 8 411 110 266 113 380 260 18 � � � � � �

9 2690 10 380 � � 9 534 266 113 380 861 � � � � 9 409 266 113 380 260 18 24 � � � � � �

10 2642 661 380 � � 10 516 812 736 98 839 � � � � 10 396 10 695 596 839 110 266 � � � � � �

11 2334 869 112 � � 11 512 164 260 18 24 � � � � 11 349 812 661 736 98 839 110 � � � � � �

12 2100 754 869 �� � 12 507 357 559 10 380 � � � � 12 323 113 380 357 559 10 380 � � � � � �

13 2077 737 252 � � 13 502 18 24 748 10 � � � � 13 316 566 266 113 380 357 559 � � � � � �

14 2056 164 260 � � 14 500 10 695 596 839 � � � � 14 305 266 113 380 357 559 10 � � � � � �

Figure 7.4: The top-fifteen 1 to 6-grams extracted from the transliterations of the cuneiform
dataset are visualized in six tables. Each table shows the ngrams sorted according to their frequency
(Freq) which is reported alongside the MZL numbers and the corresponding unicode symbols.

cuneiform signs. In the case of sign combinations from the long tail (low-frequency part) of
the n-gram distributions, most combinations appear equally likely. Thus a language model
based on 1 to 6-grams cannot provide additional validation for sign combinations of this
long tail. A LSTM-based language model, like our proposed text correction model, can
inform its decisions on larger context windows (¿ 20 signs) and is able to learn implicit
dependencies between signs (unseen in the dataset). In the following experiments, we
explore the limits of the text correction model trained on the TL dataset.

7.4.2 Evaluation Metric

To evaluate the performance of our approach for text prediction and correction, we require a
metric for measuring the similarity between a candidate and a reference text sequence. We
opt for a metric based on the well-known edit distance (ED), in particular the Levenshtein
edit distance.

Levenshtein Edit Distance

The Levenshtein edit distance quantifies the minimal necessary number of operations to
transform a text sequence t1 into the reference sequence t2. The Levenshtein edit distance
counts three types of transform operations:

• i : number of characters inserted

• d : number of characters deleted
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• s : number of characters substituted

As there are multiple sequences of operations to transform t1 into t2, the edit distance
searches the transformation that minimizes the sum of i+ d+ s. The distance is computed
as the solution of an optimization problem that can be solved efficiently using dynamic
programming [37]. In the context of machine translation, several different metrics have
been proposed like BLEU, ROGUE, or METEOR [17, 132, 165]. The machine translation
setting assumes that there are multiple valid ways to translate a sentence from one language
to another language. In contrast, the setting of text correction assumes a unique ground
truth sequence against which to evaluate. Besides providing a good performance measure
for text correction, the Levenshtein distance also counts the contribution of each of the
three error types to the overall distance allowing for additional analysis (reference).

Character-Error-Rate

As text sequences have different lengths, we need a version of the Levenshtein distance
that is comparable across variable lengths of text sequences. The Word-Error-Rate (WER)
or Character-Error-Rate (CER) is such a performance measure well-known in the fields
of speech recognition and optical character recognition. As the cuneiform sign detection
and correction problem is character-based, we rely on the CER for performance evaluation.
The CER is defined as follows

CER =
i+ d+ s

n
, (7.1)

where i, d, s are the number of operations from the Levensthein distance and n is number
of characters in reference sequence t2. The CER effectively provides a form of a length
normalized edit distance. However, the CER can be larger than one, since the length of t1
and t2 can be different.

7.4.3 Line Text Prediction

The evaluation of line text prediction not only provides a baseline for the the line text
correction stage Sect. 7.4.4, but also offers a complementary perspective on the performance
of the sign detector in Chapter 6. In particular, line text prediction allows the evaluation
of the sign detection performance across the whole SAAo collection, since its evaluation
does not require bounding box annotations unlike the evaluation of the sign detector in
Chapter 6. In addition, line text prediction gives valuable insights on the overall problem
of cuneiform sign detection, since it enables the quantification of the discrepancy between
clay tablet images, sign annotations and transliterations.

Configuration

We use the following configuration for all line text prediction experiments. We employ
the line and sign detector from Chapter 6 trained on the full Train split (see Sect. 5.5.1)
to obtain the line text prediction for all SAAo collections. Sign detections with strongly
overlapping bounding boxes are removed by applying NMS with an overlap threshold of
0.3, and only sign detections with a detection confidence larger than 0.1 are included.

To obtain ground truth targets for evaluation, we perform line-level alignment as described
in Sect. 6.4.5. Only successfully aligned transliterated lines can be used during evaluation.
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CER: 0.0 | Acc: 1.0 | ED: 0 (0i+0d+0s) | #Pred/#GT: 14/14 
 Pred: [ 57   1  30  43 113  57   1  80  97  21  80  30   1  97] 
 GT: [ 57   1  30  43 113  57   1  80  97  21  80  30   1  97] 

 

CER: 0.11 | Acc: 0.89 | ED: 1 (0i+0d+1s) | #Pred/#GT: 9/9 
 Pred: [148   5  17 121  82  11  60  79  99] 
 GT: [134   5  17 121  82  11  60  79  99] 

 

CER: 0.2 | Acc: 0.8 | ED: 1 (0i+1d+0s) | #Pred/#GT: 6/5 
 Pred: [80  4 58 26 83  2] 

 GT: [80  4 58 26 83] 
 

CER: 0.55 | Acc: 0.45 | ED: 6 (4i+0d+2s) | #Pred/#GT: 7/11 
 Pred: [ 56  19  41 100 103 134  80] 

 GT: [ 15 105  56  15  19  41 100  13 103  25  30] 
 

Figure 7.5: Line text prediction of four lines of cuneiform script found on different clay tablets.
For each line we visualize the line and sign detections used as input (lighter color of bounding
boxes indicates higher detector confidence). Above each line figure we report CER, Acc=1-CER,
Levenshtein ED including the respective edit operations as well as predicted and ground truth
transliteration of the line.

While the line-level alignment omits a large number of signs in the TL dataset, it still
yields over 250 thousand signs for the evaluation of the text line prediction. Compared to
the evaluation with manual annotations in the previous chapter, there are over one order
of magnitude more signs available. We also exclude tablets with a CER above a fixed
threshold (0.7) which most likely are affected by errors introduced during data preparation
and should be avoided in the following experiments.

Qualitative Results

Fig. 7.5 visualizes the line and sign detections used to produce the line text predictions
in the case of four lines from different clay tablets. The blue line detection box functions
similar to a selection window for the bounding box detections. Starting from the topmost
example in Fig. 7.5, we observe the following: The first two lines show text prediction
results with only a small error. In the third line the text prediction contains an additional
sign which is partly broken and thus omitted from the transliteration. In the fourth line
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the text prediction is missing multiple signs compared to the transliteration, as image and
tablet quality inhibits detection.

Despite its simplicity, line text prediction yields decent results mostly due to the quality
of the sign detector. However, errors in line and sign detection can amplify each other and
produce bad line text prediction results as in the bottom example of Fig. 7.5. Therefore a
control mechanism like a language model is needed to check the linguistic validity of the
results, e.g. like a syntax or semantics check, as line text prediction constitutes a form of
open-loop prediction.

Quantitative Results on all SAAo Collections

In this experiment, we want to evaluate the performance of the sign detector across all SAAo
collections, even if no bounding box annotations are available. To this end, we compare
the performance of line text prediction based on detections with the performance of line
text prediction based on annotations. The line text prediction of a clay tablet is primarily
based on the line and sign detections in the tablet image, while the evaluation of its CER
also relies on the corresponding transliteration. To account for the discrepancy between
tablet image and transliteration, we estimate the lowest achievable CER by additionally
conducting the line text prediction based on the line and sign annotations.

It is important to note that line and sign annotations are only available for a small
subset of all clay tablets in SAAo and that the number of available annotations varies
between collections. In the case of four collections, no annotations are available, while the
remainder of the collections has on average about 1500 sign annotations. We find that the
estimate of the lowest achievable CER is robust across all collections despite the relative
small and varying number of annotations.

Fig. 7.6 visualizes the results of the performance evaluation of line text prediction based
on annotations as well as detections:

Annotations Case The line text prediction based on line and sign annotations achieves
an average CER of 0.215 and the edit operations are distributed as follows: 63% of the
operations are insertions (0.135 CER), 18% deletions (0.039 CER) and 19% substitutions
(0.041 CER). While there is some variance of CER across collections (0.13 to 0.282 CER),
the relative distribution of edit operations appears stable across collections. Moreover, there
is no significant performance difference between Train-TL collections and the remainder.

Detections case When based on line and sign detections, the line text prediction achieves
an average CER of 0.431 and the edit operations are distributed as follows: 39% of
operations are insertions (0.168 CER), 11% deletions (0.048 CER) and 50% substitutions
(0.215 CER). We observe a strong increase in substitutions compared to the annotation
based evaluation. Substitutions in the text prediction domain can be associated with
false positive sign detections due to sign code class confusion as discussed in the context
of Table 7.1. This connection is supported by the fact, that both substitution and class
confusion errors are each the most common error source for the task of line text prediction
and sign detection respectively, as in Sect. 6.6.2. Interestingly, there is only a small absolute
change in insertions and deletions compared to the annotations case. Thus we assume that
line text detection (including sign detection as pre-processing) is very good in avoiding
background confusions (false positive and false negative). Similar to the annotations case,
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Figure 7.6: Evaluation of line text prediction performance across all collections of the SAAo
dataset. Performance is reported as character-error-rate (CER). Collections marked with an asterisk
are part of the Train-TL dataset that is used for the weakly supervised training of the sign detector.
As the CER is based on the edit distance the contribution of insertion, deletion and substitution to
the overall CER is visualized as different colors.

we observe some variance of CER across the collections (0.258 to 0.554 CER), while the
relative distribution of edit operations appears stable across collections. On the collections
of Train-TL dataset, we find a performance improvement compared to the remainder of
the collections (0.366 to 0.459 CER). This difference might be due to the fact that the
sign detector overfits the Train-TL dataset, since new annotations are generated from this
weakly supervised dataset during iterative training of the sign detector (cf. Sect. 6.5.5),

Quantifying the Discrepancy between Transliteration, Tablet Image and Annotations

Previously, we used the text line predictions based on annotations as an estimate of the
lowest achievable CER. However, this estimate is biased, because the CER for line text
prediction is ultimately based on the sign detections in the tablet image, whereas the
annotation case rather measures the discrepancy between annotations and transliteration.
This bias becomes clear if we look at the annotation process described in Sect. 5.3: Since
the annotations for a side of a clay tablet are created based on a particular tablet image,
their error are conditioned on the quality of the tablet image (e.g. if a bad tablet image
only shows half of the obverse of a clay tablet as recorded in the transliteration, the image’s
annotations miss this half accordingly). A better estimate of the lowest achievable CER
for line text prediction is the discrepancy between tablet image and transliteration. Since
this discrepancy is not directly observable, we propose a simple approximation method.
Besides yielding a better estimate of the lowest achievable CER, the method also allows to
quantify the quality of the manual annotations.
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Transliteration Annotation

Tablet image13.5 + 4.0 =
17.5 𝐶𝐸𝑅!"

21.5 𝐶𝐸𝑅

4.0 𝐶𝐸𝑅#

Figure 7.7: Triangle of discrepancies between annotations, tablet image and transliteration. We
estimate the discrepancies for the entire SAAo dataset using the Levenshtein edit distance and two
assumptions as described in the text below.

Fig. 7.7 visualizes the problem of estimating the discrepancies as a triangle with its three
corners, labeled annotations, tablet image and transliteration, and its edges representing
three discrepancies: tablet image vs. transliteration, transliteration vs. annotation, and
annotation vs. tablet image. While we can estimate the error between transliteration and
annotations (in terms of the CER for the text line prediction based on annotations), we
cannot directly observe the error along the two other edges of the triangle. To obtain the
two other discrepancies, we rely on the Levenshtein edit distance and two assumptions
which we describe in the following: Given the text line prediction based on annotations, we
approximate the discrepancy between tablet image and transliterations with the CERID

(based on insertions and deletions only) and the discrepancy between tablet image and
annotations with the CERS (based on substitutions only). Our first assumption is that
during the manual annotation process human experts only produce class confusion errors
(but none of the other FP error types). This is based on the observation that human
annotators spot localization and background confusion errors (i.e. the absence of any sign)
far more easily than class confusion errors (i.e. the confusion of sign code classes). Since all
substitutions (FP class confusions) are explained by the discrepancy between tablet image
and annotations, our second assumption is that the insertions and deletions account for the
discrepancy between tablet image and transliteration. This is based on the observation that
transliterations can be considered free of substitution errors, as they have been produced
by experts. Therefore the discrepancy between tablet image and transliteration is mostly
caused by the problem that a transliteration contains more information than visible or vice
versa (as discussed in the context of image-transliteration alignment in Sect. 6.3).

Fig. 7.7 visualizes the resulting estimates of all three discrepancies of the SAAo dataset
along the edges of the triangle. Our best estimate for the lowest achievable CER for text
prediction (evaluated using transliterations) is 0.175 averaged across all collections. This
estimate is biased because it incorporates errors caused by data preparation (Sect. 5.2.3)
and line-level alignment (Sect. 6.4.5). However, we assume this bias to be small, since
these results are based only on tablets for which line and sign annotations exist: Firstly,
errors caused by the data preparation are usually reported and fixed during the manual
annotation process, and secondly, the line-level alignment is very reliable, if it is based on
ground truth line and sign annotations. The discrepancy between the tablet image and the
annotations provides us with a good estimate of the annotation error. The annotations have
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an average CER of about 0.04 which appears reasonable for such a fine-grained detection
task. Nevertheless, the manual annotation error in datasets like ImageNet (0.003) is ten
times smaller [184].

Quantifying the Error due to Data Preparation

We introduced a CER threshold to avoid errors introduced during data preparation (see
Sect. 5.2.3), as we described in the configuration of this experiment. While the CER
threshold limits the number of potential error sources during the presented experiment,
it can be also leveraged to estimate the error of data preparation. For this purpose, we
evaluate text prediction using line and sign detections with different CER thresholds of
0.7, 0.9 and 1.0 (unfiltered). We find that the unfiltered text predictions have an average
CER that is 0.05 to 0.1 higher which we consider a rough estimate for the error of data
preparation.

7.4.4 Line Text Correction

In the following experiments, we evaluate the performance of the line text correction
stage of our linguistic refinement approach. First, we provide details on the training of
word embeddings for cuneiform script and visualize the word embeddings for qualitative
analysis. Then we describe the training and testing configuration of the text correction
model. Finally, we conduct a through analysis of the line text correction model in three
experiments with evaluation on synthetic, real and n-gram data.

Pre-trained Word Embeddings

The pre-trained word embeddings provide a rich representation of the cuneiform signs that
are fed into the text correction model. To obtain word embeddings for cuneiform script, we
train 128-dimensional GloVe embeddings on the TL dataset for all present 380 cuneiform
signs. We use a context window of five signs for the skip-gram generation. The GloVe
embeddings are trained with an Adam optimizer, with a learning rate of 0.01 and a batch
size of 1024 for 30 iterations.

To visualize the GloVe embeddings, we employ the t-distributed Stochastic Neighbor
Embedding (t-SNE) [143]. It projects the high-dimensional word vectors of the word
embeddings onto the 2D plane. The method aims for nearby points in high-dimensional
space to remain nearby in 2D space, thus optimizing the projection to maintain the
neighbourhood relationships. In the case of word embeddings, a t-SNE visualization is
particularly interesting, since proximity in the embedding space can indicate a semantic
relationship between signs/words as demonstrated in [149, 150].

Fig. 7.8 visualize the trained GloVe embeddings for 120 cuneiform signs using t-SNE. As
cuneiform signs are often used as syllables rather than individual words, clusters of signs
do not necessarily indicate a semantic relationship. More often, clusters represent groups
of consonants and vowels that appear in the same context (e.g. BU, RU, UR towards the
lower left corner). Similarly, the reading LUGAL (king) towards the center of each plot is
surrounded by signs (e.g. IA, BAD, EN ) that all appear in Fig. 7.4 as part of the most
frequent n-grams in cuneiform script. Nevertheless, the cuneiform sign embeddings also
encode a semantic context as visible towards the lower right corner where a large group of
number signs are clustered together (e.g. U, AS, ES, LIMMU5, NINNU, IMIN ).
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Figure 7.8: Visualization of GloVe word embeddings for cuneiform signs using the t-SNE method.
Proximity between words indicates similarity. The cuneiform signs are either depicted in the form
of Unicode symbols (top) or readings (bottom).
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Table 7.3: Train and test split of SAAo collections for line text correction.

train set test set

synthetic data 1–3; 5–19 4
real data 1,5,8,10,13,16 4

Configuration

For training and testing of the text correction model, we use the TL datasets spanning
all collections of SAAo. The train and test split of the SAAo collections are shown in
Table 7.3. We use one collection for testing and dedicate the rest for training. Instead of
using all available sign code class, we follow the convention from Sect. 6.5.1 and only use
ones for which we have trained the sign detector.

The correction model is trained for 40 epochs using mini-batch stochastic gradient
descent with batch size of 64 and an Adam optimizer with a learning rate of 0.0005 that is
reduced by a factor 0.1 after 30 epochs. Dropout of 0.4 is applied at the penultimate layer
of the decoder. Teacher-forcing [222] is employed with a rate of 0.8 or 0.5 for synthetic or
real data respectively. During evaluation, the decoder employs greedy decoding to produce
the refined text, i.e. at each time step predicting the most likely sign. Using beam search
[72] does not yield an improvement.

Experiments evaluated on Synthetic Data

This experiment investigates the performance of the text correction model on synthetic
data. Synthetic data allows a proof of concept of our text correction model under controlled
conditions. By altering the quantity and quality of the noise in the input, we can explore
the limits of our approach and obtain a baseline for the real data evaluation. In the
following, we describe the preparation of the synthetic data and present our results of
training and testing the text correction model on synthetic data.

Synthetic Data Preparation Synthetic data samples are generated from the TL dataset
as visualized in Fig. 7.1: First, a transliterated line is augmented to obtain the target text,
and then synthetic noise is added to the augmented line to obtain the noisy input text. In
the following we describe the configuration of augmentation, synthetic noise injection and
how LC tokens are included in the synthetic case:

• Augmentation The data is augmented by random substitution of five percent of
signs in the original transliterated line. As usual, augmentation is only used during
training.

• Synthetic noise As visualized in Fig. 7.9, the composition of synthetic noise for
training and testing is the following: 2% random insertions, 2% random deletions
and 20% random substitutions of signs. This composition is driven by the empirical
findings in Sect. 7.4.3 that most errors in the line text prediction are substitution
errors which affect about about 20% of the transliterated line as shown in Fig. 7.6b.
During training, we do not use sign deletion noise to reduce the difficulty of the text
correction task. We find the deletion noise to be the most challenging for training.
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Figure 7.9: Error composition of all synthetic data configurations used for evaluation. The
synthetic data set is focused on substitution errors, which account for most of the errors produced
by the sign detector as observed in Fig. 7.6b.

Synthetic data configurations

%
 o

f s
yn

th
et

ic
 d

at
a

0.0%

20.0%

40.0%

60.0%

no lc_token lc_token 100% lc_token 75% lc_token 50% lc_token 25%

tp lc_token fp lc_token

Figure 7.10: For evaluation, we use five synthetic data configurations with different amounts of
LC tokens. Besides the first configuration without LC tokens, the four other configurations differ in
the amount of false positive LC tokens (i.e. LC token falsely marking a valid sign for correction).

• LC tokens Since we know the location of each error in the synthetic case, we control
the rate of true positives of the LC tokens, i.e. the percentage of errors correctly
labeled with an LC token and the percentage of correct signs erroneously labeled
with an LC token. During training, we mark a subset of substituted signs with LC
tokens and ensure that exactly a third of LC tokens are true positives during training.
During evaluation, we use one of five synthetic data configurations for LC tokens as
shown in Fig. 7.10: One configuration without any LC tokens as a baseline and four
configurations with 100%, 75%, 50% or 25% of LC tokens being true positive.

Results In Fig. 7.11 we evaluate the train and test performance of the line text correction
on synthetic data for each of the five synthetic data configurations. We report the CER
of input and output of the text correction as well as their difference, and measure the
performance of text correction in terms of the relative error reduction of input CER.

On the training set, we find a significant error reduction of up to 22% for the configurations
that make use of LC tokens. Without LC tokens, the error reduction is only a little over
8%. The TP rate of the LC tokens has only a weak impact (unlike in the test case), most
likely due to overfitting to the training data (the detector learns the correct sequences by
heart).

On the test set, we find an error reduction of up to 10% with LC tokens and only about
2 % without LC tokens. The information provided by the LC token, i.e. knowing about
the existence and location of an error, has a significant effect (error reduction of 10.2% vs.
2.3%). However, LC tokens less than 50% correct results in substantial performance drop:
25% TP tokens with only 2.7% error reduction compared with 50% TP tokens with already
7.7% error reduction. Despite of this drop, the 25% TP tokens still produce a better result
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(b) Line correction performance on synthetic test set.

Figure 7.11: Evaluation of line correction model on synthetic data.

than no LC tokens. The correction model benefits from the information of the LC tokens
despite the low TP rate.

Overall, we show that the text correction can be trained to localize and fix errors in a
controlled setting. LC tokens can result in a significant performance boost by providing
important guidance for the text correction model.

Experiments evaluated on Real Data

After having the text correction model successfully trained and evaluated on synthetic
data (reference to previous section), we investigate its performance on real data in this
experiment. Ideally, the text correction model can improve on the results of line text
prediction presented earlier in Fig. 7.6b. First, we provide details on the real data generation,
then, we describe the training of the text correction model on synthetic and real data, and
finally, report the results of our experiment.

Real Data Preparation We obtain a pair of input and target text as visualized in Fig. 7.1.
For text line prediction, we follow the configuration of the text line prediction experiment
(reference). In contrast to synthetic data it is not necessary to inject additional noise,
since real input texts already come with high levels of noise as we have shown in Fig. 7.6b.
During training, too noisy samples are even discarded, if the CER of the input text is
larger than 0.7. To deal with low confidence detections, LC tokens are inserted in front of
signs with a detection confidence smaller than 0.3. If a line is longer than fifty signs it is
cropped.
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(a) Line correction performance on real train set.
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(b) Line correction performance on real test set.

Figure 7.12: Evaluation of line correction model on real detection data.

Training on Synthetic and Real Data The text correction model trained on synthetic
and real data is obtained by pre-training on synthetic data and then fine-tuning on real
and synthetic data. For our experiment, we use as pre-trained model the text correction
model from the experiment on synthetic data and fine-tune it on a mixture of 4/5 real and
1/5 synthetic data for 20 epochs using the same learning rate as during regular training.

Results In Fig. 7.12 we evaluate the train and test performance of the line text correction
on real data. We compare the performance of three text correction models trained on either
1) synthetic data, 2) real data, or 3) synthetic & real data. As in the previous experiment,
we report the CER of input and output of the text correction as well as their difference,
and measure the performance of text correction in terms of the relative error reduction of
input CER.

On the training set, we find that the text correction model trained on synthetic data
only produces a very small error reduction of about half a percent. In contrast, the model
trained on real data (13 %) and synthetic & real (5.5%) both improve the results. As
the noise in real data is different from the noise in synthetic data, the model trained on
synthetic data probably struggles to correct any but the very obvious errors (e.g. errors in
the most frequent n-grams). The two other models benefit from training on real data.

On the test set, we observe that the text correction model trained on synthetic data now
results in even less than 0.1 % error reduction. If the models are trained on real and real &
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synthetic data, the error even increases. These two models seem to suffer from overfitting
on the real training data. Combining synthetic and real data reduces the overfitting from
over -7% to about -1.5%, but we still find no positive error reduction.

For a model trained purely on synthetic data, we hypothesize that the difference between
the noise of synthetic and real data is making the error correction difficult. This model
performs worse on the test set than on the train set, since only sees samples from the train
set during training (even if only with synthetic noise).

Unlike in the synthetic case, the usage of LC tokens does not yield a significant per-
formance gain. This is most likely due to the low true positive rate of LC tokens. While
the detection confidence is not an arbitrary measure, it seems too unreliable that the text
correction model can exploit it properly.

Experiments evaluated on n-gram Data

As the text correction model yields mixed results in the previous experiments on real
and synthetic data, we take a closer look at what the model has learned. To better
understand which errors the text correction model is able to fix and which not, we evaluate
the performance of the text correction model on a synthetic n-gram data. The ability of
n-gram correction provides valuable information about the ability to correct general errors
in a whole line of cuneiform text, since a line is literally constructed from n-grams (and
vice versa). In particular, we make use of the n-grams we identified in the TL dataset in
Sect. 7.4.1 and combine them with synthetic noise to obtain synthetic n-gram data.

Synthetic n-gram Data Preparation For this experiment, we focus on the five thousand
most frequent 5-grams found in the TL dataset. To add the synthetic noise to the 5-gram
inputs, we make use of the synthetic data configurations 1 and 4 as described in (reference
table). Thus on average one of the five signs of the 5-gram is replaced with a random sign
and the used LC tokens are either 25% of the time or 100% correct.

Results In Fig. 7.13, we study the performance of the text correction model on our
synthetic n-gram data. For this experiment, we use the text correction model trained on
synthetic data in (reference). In the case of synthetic data configurations 1 and 4, we
plot the performance of the text correction model for all five thousand 5-grams ranked
according to their occurrence frequency along the x-axis. On the y-axis, the performance
is measured in terms of CER of noisy input 5-gram, refined output and their difference.

We observe a correlation of text correction performance and 5-gram frequency: the more
frequent a 5-gram occurs in the 5-gram data, the more frequent it occurs in the train set
and the more likely it is learnt by the text correction model. It should be noted that this
is not a simple overfitting on the training data, as the 5-grams usually occur as parts of
longer lines of text. Thus the text correction model has learnt to correct noisy 5-grams,
independent of the surrounding context, which resembles some form of generalization.

Another takeaway from the experiment is the effect of the LC tokens and their true
positive rate. In the case of correct LC tokens, we find a clear improvement for the first
five thousand 5-grams, visible in the gap between input and correction as well as in their
difference. In the case of 25% TP LC tokens, we find a smaller improvement, which is only
visible for the first 2000 most frequent 5-grams. While LC tokens have to be correct in
order to be helpful, the frequency of n-grams always helps.
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(a) LC token with 100% true positives.
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(b) LC token with 25% true positives.

Figure 7.13: Evaluation on synthetic 5-gram data. The performance of the line correction model
is visualized in the case of 100% true positive LC tokens (left column) and in the case of 25% true
positives (right column). The CER of the noisy input and the CER of the output of the correction
model are visualized in the upper row of plots, while the effective CER improvement is visualized in
the lower row. The solid lines represent the cumulative moving averages of the errors which expand
from left to right and gradually converge towards the corresponding dashed lines which represent
the average across all five thousand 5-grams. The correction model has implicitly learned to correct
a large number of 5-grams. The model performs best for the most frequent 5-grams. The model
benefits from the TP LC tokens, as it clearly corrects more 5-grams including less frequent ones.
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Overall, the text correction model learns meaningful aspects of the cuneiform language.
However, only the most frequent 5-grams can be corrected properly in the presence of noisy
inputs and without any reliable error localization by LC tokens.

7.5 Discussion

In this chapter, we propose a method for linguistic refinement of the cuneiform sign
detections produced by the sign detector introduced in Chapter 6. Our two-step approach
combines bottom-up visual information from the tablet image with top-down linguistic
information about cuneiform script to improve the detection results. The first step consists
of line text prediction that groups sign detections in a tablet image (i.e. labeled bounding
boxes) according to their line membership and outputs a sequence of sign code classes for
each line. The second step consists of a RNN-based text correction model that locates
errors in the line text prediction and outputs a corrected version. To train the model in
the task of error correction, training samples are generated in a self-supervised fashion
by artificially injecting noise in lines of transliterated text. LC tokens are introduced to
provide additional bottom-up information to the correction model.

We collect a large corpus of cuneiform script to conduct our experiments. Line text
prediction offers a weakly supervised evaluation of the cuneiform sign detector across all
SAAo collections with several thousand tablet images - without requiring extra manual
annotations. Furthermore, this evaluation enables us to estimate the inherent error of the
dataset, in particular the error between tablet image, transliteration and annotations. By
estimating the errors, we better understand the current limitations of our approach and
can draw more confident conclusions from our results.

We obtain a proof of concept of the proposed linguistic refinement method on synthetic
data. The text correction model successfully learns an internal language model for cuneiform
script that even generalizes to unseen data samples. Unfortunately, the text correction
model does not perform well on real data. We assume that the following two reasons
are central to this problem: 1) There is a obvious gap between synthetic and real data.
While the gap can be reduced by mixing real and synthetic data during training, the text
correction model usually fails to improve upon the line text prediction baseline on the
real test set. 2) Most combination of cuneiform signs are very rare in the dataset which is
visible in the long tail of sign combinations in Fig. 7.3. Thus, learning a good language
model seems only feasible for the more frequent sign combinations, given the constraints of
the dataset. This hypothesis is supported by the evaluation of the text correction model
on n-gram data in Sect. 7.4.4, where the model outperforms the baseline only in case of
frequent n-grams.

To improve how the text correction model performs on real data, the difference between
synthetic and real data needs to be reduced during the learning process. Therefore, the
self-supervised training employs synthetic noise that approximates the noise found in
real data. However, some important differences remain: 1) While the synthetic noise is
distributed uniformly across the generated samples, the real noise is often focused on rare
sign code classes (which the sign detector struggles with). Thus real data is also more
challenging to fix, since there are fewer examples to train the correction model. 2) Real
noise is not uniformly distributed across the text corpus, i.e. errors accumulate in specific
locations and the composition of errors varies between lines and tablets significantly.
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The text correction model benefits from the incorporation of additional bottom-up visual
information. In particular, our approach employs LC tokens to leverage the detection
confidence to indicate potential errors. However, there is more visible information that
can be included. For example, the horizontal distance between sign detections could be
encoded with additional tokens or by relying on techniques like positional encoding [216,
225]. Besides the information content, it is important to consider its reliability as we have
seen in the case of LC tokens in our experiments. An interesting extension of the proposed
approach is to train cuneiform sign detection and text correction as a single neural network
in an end-to-end fashion. In this way, the network can learn a representation that contains
the most useful visual information for text correction.

At the core of the text correction model is the language model for cuneiform script.
There are several options to boost the performance of the language model: The collection
of additional training data in the form of transliterations of Neo-Assyrian cuneiform script
can improve performance for rare sign combinations. Another option is transfer learning,
which is widely used in NLP domain like in the case of machine translation for low-resource
languages [144]. It can be beneficial to build on pre-trained language models, even if their
language is only remotely related to Akkadian and Sumerian.

The proposed method for linguistic refinement allows the automatic generation of a
cuneified transliteration, which is helpful for Assyriologists. The text correction model
operates on character-level (cuneiform signs) and thus its internal language model only
learns language implicitly. A full transliteration contains the linguistic interpretation of
the written text in an explicit form (grammar, syntax, semantics) and thus resolves many
ambiguities of the cuneified transliteration that arise from the special characteristics of
cuneiform writing system (cf. Sect. 4.2.2). As the linguistic context compared to writing
system context is more structured, the training of a language model that bridges the gap
between sign code classes and full transliterations might be more data-efficient and thus a
promising target for future work.
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CHAPTER 8

Conclusion

In this thesis, computer vision algorithms for visual recognition have been developed that
are able to leverage the power of deep learning for tasks with limited supervision. To
compensate for the lack of supervision, we have employed the general idea of wrapping
the supervised learning of a deep network inside an iterative learning method to solve
a particular task. In each iteration, this method generates annotations from limited
supervision and in turn trains the deep network. During the learning process, the method
not only optimizes the sign detector, but simultaneously increases the quality and quantity
of the generated sign annotations. To this end, we have developed learning procedures and
models for two computer vision applications with limited supervision.

For the first application of human pose analysis, we have proposed a self-supervised
approach to learn a representation that captures the characteristics of human posture.
Therefore, we have designed two complementary self-supervised tasks, temporal ordering
and spatial placement, which automatically generate the supervision necessary for learning
a representation from unlabeled video data. To facilitate self-supervised training, we have
embraced the idea of iterative learning and introduced a motion-based curriculum as well
as a procedure to mine and utilize repetitive poses as valuable training data. We have
demonstrated in experiments on several datasets that our method learns a representation
of human pose that is competitive with the comparable methods in the literature.

For the second application of cuneiform sign detection, we have proposed a weakly
supervised approach to train a sign detector that locates and classifies cuneiform signs
in images of clay tablets. Our approach generates sign annotations for training the
sign detector by using weak supervision from transliterations. In each iteration, our
iterative learning method alternates between training a sign detector and generating sign
annotations by solving the alignment problem between tablet image and transliteration.
Besides optimizing the sign detector, iterative learning aims to improve the precision and
recall of the generated sign annotations. For this purpose, we divide the generation of sign
annotations into two distinct steps, sign placement and image transliteration alignment.
The two steps provide difficult (exploration) and reliable (exploitation) training samples
for a balanced sign detector training. While our method works weakly supervised, a
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small number of annotations further boost the performance of the cuneiform sign detector.
For the training and evaluation of our approach, we have created the first large-scale
dataset for cuneiform sign detection. Its several thousand sign annotations provide a rich
benchmark for fine-grained sign detection that can facilitate further research into cuneiform
script. Moreover, a linguistic refinement method has been proposed that trains a text
correction model in a self-supervised fashion to further improve the detection results of the
cuneiform sign detector. The self-supervised task consists of reconstructing synthetically
corrupted text sequences from transliteration of cuneiform script. The correction model is
trained to effectively combine bottom-up information from the sign detections and top-
down language information from several thousand lines of cuneiform script. The proposed
method demonstrates the first steps towards the automatic transliteration of cuneiform
text. To enable experts to directly apply the sign detector in their study of cuneiform
texts, we have additionally provided a web application for the analysis of clay tablets with
a trained cuneiform sign detector. Since our method is applicable to cuneiform script of
different periods, it enables large-scale digital analysis of cuneiform script in the field of
Assyriology, thus helping to more efficiently open up the treasures of human civilization.
We have explored the boundaries of weakly supervised learning for computer vision while
facilitating the difficult analysis of complex script to directly support research based on
ancient written texts for which existing text recognition methods are not applicable.

Interesting Findings for Learning with Limited Supervision

Although the considered applications are quite different in their task and limited supervision,
we have found that different learning scenarios are often dealing with similar problems. The
general idea is to guide the learning algorithm towards the desired outcome by integrating
alternative forms of supervision for the task. Extending the supervised learning procedure
with a supervision generation step provides a new level of control over the training data
for the learning algorithm (accumulated experience). Designing self-supervised tasks as in
Chapter 3 or leveraging weak supervision as in Chapter 6 not merely replaces supervision.
Instead, it offers a great opportunity to boost the overall outcome by integrating additional
task-specific prior knowledge and expanding the scope of data used for learning. Such a
broader learning experience is especially helpful because deep networks tend to learn cheap
shortcuts [76, 77], such as a preference for texture instead of an universal representation
for visual objects. When applying iterative learning to tasks with limited supervision,
it is important to consider the optimization of the model as well as the optimization
of the generated supervised data. Thus, learning with limited supervision resembles an
alternating optimization, where the dynamics of the learning process have to be taken
into consideration. In the case of the two considered applications, we have identified the
main problems associated with such an iterative learning procedure and devised several
strategies to overcome them, which are summarized below:

Learning with Noisy Supervision The generated supervised data exhibits a high degree of
noise, e.g. annotations are erroneous, incomplete, or ambiguous, beyond the inconsistencies
found in manually supervised data. Fortunately, deep learning is very efficient at filtering
the signal from the noise and is able to learn a useful representation that surpasses the
consistency of the training data. The effect can be amplified by choosing an appropriate
deep architecture that matches the complexity of the task and by applying regularization
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techniques to mitigate the risk of overfitting. However, deep learning alone is not sufficient
to deal with the side effects of iterative learning, such as drift and imbalanced supervision.

Self-Correction for Supervision Generation The quality of the generated supervised
data matters. We have found it essential to implement a self-correction method that
exploits task-specific prior knowledge to refine the generated supervision, before it is
used to train the model. For this purpose, the bottom-up information by the trained
model must be verified by some top-down information such as task-specific assumptions or
weak supervision at each iteration of supervision generation. In the case of learning pose
embeddings, we have exploited the self-similarity of poses under different camera angles
and the speed of motion in video data to control the quality of the generated supervision.
In the case of learning a cuneiform sign detection, we have combined in an alignment
method the geometric structure of lines in clay tablets together with the weak supervision
from transliterations.

Balancing Exploration and Exploitation The diversity of the generated supervised data
matters as well. Because data is often imbalanced in terms of certain concepts, it is
important to deal with the long tail of the data distribution. By making supervised data
more diverse, we enable the learning of new and difficult concepts from this long tail. Thus
we have devised methods to identify and explore difficult examples for learning, such as
a curriculum for learning pose embeddings in Chapter 3 and a sign placement step for
training the sign detector in Chapter 6 However, too much emphasis on diverse data risks
introducing many additional errors to the training data. As a general rule for generating
supervised data, it is important to find a good balance between generating reliable data
(exploitation) and generating diverse data (exploration) for learning. This presents an
interesting analogy to the field of reinforcement learning [202], where the trade-off between
exploration and exploitation is equally important. The generated supervised data is
comparable to the experience an agent gains by interacting with its environment in order to
accomplish a goal. While interested in solving a particular task, the agent has to discover
a series of intermediate steps that must be learned to accomplish the general objective.
The agent generates its own data by taking actions (simulate). In the case of iterative
learning, we similarly have to pay attention to the learning curve (experience) which is
shaped by the supervised data generated from self-supervised tasks or bridging the gap
from weak to full supervision.

Dealing with Rare Classes The generation of supervised data cannot generate arbitrary
data samples, but is fed from an existing dataset with limited supervision originally sampled
from the data distribution. Learning a representation to capture fine-grained details of
rare classes from the long tail of the data distribution can be very inefficient, since a
large dataset may only yield a few suitable training samples. If the supervision generation
process is very noisy, the training samples might even be just caused by noise. In the case of
our weakly-supervised approach to learn cuneiform sign detection, this makes the learning
of some rare sign code classes infeasible. However, we have demonstrated in experiments
in Chapter 6 that iterative learning with limited supervision is very annotation-efficient
and that a few manual sign annotations are sufficient to mitigate this problem.
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[200] M. Sundermeyer, R. Schlüter, and H. Ney. “LSTM neural networks for language mod-
eling”. In: Thirteenth annual conference of the international speech communication
association. 2012.

[201] I. Sutskever, O. Vinyals, and Q. V. Le. “Sequence to sequence learning with neural
networks”. In: Advances in neural information processing systems. 2014, pp. 3104–
3112.

[202] R. S. Sutton and A. G. Barto. Reinforcement learning: An introduction. MIT press,
2018.

[203] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V.
Vanhoucke, and A. Rabinovich. “Going deeper with convolutions”. In: Proceedings
of the IEEE conference on computer vision and pattern recognition. 2015, pp. 1–9.

[204] M. Tan, R. Pang, and Q. V. Le. “Efficientdet: Scalable and efficient object detection”.
In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition. 2020, pp. 10781–10790.

[205] P. Tang, X. Wang, S. Bai, W. Shen, X. Bai, W. Liu, and A. Yuille. “Pcl: Proposal
cluster learning for weakly supervised object detection”. IEEE transactions on
pattern analysis and machine intelligence 42:1, 2018, pp. 176–191.

[206] C. C. Tappert, C. Y. Suen, and T. Wakahara. “The state of the art in online
handwriting recognition”. IEEE Transactions on pattern analysis and machine
intelligence 12:8, 1990, pp. 787–808.

[207] S. Tian, S. Lu, and C. Li. “Wetext: Scene text detection under weak supervision”.
In: Proceedings of the IEEE International Conference on Computer Vision. 2017,
pp. 1492–1500.

168



Bibliography

[208] S. Tinney and E. Robson. Oracc Open Data: A brief introduction for programmers,
Oracc: The Open Richly Annotated Cuneiform Corpus. http://oracc.museum.
upenn.edu/doc/opendata/. 2018. url: http://oracc.museum.upenn.edu/doc/
opendata/.

[209] J. J. Tompson, A. Jain, Y. LeCun, and C. Bregler. “Joint training of a convolutional
network and a graphical model for human pose estimation”. Advances in neural
information processing systems 27, 2014, pp. 1799–1807.

[210] X. Tong and D. A. Evans. “A statistical approach to automatic OCR error correction
in context”. In: Fourth Workshop on Very Large Corpora. 1996.

[211] A. Toshev and C. Szegedy. “DeepPose: Human Pose Estimation via Deep Neural
Networks”. In: 2014 IEEE Conference on Computer Vision and Pattern Recognition.
2014, pp. 1653–1660. doi: 10.1109/CVPR.2014.214.

[212] J. Uijlings, S. Popov, and V. Ferrari. “Revisiting knowledge transfer for training
object class detectors”. In: Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition. 2018, pp. 1101–1110.

[213] J. R. Uijlings, K. E. Van De Sande, T. Gevers, and A. W. Smeulders. “Selective
search for object recognition”. International journal of computer vision 104:2, 2013,
pp. 154–171.

[214] D. Ulyanov, A. Vedaldi, and V. Lempitsky. “Deep image prior”. In: Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition. 2018, pp. 9446–
9454.
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