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Abstract

Neuroscientists have been developing new electron microscopy imaging techniques and
generating large volumes of data to reconstruct the complete neural wiring diagram of
an organism’s central nervous system. The sheer size of these volumes makes manual
analysis infeasible. A fundamental step towards this goal is the automated segmentation
of neural tissue images. This thesis presents new efficient deep learning methods for
image instance segmentation and their applications to neuron segmentation.

Related work on instance segmentation focuses on training an accurate edge detector
(represented by a deep learning model) to predict transitions between different object
instances in an image. In this thesis, we propose novel graph partitioning algorithms
that can efficiently process these edge predictions and produce an instance segmentation.
We specifically focus on partitioning algorithms for signed graphs with both positive
and negative edge weights. By using signed graphs, the partitioning algorithm can find a
previously unspecified number of instances without requiring the user to manually specify
additional parameters (e.g., a tunable threshold).

In this thesis, we introduce a simple and efficient graph partitioning algorithm, the
Mutex Watershed, and prove its relation to the NP-hard multicut/correlation clustering
optimization problem. We then propose a generalized framework for agglomerative graph
clustering algorithms, called GASP, and prove that the Mutex Watershed is one of the
algorithms covered by it. This unifying framework allows us to conveniently study both
theoretical and empirical properties of the algorithms it describes. When combined with
the predictions of a deep neural network, some of the algorithms in the framework consti-
tute a segmentation pipeline that achieves state-of-the-art accuracy on the CREMI neuron
segmentation challenge without requiring to tune domain-specific hyper-parameters.

Finally, this thesis proposes a new bottom-up instance segmentation method for
large-scale volumetric images. The approach predicts single-instance segmentation masks
across the entire image, one for each pixel, in a sliding window style. All masks are de-
coded from a low dimensional latent representation, which results in a memory-efficient
pipeline. The method achieves competitive results on the CREMI neuron segmentation
challenge and is considerably robust to noise due to prioritizing predictions with the
highest consensus across overlapping masks.
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Zusammenfassung

Neue Elektronenmikroskopiemethoden erlauben es Neurowissenschaftlern riesige Daten-
volumen zu akquirieren, um das neuronale Verknüfungsmuster des zentralen Nervensys-
tems vollständig zu rekonstruieren. Aufgrund der schieren Größe dieser Datensätze ist
eine manuelle Analyse kaummöglich. Deswegen sind automatisierte Segmentierungsmeth-
oden von Gehirngewebebildern unerlässlich. Diese Doktorarbeit entwickelt neue effiziente
Deep Learning gestützte Instanzsegementierungsmethoden und deren Anwendung auf
Neuronengewebebilder.

Bisherige Instanzsegmentierungsansätze konzentrieren sich auf die Entwicklung genauer
Kantendetektoren (meist in der Form eines tiefen neuronalen Netzes), um Grenzen zwis-
chen den verschiedenen Objektinstanzen eines Bilds zu bestimmen. Darauf aufbauend
schlagen wir in dieser Arbeit graphenbasierte Partitionsalgorithmen vor, welche die prog-
nostizierten Objektgrenzen nutzen, um Bildinstanzen zu bestimmen. Insbesondere be-
trachten wir Partitionierungsalgorithmen für Graphen mit sowohl positiven als auch neg-
ativen Kantengewichten. In solchen Graphen können Partitionierungsalgorithmen eine
zuvor nicht spezifizierte Anzahl von Objektinstanzen finden, ohne auf händisch angepasste
Parameter, zum Beispiel Schwellenwerte, zurückzugreifen.

In dieser Arbeit führen wir den einfachen und effizienten Graphpartitionierungsalgo-
rithmus Mutex Watershed ein und zeigen seine Verbindung zum NP-schweren Multicut /
Korrelationsclustering Optimierungsproblem. Anschließend entwickeln wir eine System-
atik von agglomerativen Graphclusteringsalgorithmen, GASP, und ordnen den Mutex
Watershed in diese Systematik ein. Die GASP Systematik vereinfacht unsere Analyse
der theoretischen und praktischen Eigenschaften der beschriebenen Algorithmen. Kom-
biniert mit den eingangs erwähnten Kantenvorhersagen eines tiefen neuronalen Netzes,
gehören einige der beschriebenen Algorithmen zu den besten Beiträgen im CREMI Neu-
ronensegementierungswettbewerb, ohne aufwendige Optimierung von anwendungsspezi-
fischen Hyperparametern zu benötigen.

Weiterhin schlagen wir in dieser Arbeit eine neue Instanzsegmentierungsmethode
für große dreidimensionale Bilddaten vor. Bei diesem Ansatz werden Instanzen von
unten nach oben bestimmt, indem für jeden Voxel basierend auf dessen Umgebung
eine Maske der ihn enthaltenden Instanz vorhergesagt wird. Diese Masken werden aus
einer niedrigdimensionalen Darstellung dekodiert, sodass der Speicherbedarf gering gehal-
ten wird. Auch diese Methode produziert kompetitive Ergebnisse im CREMI Neuro-
nensegementierungswettbewerb. Sie ist außerdem besonders widerstandsfähig gegenüber
Bildstörungen, da die vorhergesagten Instanzen aufgrund von hoher Übereinstimmung
zwischen den zahlreichen Instanzmasken, die sich in einem Voxel überlappen, ausgewählt
werden.
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Chapter 1

Introduction

1.1 Image Segmentation

The human brain is able to process information captured by our eyes and learn a remark-
ably rich representation of the world around us. However, developing an artificial system
that can achieve the same performance and robustness has long challenged researchers
from very diverse fields like psychology, physiology, engineering, computer science, and
artificial intelligence.

Computer vision is a multidisciplinary field of science that enables computers to gain
high-level understanding from digital images, videos, and other visual inputs. The idea
of “understanding digital images” usually means deriving a compressed and meaningful
description of the images that can then be used for further analysis. A typical example
is the task of image classification, where an image is assigned to exactly one label from
a fixed set of classes such as {cat, dog, person}. Another important example is image
segmentation, which is the process of partitioning an image into meaningful segments or
sets of pixels.

There exist two types of image segmentation: Semantic segmentation assigns each
pixel of the image to a label from a defined set of classes (e.g. person, car, tree, sky);
Instance segmentation assigns each pixel not only to a class but also to a unique instance
id so that different object instances belonging to the same class are distinguished (e.g.
car-1, car-2, person-1). In this thesis, we focus on instance segmentation. An example
of an application is the segmentation of neuronal tissue images (see Fig. 1.2 and 1.3).
In this task, there is only one class of objects (neuron cells), and each pixel has to be
assigned to its corresponding neuron cell so that all pixels belonging to the same neuron
cell are grouped together.

In the following sections, we will introduce the methods and graph partitioning algo-
rithms that are studied in this thesis, and show how they can be used to solve instance
segmentation tasks such as neuron segmentation.
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16 1.2. Deep Learning and Graph-Based Instance Segmentation

1.2 Deep Learning and Graph-Based Instance Segmen-
tation

In the last decade, computer vision experienced incredible progress. This was due in
big part to deep learning, which is now omnipresent in the field of image analysis. As
a machine learning tool, fully-connected neural networks (also known as multilayer per-
ceptrons) encode the input through a number of non-linear fully-connected layers, where
each neuron in one layer is connected to all neurons in the next layer. The neural network
model’s architecture is defined by the arrangement of these layers. Convolutional neural
networks (CNNs) represent one of the most relevant classes of neural network architec-
tures used in computer vision and digital image analysis. A convolutional layer of a CNN
convolves its input and passes the result to the next layer. Convolution kernels shift over
input features and provide in this way translation equivariant responses. As compared to
fully-connected neurons, a convolutional neuron processes data only for its receptive field,
remarkably reducing the number of parameters in the network and making it less prone
to overfitting data. Thanks to these properties, CNNs recently demonstrated outstanding
performances at image-level understanding and recognition capabilities.

A specific type of CNN, called fully convolutional network (FCN) [98], proved to be
particularly good at solving image segmentation tasks. An FCN does not include any
fully-connected layer and transforms the height and width of the intermediate layers back
to the input image’s size. In this way, when applied to a semantic segmentation task,
the pixel-wise class predictions of an FCN have a one-to-one correspondence with the
input image in the spatial dimension. Few years ago, an improved version of FCN was
proposed, called U-Net [131], which is based on an encoder-decoder structure along with
long skip connections. These skip connections proved to be very successful at recovering
fine-grained details in the output predictions and, recently, the U-Net model became a
prevalent choice for solving image segmentation tasks in biological applications [90,131].
In the following chapters of this thesis, we will frequently make use of the U-Net model.

FCNs and CNNs have also been applied to instance segmentation tasks. There are
two main types of deep learning approaches to instance segmentation: proposal-based and
proposal-free methods. Proposal-based methods first perform object detection, for exam-
ple by predicting anchor boxes [128], and then assign a class and a binary segmentation
mask to each detected bounding box [61, 125]. However, the bounding boxes predicted
by these methods may overlap, which is not always desirable. In this thesis, instead, we
study proposal-free methods, which do not require object detection and directly group
pixels into instances. These types of methods are preferred in imagery with object in-
stances that cannot be approximated by bounding boxes and are much larger than the
field of view of the model.

This thesis focuses on graph-based proposal-free segmentation methods, which solve
the instance segmentation task by formalizing the input image as a graph. Nodes in the
graph usually represent pixels or sets of pixels (commonly named superpixels), whereas
graph edges express neighboring relationships between pixels. In these graph-based in-
stance segmentation approaches, an FCN is trained to predict the graph’s edge weights.
Then, a more or less complex graph-partitioning algorithm is employed to output the
final instance segmentation. The segmentation methods that are mostly related to this
thesis predict edge weights in the form of pixel-pair affinities [56,90,97], which represent
how likely it is for a pair of pixels to be in the same object instance. These approaches
not only predict affinities for pairs of direct-neighboring pixels in the image, but they
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Figure 1.1. Reconstruction of the neural wiring diagram of the fruit-fly Drosophila
melanogaster. The neuronal processes are reconstructed from serial section transmission
EM (TEM) volumes (shown on the left) of the organism’s neural tissue. Four automat-
ically reconstructed neuron instances are displayed in different colors. On the right, the
ventral view of the brain is shown (image taken from [165]).

also learn long-range pixel-pair affinities, since this proved to improve training and help
the model to use large-scale features in images [90].

In the following section, we will review the task of neuron segmentation in the field of
connectomics, which has often been tackled by using graph-based instance segmentations
methods. Then, in Section 1.3, we will introduce the main graph partitioning algorithms
studied in this thesis.

1.2.1 Neuron Segmentation in Connectomics

Connectomics is a field of neuroscience with the goal of reconstructing the complete
neural wiring diagram of an organism’s central nervous system. This comprehensive map
of neural connections within a brain is known as the connectome. A fundamental step
towards the reconstruction of the connectome is the segmentation of neural tissue images,
which are commonly acquired using electron microscopy techniques (e.g., serial section
transmission EM) yielding 3D image volumes.

In 2017, the whole brain of an adult Drosophila melanogaster, with a volume of ap-
proximately 8·107µm3 and comprising∼100,000 neurons has been imaged with nanometer
resolution producing a dataset of 106 TB [165]. Similar projects are generating petabytes
of data [162], and a mouse brain of 500 mm3, at a typical isotropic resolution of 8 nm,
would require almost 1000 petabytes of data. Despite progress in collaborative anno-
tation [74], the sheer size of these volumes makes manual analysis infeasible. Thus,
automated processing, and especially automated neuron segmentation, is needed to re-
construct the complete organism’s neural wiring diagram.

The unique features of this segmentation problem, involving large volume datasets
and narrow elongated neuron segments that can span big portions of an organism’s brain,
encouraged the development of new proposal-free instance segmentation methods. Flood-
filling networks [64] and MaskExtend [101] use a CNN to iteratively extend one neuron at
a time. By using flood-filling networks, the dense connectome of half the central brain of
Drosophila melanogaster, containing around 25,000 neurons, was recently reconstructed
and publicly released [159]. In order to yield sufficient accuracy for correct circuit anal-
ysis, this impressive reconstruction involved significant proof-reading efforts by expert



18 1.2. Deep Learning and Graph-Based Instance Segmentation

Figure 1.2. Example of electron microscopy volume image of neuronal tissue with
isotropic resolution of 8× 8× 8 nm3 shown at three different scales. Data is taken from
the hemibrain [160]: the dataset covers a large portion of the central brain of the fruit
fly Drosophila melanogaster, including the mushroom body and central complex circuits
critical for associative learning and fly navigation. Data is three dimensional. Only one
2D image from the stack is shown.
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Figure 1.3. Neuron segmentation data overlaid with the dense instance segmentation
obtained with the method proposed in Chapter 3 (GASP with average linkage). Colors
are randomly assigned. Note that the data is 3D, hence the same color could be assigned
to parts of segments that appear disconnected in 2D. Only one 2D image from the stack
is shown here. Data is taken from the test set of the CREMI neuron segmentation
challenge [40].



20 1.3. Graph Partitioning Algorithms

annotators, showing that further progress is still required in automated reconstruction
methods.

Another class of instance segmentation methods that proved to be particularly useful
in neuron segmentation is given by graph-based segmentation approaches. Originally,
many proposed methods predicted a boundary evidence map indicating how probable it is
for every voxel to be on the boundary between two neurons. After generating superpixels
and building a graph based on these boundary predictions, the final segmentation was
then determined as optimal cuts on this graph [6, 7, 20, 54, 102, 145]. Now, all of the
top submissions of the CREMI [40], SNEMI3D [140], and ISBI neuron segmentation
challenges employ convolutional neural networks [15, 90, 99]. Instead of predicting a
neuron-boundary probability map, most of these methods predict affinities between voxels
and directly use them to compute the edge weights of the graph [90, 99, 117, 118, 154].
An alternative approach to the direct prediction of affinities was proposed by [89], who
instead learn dense voxel embeddings via deep metric learning and derive affinities in the
embedded space.

In the next section, we will review some of the graph partitioning algorithms used in
these graph-based segmentation pipelines and studied in this thesis.

1.3 Graph Partitioning Algorithms

In the previous sections, we have seen that graph-based instance segmentation methods
have been successfully applied to neuron segmentation. In this section, we review the
basic ideas and notation of graph-based segmentation algorithms studied in this thesis.

Usually, graph-based image segmentation methods represent the image as a graph
G = (V,E). Each node u ∈ V corresponds to a pixel in the image and nodes are
connected by edges (u, v) ∈ E. A weight we is associated with each edge e ∈ E based
on some property of the pixels that it connects, such as their image intensities, gradients
or the output of an edge classifier (usually a neural network). Depending on the method
and application, the graph might be only sparsely connected, for example as a grid graph
(where every pixel is connected only its direct neighboring pixels) or a graph with limited
local neighborhood connectivity.

1.3.1 Agglomerative Hierarchical Clustering

The majority of graph clustering methods work with positive edge weights representing
similarities or distances between the nodes. These methods require the user to specify
the desired numbers of segments or a termination criterion (as in spectral clustering or
iterated normalized cuts) or even a stronger version of supervision by adding a seed for
each object (e.g. in seeded watershed or random walker).

Hierarchical clustering (HC) is another popular graph clustering method, which cre-
ates a hierarchy of clusters. Agglomerative HC is a bottom-up approach starting with
each node assigned to its own cluster and incrementally merging clusters starting from
those with the highest edge weight [86]. As compared to other divisive partitioning al-
gorithms (e.g. normalized graph cut), agglomerative clustering is a much more efficient
method that, with a heap data-structure, has a time complexity of O(m2 logm), where
m is the number of edges in the graph.

In Algorithm 1, we show a simplified pseudo-code describing this simple partitioning
algorithm. Apart from the weighted graph, another input of the algorithm is the so-called
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Figure 1.4. Agglomerative Hierarchical Clustering (with Average linkage criterion) on
a toy graph. (a) On the left, the agglomeration steps of the algorithms are demonstrated
on a small graph with four nodes. Edge weights are shown in green. At every step, the
pair of clusters with highest interaction (according to average linkage) is merged. (b) On
the right, the resulting dendrogram is shown, representing the merging hierarchy.

Algorithm 1 Agglomerative Hierarchical Clustering
Input: Graph G(V,E,w) with affinity weights w : E → R+; linkage criterion W

1: Initialize clustering {{v1}, . . . , {v|V |}}, where each node is in its own cluster
2: Initialize empty dendrogram T
3: repeat
4: Select the two clusters S and S′ with highest interaction
5: Merge the two selected clusters S and S′, and update the dendrogram T accordingly
6: Update interactions between the new merged cluster S ∪ S′ and its neighboring clusters, based on

the linkage criterion W
7: until All nodes have been merged into a single cluster
8: return Dendrogram representing the merging order of clusters

linkage criterion, which defines the interaction between two clusters containing multiple
nodes. For example, average linkage criterion is a very common one, where the interaction
between two clusters is given by the average of all the edge weights connecting them.
Each time two clusters are merged by the algorithm at line 5, the interaction between
the newly formed merged cluster and its neighbors has to be updated by using the given
linkage criterion. Finally, the algorithm returns the hierarchy of clusters in the form of a
dendrogram, which is a rooted tree representing the order in which clusters were merged
(see toy example in Fig. 1.4).

A downside of hierarchical agglomerative algorithms is that, after running the algo-
rithm, the user has to choose a level in the cluster hierarchy in order to define the desired
output clustering. In Chapter 3, we will define a framework for agglomerative algorithms
that are parameter-free because they are based on graphs with both positive and negative
edge weights.
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1.3.2 Signed Graph Partitioning

In contrast to the class of algorithms introduced in the previous section, this thesis
will investigate algorithms that can deal with both positive and negative edge weights,
corresponding to attraction and repulsion between nodes. Such a graph with positive
and negative edge weights is commonly known as signed weighted graph. The advantage
of using signed graphs is that balancing attraction and repulsion allows to perform the
clustering without defining additional parameters like the number of final clusters, making
this problem’s formalization particularly suited for applications where the number of
clusters is a-priori unknown. Balancing attraction and repulsion in the graph can be done
optimally by solving the so-called multicut optimization problem or correlation clustering
[32,68], which minimizes the sum of weights between clusters and can be formally defined
by the following integer linear program (for a more specific definition, see Section 2.4.1):

min
Π

∑
e∈E

wex
Π
e , where xΠ

e =

{
1 if e ∈ E1

Π

0 otherwise,
(1.1)

where Π denotes one of the possible clusterings of the graph G(V,E,w) with signed
edge weights w : E → R; and E1

Π ⊆ E is the set of edges “on cut” (i.e. all edges
that link nodes belonging to distinct clusters of Π). In general, solving the minimum
multicut problem is known to be NP-hard. Therefore any exact solver will fail to scale
to large graphs. However, in neuron segmentation and connectomics many approximate
solvers have been proposed [18,87,117,161] together with greedy agglomerative clustering
algorithms [69,72,92].

This thesis studies novel partitioning algorithms that are both parameter-free and
efficient. In Chapter 2, we introduce a new partitioning algorithm, the Mutex Water-
shed, and prove that it optimally optimizes an objective closely related to the multicut’s
objective in Eq. 1.1. Then, in Chapter 3, we show that the Mutex Watershed is actually
only one specific element of a larger class of agglomerative algorithms for signed graph
partitioning.
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1.4 Contribution and Overview of this Thesis

Throughout the past few years, proposal-free instance segmentation methods have been
successfully applied to biological imagery and achieved higher and higher accuracy, pri-
marily thanks to novel training strategies [90, 106]. Several of these methods train an
edge classifier (namely, a fully convolutional neural network) that can accurately predict
transitions between object instances. This thesis proposes novel graph partitioning al-
gorithms that can process these edge predictions and output an instance segmentation.
The proposed algorithms are efficient and achieve state-of-the-art segmentation results
without requiring the user to spend much time tuning complex dataset-dependent hyper-
parameters. The centerpiece of this thesis is a unifying framework, named GASP, for
agglomerative clustering algorithms of graphs with both attractive and repulsive interac-
tions between the nodes (Chapter 3). In the following, we give a brief overview of each
chapter’s content.

Chapter 2:

Chapter 3:

Chapter 4:

We propose an efficient algorithm for graph partitioning, the “Mutex Water-
shed”, and relate it to the multicut objective. The algorithm is deterministic,
very simple to implement, and has empirically linearithmic complexity. Un-
like seeded watershed, the Mutex Watershed algorithm can accommodate
not only attractive but also repulsive cues, allowing it to find a previously
unspecified number of segments without the need for explicit seeds or a tun-
able threshold. We also prove that this simple algorithm solves to global
optimality an objective function that is closely related to the multicut’s ob-
jective.

We introduce a review framework for graph clustering, named GASP, that
represents a generalization of agglomerative hierarchical clustering to graphs
with both attractive and repulsive edge weights. Thanks to this framework,
we explore many combinations of different linkage criteria, and study both
theoretical and empirical properties of these combinations. We show that
various existing partitioning algorithms can be reformulated in our frame-
work and introduce new algorithms for combinations that have not been
studied before. Finally, we conduct a comprehensive comparison of GASP
instantiations on a large variety of both synthetic and existing signed clus-
tering problems, in terms of accuracy but also efficiency and robustness to
noise.

We propose a new proposal-free instance segmentation method that is based
on single-instance segmentation masks predicted across the entire image in
a sliding window style. This method concurrently predicts all masks, one
for each pixel, and thus resolves any conflict jointly across the entire image.
Masks are decoded from a low dimensional latent representation, which re-
sults in great memory savings required for applications to large volumetric
images. Finally, predictions from overlapping masks are combined to ob-
tain all final instances concurrently. The result is a parameter-free method
that is strongly robust to noise and prioritizes predictions with the highest
consensus across overlapping masks.





Chapter 2

The Mutex Watershed Algorithm and
its Objective

In this chapter, we propose an efficient algorithm for graph partitioning, the “Mutex
Watershed”, and relate it to the multicut problem. Most prior work either requires seeds,
one per segment; or a threshold; or formulates the task as a multicut problem. Unlike
seeded watershed, the Mutex Watershed algorithm can accommodate not only attractive
but also repulsive cues, allowing it to find a previously unspecified number of segments
without the need for explicit seeds or a tunable threshold. We also prove that this simple
algorithm solves to global optimality an objective function that is intimately related to
the multicut’s integer linear programming formulation. The algorithm is deterministic,
very simple to implement, and has empirically linearithmic complexity. When presented
with short-range attractive and long-range repulsive cues from a deep neural network,
the Mutex Watershed gives state-of-the-art results in the ISBI 2012 EM segmentation
benchmark.

2.1 Introduction

Most image partitioning algorithms are defined over a graph encoding purely attractive
interactions. No matter whether a segmentation or clustering is then found agglomera-
tively (as in single linkage clustering / watershed) or divisively (as in spectral clustering
or iterated normalized cuts), the user either needs to specify the desired number of seg-
ments or a termination criterion. An even stronger form of supervision is in terms of
seeds, where one pixel of each segment needs to be designated either by a user or au-
tomatically. Unfortunately, clustering with automated seed selection remains a fragile
and error-fraught process, because every missed or hallucinated seed causes an under- or
oversegmentation error. Although the learning of good edge detectors boosts the quality
of classical seed selection strategies (such as finding local minima of the boundary map,
or thresholding boundary maps), non-local effects of seed placement along with strong
variability in region sizes and shapes make it hard for any learned predictor to place
exactly one seed in every true region.

In contrast to the above class of algorithms, multicut / correlation clustering partitions
vertices with both attractive and repulsive interactions encoded into the edges of a graph.
Multicut has the great advantage that a “natural” partitioning of a graph can be found,
without needing to specify a desired number of clusters, or a termination criterion, or
one seed per region. Its great drawback is that its optimization is NP-hard.
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Figure 2.1. Left: Overlay of raw data from the ISBI 2012 EM segmentation challenge
and the edges for which attractive (green) or repulsive (red) interactions are estimated
for each pixel using a CNN. Middle: vertical / horizontal repulsive interactions at inter-
mediate / long range are shown in the top / bottom half. Right: Active mutual exclusion
(mutex) constraints that the proposed algorithm invokes during the segmentation process.

The main insight of this chapter is that when both attractive and repulsive interac-
tions between pixels are available, then a generalization of the watershed algorithm can
be devised that segments an image without the need for seeds or stopping criteria or
thresholds. It examines all graph edges, attractive and repulsive, sorted by their weight
and adds these to an active set iff they are not in conflict with previous, higher-priority,
decisions. The attractive subset of the resulting active set is a forest, with one tree rep-
resenting each segment. However, the active set can have loops involving more than one
repulsive edge. See Fig. 2.1 for a visual abstract.

In summary, the principal contributions of this chapter are, first, a fast deterministic
algorithm for graph partitioning with both positive and negative edge weights that does
not need prior specification of the number of clusters (section 2.4); and second, its theo-
retical characterization, including proof that it globally optimizes an objective related to
the multicut correlation clustering objective (2.4).

Combined with a deep net, the algorithm also happens to define the state-of-the-art
in a competitive neuron segmentation challenge (Section 2.5).

2.2 Related Work

In the original watershed algorithm [22,149], seeds were automatically placed at all local
minima of the boundary map. Unfortunately, this leads to severe over-segmentation.
Defining better seeds has been a recurring theme of watershed research ever since. The
simplest solution is offered by the seeded watershed algorithm [23]: It relies on an oracle
(an external algorithm or a human) to provide seeds and assigns each pixel to its nearest
seed in terms of minimax path distance.

In the absence of an oracle, many automatic methods for seed selection have been
proposed in the last decades with applications in the fields of medicine and biology.
Many of these approaches rely on edge feature extraction and edge detection like gradient
calculation [4, 123]. Other types of methods generate seeds by first performing feature
extraction [124,156], whereas others first extract region of interests and then place seeds
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inside these regions by using thresholding [3], binarization [138], k-means [109] or other
strategies [1, 2].

In applications where the number of regions is hard to estimate, simple automatic seed
selection methods, e.g. defining seeds by connected regions of low boundary probability,
don’t work: The segmentation quality is usually insufficient because multiple seeds are
in the same region and/or seeds leak through the boundary. Thus, in these cases seed
selection may be biased towards over-segmentation (with seeding at all minima being
the extreme case). The watershed algorithm then produces superpixels that are merged
into final regions by more or less elaborate postprocessing. This works better than using
watersheds alone because it exploits the larger context afforded by superpixel adjacency
graphs. Many criteria have been proposed to identify the regions to be preserved during
merging, e.g. region dynamics [57], the waterfall transform [21], extinction values [148], re-
gion saliency [112], and (α, ω)-connected components [142]. A merging process controlled
by criteria like these can be iterated to produce a hierarchy of segmentations where im-
portant regions survive to the next level. Variants of such hierarchical watersheds are
reviewed and evaluated in [122].

These results highlight the close connection of watersheds to hierarchical clustering
and minimum spanning trees/forests [105, 110], which inspired novel merging strategies
and termination criteria. For example, [134] simply terminated hierarchical merging by
fixing the number of surviving regions beforehand. [100] incorporate predefined sets of
generalized merge constraints into the clustering algorithm. Graph-based segmentation
according to [50] defines a measure of quality for the current regions and stops when
the merge costs would exceed this measure. Ultrametric contour maps [9] combine the
gPb (global probability of boundary) edge detector with an oriented watershed transform.
Superpixels are agglomerated until the ultrametric distance between the resulting regions
exceeds a learned threshold. An optimization perspective is taken in [60, 78], which
introduces h-increasing energy functions and builds the hierarchy incrementally such that
merge decisions greedily minimize the energy. The authors prove that the optimal cut
corresponds to a different unique segmentation for every value of a free regularization
parameter.

An important line of research is given by partitioning of graphs with both attractive
and repulsive edges [73]. Solutions that optimally balance attraction and repulsion do
not require external stopping criteria such as predefined number of regions or seeds. This
generalization leads to the NP-hard problem of correlation clustering or (synonymous)
multicut (MC) partitioning. Fortunately, modern integer linear programming solvers
in combination with incremental constraint generation can solve problem instances of
considerable size [8], and good approximations exist for even larger problems [117, 161]
Reminiscent of strict minimizers [91] with minimal L∞-norm solution, our work solves
the multicut objective optimally when all graph weights are raised to a large power.

Related to the proposed method, the greedy additive edge contraction (GAEC) [72]
heuristic for the multicut also sequentially merges regions, but we handle attractive and
repulsive interactions separately and define edge strength between clusters by a maximum
instead of an additive rule. The greedy fixation algorithm introduced in [92] is closely
related to the proposed method; it sorts attractive and repulsive edges by their absolute
weight, merges nodes connected by attractive edges and introduces no-merge constraints
for repulsive edges. However, similar to GAEC, it defines edge strength by an additive
rule, which increases the algorithm’s runtime complexity compared to the presented Mu-
tex Watershed. Also, it is not yet known what objective the algorithm optimizes globally,
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if any.

Another beneficial extension is the introduction of additional long-range edges. The
strength of such edges can often be estimated with greater certainty than is achievable
for the local edges used by watersheds on standard 4- or 8-connected pixel graphs. Such
repulsive long-range edges have been used in [164] to represent object diameter con-
straints, which is still an MC-type problem. When long-range edges are also allowed to
be attractive, the problem turns into the more complicated lifted multicut (LMC) [62].
Realistic problem sizes can only be solved approximately [18, 72], but watershed su-
perpixels followed by LMC postprocessing achieve state-of-the-art results on important
benchmarks [20]. Long-range edges are also used in [90], as side losses for the boundary
detection convolutional neural network (CNN); but they are not used explicitly in any
downstream inference.

In general, striking progress in watershed-based segmentation has been achieved by
learning boundary maps with CNNs. This is nicely illustrated by the evolution of neu-
rosegmentation for connectomics, an important field we also address in the experimental
section. CNNs were introduced to this application in [63] and became, in much re-
fined form [36], the winning entry of the ISBI 2012 Neuro-Segmentation Challenge [11].
Boundary maps and superpixels were further improved by progress in CNN architec-
tures and data augmentation methods, using U-Nets [132], FusionNets [126] or inception
modules [20]. Subsequent postprocessing with the GALA algorithm [80,115], conditional
random fields [146] or the lifted multicut [20] pushed the envelope of final segmenta-
tion quality. MaskExtend [101] applied CNNs to both boundary map prediction and
superpixel merging, while flood-filling networks [65] eliminated superpixels altogether by
training a recurrent neural network to perform region growing one region at a time.

Most networks mentioned so far learn boundary maps on pixels, but learning works
equally well for edge-based watersheds, as was demonstrated in [119, 166] using edge
weights generated with a CNN [26,145]. Tayloring the learning objective to the needs of
the watershed algorithm by penalizing critical edges along minimax paths [26] or end-to-
end training of edge weights and region growing [155] improved results yet again.

Outside of connectomics, [13] obtained superior boundary maps from CNNs by learn-
ing not just boundary strength, but also its gradient direction. Holistically-nested edge
detection [81, 158] couples the CNN loss at multiple resolutions using deep supervision
and is successfully used as a basis for watershed segmentation of medical images in [27].

We adopt important ideas from this prior work (hierarchical single-linkage clustering,
attractive and repulsive interactions, long-range edges, and CNN-based learning). The
proposed efficient segmentation framework can be interpreted as a generalization of [100],
because we also allow for soft repulsive interactions (which can be overridden by strong
attractive edges), and constraints are generated on-the-fly.

2.3 The Mutex Watershed Algorithm as an Extension of
Seeded Watershed

In this section we introduce the Mutex Watershed Algorithm, an efficient graph clustering
algorithm that can ingest both attractive and repulsive cues. We first reformulate seeded
watershed as a graph partitioning with infinitely repulsive edges and then derive the
generalized algorithm for finitely repulsive edges, which obviates the need for seeds.
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Algorithm 2 Mutex version of seeded watershed algorithm

1: procedure SeededWatershed(G(V,E), pos. weights w : E → R+, seeds S ⊆ V )
2: A+ ← ∅
3: A− ← {(s, t) ∈ S × S | s ̸= t}
4: for (i, j) = e ∈ E in descending order of we do
5: if not connected(i, j;A+) and not mutex(i, j;A+, A−) then
6: A+ ← A+ ∪ e ▷ Merge i, j and inherit mutex constraints of the parent clusters

7: return A+ ∪A−

The output clustering is defined by the connected components of the final attractive active set A+.

2.3.1 Definitions and notation

Let G = (V,E,w) be a weighted graph. The scalar attribute w : E → R associated
with each edge is a merge affinity: the higher this number, the higher the inclination of
the two incident vertices to be assigned to the same cluster. Conversely, large negative
affinity indicates a greater desire of the incident vertices to be in different clusters. In
our application, each vertex corresponds to one pixel in the image to be segmented. We
call an edge e ∈ E repulsive if we < 0 and we call it attractive if we > 0 and collect them
in E− = {e ∈ E |we < 0} and E+ = {e ∈ E | we > 0} respectively.

In our application, each vertex corresponds to one pixel in the image to be segmented.
The Mutex Watershed algorithm, defined in Section 2.3.3, maintains disjunct active sets
A+ ⊆ E+, A− ⊆ E−, A+∩A− = ∅ that encode merges and mutual exclusion constraints,
respectively. Clusters are defined via the “connected” predicate:

∀i, j ∈ V :

Πi→j = {paths π from i to j with π ⊆ E+}
connected(i, j;A+) ⇔ ∃ path π ∈ Πi→j with π ⊆ A+

cluster(i;A+) = {i} ∪ {j : connected(i, j;A+)}

Conversely, the active subset A− ⊆ E− of repulsive edges defines mutual exclusion rela-
tions by using the following predicate:

mutex(i, j;A+, A−) ⇔ ∃ e = (k, l) ∈ A− with

k ∈ cluster(i;A+) and

l ∈ cluster(j;A+) and

cluster(i;A+) ̸= cluster(j;A+)

Admissible active edge sets A+ and A− must be chosen such that the resulting clustering
is consistent, i.e. nodes engaged in a mutual exclusion constraint cannot be in the same
cluster: mutex(i, j;A+, A−) ⇒ not connected(i, j;A+). The “connected” and “mutex”
predicates can be efficiently evaluated using a union find data structure.

2.3.2 Seeded watershed from a mutex perspective

One interpretation of the proposed method is in terms of a generalization of the edge-
based watershed algorithm [103–105] or image foresting transform [48]. This algorithm
can only ingest a graph with purely attractive interactions, E− = ∅. Without further
constraints, the algorithm would yield only the trivial result of a single cluster comprising



30 2.3. The Mutex Watershed Algorithm as an Extension of Seeded Watershed

-∞

14

15

12

161720

8

14

18

9 5
157

6
161720

1214

18

9 5
157

6

161720

8

(a) (b)

-∞
∞∞ ∞ -∞

Figure 2.2. Two equivalent representations of the seeded watershed clustering obtained
using (a) a maximum spanning tree computation or (b) Algorithm 2. Both graphs share
the weighted attractive (green) edges and seeds (hatched nodes). The infinitely attractive
connections to the auxiliary node (gray) in (a) are replaced by infinitely repulsive (red)
edges between each pair of seeds in (b). The two final clusterings are defined by the
active sets (bold edges) and are identical. Node colors indicate the clustering result, but
are arbitrary.

all vertices. To obtain more interesting output, an oracle needs to provide seeds (e.g. one
node per cluster). These seed vertices are all connected to an auxiliary node (see Fig. 2.2
(a)) by auxiliary edges with infinite merge affinity. A maximum spanning tree (MST) on
this augmented graph can be found in linearithmic time; and the maximum spanning tree
(or in the case of degeneracy: at least one of the maximum spanning trees) will include
the auxiliary edges. When the auxiliary edges are deleted from the MST, a forest results,
with each tree representing one cluster [48, 104,105].

We now reformulate this well-known algorithm in a way that will later emerge as
a special case of the proposed Mutex Watershed: we eliminate the auxiliary node and
edges, and replace them by a set of infinitely repulsive edges, one for each pair of seeds
(Fig. 2.2 (b)). Algorithm 2 is a variation of Kruskal’s MST algorithm operating on the
seed mutex graph just defined, and gives results identical to seeded watershed on the
original graph.

This algorithm differs from Kruskal’s only by the check for mutual exclusion in the
if-statement. Obviously, the modified algorithm has the same effect as the original algo-
rithm, because the final set A+ is exactly the maximum spanning forest obtained after
removing the auxiliary edges from the original solution.

In the sequel, we generalize this construction by admitting less-than-infinitely re-
pulsive edges. Importantly, these can be dense and are hence much easier to estimate
automatically than seeds with their strict requirement of only-one-per-cluster.

2.3.3 Mutex Watersheds

We now introduce our core contribution: an algorithm that is empirically no more ex-
pensive than a MST computation; but that can ingest both attractive and repulsive cues
and partition a graph into a number of clusters that does not need to be specified be-
forehand. Neither seeds nor hyperparameters that implicitly determine the number of
resulting clusters are required.

The Mutex Watershed, Algorithm 3, proceeds as follows. Given a graph G = (V,E)
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(a) Iteration 1 (b) Iteration 2

(c) Iteration 7 (d) Iteration 8

(e) Iteration 9 (f) Final active set

Figure 2.3. Some iterations of the Mutex Watershed Algorithm 3 applied to a graph
with weighted attractive (green) and repulsive (red) edges. Edges accumulated in the
active set A after a given number of iterations are shown in bold. The connect all
parameter of the algorithm is set to False, so that only the positive edges belonging
to the maximum spanning tree of each cluster are added to the active set. Once the
algorithm terminates, the final active set (f) defines the final clustering (indicated using
arbitrary node colors). Some edges are not added to the active set because they are mutex
constrained (yellow highlight) or because the associated nodes are already connected and
in the same cluster (blue highlight).
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Algorithm 3 Mutex Watershed Algorithm

1: procedure MutexWatershed(G(V,E), w : E → R, boolean connect all)
2: A+ ← ∅; A− ← ∅
3: for (i, j) = e ∈ E in descending order of |we| do
4: if e ∈ E+ then
5: if not mutex(i, j;A+, A−) then
6: if not connected(i, j;A+) or connect all then
7: merge(i, j): A+ ← A+ ∪ e ▷ Merge i, j and inherit constraints of parent clusters

8: else
9: if not connected(i, j;A+) then
10: addmutex(i, j): A− ← A− ∪ e ▷ Add mutex constraint between i and j

11: return A+ ∪A−

The output clustering is defined by the connected components of the final attractive active set A+. The
connect all parameter changes the internal cluster connectedness from trees to fully connected, but does
not change the output clustering. The connected predicate can be efficiently evaluated using union find
data structures.

with signed weights w : E → R, do the following: sort all edges E, attractive or repulsive,
by their absolute weight in descending order into a priority queue. Iteratively pop all
edges from the queue and add them to the active set one by one, provided that a set of
conditions are satisfied. More specifically, assuming connect all is False, if the next edge
popped from the priority queue is attractive and its incident vertices are not yet in the
same tree, then connect the respective trees provided this is not ruled out by a mutual
exclusion constraint. If on the other hand the edge popped is repulsive, and if its incident
vertices are not yet in the same tree, then add a mutual exclusion constraint between
the two trees. The output clustering is defined by the connected components of the final
attractive active set A+.

The crucial difference to Algorithm 2 is that mutex constraints are no longer pre-
defined, but created dynamically whenever a repulsive edge is found. However, new
exclusion constraints can never override earlier, high-priority merge decisions. In this
case, the repulsive edge in question is simply ignored. Similarly, an attractive edge must
never override earlier and thus higher-priority must-not-link decisions.

The boolean value of the connect all input parameter of the algorithm does not influ-
ence the final output clustering, but defines the internal cluster connectedness: when it
is set to True, the algorithm adds all attractive intra-cluster edges to the active set A+.
When it is set to False, then a maximum spanning tree is built for each cluster similarly
to the seeded watershed. This variant of the algorithm will be helpful in the next section
2.4 to highlight the relation between the Mutex Watershed and the multicut problem.

Fig. 2.3 illustrates the proposed algorithm: Fig. 2.3a and Fig. 2.3b show examples
of an unconstrained merge and an added mutex constraint, respectively; Fig. 2.3c and
Fig. 2.3d show, respectively, an example of an attractive edge (we = 14) and repulsive
edge (we = −13) that are not added to the active set because their incident vertices
are already “connected” and belong to the same tree of the forest A+; finally, Fig. 2.3e
shows an attractive edge (we = 12) that is ruled out by a previously introduced mutual
exclusion relation.
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2.3.4 Time Complexity Analysis

Before analyzing the time complexity of algorithm 3 we first review the complexity of
Kruskal’s algorithm. Using a union-find data structure (with path compression and union
by rank) the time complexity of merge(i, j) and connected(i, j) is O(α(V )), where α
is the slowly growing inverse Ackerman function, and the total runtime complexity is
dominated by the initial sorting of the edges O(E logE) [38].
To check for mutex constraints efficiently, we maintain a set of all active mutex edges

M [Ci] = {(u, v) ∈ A−|u ∈ Ci ∨ v ∈ Ci}

for every Ci = cluster(i) using hash tables, where insertion of new mutex edges (i.e.
addmutex) and search have an average complexity of O(1). Note that every cluster
can be efficiently identified by its union-find root node. For mutex(i, j) we check if
M [Ci] ∩M [Cj] = ∅ by searching for all elements of the smaller hash table in the larger
hash table. Therefore mutex(i, j) has an average complexity of O(min(|M [Ci]|, |M [Cj]|).
Similarly, during merge(i, j), mutex constraints are inherited by merging two hash tables,
which also has an average complexity O(min(|M [Ci]|, |M [Cj]|).
In conclusion, the average runtime contribution of attractive edgesO(max(|E+|·α(V ), |E+|·
M)) (checking mutex constraints and possibly merging) and repulsive edges O(max(|E−|·
α(V ), |E−|)) (insertion of one mutex edge) result in a total average runtime complexity
of algorithm 3:

O(max(E logE , EM)). (2.1)

where M is the expected value of min(|M [Ci]|, |M [Cj]|) and α(V ) ∈ O(log V ) ∈ O(logE)
1.
In the worst case O(M) ∈ O(E), the Mutex Watershed Algorithm has a runtime com-
plexity of O(E2). Empirically, we find that O(EM) ≈ O(E logE) by measuring the
runtime of Mutex Watershed for different sub-volumes of the ISBI challenge (see Figure
2.4), leading to a

Empirical Mutex Watershed Complexity: O(E logE) (2.2)

2.4 Theoretical characterization

Towards the Multicut framework. In section 2.3.3, we have introduced the Mutex
Watershed (MWS) algorithm as a generalization of seeded watersheds and the Kruskal
algorithm in particular. However, since we are considering graphs with negative edge
weights, the MWS is conceptually closer to the multicut problem and related heuristics
such as GAEC and GF [92]. Fortunately, due to the structure of the MWS it can be
analyzed using dynamic programming. This section summarizes our second contribution,
i.e. the proof that the Mutex Watershed Algorithm globally optimizes a precise objective
related to the multicut.

2.4.1 Review of the Multicut problem and its objective

In the following, we will review the multicut problem not in its standard formulation
but in the Cycle Covering Formulation introduced in [88], which is similar to the MWS

1In the worst case G is a fully connected graph, with |E| = |V |2, hence log |V | = 1
2 log |E|.
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Figure 2.4. Runtime T of Mutex Watershed (without sorting of edges) measured on
sub-volumes of the ISBI challenge of different sizes (thereby varying the total number
of edges E). We plot T

|E| over |E| in a logarithmic plot, which makes T ∼ |E|log(|E|)
appear as straight line. A logarithmic function (blue line) is fitted to the measured T

|E|
(blue circles) with (R2 = 0.9896). The good fit suggests that empirically T ≈ O(E logE).

formulation as it also considers the set of attractive and repulsive edges separately. Pre-
viously, in Sec. 2.3.1, we defined a clustering by introducing the concept of an active set
of edges A = A+ ∪ A− ⊆ E and the connected/mutex predicates. In particular, an active
set describes a valid clustering if it does not include both a path of only attractive edges
and a path with exactly one repulsive edge connecting any two nodes i, j ∈ V :

connected(i, j;A+) =⇒ not mutex(i, j;A+, A−). (2.3)

In other words, an active set is consistent and describes a clustering if it does not contain
any cycle with exactly one repulsive edge (known as conflicted cycles).

Definition 2.4.1. Conflicted cycles – We call a cycle of G conflicted w.r.t. (G, w) if
it contains precisely one repulsive edge e ∈ E−, s.t. we < 0. We denote by C−(G, w) ⊆
C(G, w) the set of all conflicted cycles. Furthermore, given a set of edges A ⊆ E, we
denote by C−(A,G, w) ⊆ C−(G, w) the set of conflicted cycles involving only edges in A.
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Figure 2.5. Consistent and inconsistent active sets – Two different active edge sets
A1 ⊆ E (on the left) and A2 ⊆ E (on the right) on identical toy graphs with six nodes,
attractive (green) and repulsive (red) edges. The value of the edge indicator xA ∈ {0, 1}|E|

defined in Eq. 2.4 is shown for every edge. Members of the active sets are shown as solid
lines. On the left, the active set A1 is consistent, i.e. does not include any conflicted
cycle C−(G, w) (see Def. 2.4.1): Therefore, it is associated with a clustering (represented
by arbitrary node colors). On the right, the active set A2 is not consistent and includes
at least one conflicted cycle (highlighted in yellow), thus it cannot be associated with a
node clustering.

From now on, in order to describe different clustering solutions in the framework of
(integer) linear programs, we associate each active set A with the following edge indicator
xA

xA := 1{e /∈ A)} ∈ {0, 1}|E|. (2.4)

In this way, the cycle-free property C−(A,G, w) = ∅ of an active set can be reformulated
in terms of linear inequalities:

∀C ∈ C−(G, w) :
∑
e∈EC

xA
e ≥ 1 ⇐⇒ C−(A,G, w) = ∅. (2.5)

In words, the active set cannot contain conflicted cycles; or vice versa, every conflicted
cycle must contain at least one edge that is not part of the active set. Following [88],
via this property we describe the space of all possible clustering solutions by defining the
convex hull SC(G, w) of all edge indicators corresponding to valid clusterings of (G, w):

Definition 2.4.2. Let SC(G, w) denote the convex hull of all edge indicators x ∈ {0, 1}|E|

satisfying the following system of inequalities:

∀C ∈ C−(G, w) :
∑
e∈EC

xe ≥ 1. (2.6)

That is, SC(G, w) contains all edge labelings for which every conflicted cycle is broken at
least once. We call SC(G, w) the set covering polyhedron with respect to conflicted cycles,
similarly to [88].

Fig. 2.5 summarizes these definitions and provides an example of consistent and incon-
sistent active sets with their associated clusterings and edge indicators.

As shown in [88], the multicut optimization problem can be formulated with con-
straints over conflicted cycles in terms of the following integer linear program (ILP),
which is NP-hard:

min
x∈SC(G,w)

∑
e∈E

|we|xe. (2.7)



36 2.4. Theoretical characterization

The solution of the multicut problem is given by the clustering associated to the connected
components of the active set Â+ = {e ∈ E+|x̂e = 0}, where x̂ ∈ {0, 1}|E| is the solution
of (2.7).

2.4.2 Mutex Watershed Objective

We now define the Mutex Watershed objective that is minimized by the Mutex Watershed
Algorithm (proof in subsection 2.4.3) and show how it is closely related to the multicut
problem defined in Eq. (2.7). Lange et al. [88] introduce the concept of dominant edges
in a graph. For example, an attractive edge f ∈ E+ is called dominant if there exists a
cut B with f ∈ EB such that |wf | ≥

∑
e∈EB\{f} |we|. These highlight an aspect of the

multicut problem that can be used to search for optimal solutions more efficiently. Not
all weighted graphs contain dominant edges; but if, assuming no ties, we raise all graph
weights to a large enough power a similar property emerges.

Definition 2.4.3. Dominant power: Let G = (V,E,w) be an edge-weighted graph,
with unique weights w : E → R. We call p ∈ N+ a dominant power if:

|we|p >
∑

t∈E, wt<we

|wt|p ∀e ∈ E, (2.8)

In contrast to dominant edges [88], we do not consider edges on a cut but rather all edges
with smaller absolute weight. Note that there exists a dominant power for any finite set
of edges, since for any e ∈ E we can divide (2.8) by |we|p and observe that the normalized
weights |wt|p/|we|p (and any finite sum of these weights) converges to 0 when p tends to
infinity.

By considering the multicut problem in Eq. (2.7) and raising the weights |we| to a
dominant power p, we fundamentally change the problem structure:

Definition 2.4.4. Mutex Watershed Objective: Let G = (V,E,w) be an edge-
weighted graph, with unique weights w : E → R and p ∈ N+ a dominant power. Then the
Mutex Watershed Objective is defined as the integer linear program

min
x∈SC(G,w)

∑
e∈E

|we|p xe (2.9)

where SC(G, w) is the convex hull defined in Def. 2.4.2.

In the following section, we will prove that this modified version of the multicut
objective, which we call Mutex Watershed Objective, is indeed optimized by the Mutex
Watershed Algorithm:

Theorem 2.4.1. Let G = (V,E,w) be an edge-weighted graph, with unique weights w :
E → R and p ∈ N+ a dominant power. Then the edge indicator given by the Mutex
Watershed Algorithm 3

xMWS := 1

{
e /∈MWS

(
G, w, connect all=True

)}
minimizes the Mutex Watershed Objective in Eq. (2.9).
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Algorithm 4 Conflicted-Cycles Mutex Watershed

1: procedure ConflictedCyclesMWS(G(V,E), w : E → R)
2: A← ∅
3: for (i, j) = e ∈ E in descending order of |we| do
4: if C−(A ∪ {e},G, w) = ∅ then
5: A← A ∪ e
6: return A

Equivalent formulation of the Mutex Watershed Algorithm 3, with input parameter connect all=True.
The set of conflicted cycles C−(A,G, w) is defined in Def. 2.4.1. The output clustering is defined by the
connected components of the final attractive active set A+ = A ∩ E+.

2.4.3 Proof of optimality via dynamic programming

In this section we prove Theorem 2.4.1, i.e. that the Mutex Watershed Objective defined
in 2.4.4 is solved to optimality by the Mutex Watershed Algorithm 4. Particularly, in
the following Sec. 2.4.3 we show that the edge indicator associated to the solution of the
MWS algorithm lies in SC(G, w), whereas in Sec. 2.4.3 we prove that it solves Eq. 2.9 to
optimality.

Cycle consistency

The Mutex Watershed algorithm introduced in Sec. 2.3 iteratively builds an active set
A = A+ ∪ A− such that nodes engaged in a mutual exclusion constraint (encoded by
edges in A−) are never part of the same cluster. In other words, this means that the
active set built by the Mutex Watershed at every iteration does never include a conflicted
cycle and is always consistent. In particular, for any attractive edge (i, j) = e+ ∈ E+

and any consistent set A that fulfills C−(A,G, w) = ∅:

not mutex(i, j, A+, A−) ⇔ C−(A ∪ {e+},G, w) = ∅

Similarly, for any repulsive edge (s, t) = e− ∈ E−:

not connected(s, t, A+) ⇔ C−(A ∪ {e−},G, w) = ∅

Therefore, we can rewrite Algorithm 3 in the form of Algorithm 4. This new formulation
makes it clear that

C−
(
MWS

(
G, w, connect all=True

))
= ∅. (2.10)

Thus, thanks to Eq. 2.5 and definition 2.4.2, it follows that the MWS edge indicator
xMWS defined in 2.4.1 lies in SC(G, w):

xMWS ∈ SC(G, w). (2.11)

Optimality

We first note that the Mutex Watershed Objective 2.4.4 and Theorem 2.4.1 can easily be
reformulated in terms of active sets to minimize

argmin
A⊆E

−
∑
e∈A

|we|p s.t. C−(A,G, w) = ∅. (2.12)

We now generalize the Mutex Watershed (see Algorithm 5) and the objective such that
an initial consistent set of active edges Ã ⊆ E is supplied:
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Algorithm 5 Initialized Mutex Watershed

1: procedure InitializedMWS((G(V,E), w : E → R, initial active set Ã)
2: A← ∅
3: for e ∈ E \ Ã in descending order of weight do
4: if C−(A ∪ Ã ∪ {e},G, w) = ∅ then
5: A← A ∪ e
6: return A

Mutex Watershed algorithm starting from initial active set Ã. An initial set Ã of active edges is given
as additional input and the final active set is such that A ⊆ E \ Ã. Note that Algorithm 4 is a special
case of this algorithm when Ã = ∅. Differences with Algorithm 4 are highlighted in blue.

Definition 2.4.5. Energy optimization subproblem. Let G = (V,E,w) be an edge-
weighted graph. Define the optimal solution of the subproblem as

S(G, Ã) := argmin
A⊆(E\Ã)

T (A) with T (A) := −
∑
e∈A

|we|p, (2.13)

s.t. C−(A ∪ Ã,G, w) = ∅, (2.14)

where Ã ⊆ E is a set of initially activated edges such that C−(Ã,G, w) = ∅.

We note that for Ã = ∅, the optimal solution S(G, ∅) is equivalent to the solution mini-
mizing the Mutex Watershed Objective and Eq. (2.12).

Definition 2.4.6. Incomplete, consistent initial set: For an edge-weighted graph
G = (V,E,w) a set of edges Ã ⊆ E is consistent if

C−(Ã,G, w) = ∅. (2.15)

Ã is incomplete if it is not the final solution and there exists a consistent edge ẽ that can
be added to Ã without violating the constraints.

∃ ẽ ∈ E \ Ã s.t. C−(Ã ∪ {ẽ},G, w) = ∅ (2.16)

Definition 2.4.7. First greedy step: Let us consider an incomplete, consistent initial
active set Ã ⊆ E on G = (V,E,w). We define

g := argmax
e∈(E\Ã)

|w(e)| s.t. C−(Ã ∪ {e},G, w) = ∅. (2.17)

as the feasible edge with the highest weight, which is always the first greedy step of Algo-
rithm 5.

In the following two lemmas, we prove that the Mutex Watershed problem has an optimal
substructure property and a greedy choice property [38], which are sufficient to prove that
the Mutex Watershed algorithm finds the optimum of the Mutex Watershed Objective.

Lemma 2.4.2. Greedy-choice property. For an incomplete, consistent initial active
set Ã of the Mutex Watershed, the first greedy step g is always part of the optimal solution

g ∈ S(G, Ã).
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Proof. We will prove the theorem by contradiction by assuming that the first greedy
choice is not part of the optimal solution, i.e. g /∈ S(G, Ã). Since g is by definition the
feasible edge with highest weight, it follows that:

|w(e)| < |w(g)| ∀e ∈ S(G, Ã). (2.18)

We now consider the alternative active set A′ = {g}, that is a consistent solution, with

T (A′) = −|wg|p
(2.8)
< −

∑
t∈S(G,Ã)

|wt|p = T
(
S(G, Ã)

)
(2.19)

which contradicts the optimality of S(G, Ã).

Lemma 2.4.3. Optimal substructure property. Let us consider an initial active set
Ã, the optimization problem defined in Equation 2.13, and assume to have an incomplete,
consistent problem (see Def. 2.4.6). Then it follows that:

1. After making the first greedy choice g, we are left with a subproblem that can be
seen as a new optimization problem of the same structure;

2. The optimal solution S(G, Ã) is always given by the combination of the first greedy
choice and the optimal solution of the remaining subproblem.

Proof. After making the first greedy choice and selecting the first feasible edge g defined in
Equation 2.17, we are clearly left with a new optimization problem of the same structure
that has the following optimal solution: S(G, Ã ∪ {g}).
In order to prove the second point of the theorem, we now show that:

S(G, Ã) = {g} ∪ S(G, Ã ∪ {g}). (2.20)

Since algorithm 5 fulfills the greedy-choice property, g ∈ S(G, Ã) and we can add the edge
g as an additional constraint to the optimal solution:

S(G, Ã) =argmin
A⊆(E\Ã)

T (A)

s. t. C−(A ∪ Ã,G, w) = ∅; g ∈ A

(2.21)

Then it follows that:

S(G, Ã) = {g} ∪ argmin
A⊆ E\(Ã∪{g})

T (A)

s. t. C−
(
A ∪ {g} ∪ Ã,G, w

)
= ∅

(2.22)

which is equivalent to Equation 2.20.

Proof of Theorems 2.4.1. In Lemmas 2.4.2 and 2.4.3 we have proven that the opti-
mization problem defined in 2.12 has the optimal substructure and a greedy choice prop-
erty. It follows through induction that the final active set MWS

(
G, w, connect all=True

)
found by the Mutex Watershed Algorithm 4 is the optimal solution for the Mutex Wa-
tershed objective (2.12) [38].
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Algorithm 6 Generic hierarchical optimization

1: procedure GHO(Q0, . . . , Qt−1)
2: M0 = argminx∈Rm Q0(x)
3: for k ∈ 1, . . . , t− 1 do
4: Mk = argminx∈Mk−1

Qk(x)
Return: some x∗ ∈Mt−1

5: return some x∗ ∈Mt−1

Generic hierarchical optimization algorithm introduced in [111]. The sequence of continuous functions
Qk : Rm → R is sorted according to the associated scales λk (Eq. 2.23).

2.4.4 Relation to the extended Power Watershed framework

The Power Watershed [39] is an important framework for graph-based image segmenta-
tion that includes several algorithms like seeded watershed, random walker and graph
cuts. Recently, [111] extended the framework to even more general types of hierarchical
optimization algorithms thanks to the use of Γ-theory and Γ-convergence [24, 43]. In
this section, we show how the Mutex Watershed algorithm can also be included in this
extended framework2 and how the framework suggests an optimization problem that is
solved by the Mutex Watershed.

Mutex Watershed as hierarchical optimization algorithm

We first start by introducing the extended Power Watershed framework and restating the
main theorem from [111]:

Theorem 2.4.4. [111] Extended Power Watershed Framework. Consider three
strictly positive integers p,m, t ∈ N+ and t real numbers

1 ≥ λ0 > λ1 > . . . λt−1 > 0 (2.23)

Given t continuous functions Qk : Rm → R with 0 ≤ k < t, define the function

Qp(x) :=
∑
0≤k<t

λp
kQk(x). (2.24)

Then, if any sequence (xp)p>0 of minimizers xp of Qp(x) is bounded (i.e. there exists
C > 0 such that for all p > 0, ||xp||∞ ≤ C), the sequence is convergent, up to taking a
subsequence, toward a point of Mt−1, which is the set of minimizers recursively defined
in Algorithm 6.

Proof. See [111] (Theorem 3.3).

We now show that the Mutex Watershed algorithm can be seen as a special case
of the generic hierarchical Algorithm 6, for a specific choice of scales λk and functions
Qk(x) : Rm → R (see definitions (2.25, 2.26) below) .

Scales λk: Let w̃k be the signed edge weights w : E → R ordered by decreasing absolute
value |w̃1| > |w̃2| > . . . > |w̃t−1|. If two edges share the same weight, then the weight

2The connection between the Mutex Watershed and the extended Power Watershed framework was
kindly pointed out by an anonymous reviewer.
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Algorithm 7 PowerWatershed Mutex Watershed

1: procedure PWSMWS(Q0, . . . , Qt−1)
2: M0 = argminx∈R|E| Q0(x) = ISC(G, w)
3: for k ∈ 1, . . . , t− 1 do
4: Mk = argminx∈Mk−1

∑
e∈Ek

xe

5: return some x∗ ∈Mt−1

Special case of the general hierarchical Algorithm 6 obtained by substituting Def. (2.25) and (2.26).
With the additional assumption of unique signed weights w : E → R, this algorithm is equivalent to the
Mutex Watershed Algorithm 4. The sequence of functions Qk : Rm → R defined in Eq. 2.26 is sorted
according to the associated scales λk in Eq. 2.25. ISC(G, w) is defined in Eq. 2.27

is called w̃k for both and Ek ⊆ E denotes the set of all edges with weight w̃k. We then
define the scales λk as

λk :=

{
1 if k = 0⏐⏐⏐ w̃k

2w̃1

⏐⏐⏐ otherwise.
(2.25)

The continuous functions Qk(x) : R|E| → R are defined as follows

Qk(x) :=

{
|E| ·minx′∈ISC(G,w) ||x′ − x|| if k = 0∑

e∈Ek
xe otherwise,

(2.26)

where ISC(G, w) is defined as:

ISC(G, w) := SC(G, w) ∩ {0, 1}|E|. (2.27)

In words, Q0(x) is proportional to the distance between x and the closest point on the
set ISC(G, w), whereas Qk(x) depends only on the indicators xe of edges in Ek, for k > 0.

Algorithm 7 is obtained by substituting the scales λk and functionsQk(x) (respectively
defined in Eq. (2.25) and (2.26)) into Algorithm 6 . The algorithm starts by setting M0

to ISC(G, w), i.e. by restricting the space of the solutions only to integer edge labelings x
that do not include any conflicted cycles. Then, in the following iterations k ∈ 1, . . . , t−1,
the algorithm solves a series of minimization sub-problems that in the most general case
are NP-hard, even though they involve a smaller set of edges Ek ⊆ E. Nevertheless, if
we assume that all weights are distinct, then |Ek| = 1 for all k and the solution to the
sub-problems amounts to checking if the new edge can be labeled with xe = 0 without
introducing any conflicted cycles. This procedure is identical to Algorithm 3: at every
iteration, the Mutex Watershed tries to add an edge to the active set A, provided that
no mutual exclusion constraints are violated.

In summary, the framework in [111] provides a new formulation of the Mutex Wa-
tershed Algorithm that is even applicable to graphs with tied edge weights. In practice,
when edge weights are estimated by a CNN, we do not expect tied edge weights.

Convergence of the sequence of minimizers

In this section, we see how Theorem 2.4.4 also suggests a minimization problem that
is solved by the Mutex Watershed algorithm. A short summary is given in the final
paragraph of the section.
First, we make sure that the conditions of Theorem 2.4.4 are satisfied when we apply it
to Algorithm 7:
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Lemma 2.4.5. Let us consider the scales λk and continuous functions Qk(x) : R|E| → R
respectively defined in Eq. (2.25) and (2.26). For any value of p ∈ N+, let xp ∈ R|E| be a
minimizer of the function Qp(x) defined in Eq. (2.24). Then, the minimizer xp lies in the
set ISC(G, w). From this, it follows that any sequence of minimizers (xp)p>0 is bounded
and the conditions of Theorem 2.4.4 are satisfied.

Proof. The function Qp(x) can be explicitly written as (see Eq. 2.24, 2.25 and 2.26):

Qp(x) =
∑
0≤k<t

λp
kQk(x) (2.28)

= |E| min
x′∈ISC(G,w)

||x− x′||+
∑
1≤k<t

⏐⏐⏐⏐ w̃k

2w̃1

⏐⏐⏐⏐p ∑
e∈Ek

xe (2.29)

= |E| min
x′∈ISC(G,w)

||x− x′||+
∑
e∈E

⏐⏐⏐⏐ we

2w̃1

⏐⏐⏐⏐p xe. (2.30)

We then denote these two terms by:

Qp
A(x) := |E| min

x′∈ISC(G,w)
||x− x′||, (2.31)

Qp
B(x) :=

∑
e∈E

⏐⏐⏐⏐ we

2w̃1

⏐⏐⏐⏐p xe. (2.32)

Intuitively, we now prove that the minimizer xp of Qp(x) lies in ISC(G, w) by showing
that the first term Qp

A(x) is always “dominant” as compared to Qp
B(x).

First, we note that the gradient of the first term Qp
A(x) has always norm equal to |E| and

points in the direction of the closest point x′ ∈ ISC(G, w). Given a generic point y ∈ R|E|,
the only two cases when the gradient ∇xQ

p
A(x) does not exists are: i) if y ∈ ISC(G, w);

ii) if there are at least two points x′′, x′′′ ∈ ISC(G, w) such that ||y − x′′|| = ||y − x′′′||.
Clearly, Qp

A(x) presents minima only in the first case, when y ∈ ISC(G, w).
On the other hand, the second term Qp

B(x) is always differentiable and the norm of its
gradient is never greater than

√
|E|:

||∇xQ
p
B(x)|| <

⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐∇x

(∑
e∈E

xe

)⏐⏐⏐⏐⏐
⏐⏐⏐⏐⏐ =√|E| (2.33)

where we used the fact that w̃k/2w̃1 < 1 for every 1 ≤ k < t. Thus, the magnitude of the
gradient given by the first term is always larger compared to the one given by the second
term. We then conclude that the objective can always be reduced unless xp is a point of
ISC(G, w).

Then, given any p ∈ N+ and the Def. (2.25, 2.26), we have that the minimization of the
function Qp(x) defined in Eq. (2.24) is given by the following problem:

argmin
x∈Rm

Qp(x) = argmin
x∈Rm

∑
0≤k<t

λp
kQk(x) (2.34)

= argmin
x∈ISC(G,w)

∑
1≤k<t

⏐⏐⏐⏐ w̃k

2w̃1

⏐⏐⏐⏐p ∑
e∈Ek

xe (2.35)

= argmin
x∈ISC(G,w)

1

|2w̃1|p
∑
e∈E

|we|p xe (2.36)
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where we used Lemma 2.4.5 and restricted the domain of the argmin operation to
ISC(G, w), so that Q0(x) = 0 for all x ∈ ISC(G, w).

It follows from Lemma 2.4.5 and Theorem 2.4.4 that a sequence of minimizers (xp)p>0

of the problem (2.36) converge, up to taking a subsequence, to the solution x∗ returned
by Algorithm 7. More specifically, we know that any minimizer xp of (2.36) is in the
discrete set ISC(G, w). Hence, the convergent sequence of minimizers (xp)p>0 eventually
becomes constant and there exists a p′ ∈ N+ large enough such that xp = x∗ for all p ≥ p′.
In other words, in the case of unique weights and p ≥ p′ large enough, the solution x∗

of the Mutex Watershed Algorithm 7 solves the problem (2.36), which is just a rescaled
version of the Mutex Watershed Objective we introduced in Sec. 2.4.2.

To summarize, we used the extended Power Watershed framework to show that the
Mutex Watershed provides a solution to the minimization problem in Eq. (2.36) for p
large enough. In particular, this problem suggested by the Power Watershed framework is
the same one previously derived in Sec. 2.4.2 by linking the Mutex Watershed Algorithm
to the multicut optimization problem.

2.5 Experiments

We evaluate the Mutex Watershed on the challenging task of neuron segmentation in
electron microscopy (EM) image volumes. This application is of key interest in connec-
tomics, a field of neuro-science that strives to reconstruct neural wiring digrams spanning
complete central nervous systems. The task requires segmentation of neurons from elec-
tron microscopy images of neural tissue – a challenging endeavor, since segmentation has
to be based only on boundary information (cell membranes) and some of the boundaries
are not very pronounced. Besides, cells contain membrane-bound organelles, which have
to be suppressed in the segmentation. Some of the neuron protrusions are very thin, but
all of those need to be preserved in the segmentation to arrive at the correct connec-
tivity graph. While a lot of progress is being made, currently only manual tracing or
proof-reading yields sufficient accuracy for correct circuit reconstruction [136].

We validate the Mutex Watershed algorithm on the most popular neural segmentation
challenge: ISBI2012 [11]. We estimate the edge weights using a CNN as described in
Section 2.5.1 and compare with other entries in the leaderboard as well as with other
popular post-processing methods for the same network predictions in Section 2.5.2.

2.5.1 Estimating edge weights with a CNN

The common first step to EM segmentation is to predict which pixels belong to a cell
membrane using a CNN. Different post-processing methods are then used to obtain a
segmentation, see section 2.2 for an overview of such methods. The CNN can either
be trained to predict boundary pixels [20, 36] or undirected affinities [54, 90] which ex-
press how likely it is for a pixel to belong to a different cell than its neighbors in the
6-neighborhood. In this case, the output of the network contains three channels, cor-
responding to left, down and next imaging plane neighbors in 3D. The affinities do not
have to be limited to immediate neighbors – in fact, [90] have shown that introduction
of long-range affinities is beneficial for the final segmentation even if they are only used
to train the network. Building on the work of [90], we train a CNN to predict short-
and long-range affinities and then use those directly as weights for the Mutex Watershed
algorithm.
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We estimate the affinities / edge weights for the neighborhood structure shown in
Figure 2.6. To that end, we define local attractive and long-range repulsive edges. When
attractive edges are only short-range, the solution will consist of spatially connected
segments that cannot comprise “air bridges”. This holds true for both (lifted) multicut
and for Mutex Watershed. We use a different pattern for in-plane and between-plane
edges due to the great anisotropy of the data set. In more detail, we pick a sparse ring of
in-plane repulsive edges and additional longer-range in-plane edges which are necessary
to split regions reliably (see Figure 2.6a). We also added connections to the indirect
neighbors in the lower adjacent slice to ensure correct 3D connectivity (see Figure 2.6b).
In our experiments, we pick a subset of repulsive edges, by using strides of 2 in the XY-
plane in order to avoid artifacts caused by occasional very thick membranes. Note that the
stride is not applied to local (attractive) edges, but only to long-range (repulsive) edges.
The particular pattern used was selected after inspecting the size of typical regions. The
specific pattern is the only one we have tried and was not optimized over.

In total, C+ attractive and C− repulsive edges are defined for each pixel, resulting in
C+ + C− output channels in the network. We partition the set of attractive / repulsive

edges into subsets H+ and H− that contain all edges at a specific offset: E+ =
⋃C+

c=1H
+
c

for attractive edges, with H− defined analogously. Each element of the subsets H+
c and

H−
c corresponds to a specific channel predicted by the network. We further assume that

weights take values in [0, 1].

Network architecture and training

We use the 3D U-Net [34, 132] architecture, as proposed in [54]. Our training targets
for attractive / repulsive edges

∗
w±

can be derived from a groundtruth label image
∗
L

according to

∗
w+

e=(i,j)=

{
1, if

∗
Li=

∗
Lj

0, otherwise
(2.37)

∗
w−

e=(i,j)=

{
0, if

∗
Li=

∗
Lj

1, otherwise
(2.38)

Here, i and j are the indices of vertices / image pixels. Next, we define the loss terms:

J +
c = −

∑
e∈H+

c
(1− w+

e )(1−
∗
w+

e )∑
e∈H+

c
((1− w+

e )
2 + (1− ∗

w+
e )

2)
(2.39)

J −
c = −

∑
e∈H−

c
w−

e

∗
w−

e∑
e∈H−

c
((w−

e )
2 + (

∗
w−

e )
2)

(2.40)

for attractive edges (i.e. channels) and repulsive edges (i.e. channels).
Equation 2.39 is the Sørensen-Dice coefficient [47,143] formulated for fuzzy set mem-

bership values. During training we minimize the sum of attractive and repulsive loss terms

J =
∑C+

c J +
c +

∑C−

c J −
c . This corresponds to summing up the channel-wise Sørensen-

Dice loss. The terms of this loss are robust against prediction and / or target sparsity, a
desirable quality for neuron segmentation: since membranes are locally two-dimensional
and thin, they occupy very few pixels in three-dimensional the volume. More precisely,
if w+

e or
∗
w+

e (or both) are sparse, we can expect the denominator
∑

e((w
+
e )

2 + (
∗
w+

e )
2) to

be small, which has the effect that the numerator is adaptively weighted higher. In this
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(a) XY-plane neighborhood with local attractive edges (green) and sparse
repulsive edges (red) with approximate radius 9 and further long-range con-
nections with distance 27

(b) Due to the great anisotropy of the data we limit the Z-plane edges to
a distance of 1. The direct neighbors are attractive, whereas the indirect
neighbors are repulsive.

Figure 2.6. Local neighborhood structure of attractive (green) and repulsive (red) edges
in the Mutex Watershed graph.
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sense, the Sørensen-Dice loss at every pixel i is conditioned on the global image statistics,
which is not the case for a Hamming-distance based loss like Binary Cross-Entropy or
Mean Squared Error.

We optimize this loss using the Adam optimizer [75] and additionally condition learn-
ing rate decay on the Adapted Rand Score [11] computed on the training set every 100
iterations. During training, we augment the data set by performing in-plane rotations
by multiples of 90 degrees, flips along the X- and Y-axis as well as elastic deformations.
At prediction time, we use test time data augmentation, presenting the network with
seven different versions of the input obtained by a combination of rotations by a multiple
of 90 degrees, axis-aligned flips and transpositions. The network predictions are then
inverse-transformed to correspond to the original image, and the results averaged.

2.5.2 ISBI Challenge

The ISBI 2012 EM Segmentation Challenge [11] is the neuron segmentation challenge
with the largest number of competing entries. The challenge data contains two volumes
of dimensions 1.5 × 2 × 2 microns and has a resolution of 50 × 4 × 4 nm per pixel. The
groundtruth is provided as binary membrane labels, which can easily be converted to a
2D, but not 3D segmentation. To train a 3D model, we follow the procedure described
in [20].

The test volume has private groundtruth; results can be submitted to the leaderboard.
They are evaluated based on the Adapted Rand Score (Rand-Score) and the Variation
of Information Score (VI-Score) [11].

Our method holds the top entry in the challenge’s leader board3 at the time of submis-
sion, see Table 2.1. This is especially remarkable insofar as it is simpler than the methods
holding the other top entries. Three out of four rely on a CNN to predict boundary lo-
cations and postprocess its output with the complex pipeline described in [20]. This
post-processing first generates superpixels via distance transform watersheds. Then it
computes a merge cost for local and long-range connections between superpixels. Based
on this, it defines a lifted multicut partioning problem that is solved approximately. In
contrast, our method finds an optimal solution of its objective purely on the pixel level.

Comparison with other segmentation methods

The weights predicted by the CNN described above can be post-processed directly by
the Mutex Watershed algorithm. To ensure a fair comparison, we transform the same
CNN predictions into a segmentation using basic and state-of-the-art post-processing
methods. We start from simple thresholding (THRESH) and seeded watershed. Since
these cannot take long-range repulsions into account, we generate a boundary map by
taking the maximum4 values over the attractive edge channels. Based on this boundary
map, we introduce seeds at the local minima (WS) and at the maxima of the smoothed
distance transform (WSDT). For both variants, the degree of smoothing was optimized
such that each region receives as few seeds as possible, without however causing severe
under-segmentation. The performance of these three baseline methods in comparison
to Mutex Watershed is summarized in Table 2.2. The methods were applied only in
2D, because the high degree of anisotropy leads to inferior results when applied in 3D. In

3http://brainiac2.mit.edu/isbi challenge/leaders-board-new
4The maximum is chosen to preserve boundaries.
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(a) Mutex Watershed (b) Mutex Watershed

(c) Multicut partitioning based
segmentation (MC-FULL)

(d) Thresholding of local boundary
maps (THRESH)

(e) Watershed, seeded at local minima
of the smoothed input map (WS)

(f) Distance Transform
Watershed (WSDT)

Figure 2.7. Mutex Watershed and baseline segmentation algorithms applied on the
ISBI Challenge test data. Red arrows point out major errors. Orange arrows point to
difficult, but correctly segmented regions. All methods share the same input maps.
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Method Rand-Score VI-Score

UNet + MWS 0.98792 0.99183
ResNet + LMC [157] 0.98788 0.99072
SCN + LMC [151] 0.98680 0.99144
M2FCN-MFA [139] 0.98383 0.98981
FusionNet + LMC [126] 0.98365 0.99130

Table 2.1. Top five entries at time of submission on the ISBI 2012 EM Segmenta-
tion Challenge. Our Mutex Watershed (MWS) is state-of-the-art without relying on the
complex lifted multicut postprocessing used by most other top entries.

Method Rand-Score VI-Score Time [s]

MWS 0.98792 0.99183 43.3
MC-FULL 0.98029 0.99044 9415.8
LMC 0.97990 0.99007 966.0
THRESH 0.91435 0.96961 0.2
WSDT 0.88336 0.96312 4.4
MC-LOCAL 0.70990 0.86874 1410.7
WS 0.63958 0.89237 4.9

Table 2.2. Comparison on the ISBI 2012 EM Segmentation Challenge to other segmen-
tation strategies, all of which are based on our CNN. Runtimes were measured on a single
thread of a Intel Xeon CPU E5-2650 v3 @ 2.30GHz.

contrast, the Mutex Watershed can be applied in 3D out of the box and yields significantly
better 2D segmentation scores.

Qualitatively, we show patches of results in Figure 2.7. The major failure case for
WS (Figure 2.7e) and WSDT (Figure 2.7f) is over-segmentation caused by over-seeding
a region. The major failure case for THRESH is under-segmentation due to week bound-
ary evidence (see Figure 2.7d). In contrast, the Mutex Watershed produces a better
segmentation, only causing minor over-segmentation (see Figure 2.7a, Figure 2.7b).

Note that, in contrast to most pixel-based postprocessing methods, our algorithm
can take long range predictions into account. To compare with methods which share
this property, we turn to the multicut and lifted multicut-based partitioning for neu-
ron segmentations as introduced in [8] and [62]. As proposed in [7], we compute costs
corresponding to edge cuts from the affinities estimated by the CNN via:

se =

{
log w+

e

1−w+
e
, if e ∈ E+

log 1−w−
e

w−
e

, otherwise,
(2.41)

We set up two multicut problems: the first is induced only by the short-range edges (MC-
LOCAL), the other by short- and long-range edges together (MC-FULL). Note that the
solution to the full connectivity problem can contain “air bridges”, i.e. pixels that are
connected only by long-range edges, without a path along the local edges connecting
them. However, we found this not to be a problem in practice. In addition, we set up a
lifted multicut (LMC) problem from the same edge costs.

Both problems are NP-hard, hence it is not feasible to solve them exactly on large
grid graphs. For our experiments, we use the approximate Kernighan Lin [71,72] solver.
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Even this allows us to only solve individual 2D problems at a time. The results for MC-
LOCAL and MC-FULL can be found in Table 2.2. The MC-LOCAL approach scores
poorly because it under-segments heavily. This observation emphasizes the importance
of incorporating the longer-range edges. The MC-FULL and LMC approaches perform
well. Somewhat surprisingly, the Mutex Watershed yields a better segmentation still,
despite being much cheaper in inference. We note that both MC-FULL, LMC and the
Mutex Watershed are evaluated on the same long-range affinity maps (i.e. generated by
the same CNN with the same set of weights).

2.6 Conclusion

We have presented a fast algorithm for the clustering of graphs with both attractive and
repulsive edges. The ability to consider both gives a valid alternative to other popular
graph partitioning algorithms that rely on a stopping criterion or seeds. The proposed
method has low computational complexity in imitation of its close relative, Kruskal’s
algorithm. We have shown which objective this algorithm optimizes exactly, and that
this objective emerges as a specific case of the multicut objective. It is possible that
recent interesting work [88] on partial optimal solutions may open an avenue for an
alternative proof. Finally, we have found that the proposed algorithm, when presented
with informative edge costs from a good neural network, outperforms all known methods
on a competitive bioimage partitioning benchmark, including methods that operate on
the very same network predictions.





Chapter 3

GASP: Generalized Agglomerative
Algorithm for Signed Graph Partitioning

In this chapter, we propose a theoretical framework that generalizes simple and fast algo-
rithms for hierarchical agglomerative clustering to weighted graphs with both attractive
and repulsive interactions between the nodes. This framework defines GASP, a General-
ized Algorithm for Signed graph Partitioning, and allows us to explore many combinations
of different linkage criteria and cannot-link constraints. We prove the equivalence of ex-
isting clustering methods to some of those combinations and introduce new algorithms for
combinations that have not been studied before. We study both theoretical and empiri-
cal properties of these combinations and prove that some of these define an ultrametric
on the graph. We conduct a systematic comparison of various instantiations of GASP
on a large variety of both synthetic and existing signed clustering problems, in terms of
accuracy but also efficiency and robustness to noise. Lastly, we show that some of the
algorithms included in our framework, when combined with the predictions from a CNN
model, result in a simple bottom-up instance segmentation pipeline. Going all the way
from pixels to final segments with a simple procedure, we achieve state-of-the-art accu-
racy on the CREMI 2016 EM segmentation benchmark without requiring domain-specific
superpixels.

3.1 Introduction

In computer vision, the partitioning of weighted graphs has been successfully applied to
tasks as diverse as image segmentation, object tracking and pose estimation. Most graph
clustering methods work with positive edge weights only, which can be interpreted as
similarities or distances between the nodes. These methods require users to specify the
desired numbers of clusters (as in spectral clustering) or a termination criterion (e.g. in
iterated normalized cuts) or even to add a seed for each object (e.g. seeded watershed or
random walker).

Other graph clustering methods work with so-called signed graphs, which feature both
positive and negative edge weights corresponding to attraction and repulsion between
nodes. The advantage of signed graphs over unsigned graphs is that balancing attraction
and repulsion allows us to obtain a clustering without defining additional parameters. A
canonical formulation of the signed graph partitioning problem is the multicut or corre-
lation clustering problem [32, 68]. This problem is NP-hard, though many approximate
solvers have been proposed [18,87,117,161] together with greedy agglomerative clustering

51
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Figure 3.1. (a) Some iterations of GASP on a graph with attractive (green) and repul-
sive (red) interactions. At each iteration, the yellow edge with highest weight is contracted
(example with sum linkage criterion is shown). (b) Linkage criteria demonstrated on two
small clusters (see definitions in Table 3.1 below). (c) Application of GASP to instance
segmentation: we show raw data from the CREMI neuron-segmentation challenge and
some predictions of our CNN model, where white pixels represent boundary evidence.
(d) Seemingly similar linkage criteria can result in very different clustering dynamics,
as shown in this example: color coded sequence of merges from early (white) via late
(brown) to never (black).

algorithms [69, 72, 92, 154]. Agglomerative clustering algorithms for signed graphs have
clear advantages: they are parameter-free and efficient. Despite the fact that a variety
of these algorithms exist, no overarching study has so far been conducted to compare
their robustness and efficiency or to provide guidelines for matching an algorithm to the
partitioning problem at hand.

The first contribution presented in this chapter is a simple theoretical framework that
generalizes over agglomerative algorithms for signed graphs by linking them to hierar-
chical clustering (HC) on unsigned graphs (Section 3.3.2). This framework defines an
underlying basic algorithm and allows us to explore its combinations with different link-
age criteria and cannot-link constraints (see Fig. 3.1a, 3.1b, and Table 3.1). As second
contribution, in Section 3.3.3, we formally prove that some of the combinations corre-
spond to existing clustering algorithms, and introduce new algorithms for combinations
which have not been explored before. By analyzing their theoretical properties, we also
show that some of them define an ultrametric on the graph (see Table 3.1).

Third, we evaluate the algorithms on a large variety of both existing and synthetically
generated signed graph clustering problems (Section 3.4). Fourth and finally, we also test
the algorithms on instance segmentation – a computer vision task consisting of assigning
each pixel of an image to an object instance – by partitioning graphs whose edge weights
are estimated by a CNN (see Fig. 3.1c and Section 3.4.3). Our experiments show that the
choice of linkage criterion markedly influences how clusters are grown by the agglomera-
tive algorithms (Fig. 3.1d), making some linkage methods more suited for certain types
of clustering problems. We benchmark the clustering algorithms by focusing on their
efficiency, robustness and tendency to over- or under-cluster. On instance segmentation,
we show that the tested agglomerative algorithms strongly outperform recently proposed
spectral clustering methods, and that average-linkage based agglomerative algorithms
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GASP

Sum
Linkage

Absolute Maximum
Linkage

Average
Linkage

Single
Linkage

Complete
Linkage∑

e∈Eij

we we with e = argmax
t∈Eij

|wt|
∑

e∈Eij

we

/⏐⏐Eij

⏐⏐ max
e∈Eij

we min
e∈Eij

we

Unsigned graphs - HC-Single HC-Avg HC-Single HC-Complete

Signed graphs GAEC [72] Mutex Watershed [154] HC-Avg HC-Single HC-Complete

Signed graphs +
cannot-link-constr HCC-Sum Mutex Watershed [154] HCC-Avg HCC-Single HC-Complete

Table 3.1. Conceptual contribution: Properties of clustering algorithms included in the
proposed GASP framework, given a linkage criterion, a type of graph (signed or unsigned)
and the optional use of cannot-link constraints. New constrained hierarchical clustering
algorithms (HCC) proposed in this thesis are highlighted in yellow. For algorithms type-
set in bold font we prove that they define an ultrametric on the graph (Eq. 3.3). For
algorithms in the green box we show that they are weight-shift invariant (Prop. 3.3.2).
Notation: Eij = (Si×Sj)∩E denotes the set of edges connecting two clusters Si, Sj ⊆ V .

achieve state of the art results on the CREMI 2016 challenge for neuron segmentation of
3D electron microscopy image volumes of brain tissue.

3.2 Related work

Proposal-free instance segmentation methods adopt a bottom-up approach by di-
rectly grouping pixels into instances. In the last years, there has been a growing interest
in such methods that do not involve object detection because, in certain types of data,
object instances cannot be approximated by bounding boxes [14, 79]. Some use metric
learning to predict high-dimensional associative pixel embeddings that map pixels of the
same instance close to each other [45, 49, 89, 114] and then retrieve final instances by
applying a clustering algorithm [82]. Other recent methods let the model predict the
relative coordinates of the instance center [30, 113] or, given a pixel (x, y), they train a
model to generate the mask of the instance located at (x, y) [141].

Edge detection also experienced recent progress thanks to deep learning, both on
natural images [56,81,97,158] and biological data [35,90,101,137]. In neuron segmentation
for connectomics, a field of neuroscience we also address in our experiments, boundaries
are converted to final instances with subsequent postprocessing and superpixel-merging:
some use a combinatorial framework [20], others use loopy graphs [70, 83] or trees [53,
94,96,101,147] to represent the region merging hierarchy. Flood-filling networks [64] and
MaskExtend [101] used a CNN to iteratively grow one region/neuron at the time. A
structured learning approach was also proposed in [54,144].

Agglomerative graph clustering has often been applied to instance segmentation
[10, 95, 129, 135] because of its efficiency as compared to other divisive approaches like
graph cuts. Novel termination criteria and merging strategies have often been proposed:
the agglomeration in [100] deploys fixed sets of merge constraints; the popular graph-
based method [51] stops the agglomeration when the merge costs exceed a measure of
quality for the current clusters. The optimization approach in [77] performs greedy
merge decisions that minimize a certain energy, while other pipelines use classical linkage
criteria, e.g. average linkage [90,97], median [54] or a linkage learned by a random forest
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classifier [80, 116].

Clustering of signed graphs has the goal of partitioning a graph with both attrac-
tive and repulsive cues. Finding an optimally balanced partitioning has a long history in
combinatorial optimization [33,58,59]. NP-hardness of the correlation clustering problem
was shown in [17], while the connection with graph multicuts was made by [46]. Modern
integer linear programming solvers can tackle problems of considerable size [7], but ac-
curate approximations [18,117,161], greedy agglomerative algorithms [69,72,92,153] and
persistence criteria [87, 88] have been proposed for even larger graphs. Another line of
research is given by spectral clustering methods that, on the other hand, require the user
to specify the number of clusters in advance. Recently, some of these methods have been
generalized to graphs with signed weights [31,41,85], whereas others let the user specify
must-link and cannot-link constraints between clusters [42,127,150].

This chapter reformulates the clustering algorithms of [72, 92, 154] in a generalized
framework and adopts ideas from the proposal-free instance segmentation methods [90,
97,154] to predict edge weights of a graph.

3.3 Generalized framework for agglomerative clustering
of signed graphs

3.3.1 Notation

Graph formalism We consider an undirected simple edge-weighted graph G(V,E,w+, w−)
with both attractive and repulsive edge attributes. The weight function w+ : E → R+

associates to every edge a positive scalar attribute w+
e ∈ R+ representing a merge affinity

or a similarity measure. On the other hand, w− : E → R+ associates to each edge a
split tendency w−

e ∈ R+. Graphs of the type G(V,E,w+, w−) are often defined as signed
graphs G(V,E,w), featuring positive and negative edge weights we ∈ R. Following the
theoretical considerations in [88], we define signed weights as we = w+

e − w−
e .

Multicut objective We call the set Π = {S1, . . . , SK} a clustering or partitioning if
V = ∪S∈ΠS, S ∩ S ′ = ∅ for different clusters S, S ′ and every cluster S ∈ Π induces a
connected subgraph of G. For any clustering Π of G, we denote as E0

Π = {euv ∈ E | ∃S ∈
Π : u, v ∈ S} the set of edges linking nodes in the same cluster. Its complementary
set E1

Π = E \ E0
Π of edges linking nodes belonging to distinct clusters, is known as the

multicut of G associated to clustering Π. The instance of the NP-hard minimum cost
multicut problem w.r.t. G(V,E,we) is the task of finding a clustering that optimally
balances the attraction and repulsion in the graph and is given by the following binary
integer program:

min
Π

∑
e∈E

wex
Π
e , where xΠ

e =

{
1 if e ∈ E1

Π

0 otherwise.
(3.1)

Linkage criteria and hierarchical trees Let the interaction W(S, S ′) ∈ R between two
clusters S, S ′ be defined as a function, named linkage criterion, depending on the weights
of all edges connecting clusters S and S ′, i.e. (S × S ′) ∩ E where × denotes the outer
product. The linkage criteria tested in this chapter are listed and defined in Table 3.1. A
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dendrogram T is a rooted binary tree1 representing the merging order of an agglomerative
algorithm, such that the leaves of the tree are in one-to-one correspondence with V and
each node of the tree represents a merge between two clusters. Let TR, TL ⊂ T denote the
subtrees rooted at the two children of the root node in T . For any two leaves u, v ∈ V , let
T [u∨ v] be the subtree rooted at the least common ancestor (u∨ v) ∈ T of nodes u and v
(furthest from the root), and let leaves(T [u∨v]) ⊆ V be the set of leaves of this subtree.
Given an agglomerative algorithm with merging tree T , let hT : V × V → N denote
the dendrogram-height of each (u ∨ v) ∈ T , which is defined as the iteration number at
which nodes u, v ∈ V were merged by the algorithm (see example in Fig. 3.1a). We also
define WT (u, v) as the signed interaction W(S, S ′) between the two clusters S, S ′ that
were merged at iteration hT (u, v):

WT (u, v) ≡ W
(
leaves(TR[u ∨ v]), leaves(TL[u ∨ v])

)
(3.2)

3.3.2 The GASP algorithm

Our main contribution is a generalized agglomerative algorithm for signed graph par-
titioning (GASP) that generalizes hierarchical clustering (HC) to signed graphs. The
framework, defined in the following, encompasses several known and new agglomerative
algorithms on display in Table 3.1, which are differentiated by the linkage criterion em-
ployed, similarly to HC.

In Algorithm 8, we provide simplified pseudo-code for the proposed GASP algorithm.
GASP implements a bottom-up approach that starts by assigning each node to its own
cluster and then iteratively merges pairs of adjacent clusters. The algorithm proceeds in
three phases.

In phase one, GASP selects the pair of clusters with the highest absolute interaction
|W(S, S ′)|, so that the most attractive and the most repulsive pairs are analyzed first. If
the interaction is repulsive and the algorithm option addCannotLinkConstraints is True,
then the two clusters are constrained so that their members can never merge in subsequent
steps of phase one. If the interaction is attractive, then the clusters are merged, provided
that they were not previously constrained. After each merge, the interaction between
the merged cluster and its neighbors is updated according to one of the linkage criteria
W(S, S ′) listed in Table 3.1. Phase one terminates when all the remaining clusters are
either constrained or share repulsive interactions. Note that, on unsigned graphs, in
phase one all nodes are merged into a single cluster and GASP is then equivalent to a
standard hierarchical clustering algorithm.

Phase two: Now that the clusters have grown in size, the algorithm removes the
constraints previously introduced in phase one and merges all the clusters that still share
an attractive interaction, merging the most attractive one first2. The final clustering Π∗

returned by GASP is found at the end of phase two and it is then composed of clusters
sharing only mutual repulsive interactions.

Finally, in phase three, the algorithm keeps merging all clusters until only a single
one is left and then returns the hierarchical tree T ∗ representing the full sequence of
merging steps. The algorithm was implemented using a standard HC implementation
with computational complexity O(N2 logN) (details left in Appendix A.1).

1In general, one could look at trees that are not binary. However, the algorithms discussed in this
chapter always generate binary hierarchical trees, so nothing would be gained by this generalization.

2Note that in the version of GASP without cannotLinkConstraints, nothing happens in phase two
because all remaining interactions are repulsive.
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Algorithm 8 GASP
Input: Graph G(V,E,w+, w−); linkage criterion W;

boolean addCannotLinkConstraints
Output: Final clustering Π∗, rooted binary hierarchical tree T ∗

1: Initial clustering: Π = {{v1}, . . . , {v|V |}}
2: Initialize hierarchical tree T ∗ with leaf nodes V = {v1, . . . , v|V |}
3: Initialize cluster interactions with we = w+

e − w−
e , ∀e ∈ E

4: // Phase 1: Merge positive interactions (possibly using constraints)
5: Push incident nodes of every edge e ∈ E to priority queue (PQ) with priority |we|
6: repeat
7: Pop S, S′ ∈ Π with highest interaction |W(S, S′)| from PQ
8: if

[
W(S, S′) > 0

]
and

[
S, S′ not constrained

]
then

9: Merge clusters S, S′ and update hierarchical tree T ∗

10: Update interactions & constraints with neighboring clusters
11: else if addCannotLinkConstr and

[
W(S, S′) ≤ 0

]
then

12: Add CannotLink Constraint between S and S′

13: until
[
PQ is empty

]
14: // Phase 2: Remove constraints & merge all positive interactions
15: Push signed interactions W(S, S′) to PQ, ∀S, S′ ∈ Π
16: repeat
17: Pop S, S′ ∈ Π with highest interaction W(S, S′) from PQ
18: if

[
W(S, S′) > 0

]
then

19: Merge clusters S, S′ and update hierarchical tree T ∗

20: Update interactions with neighboring clusters

21: until
[
W(S, S′) ≤ 0

]
22: Save the final clustering Π∗ ← Π
23: // Phase 3: Merge negative interactions until one single cluster is left
24: repeat
25: Pop S, S′ ∈ Π with highest interaction W(S, S′) from PQ
26: Merge clusters S, S′ and update hierarchical tree T ∗

27: Update interactions with neighboring clusters
28: until

[
Only one cluster is left in Π

]
29: return Π∗, T ∗

3.3.3 GASP: New and existing algorithms

Here, we focus on five linkage methods (see columns of Table 3.1). Many more linkage
criteria have been applied to unsigned graphs [51,54,116], involving median-based or size-
regularized methods, but we decided to focus on those five criteria because they represent
the most popular choices.

Sum Linkage On signed graphs, the sum of two attractive (or repulsive) interactions
is still attractive (repulsive). On the other hand, on unsigned graphs, a strong attractive
interaction could be obtained by summing many weak interactions, which depending on
the application could be undesirable. This explains why, to our knowledge, an agglom-
erative algorithm with sum linkage has never been used on unsigned graphs. On signed
graphs, such an algorithm was pioneered in [72, 92] and was named Greedy Agglomera-
tive Edge Contraction (GAEC)3. All variations of GASP decrease the multicut objective
defined in Eq. 3.1 each time two clusters with positive interaction are merged. But only

3An algorithm equivalent to GAEC was recently independently re-proposed in [29].
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GAEC always makes the greedy choice that most decreases the multicut objective at
each iteration. The authors of [92] propose an algorithm named GreedyFixation, which,
in our framework, is equivalent to phase one of GASP using cannot-link-constraints and
a sum linkage. However, running both phase one and two of GASP with sum linkage
(algorithm named HCC-Sum in this chapter) performed better than GreedyFixation in
our experiments.

AbsMax Linkage This linkage method is also specific to signed graphs, since on un-
signed graphs it would be equivalent to single linkage. Here, we prove that the Mutex
Watershed Algorithm [154] introduced in Chapter 2 can be seen as an agglomerative
algorithm with AbsMax linkage (proofs of the following three propositions are given in
Appendix A.2):

Proposition 3.3.1. The GASP Algorithm 8 with AbsMax linkage, with or without can-
not link constraints, returns the same final clustering Π∗

AbsMax also returned by the Mu-
tex Watershed Algorithm (MWS) [154] (see Chapter 2), which has empirical complexity
O(N logN).

Average, Single, and Complete Linkage These three linkage criteria have been thor-
oughly studied on unsigned graphs, but never - until very recently - on signed graphs.
In concurrent independent related work [29], the authors prove that applying these three
linkage methods to a signed graph is equivalent to applying them to the unsigned graph
obtained by shifting all edge weights by a constant. Here, we prove which of the algo-
rithms studied here are “intrinsically signed” and do not have this invariance-property:

Proposition 3.3.2. We call an agglomerative algorithm “weight-shift invariant” if the
dendrogram T returned by the algorithm is invariant w.r.t. a shift of all edge weights
we by a constant α ∈ R. Among the variations of GASP, only hierarchical clustering
with Average (HC-Avg), Single (HC-Single), and Complete linkage (HC-Complete) are
weight-shift-invariant (see green box in Table 3.1).

Although average and single linkage methods have been largely studied on unsigned
graphs, to our knowledge, they have never been combined with cannot-link constraints
on signed graphs4, so we name these algorithms HCC-Avg and HCC-Single.

Algorithms defining an ultrametric The connection between agglomerative algorithms
and ultrametrics5 is well known. Usually, ultrametrics are associated to strictly positive
similarity or dissimilarity measures on a graph. In our framework, a trivial ultrametric is
always given by the height hT of the dendrogram. However, for some of the GASP varia-
tions, we now define an ultrametric based on the edge weights and the signed interactions
between clusters, generalizing what has been done for HC on unsigned graphs [66,107]. To
define this measure and prove its ultrametric property, we first map the signed interaction

4Note that Complete linkage methods return the same clustering whether constraints are enforced or
not (proof in Lemma A.2.3, in Appendix).

5A metric space (X, d) is an ultrametric if, for every x, y, z ∈ X, d(x, y) ≤ max{d(x, z), d(y, z)}.
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WT defined in Eq. 3.2 to positive “pseudo-distances” dT : V × V → R+:

dT (u, v) ≡

{
0 if u = v

M −WT (u, v) if u ̸= v
∀u, v ∈ V (3.3)

where M ≡ ϵ+ max
u′,v′∈V, u′ ̸=v′

WT (u
′, v′) (3.4)

and where ϵ > 0. We then prove the following proposition:

Proposition 3.3.3. Among the algorithms included in the GASP framework (see Table
3.1), only Mutex Watershed and hierarchical clustering with Average (HC-Avg), Single
(HC-Single) and Complete linkage (HC-Complete) define an ultrametric (V, dT ∗), where
dT ∗ is defined in Eq. 3.3 and T ∗ is the tree returned by the GASP Algorithm 8.

In summary, in this section we have extended the family of HC algorithms [66, 107]
with “weight-based ultrametrics” to signed graphs. Next, we move to their empirical
evaluation.

3.4 Experiments

3.4.1 Signed graph clustering problems

We evaluate the agglomerative clustering algorithms included in our framework on a large
collection of both synthetic and real-world graphs with very different structures. The size
of the graphs ranges from a few hundred to hundreds of millions of edges.

Synthetic SSBM graphs We first consider synthetic graphs generated by a signed
stochastic block model (SSBM). We use an Erdős-Rényi random graph model G(N, p)
with N vertices and edge probability p. Following the approach in [41], we partitioned
the graph into k ground-truth clusters, such that edges connecting vertices belonging to
the same cluster (different clusters, respectively) have Gaussian distributed edge weights
centered at µ = 1 (µ = −1, respectively) and with standard deviation σ = 0.1. To model
noise, the sign of the edge weights is flipped independently with probability η.

Existing signed graphs We use clustering instances from the OpenGM benchmark [67]
as well as biomedical segmentation instances [117]. The dataset Image Segmentation
contains planar region-adjacency-graphs (RAG) that are constructed from superpixel

Clustering problem Graph Type #I |V | |E|

Modularity Clustering [25] complete 6 34-115 561-6555
Image Segmentation [5] RAG 100 156-3764 439-10970
Knott-3D (150-300-450) [7] 3D-RAG 24 572-17k 3381-107k
CREMI-3D-RAG (OurCNN) 3D-RAG 3 134k-157k 928k-1065k
Fruit-Fly Level 1-4 [117] 3D-RAG 4 5m-11m 28m-72m
CREMI-gridGraph (OurCNN) gridGraph 15 39m 140m
Fruit-Fly Level Global [117] 3D-RAG 1 90m 650m

Table 3.2. List of compared signed graph clustering problems: for each, we specify the
number of instances #I, number of nodes |V |, and number of edges |E| per instance.
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adjacencies of photographs. The Knott-3D datasets contains 3D-RAGs arising from
volume images acquired by electron microscopy (EM). The set Modularity Clustering
contains complete graphs constructed from clustering problems on small social networks.
The Fruit-Fly 3D-RAG instances were generated from volume image scans of fruit fly
brain matter. Instances Level 1-4 are progressively simplified versions of the global
problem obtained via block-wise domain decomposition [117].

Grid-graphs from CNN predictions We also evaluate the clustering methods on the
task of neuron segmentation in EM image volumes using training data from the CREMI
2016 EM Segmentation Challenge [40]. We train a 3D U-Net [34, 131] using the same
architecture as [54] and predict long-and-short range affinities as described in [90]. The
predicted affinities ae ∈ [0, 1], which represent how likely it is for a pair of pixels to
belong to the same neuron segment, are then mapped to signed edge weights we = ae−0.5,
resulting in a 3D grid-graph having a node for each pixel/voxel of the image6. We divided
the three CREMI training samples, consisting of ∼196 million voxels each, into five sub-
blocks for a total of 15 clustering problems (named CREMI-gridGraph in Table 3.2). See
the following Section 3.4.2 for extended details about training, data augmentation, and
how we remove tiny clusters left after running GASP on the CREMI-gridGraph clustering
problems.

3D-RAG from CNN-predictions Lastly, we use the predictions of our CNN model to
generate three graph instances (one for each CREMI training sample, named CREMI-
3D-RAG in Table 3.2), which have very similar structure to the Knott-3D and Fruit-Fly
instances. We obtain these problems by using a pipeline that is very common in neuron
segmentation: a watershed algorithm generates superpixels and from those a 3D region-
adjacency graph is built, where edge weights are given by the CNN predictions averaged
over the boundaries of adjacent superpixels (details in the following Section 3.4.2).

3.4.2 Details on neuron segmentation graph instances

Training and data augmentation The data from the CREMI challenge is highly
anisotropic and contains artifacts like missing sections, staining precipitations and sup-
port film folds. To alleviate difficulties stemming from misalignment, we use a version
of the data that was elastically realigned by the challenge organizers with the method
of [133]. In addition to the standard data augmentation techniques of random rotations,
random flips and elastic deformations, we simulate data artifacts. We randomly zero-out
slices, decrease the contrast of slices, simulate tears, introduce alignment jitter and paste
artifacts extracted from the training data. Both [54] and [90] have shown that these kinds
of augmentations can help to alleviate issues caused by EM-imaging artifacts. We use
L2 loss and Adam optimizer to train the network. The model was trained on all three
samples with available ground truth labels.

CREMI-gridRag instances Our 3D UNet model predicts the same set of 12 long-and-
short range affinities as described in [90]. When building the pixel-grid graph, we add
both direct neighbors connections and the long-range connections predicted by our model

6To map affinities to signed weights, we also tested the logarithmic mapping proposed in [7, 52], but
it performed worse in our experiments.
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(every voxel is connected to other six voxels via direct connections and other 18 voxels
via long-range edges). Empirically, when long-range predictions of the CNN are added
as long-range connections in the graph, GASP achieves better scores as compared to
when only direct-neighbors predictions are used. Our intuitive explanation of this is
that, where there is a clear boundary evidence between two segments, the long-range
predictions of the CNN model are more certain than the direct-neighbor ones, because
it is often impossible to estimate the exact ground-truth label transition for pixels that
are very close to a boundary evidence. However, empirically, we also find that GASP
achieves the best scores when only 10% of the long-range connections are randomly
sampled and added to the grid-graph. When all the long-range connections predicted by
the CNN are added to the graph (18 connections for every voxel), all versions of GASP
tend to perform more over-clustering errors. In practice, we explain this by observing
that many challenging parts of the studied neuron segmentation data involve thin and
elongated segments, and our model sometimes fails to connect distant pairs of pixels that,
according to the ground-truth labels, should belong to the same segment (even though, in
this case, the direct neighboring predictions are correct). To sum up, the scores we report
in Tables 3.5a are obtained by using only 10% of the long-range predictions, since this was
the setup that performed the best. After running GASP, we use a simple post-processing
step to delete small segments on the boundaries, most of which are given by single-voxel
clusters. On the neuron segmentation predictions, we deleted all regions with less than
200 voxels and used a seeded watershed algorithm to expand the bigger segments.

CREMI-3D-rag instances We build these clustering problems by generating superpix-
els and then building a 3D region adjacency graph. Due to the anisotropy of the data,
we generate 2D superpixels by considering each 2D image in the stack singularly. First,
we generate a boundary-evidence map by taking an average over the two direct-neighbor
predictions of the CNN model (one for each direction in the 2D image of the stack) and
applying some additional smoothing. Then, we threshold the boundary map, compute a
distance transform, and run a watershed algorithm seeded at the maxima of the distance
transform (WSDT). The degree of smoothing was optimized such that each region re-
ceives as few seeds as possible, without however causing severe under-segmentation. The
computed 2D superpixels are then used to build a 3D region-adjacency graph (3D-rag).
The weights of the edges are given by averaging the CNN affinities over the boundaries
of adjacent superpixels.

3.4.3 Comparison of results and discussion

Multicut objective values In Table 3.3, we report the values of the multicut objective
obtained for clustering with different GASP algorithms7. Although many heuristics were
proposed to better optimize this objective [18,19,71], these methods are out of the scope
of this work, since they do not scale to the largest graph instances considered here. By
looking at results in Table 3.3, we observe that GAEC almost always achieves the lowest
objective values, expect in the CREMI-gridGraph instances. Despite this, on graphs
where a ground truth clustering is known, GAEC does not achieve the lowest ARAND
errors (see Tables 3.5a and 3.5b).

7Objective values achieved by Single and Complete linkage methods are much worse compared to
other algorithms and are reported in Table ??, in Appendix.
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Figure 3.2. ARAND errors (median values over 20 experiments, lower is better) on syn-
thetic graphs generated with SSBM. We consider k ground truth communities of random
size. Graphs have N = 10000 nodes and edges are randomly added with probability p.

Size of growing clusters: Sum vs Avg linkage In all the studied clustering problems,
we empirically observe that sum-linkage algorithms like GAEC grow clusters one after the
other, as shown in Fig. 3.1d and Fig. 3.3 by the agglomeration order of GAEC8. This is
intuitively explained by the following: initially, many of the most attractive edge weights
have very similar values; when the two nodes u, v with the highest attraction are merged,
there is a high chance that they will have a common neighboring node t belonging to the
same cluster; thus, the interaction between the merged nodes uv and t is likely assigned to
the highest priority, because it is given by the sum of two highly attractive edge weights.
This will then start a “chain reaction” where only a single cluster is agglomerated at the
time. In the following, we will show how this unique flooding strategy of the sum-linkage
methods can be both an advantage or a disadvantage, depending on the type of clustering
problem.

Comparison to spectral clustering The spectral clustering methods for signed graphs
SPONGEsym and SPONGE proposed by [41] achieved state of the art performances
on SSBM synthetic graphs. Their competitive performances are also confirmed by our
experiments in Fig. 3.2. However, these methods do not scale up to the large graph
instances considered here and they also require the user to specify the true number of
clusters in advance, which is not known for other graph instances tested in this chapter. In
Table 3.4, we report the scores achieved by these methods on a much smaller sub-instance
of the CREMI-gridGraph problem: even when the true number of clusters is specified in
advance for the spectral methods, they perform much worse than other GASP algorithms,
with an accuracy penalty of almost 50%. For these reasons, we exclude them from our
other comparison experiments.

8This flooding agglomeration-strategy of GAEC was also observed in [69].
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Multicut objective values (average across instances, lower is better)
Clustering problem GAEC [72] HCC-Sum MWS [154] HC-Avg HCC-Avg HC-Single HC-Complete

Modularity Clustering -0.457 -0.453 -0.073 -0.467 -0.467 0.000 -0.201
Image Segmentation -2,955 -2,953 -2,901 -2,903 -2,896 -1,384 -2,102
Knott-3D (150-300-450) -36,667 -36,652 -35,200 -35,957 -35,631 -2,522 30,629
CREMI-3D-rag -1,112,287 -1,112,286 -1,109,731 -1,112,177 -1,112,100 -1,038,709 -748,734,869
Fruit-Fly Level 1-4 -151,022 -151,017 -150,879 -150,909 -150,876 -71,477 -128,733
CREMI-gridGraph -73,317,601 -73,328,867 -73,330,568 -73,502,947 -73,474,856 -45,194,180 311,598,700
Fruit-Fly Level Global -151,688 -151,596 -146,315 -150,466 -150,171 -4,422 6,876

Table 3.3. We compare algorithms in the GASP framework by their value of the multicut
objective defined in Eq. 3.1 (lower is better).

Figure 3.3. Clustering dynamics and accuracy of GASP variations on stochastic block
models. The dendrograms result from three versions of GASP on a synthetic graph
generated with SSBM (250 nodes, edge probability p = 0.05, flipping probability η = 0.1).
Red and blue colors show which of the two equal-sized ground-truth communities each
node belongs to. At the top, dendrograms are truncated at the level of the final clustering
Π∗ returned by GASP.

GASP on synthetic SSBM graphs

GASP algorithms using cannotLinkConstraints are not expected to perform well on these
graphs, because of the type of employed sign noise, so we focus our comparison only on
the GAEC, HC-Avg and MWS algorithms (using Sum, Average, and AbsMax linkage
methods, respectively). Empirically, we observe that GAEC is the agglomerative algo-
rithm performing best on SSBM graphs, on par with spectral method SPONGEsym (see
Fig. 3.2). Given the simple properties of SSBM graphs, we can now give a detailed expla-
nation of these empirical results. In SSBM graphs, the number of edges Eij ≡ (Si×Sj)∩E
connecting two clusters Si, Sj is proportional to the product |Si|·|Sj| of cluster sizes. With
Sum or Avg linkage methods, due to the law of large numbers, the flipping noise is “av-
eraged out” as soon as the set Eij becomes larger and clusters grow in size. On the other
hand, when clusters are small, it can happen that, for few clusters, several of their edges
in Eij are flipped and the algorithm makes a mistake by merging two clusters belonging
to different ground truth communities. From this observation, it follows that the flooding
strategy of the sum-linkage algorithm GAEC is a very good strategy on these types of
graphs, because clusters are immediately grown in size (see dendrograms in Fig. 3.3).
Average linkage method HC-Avg instead performs much worse on these graphs because
it grows small equally-sized clusters and makes several wrong merge-decisions at the be-
ginning. Lastly, the MWS algorithm is not expected to perform well on these graphs
because of the high sensitivity of the AbsMax linkage to flipping noise. In the following
Proposition 3.4.1, we prove that, at every iteration, the MWS algorithm makes a mistake
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Method ARAND Error

HC-Avg (GASP with Avg Linkage) 0.1034
GAEC [72] (GASP with Sum Linkage) 0.1035
MWS [154] (GASP with AbsMax linkage) 0.1068
SPONGEsym [41] 0.4161
Lsym [85] 0.8069
SPONGE [41] 0.9211
BNC [31] 0.9926

Table 3.4. GASP compared to spectral clustering methods on a small crop of the
CREMI neuron segmentation dataset. Since spectral methods cannot scale to the full
CREMI dataset, we evaluated them on a smaller 10× 100× 100 sub-volume of CREMI
training sample B. Despite the fact that the true number of ground truth clusters was
given as an input to the spectral methods, GASP significantly outperformed them.

with at least probability η, independently on the sizes of the two clusters that are popped
from priority queue. In summary, for the SSBM, we can obtain a deep understanding
of the dynamics induced by various linkage criteria, and find that GAEC gives highest
accuracy by a large margin.

Proposition 3.4.1. Consider a graph generated by an Erdős-Rényi signed stochastic
block model (SSBM) as described in Section 3.4.1, with N nodes, edges added with proba-
bility p, sign-flip probability η < 0.5, k ground-truth clusters, and edge weights Gaussian-
distributed with standard deviation σ. Then, at every iteration, GASP with Absolute
Maximum linkage (or, in other words, the Mutex Watershed algorithm) always makes a
mistake with at least probability η.

Proof. Thanks to Lemma A.2.3 we know that GASP with Absolute Maximum linkage
returns the same clustering whether or not cannot-link-constraints are used. Thus, in
the following, we prove the proposition considering the version enforcing constraints. Let
us consider a generic iteration of the algorithm, where two clusters Sα and Sβ have the
highest priority and are popped from priority queue. Then, the MWS algorithm will either
merge or constrain them depending on the fact that their interaction WAbsMax(Sα, Sβ) is
positive or negative (note that, with AbsMax linkage, an interaction can never be positive
and constrained, as shown in Lemma A.2.3). By construction of the SSBM, every edge
e ∈ E in the graph has a absolute weight distributed as |we| ∼ N (1, σ2). Thus, every
edge e′ ∈ (Sα×Sβ)∩E connecting the two clusters has the same probability to have the
highest absolute weight, and the sign of the interactionWAbsMax(Sα, Sβ) will only depend
on the sign of this highest edge. Therefore, the probability that the MWS merges two
clusters is simply given by the fraction of positive weighted edges connecting them.

Let Π̃ = {S̃1, . . . , S̃k} denote the ground truth clustering, and S̃αi = Sα ∩ S̃i denote
the intersection between cluster Sα and a ground-truth cluster S̃i. If the generated graph
is dense, i.e. p = 1, then the total number of edges connecting clusters Sα and Sβ that
have a true attractive or repulsive weight is (according to the ground truth labels)

Γ+ =
k∑

i=1

|S̃αi||S̃βi|, Γ− =
k∑

i=1

k∑
j=1,j ̸=i

|S̃αi||S̃βj|. (3.5)

When the edges in the graph are randomly added with a probability p, then the ac-
tual number of true attractive and repulsive interactions connecting the two clusters is
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(according to the ground truth labels):

γ+ ∼ B(Γ+, p), γ− ∼ B(Γ−, p), (3.6)

where B(Γ, p) is the binomial distribution:

B(γ; Γ, p) = Γ!

γ!(Γ− γ)!
pγ(1− p)Γ−γ. (3.7)

Here, we only assume that γ++γ− > 0, i.e. there is at least one edge connecting the two
clusters (otherwise their interaction would be zero and the MWS would not have popped
them from priority queue).

So far we have been talking about attractive and repulsive connections according to the
ground truth labels. In our SSBM however every edge has a uniform probability η to have
its sign flip, so the actual number of attractive interactions connecting the two clusters
will be instead given by the sum of the true attractive interactions γ+

nf ∼ B(γ+, 1 − η)
that have not been flipped, plus the true negative interactions γ−

f ∼ B(γ−, η) that have
been flipped. Putting everything together, given two clusters with γ+ true attractive
interactions and γ− true negative ones, the highest-absolute-weight edge connecting them
has the following probability to be positive:

P[WAbsMax(Sα, Sβ) > 0; γ+, γ−] =

γ+∑
γ+
nf=0

γ−∑
γ−
f =0

B(γ−
f ; γ

−, η)B(γ+
nf ; γ

+, 1− η) ·
(
γ+
nf + γ−

f

γ+ + γ−

)
(∗)
=

γ+(1− η) + γ−η

γ+ + γ− (3.8)

where in (∗) we used the fact that the expected value of a binomial distribution B(γ, η)
is γη.

Now we note that this probability is bounded in the interval [η, 1− η]. So, regardless
of whether the two clusters Sα and Sβ should be merged or constraint according to
ground truth labels, the probability not to make the correct decision is always at least
η. Remarkably, while the exact probability in Eq. 3.8 depends on the number of edges
connecting the two clusters γ+ + γ− and thus on the cluster sizes, the bounds do not.
Thus, this result shows that, unlike Sum or Avg linkage methods, the MWS algorithm
is unable to reliably correct for the sign flip noise even for big clusters linked by many
edges.

GASP on neuron segmentation graph instances

SSBM graphs are non-planar, and every edge has the same probability to be present
in the graph. On the other hand, the gridGraph and 3D-RAG graphs of Table 3.2 are
sparse and have a very regular structure: regardless of whether a node represents a pixel
or a superpixel, it will only have edge connections with its neighbors in the image (up to
a certain hop distance). Tables 3.5a-3.5b show that average linkage methods (HC-Avg,
HCC-Avg) strongly outperform other methods on CREMI-gridGraph instances and also
achieve the best scores on CREMI-3D-rag graphs. Sum-based linkage methods (GAEC,
HCC-Sum) have a two times higher ARAND error on grid-graphs and often return under-
clustered segments (see failure cases in Fig. 3.4). This suggests that the flooding strategy
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ARAND VOI VOI Runtime
Error split merge (s)

HC-Avg 0.0487 0.387 0.258 2344
HCC-Avg 0.0492 0.389 0.259 2892
MWS [154] 0.0554 0.440 0.249 688
GAEC [72] 0.0856 0.356 0.338 4717
HCC-Sum 0.0872 0.365 0.337 4970
HC-Complete 0.9211 4.536 0.211 1020
HC-Single 0.9264 0.060 4.887 312
HCC-Single 0.9264 0.060 4.887 6440

(a) CREMI-gridGraph (OurCNN)

ARAND VOI VOI Runtime
Error split merge (s)

HC-Avg 0.0896 0.603 0.323 86
HCC-Avg 0.0898 0.600 0.325 87
GAEC [72] 0.0905 0.606 0.323 89
HCC-Sum 0.0910 0.608 0.323 85
MWS [154] 0.1145 0.825 0.295 86
HCC-Single 0.5282 0.437 1.367 88
HC-Single 0.5282 0.437 1.367 85
HC-Complete 0.5654 2.253 0.249 86

(b) CREMI-3D-RAG (OurCNN)

Needs CREMI ARAND VOI VOI
superpixels? Score Error split merge

OurCNN: 3D-RAG + LiftedMulticut X 0.221 0.108 0.339 0.115
GASP: OurCNN + gridGraph + HCC-Avg O 0.224 0.113 0.361 0.085
GASP: OurCNN + gridGraph + HC-Avg O 0.224 0.114 0.364 0.083
PNI CNN [90] X 0.228 0.116 0.345 0.106
LSI-Masks [16] O 0.246 0.125 0.383 0.107
GASP: OurCNN + 3D-RAG + HCC-Avg X 0.257 0.132 0.438 0.063
GASP: OurCNN + 3D-RAG + HC-Avg X 0.262 0.135 0.448 0.063
MALA CNN + MC [54] X 0.276 0.132 0.490 0.089
CRU-Net [163] X 0.566 0.229 1.081 0.389

(c) CREMI Challenge leader-board

Table 3.5. (a-b): Scores and run times of algorithms in the GASP framework on the
CREMI-gridGraph and CREMI-3D-RAG clustering problems: average linkage methods
achieved the best accuracy. Measures shown are: Adapted-Rand error (ARAND, lower
is better); Variation of Information (VOI) [12] (VOI-merge for under-clustering error and
VOI-split for over-clustering error, lower values are better). (c): Current leading entries
in the CREMI challenge leaderboard. CREMI-score is given by the geometric mean of
(VOI-split + VOI-merge) and ARAND error (lower is better).
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Figure 3.4. Failure cases of three versions of GASP applied to neuron segmentation.
Only wrongly segmented regions are highlighted in different warm colors. Red arrows
point to wrongly split regions; yellow arrows point to false merge errors. HC-Avg returned
the best segmentation. Data is 3D, hence the same color could be assigned to parts of
segments that appear disconnected in 2D.
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Figure 3.5. ARAND errors (median values over 20 experiments, lower is better) on
CREMI-gridGraph clustering problems perturbed with structured noise. Average-linkage
algorithms proved to be the most robust.
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observed previously in the sum-linkage methods does not work on grid-graphs, because in
this setup edge weights are predicted by a CNN and noise is strongly spatially-correlated 9.
To fully test this hypothesis, we conduct a set of experiments where the CNN predictions
are perturbed by adding structured noise and simulating additional artifacts like “holes”
in the boundary evidence10. The plot in Fig. 3.5 confirms that HC-Avg and HCC-Avg are
very robust algorithms on this data, followed by Sum-linkage algorithms and the Mutex
Watershed algorithm (MWS). It is not a surprise that the AbsMax linkage used by MWS
is not robust to this type of structured noise. However, the scores and runtimes in
Table 3.5a prove how MWS can achieve high accuracy with 70% lower runtime compared
to HC-Avg.

Complete and Single Linkage We use these two linkage methods as baselines to high-
light the difficulty of the studied graph clustering problems listed in Table 3.2. Scores
in Tables 3.5a-3.5b show their poor performance: Single linkage hierarchical clustering
(HC-Single), which here is equivalent to thresholding the edge weights at we = 0 and
computing connected components in the graph, often returned few big under-segmented
clusters. HC-Complete returned instead a lot of over-segmented clusters.

Results on CREMI challenge Table 3.5c shows that the HCC-Avg and HC-Avg cluster-
ing algorithms achieve state-of-the-art accuracy on the CREMI challenge, when combined
with predictions of our CNN. Most of the other entries (apart from LSI-Masks [16]) em-
ploy super-pixels based post-processing pipelines and cluster 3D-region-adjacency graphs.
As we show in Table 3.5b, using superpixels considerably reduces the size of the clus-
tering problem and, consequently, the post-processing time. However, our method op-
erating directly on pixels (gridGraph + HCC-Avg) achieves better performances than
superpixel-based methods (3D-RAG + HCC-Avg) and does not require the parameter
tuning necessary to obtain good super-pixels, which is usually highly dataset dependent.
To scale up our method operating on pixels, we divided each test-volume into four sub-
blocks, and then combined the resulting clusterings by running the algorithms again on
the combined graph. The method 3D-RAG + LiftedMulticut based on the lifted multicut
approximation of [20] achieves the best scores overall, but it takes into account different
information through the lifted edge weights that also depend on additional raw-data and
shape information from highly engineered super-pixels.

3.5 Conclusion

We have presented a unifying framework for agglomerative clustering of graphs with
both positive and negative edge weights. This framework allowed us to explore new
combinations of constraints and linkage criteria and to perform a consistent evaluation of
all algorithms in it. We have then analyzed several theoretical and empirical properties
of these algorithms. On instance segmentation, algorithms based on an average linkage
criterion outperformed all the others: they proved to be simple and robust approaches to

9This effect is not as strong on 3D-RAG graphs, because edge weights are computed by averaging
CNN predictions (and noise) over the boundaries of adjacent supervoxels.

10See Appendix A.3 for details about how we perturbed the CREMI-gridGraph problems by using
Perlin noise [120, 121], which is one of the most common gradient noises used in procedural pattern
generation.
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process short- and long-range predictions of a CNN. On biological images, these simple
average agglomeration algorithms achieve state-of-the-art results without requiring the
user to spend much time tuning complex task-dependent pipelines based on super-pixels.



Chapter 4

Predicting Latent Single-Instance
Masks

In this chapter we introduce a new proposal-free instance segmentation method that
builds on single-instance segmentation masks predicted across the entire image in a sliding
window style. In contrast to related approaches, this method concurrently predicts all
masks, one for each pixel, and thus resolves any conflict jointly across the entire image.
Specifically, predictions from overlapping masks are combined into edge weights of a
signed graph that is subsequently partitioned to obtain all final instances concurrently.
The result is a parameter-free method that is strongly robust to noise and prioritizes
predictions with the highest consensus across overlapping masks. All masks are decoded
from a low dimensional latent representation, which results in great memory savings
strictly required for applications to large volumetric images. We test our method on the
challenging CREMI 2016 neuron segmentation benchmark where it achieves competitive
scores.

4.1 Introduction

Instance segmentation is the computer vision task of assigning each pixel of an image
to an instance, such as individual car, person or biological cell. There are two main
types of successful deep learning approaches to instance segmentation: proposal-based
and proposal-free methods. Recently, there has been a growing interest in the latter.
Proposal-free methods do not require object detection and are preferred in imagery as
studied here, in which object instances cannot be approximated by bounding boxes and
are much larger than the field of view of the model.

Some recent successful proposal-free approaches [64, 93, 101] tackle instance segmen-
tation by predicting, for a given patch of the input image, whether or not each pixel in
the patch is part of the instance that covers the central pixel of the patch. This results
a probability mask, which from now on we call central instance mask. These masks are
then repeatedly predicted across the entire image, either in a sliding window style or by
starting from a seed and then shifting the field of view depending on the previously pre-
dicted masks. Final object-instances are then obtained by aggregating predictions from
overlapping masks which is in itself a nontrivial and interesting problem.

In this chapter, we introduce a new proposal-free segmentation method that is also
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Figure 4.1. Comparison between the proposed method and the strong baseline repre-
senting the current state-of-the-art. Left: At the top-left corner, an example of binary
central instance mask for a given ground truth label image; below, the backbone model
predicts feature maps with the spatial dimensions of the input image. Right: a.) Sparse-
neighborhood branch used in the baseline model to predict affinities for a given sparse
neighborhood structure; b) Simple generalization of the sparse-neighborhood branch to
predict dense central instance masks; c) Proposed encoded-neighborhood branch predicting
central instance masks in a low-dimensional latent space.

based on predicting central instance masks1. However, our approach comes with four main
advantages compared to previous methods. Firstly, our model concurrently predicts all
central instance masks, one for each pixel, by using a fully-convolutional approach with
much smaller computational footprint than previous methods, which iteratively predict
one instance at the time, one mask after the other [64, 101]. Secondly, our approach
predicts central instance masks in a low dimensional latent representation (see Fig. 4.1c),
which results in great memory savings that are strictly required to apply the method
to large volumetric images. Thirdly, the proposed approach aggregates predictions from
overlapping central instance masks without the need for any extra parameter or threshold
and outputs predictions with associated uncertainty; and, finally, all final object-instances
are obtained concurrently, as opposed to previous methods predicting them one-by-one
with subsequent conflict resolution.

Additionally, we systematically compare the proposed model with the current state-
of-the-art proposal-free method both on natural and biological images [15,56,90,97,154].
This strong baseline consists of a fully-convolutional network predicting, for each pixel,
an arbitrary predefined set of short- and long-range affinities, i.e. neighborhood relations
representing how likely it is for a pair of pixels to belong to the same object instance (see
Fig. 4.1a).

1For interesting, closely related but independent work, see [99].
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Our method achieves competitive scores on the challenging CREMI 2016 neuron seg-
mentation benchmark. In our set of validation experiments, we show how predicting
encoded central instance masks always improves accuracy. Moreover, when predictions
from overlapping masks are combined into edge weights of a graph that is subsequently
partitioned, the result is a method that is strongly robust to noise and gives priority to
predictions sharing the highest consensus across predicted masks. This parameter-free
algorithm, for the first time, outperforms super-pixel based methods, which have so far
been the default choice on the challenging data from the CREMI competition challenge.

4.2 Related Work

Many of the recent successful instance segmentation methods on natural images are
proposal-based : they first perform object detection, for example by predicting anchor
boxes [128], and then assign a class and a binary segmentation mask to each detected
bounding box [61, 125]. Proposal-Free methods on the other hand directly group pixels
into instances. Recent approaches use metric learning to predict high-dimensional asso-
ciative pixel embeddings that map pixels of the same instance close to each other, while
mapping pixels belonging to different instances further apart, e.g. [82,89]. Final instances
are then retrieved by applying a clustering algorithm. A post-processing step is needed
to merge instances that are larger then the field of view of the network.

Aggregating Central Instance Masks The line of research closest to ours predicts
overlapping central instance masks in a sliding window style across the entire image. The
work of [93] aggregates overlapping masks and computes intersection over union scores
between them. In neuron segmentation, flood-filling networks [64] and MaskExtend [101]
use a CNN to iteratively grow one instance/neuron at a time, merging one mask after
the other. Recently, the work of [102] made the process more efficient by employing a
combinatorial encoding of the segmentation, but the method remains orders of magnitude
slower as compared to the convolutional one proposed here, since in our case all masks
are predicted at the same time and for all instances at once. The most closely related
work to ours is the independent preprint [99], where a very similar model is applied to the
BBBC010 benchmark microscopy dataset of C. elegans worms. However, here we propose
a more efficient model that scales to 3D data, and we provide an extensive comparison
to related models predicting long-range pixel-pair affinities.

Predicting Pixel-Pair Affinities Instance-aware edge detection has experienced recent
progress due to deep learning, both on natural images and biological data [15, 56, 90, 97,
119, 137, 154, 163]. Among these methods, the most recent ones also predict long-range
affinities between pixels and not only direct-neighbor relationships [56, 90, 97]. Other
related work [54, 144] approach boundary detection via a structured learning approach.
In neuron segmentation, boundaries predicted by a CNN are converted to final instances
with subsequent postprocessing and superpixel-merging. Some methods define a graph
with both positive and negative weights and formulate the problem in a combinatorial
framework, known as multicut or correlation clustering problem [32]. In neuron segmen-
tation and connectomics, exact solvers can tackle problems of considerable size [7], but
accurate approximations [117, 161] and greedy agglomerative algorithms [15, 92, 153] are
required on larger problems.
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4.3 Model and Training Strategy

In this section, we first define central instance masks in Sec. 4.3.1. Then, in Sec. 4.3.2,
we present our first main contribution, a model trained end-to-end to predict encoded
central instance masks, one for each pixel of the input image.

4.3.1 Local Central Instance Masks

The method presented here proposes to distinguish between different object instances
based on instance-aware pixel-pair affinities in the interval [0, 1], which specify whether
or not two pixels belong to the same instance or not. Given a pixel of the input image
with coordinates u⃗ = (ux, uy), a set of affinities to neighboring pixels within a K × K
window is learned, where K is an odd number. We define the K ×K-neighborhood of a
pixel as: NK×K ≡ NK ×NK , where NK ≡

{
−K−1

2
, . . . , K−1

2

}
and represent the affinities

relative to pixel u⃗ as a central instance maskMu⃗ : NK×K → [0, 1].
We represent the associated training targets as binary ground-truth masks M̂u⃗ :

NK×K → {0, 1}, which can be derived from a ground-truth instance label image L̂ :
H ×W → N with dimension H ×W :

∀ u⃗ ∈ H ×W, ∀ n⃗ ∈ NK×K M̂u⃗(n⃗) =

{
1, if L̂(u⃗) = L̂(u⃗+ n⃗)

0, otherwise.
(4.1)

We actually use similar definitions in 3D, but use 2D notation here for simplicity.

4.3.2 Training Encoded Central Instance Masks End-To-End

In several related work approaches [15, 56, 90, 97, 154], affinities between pairs of pixels
are predicted for a predefined sparse stencil representing a set of N short- and long-range
neighborhood relations for each pixel (N = 8 sparse-neighborhood branch of Fig. 4.1a).
The N output feature maps are then trained with a binary classification loss.

On paper, this training method can be easily generalized to output a feature map
of size K2 × H × W and thus predict a full K × K central instance mask for each
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pixel of the input image (see dense-neighborhood branch in Fig. 4.1b). Nevertheless, in
practice, this model has prohibitively large memory requirements for meaningful values
of K, precluding application to 3D data of interest here.

However, among the 2K·K conceivable binary masks M̂u⃗ : NK2 → {0, 1}, in practice
only a tiny fraction corresponds to meaningful instance masks (see some examples in Fig.
4.2). This suggests that it is possible to find a compact representation that spans the
manifold of expected instance shapes.

As our first main contribution, we test this assumption by training a model end-to-end
to predict, for each pixel u⃗ ∈ H×W of the input image, a latent vector zu⃗ ∈ RQ encoding
theK×K central instance maskMu⃗ centered at pixel u⃗ (see encoded-neighborhood branch
in Fig. 4.1c). The backbone model is first trained to output a more compact Q×H ×W
feature map and then a tiny convolutional decoder network is applied to each pixel of
the feature map to decode masks. During training, decoding one mask for each pixel in
the image would be too memory consuming. Thus, we randomly sample R pixels with
coordinates u⃗1, . . . , u⃗R and only decode the associated masksMu⃗1 , . . . ,Mu⃗R

. Given the

ground-truth central instance masks M̂u⃗i
defined in Eq. 4.1, the training loss is then

defined according to the Sørensen-Dice coefficient formulated for fuzzy set membership
values, similarly to what was done in [154]. Ground-truth labels are not always pixel-
precise and it is often impossible to estimate the correct label for pixels that are close
to a ground-truth label transition. Thus, in order to avoid noise during training, we
predict completely empty masks for pixels that are less than two pixels away from a label
transition, so that the model is trained to predict single-pixel clusters along the ground-
truth boundaries. In our experiments, this approach performed better than masking the
training loss along the boundaries.

4.3.3 Predicting Multi-Scale Central Instance Masks

Previous related work [56,90,97] shows that predicting long-range affinities between dis-
tant pixels improves accuracy as compared to predicting only short-range ones. However,
predicting large central instance masks would translate to a bigger model that, on 3D
data, would have to be trained on a small 3D input field of view. This, in practice, usually
decreases accuracy because of the reduced 3D context available to the network. Thus, we
instead predict multiple central instance masks of the same window size 7× 7× 5 but at
different resolutions, so that the lower the resolution the larger the size of the associated
patch in the input image. These multiple masks at different resolutions are predicted by
adding several encoded-neighborhood branches along the hierarchy of the decoder in the
backbone model, which in our case is a 3D U-Net [34,131] (see Fig. 4.5). In this way, the
encoded central instance masks at higher and lower resolutions can be effectively learned
at different levels in the feature pyramid of the U-Net.

4.4 Affinities with Uncertainty from Aggregated Masks

In order to obtain an instance segmentation from the predictions of the model presented
in Sec. 4.3, we now compute instance-aware pixel-pair affinities for a given sparse N -
neighborhood structure (see Table 4.3 in supplementary material for details about the
structure) and use them as edge weights of a pixel grid-graph G(V,E), such that each
node represents a pixel / voxel of the image. The graph is then partitioned to obtain
object instances.
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Algorithm 9 Affinities from Aggregated Central Instance Masks

Input: Graph G(V,E); central instance masksMu⃗ : NK×K → [0, 1]
Output: Affinities āe ∈ [0, 1] with variance σ2

e for all edges e ∈ E

1: for each edge e = (u⃗, v⃗) ∈ E in graph G do
2: Get coordinates u⃗ = (ux, uy) and v⃗ = (vx, vy) of pixels linked by edge e
3: Collect all T masksMc⃗1 , . . . ,Mc⃗T including both pixel u⃗ and pixel v⃗
4: Init. vectors [a1, . . . , aT ] = [w1, . . . , wT ] = 0 for affinities and evidence weights
5: for i ∈ 1, . . . , T do
6: Get relative coords. of u⃗ and v⃗ with respect to the central pixel c⃗i
7: ai ← min

(
Mc⃗i(u⃗− c⃗i),Mc⃗i(v⃗ − c⃗i)

)
▷ Fuzzy-AND: both values active

8: wi ← max
(
Mc⃗i(u⃗− c⃗i),Mc⃗i(v⃗ − c⃗i)

)
▷ Fuzzy-OR: at least one value active

9: Get weighted affinity average āe =
∑

i aiwi /
∑

i wi

10: Get weighted affinity variance σ2
e =

∑
i wi(ai − āe)

2 /
∑

i wi

11: return āe, σ
2
e for each e ∈ E

In this section, we propose an algorithm that, without the need of any threshold
parameter, aggregates predictions from overlapping central instance masks and outputs
edge weights with associated uncertainty. Related work either thresholds the predicted
central instance masks [64, 99, 101] or computes Intersection over Union (IoU) scores
for overlapping patches [93]. However, an advantage of predicting pixel-pair affinities
/ pseudo-probabilities as compared to IoU scores is that affinities can easily be trans-
lated into attractive and repulsive interactions in the grid-graph and a parameter-free
partitioning algorithm can be employed to yield instances.

Here, we propose a simple algorithm to aggregate predictions from multiple patches:
Fig. 4.4 shows a simplified example of how Algorithm 9 computes the affinity for an
edge e linking a pair of pixels u⃗ and v⃗. As a first step, the algorithm loops over all
predicted central instance masks including both u⃗ and v⃗. However, not all these masks
are informative, as we visually explain in Fig. 4.3: a mask Mc⃗i centered at pixel c⃗i
provides any evidence about the affinity between pixels u⃗ and v⃗ only if at least one of the
two pixels belongs to the mask (fuzzy OR operator at line 8 in Alg. 9). If both pixels do
not belong to it, we cannot say anything about whether they belong to the same instance
(see Fig. 4.3c). We model this with an evidence weight wi ∈ [0, 1], which is low when
both pixels do not belong to the mask. On the other hand, when at least one of the
two pixels belongs to the mask, we distinguish two cases (fuzzy AND operator at line 7
in Alg. 9): i) both pixels belong to the mask (case in Fig. 4.3a), so by transitivity we
conclude they should be in the same instance and their affinity ai should tend to one; ii)
only one pixel belongs to the mask (case in Fig. 4.3b), so that according to this mask
they are in different instances and their affinity should tend to zero.

At the end, we compute a weighted average āe and variance σ2
e of the collected affinities

from all overlapping masks, such that masks with more evidence will contribute more on
average, and the obtained variance is a measure of how consistent were the predictions
across masks. The algorithm was implemented on GPU using PyTorch and the variance
was computed via Welford’s online stable algorithm [152].
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Figure 4.4. Proposed method to average overlapping masks and compute the affinity
between pixel u and pixel v (highlighted in red in the ground-truth segmentation on the
left). For simplicity, we only consider three masks among all the ones including both
pixels u and v. In Mask 1, only v is part of the mask, so there is a strong evidence for no
affinity between u and v; in Mask 2, u is predicted to be part of the mask only with a low
confidence, so the contribution of this mask in the final average will be weak; in Mask
3, both pixels are not part of the central instance mask, so there is no evidence about
their affinity. The final affinity value of edge (u, v) is given by the weighted average of
the collected affinities ai weighted with the evidence weights wi: āe =

∑3
i=1 aiwi /

∑
i wi

4.5 Experiments on Neuron Segmentation

We evaluate and compare our method on the task of neuron segmentation in electron
microscopy (EM) image volumes. This application is of key interest in connectomics, a
field of neuro-science with the goal of reconstructing neural wiring diagrams spanning
complete central nervous systems. We test our method on the competitive CREMI 2016
EM Segmentation Challenge [40] that is currently the neuron segmentation challenge
with the largest amount of training data available. The dataset comes from serial section
EM of Drosophila fruit-fly brain tissue and consists of 6 volumes of 1250 × 1250 × 125
voxels at resolution 4× 4× 40 nm3, three of which come with publicly available training
ground truth. We achieved the best scores by downscaling the resolution of the EM data
by a factor (1

2
, 1
2
, 1), since this helped increasing the 3D context provided as input to the

model. We use the second half of CREMI sample C as validation set for our comparison
experiments in Table 4.1 and then we train a final model on all the three samples with
available ground truth labels to submit results to the leader-board in Tab. 4.2. Results are
evaluated using the CREMI score, which is given by the geometric mean of Variation of
Information Score (VOI split + VOI merge) and Adapted Rand-Score (Rand-Score) [12].
See Sec. 3.4.2 for more details on data augmentation, strongly inspired by related work.

4.5.1 Architecture details of the tested models

As a backbone model we use a 3D U-Net consisting of a hierarchy of four feature maps
with anisotropic downscaling factors (1

2
, 1
2
, 1), similarly to [89,90,154]. Models are trained

with the Adam optimizer and a batch size equal to one. Before applying the loss, we
slightly crop the predictions to prevent training on borders where not enough surrounding
context is provided. Fig. 4.5 shows the details on the 3D-UNet architecture and Table 4.3
lists the sparse neighborhood structures predicted by the sparse-neighborhood branches.
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Only the outputs at the highest resolution (given by branches SNB1, ENB1 and ENB2)
are used to compute edge weights in the pixel grid-graph. A visualization of the predicted
single-instance mask latent spaces is given in Fig. 4.7.

The input volume has shape 272× 272× 12 which is equivalent to a volume of 544×
544 × 12 voxels in the original resolution 4 × 4 × 40 nm3. Before to apply the loss, we
crop the predictions to a shape 224 × 224 × 9 in order to avoid border artifacts2. The
final model trained on all available ground truth labels is trained with a slightly larger
input volume of 288× 288× 14.

Baseline Model (SNB) As a strong baseline, we re-implement the current state-of-the-
art and train a model to predict affinities for a sparse neighborhood structure (Fig. 4.1a).
We perform deep supervision by attaching three sparse-neighborhood branches (SNB) at
different levels in the hierarchy of the UNet decoder and train the coarser feature maps
to predict longer range affinities. Details about the used neighborhood structures and
the architecture can be found in Table 4.3 and Fig. 4.5.

Proposed Model (ENB) We then train a model to predict encoded central instance masks
(Fig. 4.1c). Similarly to the baseline model, we provide deep supervision by attaching
four encoded-neighborhood branches (ENB) to the backbone U-Net. As explained in Sec.
4.3.3, all branches predict 3D masks of shape 7×7×5, but at different resolutions (1, 1, 1),
(1
4
, 1
4
, 1) and (1

8
, 1
8
, 1), as we show in the architecture in Fig. 4.5. A visualization of the

learned latent spaces is given in Fig. 4.7.

Combined Model (SNB+ENB) Finally, we also train a combined model to predict
both central instance masks and a sparse neighborhood of affinities, by providing deep
supervision both via encoded-neighborhood and sparse-neighborhood branches. The
backbone of this model is then trained with a total of seven branches: three branches
equivalent to the ones used in the baseline model SNB, plus four additional ones like
those in the ENB model (see Fig. 4.5).

Efficient Affinities for any Sparse Neighborhood An advantage of training dense
central instance masks is that the graph N -neighborhood structure can be defined at
prediction time, after the model has been trained. As an alternative to the method
presented in Sec. 4.4 that aggregates overlapping masks, here we propose the following
efficient approach to predict affinities for a sparse neighborhood structure: Given a model
that has been already trained end-to-end to predict encoded central instance masks, we
stack few additional convolutional layers that are trained to convert the Q-dimensional
latent mask space to N output feature maps representing affinities for the chosen sparse
neighborhood structure. These last layers are not trained jointly with the full model, so
in practice they are very quick and easy to train with a binary classification loss. By using
this method, we avoid to decode all masks explicitly (one for each pixel) and achieve great
time and memory savings. As a result, we obtain a model that at inference time is no
more memory-consuming than the current state-of-the-art approach predicting affinities
only for a specific sparse neighborhood structure.

2Instead of cropping directly the final predictions, we perform several crops in the decoder part of the
UNet model (see Upsample + Crop connections in Fig. 4.5) in order to optimize GPU-memory usage.



4.5. Experiments on Neuron Segmentation 77

(5x5x1)

Skip connection

Convolutional layer Encoded Neigh. Branch

Sparse Neigh. BranchGroup Norm. + ReLU

Upsample (2x2x1) + Crop

Strided Convolution (2,2,1)

1 32 32

64

48 32

32

10

32

10

32

18

ENB2

(5x5x1)

Mask shape: (7,7,5)
Resolution: (1,1,1)

Mask shape: (7,7,5)
Resolution: ( , ,1)1

4

ENB3

SNB2

ENB4

ENB

SNB3

SNB

ENB1

SNB1

128

256

128

64

(3x3x3) (3x3x3) (3x3x3)

1
4

Mask shape: (7,7,5)
Resolution: ( , ,1)1

4
1
4

Mask shape: (7,7,5)
Resolution: ( , ,1)1

8
1
8

Figure 4.5. The architecture of the model, which is strongly inspired by the 3D-
UNet models proposed in [54, 90]. Red numbers indicate the number of used feature
maps. As we explain in Sec. 4.5.1, in this work we consider three models: i) a baseline
model based on the three sparse-neighborhood branches SNBi=1,2,3, shown in the figure;
ii) another model based on the four encoded-neighborhood branches ENBi=1,2,3,4; iii) and,
finally, a combined model trained with all seven branches shown in the Figure. Even
though the input of the model is a 3D volume, here, for simplicity, we show an example
of 2D input image taken from the stack. As output of the sparse-neighborhood branches
SNBi=1,2,3, we show few channels representing some of the predicted affinities (see Table
4.3 for details on the sparse neighborhood structures predicted by each branch SNBi=1,2,3).
We also show the first three principal components of the encoded masks predicted by
the encoded-neighborhood branches ENBi=1,2,3,4. All branches ENBi=1,2,3,4 predict central
instance masks of the same window size 7× 7× 5, but at different resolutions.
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Figure 4.6. Raw data from the validation set overlaid with the final instance segmenta-
tion obtained with our method: affinities are computed by averaging overlapping masks
(MaskAggr); the final segmentation is achieved by running the Mutex Watershed algo-
rithm on the obtained graph with positive and negative edge weights. Note that the
data is 3D, hence the same color could be assigned to parts of segments that appear
disconnected in 2D.
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Figure 4.7. Visualization of the predicted single-instance mask latent spaces
– Each column represents a 2D image from the 3D stack (only five are shown here). (a)
Ground-truth labels. (b) Raw image given as input to the model. (c-d-e-f) Visualization
of the first three principal components of the 32-dimensional mask latent spaces predicted
by the encoded-neighborhood branches ENBi=1,2,3,4 in our model. Note how latent spaces
learned at different levels of the U-Net pyramid show different feature-scales, because they
encode central instance masks at different resolutions.
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4.5.2 Graph Partitioning Methods

Given the predicted encoded central instance masks, we compute affinities ae either with
the average aggregation method introduced in Sec. 4.4 (MaskAggr) or the efficient
approach described in the previous section 4.5.1. The result of either is a signed pixel grid-
graph, i.e. a graph with positive and negative edge weights that needs to be partitioned
into instances. The used neighborhood connectivity of the graph, which is very similar
to the one used in related work [90,154], is given in Table 4.3. Positive and negative edge
weights we are computed by applying the additive transformation we = ae − 0.5 to the
predicted affinities.

To obtain final instances, we test different partitioning algorithms. The Mutex Wa-
tershed (MWS) [154] is an efficient algorithm to partition graphs with both attractive
and repulsive weights without the need for extra parameters. It can easily handle the
large graphs considered here with up to 108 nodes/voxels and 109 edges3. In Fig. 4.6, we
show the resulting instance segmentation obtained by computing affinities from central
instance masks and then running the Mutex Watershed algorithm on the obtained graph
with positive and negative edge weights.

Then, we also test another graph partitioning pipeline that has often been applied to
neuron segmentation because of its robustness. This method first generates a 2D super-
pixel over-segmentation from the model predictions and then partitions the associated
region-adjacency graph to obtain final instances. Super-pixels are computed with the
following procedure: First, the predicted direct-neighbor affinities are averaged over the
two isotropic directions to obtain a 2D neuron-membrane probability map; then, for
each single 2D image in the stack, super-pixels are generated by running a watershed
algorithm seeded at the maxima of the boundary-map distance transform (WSDT).
Given this initial over-segmentation, a 3D region-adjacency graph is built, so that each
super-pixel is represented by a node in the graph. Edge weights of this graph are computed
by averaging short- and long-range affinities over the boundaries of neighboring super-
pixels. Finally, the graph is partitioned by applying the average agglomeration algorithm
proposed in [15] (GaspAvg).

After running the graph partitioning method, we use a simple post-processing step to
delete small segments on the boundaries, most of which are given by single-voxel clusters.
On the neuron segmentation predictions, we deleted all regions with less than 200 voxels
and used a seeded watershed algorithm to expand the bigger segments.

4.5.3 Results and Discussion

Pre-Training of the Encoded Space The proposed model based on an encoded-neighborhood branch
can be properly trained only if the dimension Q of the latent space is large enough to
accommodate all possible occurring neighborhood patterns. To find a small but suffi-
ciently large Q, we trained a convolutional Variational Auto-encoder (VAE) [76, 130] to
compress binary ground-truth central instance masks M̂u⃗ into latent variables zu⃗ ∈ RQ

and evaluated the quality of the reconstructed binary masks via the reconstruction loss.
We concluded that Q = 32 is large enough to compress the masks considered here con-
sisting of 7 × 7 × 5 = 245 pixels. As a first experiment, we tried to make use of this
VAE-pretrained latent space to train the proposed encoded-neighborhood branch and pre-

3Among all edges given by the chosen neighborhood structure, we add only 10% of the long-range
ones, since the Mutex Watershed was shown to perform optimally in this setup [15,154].
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(a) (b) (c)

(d) (e) (f)

Figure 4.8. Comparison between different affinities and their robustness to noise. (a-b)
Raw data and ground-truth labels. (c-d) Affinities predicted by the sparse-neighborhood
branch, which is trained with a dense binary classification loss (high affinities are red).
(e-f) Affinities computed by averaging overlapping masks as explained in Sec. 4.4 (Mask-
Aggr). Affinities from averaged masks are smoother and present a more consistent bound-
ary evidence in the noisy region highlighted by the red circle in (a). Here we show affinities
along the horizontal (-4, 0, 0) and vertical (0, -4, 0) directions.

dict encoded masks directly in this space by using an L2 loss on the encoded vectors.
However, similarly to the findings of [99], this approach performed worse than directly
training the full model end-to-end as described in Sec. 4.3.2.

Training Encoded Masks As we show in our validation experiments in Tab. 4.1, models
trained to predict encoded central instance masks (ENB) achieved better scores than the
current state-of-the-art method predicting affinities for a sparse neighborhood structure
(SNB). Our interpretation of this result is that using the encoding process to predict
central instance masks encourages the model to predict segment shapes that are consistent
in a larger neighborhood, which can be helpful to correctly segment the most difficult
regions of the data.

Aggregating Overlapping Masks In our validation experiments of Tab. 4.1, we also
test the affinities computed by averaging over overlapping masks (MaskAggr), as de-
scribed in Sec. 4.4. We then partition the resulting signed graph by using the Mutex
Watershed, which has empirical linearithmic complexity in the number of edges. Our ex-
periments show that, for the first time on this type of more challenging neuron segmenta-
tion data, the Mutex Watershed (MWS) achieves better scores than the super-pixel-based
methods (WSDT+GaspAvg), which have so far been known to be more robust to noise
but also require the user to tune more hyper-parameters.

We also note that the MWS achieves competitive scores only with affinities computed
from aggregating overlapping masks (MaskAggr). This shows that the MWS algorithm
can take full advantage of the central instance aggregation process by assigning the highest
priority to the edges with largest attractive and repulsive weights that were consistently
predicted across overlapping masks.

On the other hand, most of the affinities trained with the sparse-neighborhood
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Train
Sparse

Neighbor.
(SNB)

Train
Encoded
Masks
(ENB)

Aggregate
Overlapping

Masks
(MaskAggr)

Partitioning
algorithm

No
superpixels
required

CREMI-Score
(lower is better)

VI-merge
(lower is better)

X X X MWS X 0.153 0.272
O X X MWS X 0.184 0.273
O X O MWS X 0.419 0.302
X X O MWS X 0.532 0.447
X O O MWS X 1.155 0.874

O X O WSDT+GaspAvg O 0.173 0.234
X X O WSDT+GaspAvg O 0.237 0.331
X O O WSDT+GaspAvg O 0.254 0.355
X X X WSDT+GaspAvg O 0.334 0.388
O X X WSDT+GaspAvg O 0.357 0.391

Table 4.1. Comparison experiments on our CREMI validation set. Training encoded
central instance masks (ENB) achieved better scores than the current state-of-the-art
approach training only affinities for a sparse neighborhood (SNB). The model that per-
formed best was the one using the method proposed in Sec. 4.4 to average overlapping
masks (MaskAggr).

branch and a dense binary classification loss are almost binary, i.e. they present val-
ues either really close to zero or really close one (see comparison between different types
of affinities in Fig. 4.8). This is not an ideal setup for the MWS, which is a greedy algo-
rithm merging and constraining clusters according to the most attractive and repulsive
weights in the graph. In fact, in this setting the MWS can often lead to over-segmentation
and under-segmentation artifacts like those observed in the output segmentations of the
(SNB+ENB+MWS) and (SNB+MWS) models. Common causes of these mistakes can
be for example inconsistent predictions from the model and partially missing boundary
evidence, which are very common in this type of challenging application (see Fig. 4.8 for
an example).

Finally, we also note that superpixel-based methods did not perform equally well on
affinities computed from aggregated masks and the reason is that these methods were
particularly tailored to perform well with the more binary-like classification output of
the sparse-neighborhood branch.

Training Both Masks and a Sparse Neighborhood In our validation experiments, the
combined model, which was trained to predict both a sparse neighborhood (SNB) and
encoded central instance masks (ENB), achieved the best scores and yielded sharper and
more accurate mask predictions. In general, providing losses for multiple tasks simul-
taneously has often been proven beneficial in a supervised learning setting. Moreover,
the dense gradient of the encoded-neighborhood branch, which focuses on locally correct
predictions, nicely complements the sparse gradient4 of the encoded-neighborhood branch,
which focuses on predictions that are consistent in a larger neighborhood. We expect
this to be another reason why the combination of affinities and central instance masks
performed best in our experiments.

Results on Test Samples The evaluation on the three test samples presented in Tab.
4.2 confirms our findings from the validation experiments: among the methods tested

4The gradient of the encoded-neighborhood branch is sparse, due to GPU-memory constraints as
explained in Sec. 4.3.2.
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Model

Train
Sparse

Neighbor.
(SNB)

Train
Encoded
Masks
(ENB)

Aggregate
Overlapping

Masks
(MaskAggr)

Partitioning
algorithm

No
superpixels
required

CREMI-Score
(lower is better)

GaspUNet [15] X O O WSDT+LMulticut O 0.221
GaspUNet [15] X O O GaspAvg X 0.224
PNIUNet [90] X O O Z-Watershed+Agglo O 0.228
OurUNet X X X MWS X 0.246
OurUNet O X O WSDT+GaspAvg O 0.268
MALAUNet [54] X O O WSDT+Multicut O 0.276
OurUNet X X O WSDT+GaspAvg O 0.280
CRUNet [163] O O O 3D-Watershed O 0.566
LFC [119] X O O Z-Watershed+Agglo O 0.616

Table 4.2. Representative excerpt of the published methods currently part of the
CREMI leaderboard [40]. The best method proposed here achieves competitive scores
and is based on an efficient parameter-free algorithm that does not rely on superpixels.
For more details about the partitioning algorithms used by related work, see references
in the first column.

here, the best scores are achieved by the combined model (ENB+SNB) and by using
the Mutex Watershed algorithm (MWS) on affinities averaged over overlapping masks
(MaskAggr). Our method achieves comparable scores to the only other method in the
leader-board that does not rely on super-pixels (line 3 in Table 4.2). This method uses
the average agglomeration algorithm GaspAvg proposed in [15] instead of the MWS.
GaspAvg has been shown to be more robust to noise than Mutex Watershed, however it
is also considerably more computationally expensive to run on large graphs like the ones
considered here.

4.6 Conclusions

We have presented a new proposal-free method predicting encoded central instance masks
in a sliding window style, one for each pixel of the input image, and introduced a
parameter-free approach to aggregate predictions from overlapping masks and obtain all
instances concurrently. When applied to large volumetric biological images, the result-
ing method proved to be strongly robust to noise and compared favorably to competing
methods that need super-pixels and hence more hyper parameters.
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Graph neighborhood
structure

(16 neighbors)

SNB1

(18 neighbors)
SNB2

(10 neighbors)
SNB3

(10 neighbors)

(0, 0, -1) (0, 0, -1) (0, 0, -1) (0, 0, -1)
(-1, 0, 0) (-1, 0, 0) (-4, 0, 0) (-4, 0, 0)
(0, -1, 0) (0, -1, 0) (0, -4, 0) (0, -4, 0)
(-4, 0, 0) (-4, 0, 0) (0, 0, -2) (0, 0, -2)
(0, -4, 0) (0, -4, 0) (0, 0, -3) (0, 0, -3)
(-4, -4, 0) (-4, -4, 0) (0, 0, -4) (0, 0, -4)
(4, -4, 0) (4, -4, 0) (-14, 0, 0) (-12, 0, 0)
(-4, 0, -1) (-4, 0, -1) (0, -14, 0) (0, -12, 0)
(0, -4, -1) (0, -4, -1) (-14, -14, 0) (-12, -12, 0)
(-4, -4, -1) (-4, -4, -1) (14, -14, 0) (12, -12, 0)
(4, -4, -1) (4, -4, -1) - -
(0, 0, -2) (0, 0, -2) - -
(-8, -8, 0) (0, 0, -3) - -
(8, -8, 0) (0, 0, -4) - -
(-12, 0, 0) (-8, -8, 0) - -
(0, -12, 0) (8, -8, 0) - -

- (-12, 0, 0) - -
- (0, -12, 0) - -

Table 4.3. Sparse neighborhood structures – In this table, we represent sparse
neighborhood structures (see for example the one shown in Fig. 4.1a) as lists of offsets
(δx, δy, δz) indicating the relative coordinates of neighboring pixels with respect to the
central pixel. The first column shows the neighborhood structure of the pixel grid-graph,
such that each pixel / node is connected to 16 neighbors. In the following columns, we
provide the neighborhood structures predicted by the three sparse-neighborhood branches
SNBi used in our model (see architecture in Fig. 4.5). These neighborhood structures
were inspired by the ones used in [90,154] but were adapted to our version of the CREMI
data that is downscaled by a factor (1

2
, 1
2
, 1). Note that the offsets provided here are given

in the downscaled resolution.



Conclusions

In this thesis, we have introduced new graph-based instance segmentation methods and
applied them to automated segmentation of neural tissue image volumes. Until a few
years ago, most of the instance segmentation pipelines employed in neuron segmenta-
tion consisted of several post-processing steps [20, 54, 55, 90, 96, 101, 117]. Many of these
pipelines included a fully convolutional neural network trained to delineate boundaries
between different neuronal processes in the image. These boundary predictions were
first processed by a superpixel-generation algorithm, which would then return an over-
segmentation, i.e., a segmentation where all pixels in an image’s segment belong to the
same neuronal process, but there can be many segments associated with one neuron. This
initial over-segmentation was then converted into a graph whose nodes represented super-
pixels, whereas edges expressed neighboring relationships. Finally, a graph partitioning
algorithm returned the final instance segmentation.

These pipelines were rather complex and required the user to spend time tuning task-
dependent hyper-parameters related to the superpixel generation algorithm. However,
they used to be necessary to achieve state-of-the-art results because, at the time, deep
learning models would often predict inconsistent boundaries, including holes and gaps.
A way to fix this problem was then to generate superpixels and accumulate the model’s
predictions along boundaries separating the segments so that noise would be average out.

Recently, the performances of fully convolutional models have dramatically improved,
primarily thanks to novel training strategies [90,106]. Many instance segmentation meth-
ods now predict pixel-pair affinities [56, 90, 97], representing how likely it is for a pair of
pixels to be in the same object instance. These approaches do not only predict affinities
for pairs of direct-neighboring pixels: they also learn affinities between distant pixels.
Predicting such long-range relations proved to be very beneficial during training because
the model learns to more effectively detect large-scale features in images [90].

In this thesis, we have developed several new graph partitioning algorithms that are
simple and parameter-free. By combining these algorithms with short- and long-range
affinities from a deep convolutional neural network, we have shown that it is now pos-
sible to achieve state-of-the-art accuracies on neuron segmentation without relying on
superpixels or other dataset-dependent post-processing pipelines.

In Chapter 2, we have introduced a new efficient algorithm, the Mutex Watershed,
to cluster graphs with both attractive and repulsive edge weights. The proposed algo-
rithm has low computational complexity and is closely related to Kruskal’s algorithm for
minimum spanning tree computation [84]. We prove that this algorithm finds the global
optimum of an objective function and that this objective is closely related to the multicut
optimization problem and the power watershed framework. The Mutex Watershed algo-
rithm achieved state-of-the-art results on the ISBI neuron segmentation challenge. After
our results were published, it also became part of two other state-of-the-art segmentation
pipelines used for neuron segmentation [89,99].
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In Chapter 3, we have then proved that the Mutex Watershed algorithm is part of a
larger generalized framework, named GASP, for agglomerative clustering of graphs with
both positive and negative edge weights. We have analyzed several theoretical and em-
pirical properties of the algorithms in it, by exploring new and existing combinations
of linkage criteria and applying them to different types of graphs. Algorithms based on
an average linkage criterion proved to be simple and robust approaches when applied to
an instance segmentation task. On large volume images, these simple average agglom-
eration algorithms achieved state-of-the-art results on the competitive CREMI neuron
segmentation challenge.

Finally, in Chapter 4, we introduced a novel proposal-free method predicting encoded
single-instance masks in a sliding window style, one for each pixel of the input image, and
introduced a parameter-free approach to aggregate predictions from overlapping masks
and obtain all instances concurrently. The resulting pipeline proved to be strongly robust
to noise when applied to large neuron segmentation volumetric images. The method
also endows its predictions with an uncertainty measure, depending on the consensus of
overlapping single-instance masks. Future work could use these uncertainty measures to
estimate the confidence of individual instances, which may help facilitate the subsequent
proof-reading step still needed in neuron segmentation.

The proposed unifying framework for agglomerative clustering algorithms also opens
several opportunities for further research. Future work could investigate which objectives
are optimized by the algorithms included in the GASP framework and study how they
relate to the multicut / correlation clustering problem. A generalized GASP objective
function could also be linked to existing cost functions for hierarchical clustering on
unsigned graphs with positive edge weights [37,44,108]. Another research direction is the
structured learning of graph edge weights, which optimizes the segmentation performance
directly. The fact that this approach has already been successfully applied to instance
segmentation and other graph partitioning algorithms [28, 54, 82, 155] suggests that it
could be similarly used to achieve an end-to-end training of the segmentation pipelines
presented in this thesis that rely on agglomerative algorithms in the GASP framework.
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Appendix A

GASP

A.1 Implementation and complexity of GASP

A.1.1 Update rules

During the agglomerative process, the interaction between adjacent clusters has to be
properly updated and recomputed, as shown in Algorithm 8. An efficient way of imple-
menting these updates can be achieved by representing the agglomeration as a sequence of
edge contractions in the graph. Given a graph G(V,E,w) and a clustering Π, we define the
associated contracted graph G̃Π(Ṽ , Ẽ, w̃), such that there exists exactly one representative
node |Ṽ ∩ S| = 1 for every cluster S ∈ Π . Edges in Ẽ represent adjacency-relationships
between clusters and the signed edge weights w̃e are given by inter-cluster interactions
w̃(euv) = WSu,Sv , where Su denotes the clustering including node u. For the linkage
criteria tested in this article, when two clusters Su and Sv are merged, the interactions
between the new cluster Su ∪ Sv and each of its neighbors depend only on the previous
interactions involving Su and Sv. Thus, we can recompute these interactions by using an
update rule f that does not involve any loop over the edges of the original graph G:

W(Su ∪ Sv, St) =f
[
W(Su, St),W(Sv, St)

]
(A.1)

=f(w̃(eut), w̃(evt)) (A.2)

In Fig. A.1 we show an example of edge contraction and in Table A.1 we list the update
rules associated to the linkage criteria we introduced in Table 3.1.

A.1.2 Implementation

Our implementation of GASP is based on an union-find data structure and a heap allowing
deletion of its elements. In Phases 2 and 3, GASP is equivalent to a standard hierarchical
agglomerative clustering algorithm with complexity O(N2 logN). In Algorithm 10, we
show our implementation of phase 1, involving cannot-link constraints. In phase 1, the
algorithm starts with each node assigned to its own cluster and sorts all edges e ∈ E in a
heap/priority queue (PQ) by their absolute weight |we| = |w+

e −w−
e | in descending order,

so that the most attractive and the most repulsive interactions are processed first. It
then iteratively pops one edge euv from PQ and, depending on the priority w̃uv, does the
following: in case of attractive interaction w̃uv > 0, provided that euv was not flagged as a
cannot-link constraint, merge the connected clusters, perform an edge contraction of euv in

89
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Algorithm 10 Implementation of GASP - Phase 1

Input: G(V,E,w+, w−) with N nodes and M edges; boolean
addCannotLinkConstraints

Output: Final clustering

1: G̃(Ṽ , Ẽ)← G(V,E,w+, w−) ▷ Init. contracted graph
2: UF ← initUnionFind(V ) ▷ Init. data structure representing clustering
3: PQ.push(|we|, e) ∀e ∈ E ▷ Init. priority queue in desc. order of |we| = |w+

e −w−
e |, O(|E|)

4: canBeMerged[e]← True ∀e ∈ E ▷ Init. cannot-link constraints
5:

6: while PQ is not empty do
7: w̃, euv ← PQ.popHighest() ▷ O(log |E|)
8: assert UF.find(u) ̸= UF.find(v) ▷ Edges in PQ always link nodes in different clusters
9: if (w̃ > 0) and canBeMerged[euv] then
10: PQ, canBeMerged, Ẽ ← UpdateNeighbors(u, v)
11: Ṽ ← Ṽ \ {v}, Ẽ ← Ẽ \ {euv} ▷ Update contracted graph
12: UF.merge(u, v) ▷ Merge clusters, O(α(|E|))
13: else if (w̃ ≤ 0) and addCannotLinkConstraints then
14: canBeMerged[euv]← False ▷ Constrain the two clusters

15: return Final clustering given by union-find data structure UF

1: function UpdateNeighbors(u, v)
2: Nu = {t ∈ Ṽ |eut ∈ Ẽ}
3: Nv = {t ∈ Ṽ |evt ∈ Ẽ}
4: for t ∈ Nv do ▷ Loop over neighbors in G̃ of deleted node v
5: Ẽ ← Ẽ \ {evt}
6: w̃vt ← PQ.delete(evt) ▷ Delete edge evt from PQ and get the old edge weight,
O(log |E|)

7: canBeMerged[eut]← canBeMerged[eut] and canBeMerged[evt]
8: if t ∈ Nu then ▷ Check if t is a common neighbor of u and v
9: w̃ut ← PQ.delete(eut) ▷ O(log |E|)
10: PQ.push(|f(w̃ut, w̃vt)|, eut) ▷ O(log |E|)
11: else
12: Ẽ ← Ẽ ∪ {eut}
13: PQ.push(|w̃vt|, eut) ▷ O(log |E|)
14: return PQ, canBeMerged, Ẽ

Algorithm 11 Mutex Watershed Algorithm proposed in Chapter 2

Input: G(V,E,w+, w−) with N nodes and M edges
Output: Final clustering

1: UF ← initUnionFind(V )
2: for (u, v) = e ∈ E in descending order of |we| = |w+

e − w−
e | do

3: if UF.find(u) ̸= UF.find(v) then ▷ Check if u, v are already in the same cluster
4: if (we > 0) and canBeMerged(u, v) then ▷ Check for cannot-link constraints
5: UF.merge(u, v) and inherit constraints of parent clusters
6: else if (we ≤ 0) then
7: Add cannot-link constraints between parent clusters of u, v

8: return Final clustering given by union-find data structure UF
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Linkage criteria Update rule f

Sum: f(w̃1, w̃2) = w̃1 + w̃2

Absolute
Maximum:

f(w̃1, w̃2) =

{
w̃1 if |w̃1| > |w̃2|
w̃2 otherwise

Average: f(w̃1, w̃2) = weightAvg{w̃1, w̃2}

Single: f(w̃1, w̃2) = max{w̃1, w̃2}

Complete: f(w̃1, w̃2) = min{w̃1, w̃2}

Table A.1. The table lists the update rules f(w̃1, w̃2) associated to the linkage criteria
of Table 3.1 and that are used to efficiently update the interactions between clusters.
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Figure A.1. Example of edge contraction. First row: original graph G; clustering
Π (gray shaded areas) with dashed edges on cut; cannot-link constraints (violet bars).
Second row: contracted graph G̃Π. In step ii), edge euv is contracted and node v deleted
from G̃Π. In step iii), double edges etu and etv resulting from the edge contraction are
replaced by a single edge with updated interaction.

G̃Π and update the priorities of new double edges as explained in Fig. A.1. If, on the other
hand, the interaction is repulsive (w̃uv ≤ 0) and the option addCannotLinkContraints

of Alg. 10 is True, then the edge euv is flagged as cannot-link constraint.

A.1.3 Complexity

In the main loop of Phase 1, the algorithm iterates over all edges, but the only iterations
presenting a complexity different from O(1) are the ones involving a merge of two clusters,
which are at mostN−1. By using a union-find data structure (with path compression and
union by rank) the time complexity of merge(u, v) and find(u) operations is O(α(N)),
where α is the slowly growing inverse Ackerman function. The algorithm then iterates
over the neighbors of the merged cluster (at most N) and updates/deletes values in
the priority queue (O(log |E|)). Therefore, similarly to a heap-based implementation
of hierarchical agglomerative clustering, our implementation of GASP - Phase 1 has a
complexity of O(N2 logN). In the worst case, when the graph is dense and |E| = N2,
the algorithm requires O(N2) memory. Nevertheless, in our practical applications the
graph is much sparser, so O(|E|) = O(N). With a single-linkage, corresponding to the
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choice of the Maximum update rule in our framework, the algorithm can be implemented
by using the more efficient Kruskal’s Minimum Spanning Tree algorithm with complexity
O(N logN), but only when cannotLinkConstraints are not used. Moreover, GASP with
Absolute Maximum linkage can be implemented more efficiently (see next section).

A.2 Proofs of Propositions in Section 3.3.3

Lemma A.2.1. If GASP Algorithm 8 with Complete linkage criteria enforces a
constraint between two clusters in Phase 1, then the interaction between the clusters will
never become positive over the course of the following agglomeration steps.

Proof. Two clusters are constrained in Phase 1 only if their interaction is repulsive and,
with complete linkage, the signed interaction between two clusters can only decrease over
the course of the agglomeration. Thus, if two clusters are constrained by the algorithm,
their negative interaction cannot increase and become positive later on in the agglomer-
ation process.

Lemma A.2.2. If GASP Algorithm 8 with AbsMax linkage criteria enforces a con-
straint between two clusters in Phase 1, then the interaction between the clusters will
never become positive over the course of the following agglomeration steps.

Proof. During the agglomeration the interaction between two clusters can only increase
in absolute value. Thus, the negative interaction W(Si, Sj) < 0 between two constrained
clusters can possibly become positive over the course of next agglomeration steps only
if there is at least another pair of clusters in the graph that has a positive interaction
W(Sl, St) > 0 higher in absolute value: |W(Sl, St)| > |W(Si, Sj)|. If such clusters Sl, St

with positive interaction exist, we note that they must also be constrained (in the opposite
case, the algorithm would have already merged them before to constrain Si and Sj,
because their priority is higher). In other words, a constrained negative interaction can
become positive only if there is already another positive constrained interaction: but this
can never be the case because initially all constrained interactions are negative.

Lemma A.2.3. In the GASP Algorithm 8 with AbsMax or Complete linkage criteria
(see linkage definition in Table 3.1), the same final clustering is returned whether or not
cannot-link constraints are enforced.

Proof. In phase 1 of Algorithm 10, two clusters are merged only if the condition at line 9
is satisfied (i.e. when an interaction is both positive and not constrained). From Lemma
A.2.1 and Lemma A.2.2 follows that with Complete and AbsMax linkage an interaction
can never be both positive and constrained at the same time, so we directly conclude that
the constrained and unconstrained versions of the algorithm will perform precisely the
same agglomeration steps in phase 1. In phase 2 (after constraints have been removed) no
clusters are merged because all interactions are already negative (whether they previously
constrained or not). Thus, both constrained and unconstrained versions of GASP return
the same clustering Π∗.

Proposition 3.3.1. The GASP Algorithm 8 with AbsMax linkage, with or without can-
not link constraints, returns the same final clustering Π∗

AbsMax also returned by the Mu-
tex Watershed Algorithm (MWS) [154] (see Chapter 2), which has empirical complexity
O(N logN).
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Figure A.2. Counter-example showing that GAEC is not weight-shift invariant.

Proof. From Lemma A.2.3 it directly follows that GASP with AbsMax linkage criterion
returns the same final clustering whether or not cannot-link constraints are enforced. In
the following, we prove that MWS (see pseudocode 11) and the constrained AbsMax
version of GASP also return the same clustering. Both algorithms sort edges in descend-
ing order of the absolute interactions |we| and then iterate over all of them. The only
difference is that MWS, after merging two clusters, does not update the interactions
between the new cluster and its neighbors. However, since with an Abs. Max. linkage
the interaction between clusters is simply given by the edge with highest absolute weight
|we|, the order by which edges are iterated over in GASP is never updated. Thus, both
algorithms perform precisely the same steps and return the same clustering.

Proposition 3.3.2. We call an agglomerative algorithm “weight-shift invariant” if the
dendrogram T returned by the algorithm is invariant w.r.t. a shift of all edge weights
we by a constant α ∈ R. Among the variations of GASP, only hierarchical clustering
with Average (HC-Avg), Single (HC-Single), and Complete linkage (HC-Complete) are
weight-shift-invariant (see green box in Table 3.1).

Proof. Theorem 1 in [29] proves that hierarchical clustering with Average (HC-Avg),
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Figure A.3. Counter-example showing that HCC-Sum, MWS, HCC-Avg, and HCC-
Single are not weight-shift invariant.

Single (HC-Single), and Complete linkage (HC-Complete) are weight-shift invariant.

The same is not true for GASP with Sum linkage criteria (GAEC and HCC-Sum),
because by adding a constant α to all edge weights we, the interaction between two
clusters Si and Sj is increased by a factor α|Eij|, which depends on the number of edges
|Eij| connecting the two clusters. Thus, when all edge weighs of the graph are shifted, the
agglomeration order may change. For a simple example of this, it is enough to consider
the toy graph in Fig. 3.1a and shift the weights of the graph by α = −3 (see Fig. A.2).

The constrained versions of GASP (HCC-Avg and HCC-Single) are also not weight-
shift invariant: here, the algorithm merges or constrains clusters in a given order, de-
pending on the absolute interactions |W(Si, Sj)| between clusters; so, when edge weights
are shifted by a constant α, the sorting by absolute value can change arbitrarily together
with the agglomeration order, as we show in the counter-example of Fig. A.3. Similarly,
the Mutex Watershed algorithm is not weight-shift invariant because it uses a linkage
criterion that compares weights by their absolute values (see again counter-example in
Fig. A.3.

Proposition A.2.1. Consider a graph G(V,E,we), a linkage criterion W, and an ag-
glomerative algorithm returning a binary rooted tree T with height hT . Then, (V, dT )
defined in Eq. 3.3 is an ultrametric if and only if the following is true:

∀u, v, t ∈ V

hT (u, v) < hT (u, t)⇒WT (u, v) ≥ WT (u, t) (A.3)
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In words, condition A.3 means: if the algorithm merges nodes u, v before to merge nodes
u, t, then the signed interaction WT (u, v) between u and v has to be higher or equal than
WT (u, t).

Proof. From the definition of dT , it follows that:

dT (u, u) = 0 ∀u ∈ V (A.4)

dT (u, v) ≥ 0 ∀u, v ∈ V (A.5)

dT (u, v) = dT (v, u) ∀u, v ∈ V. (A.6)

In order to show that (V, dT ) is an ultrametric, we only need to prove the ultrametric
property:

dT (u, v) ≤ max{dT (u, t), dT (v, t)} ∀u, v, t ∈ V. (A.7)

When at least two of the three nodes u, v, t ∈ V are the same, this property follows from
Eq. A.4 and Eq. A.5. When nodes u, v, t ∈ V are distinct, from the definition of dT it
follows that Eq. A.7 is equivalent to:

WT (u, v) ≥ min{WT (u, t),WT (v, t)}. (A.8)

In the following, we prove both sides of the if and only if statement in the proposi-
tion. First, we prove the (⇐) side, i.e. that if assumption A.3 holds, then (V, dT ) is an
ultrametric and A.8 holds.

Case 1: in Eq. A.8, t ∈ V is part of the sub-tree T [u ∨ v]. In other words, the
algorithm first merges node t with either node u or v, and then u and v are merged
together. Let us assume that t is first merged with u (the following proof also holds for
the opposite case in which t is first merged with v):

hT (u, t) < hT (u, v) = hT (v, t). (A.9)

Thus, by combining the last equation with assumption (A.3), it follows that

WT (u, t) ≥ WT (v, t) and WT (u, v) =WT (v, t) (A.10)

and Eq. A.8 follows (becoming an equality in this case).
Case 2: in Eq. A.8, t ∈ V is not part of the sub-tree T [u ∨ v]. Thus, the algorithm

first merges nodes u and v, and then it merges node t together with the cluster containing
u and v:

hT (u, v) < hT (u, t) = hT (v, t). (A.11)

Thus, from assumption A.3 we have that

WT (u, v) ≥ WT (u, t) and WT (u, v) ≥ WT (v, t), (A.12)

so also in this case Eq. A.8 follows.
Next, we are left to prove the (⇒) side of the if and only if statement: if (V, dT ) is

an ultrametric, then assumption A.3 holds. To prove this statement, we first rephrase it
in the following equivalent form: if assumption A.3 does not hold, then (V, dT ) is not an
ultrametric and A.8 does not hold. If we negate assumption A.3, there must be at least
three u, v, t ∈ V such that:

hT (u, v) < hT (u, t) and WT (u, v) <WT (u, t). (A.13)
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The first condition, in words, is again assuming that the algorithm first merges nodes u
and v, and later it also merges node t with the cluster containing u and v. Thus, we can
rephrase this assumption as:

WT (u, v) <WT (u, t) =WT (v, t). (A.14)

From this, it follows that

WT (u, v) < min{WT (u, t),WT (v, t)}, (A.15)

which is exactly the negation of the ultrametric property A.8.

Proposition 3.3.3. Among the algorithms included in the GASP framework (see Table
3.1), only Mutex Watershed and hierarchical clustering with Average (HC-Avg), Single
(HC-Single) and Complete linkage (HC-Complete) define an ultrametric (V, dT ∗), where
dT ∗ is defined in Eq. 3.3 and T ∗ is the tree returned by the GASP Algorithm 8.

Proof. Thanks to Prop. A.2.1, we know that (V, dT ∗) is an ultrametric if and only if
assumption A.3 holds. Thus, in the following, we will prove which variations of the
GASP Algorithm 8 satisfy assumption A.3. In other words, we need to prove in which
cases GASP merges clusters according to a monotonously decreasing order of signed
interactions W .

GASP puts clusters in a priority queue (Algorithm 8, lines 5 and 15) and merges
them starting from those with the highest interaction (lines 9, 19, and 26). However,
the priority queue is updated each time two clusters are merged (lines 10, 20, and 27).
Thus, to ensure a monotonously decreasing merging order, updated interactions involving
a merged cluster should always be lower or equal than previously existing interactions
(condition 1):

∀Si ∈ Π \ {S1, S2},
W(S1 ∪ S2, Si) ≤ max{W(S1, Si),W(S2, Si)} (A.16)

where Π is a clustering, W is a linkage criteria, and S1, S2 ∈ Π are two clusters merged
by the algorithm at a given iteration. If this condition is true then, in the following
iterations, GASP can only merge clusters with lower (or equal) interaction values.

We also note that, in phase 1, the algorithm skips interactions that are both positive
and constraint (condition at line 8 in Algorithm 8) and merges them only later in phase
2 (line 19), when constraints are removed. Clearly, whenever this happens, a decreasing
merging order is no longer ensured. Thus, on top of condition 1, we also have that no
merging decisions should be “delayed” from phase 1 to phase 2 (condition 2).

Condition 1 always holds for Average, Single, Complete, and AbsMax linkage criteria,
but not for a Sum linkage criteria, because the sum of two positive numbers a, b is
always higher than max{a, b}. This is also demonstrated in the toy example of Fig. 3.1a,
proving that, in general, Sum-linkage algorithms like GAEC or HCC-Sum do not define
an ultrametric on the graph.

Thanks to Lemma A.2.3, we have that condition 2 always holds for algorithms based
on AbsMax and Complete linkage, proving that the Mutex Watershed and HC-Complete
algorithms define an ultra-metric (whether or not cannot-link-constraints are enforced).
On the other hand, condition 2 does not hold for other variations of GASP involving
cannot-link-constraints (HCC-Sum, HCC-Avg, and HCC-Single), which do not then de-
fine an ultrametric.
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Finally, the remaining not constrained versions of GASP (HC-Avg, HC-Single, and
HC-Complete) satisfy both conditions, so they define an ultrametric, confirming the well-
known results of related work in hierarchical clustering on unsigned graphs [66,107].

A.3 Adding structured noise to CNN predictions

Additionally to the comparison on the full training dataset, we performed more experi-
ments on a crop of the more challenging CREMI training sample B, where we perturbed
the predictions of the CNN with noise and we introduced additional artifacts like missing
boundary evidences.

In the field of image processing there are several ways of adding noise to an image,
among which the most common are Gaussian noise or Poisson shot noise. In these cases,
the noise of one pixel does not correlate with its neighboring noise values. On the other
hand, predictions of a CNN are known to be spatially correlated. Thus, we used Perlin
noise1, one of the most common gradient noises used in procedural pattern generation.
This type of noise n(x) ∈ [0, 1] generates spatial random patterns that are locally smooth
but have large and diverse variations on bigger scales. We then combined it with the
CNN predictions p(x) in the following way:

F̃ (x;K) = F (x) +K ·max (N(x), 0) , (A.17)

where N(x) = Logit[n(x)]; F (x) = Logit[p(x)] and K ∈ R+ is a positive factor repre-
senting the amount of added noise. The resulting perturbed predictions F̃ (x;K) are then
under-clustering biased, such that the probability for two pixels to be in the same cluster
is increased only if N(x) > 0 (see Fig. A.4b and A.4c). Note that in these experiments we
focused only on predictions perturbed with under-clustering biased noise (and not over-
clustering biased noise). The reason is that generating realistic over-clustering biased
CNN predictions is more complex and cannot be simply done by adding Perlin noise: as
we show in Fig. A.4c, by adding Perlin noise we can easily “remove” parts of a boundary
evidence, but it is not possible to generate random new realistic boundary evidence.

In our experiments, each pixel is represented by a node in the grid-graph and it is
linked to nnb other nodes by short- and long-range edges. Thus, the output volume of
our CNN model is a four-dimensional tensor with nnb channels: for each pixel / voxel,
the model outputs nnb values representing affinities of different edge connections. We
then generated a 4-dimensional Perlin noise tensor that matches the dimension of the
CNN output. The data is highly anisotropic, i.e. it has a lower resolution in one of the
dimensions. Due to this fact, we chose different smoothing parameters to generate the
noise in different directions.

1In our experiments, we used an open-source implementation of simplex noise [121], which is an
improved version of Perlin noise [120]
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ca b

Figure A.4. CNN predictions on a slice of the CREMI neuron segmentation challenge
with and without additional spatially-correlated noise. (a) Raw data (b) Original CNN
predictions F (x), where blue pixels represent boundary evidence (c) Strongly perturbed
version F̃ (x;K) of the predictions defined in Eq. A.17 withK = 8. Long-range predictions
are not shown.
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