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Abstract

Advancing our understanding of planet formation is a prime motivation for the search
for exoplanets. While it is now widely recognized that multiple planets per system are
common, their mutual relationships are still largely unexplored. This thesis investigates
such relationships by confronting simulated planet populations with observed planetary
systems.

To draw conclusions about the formation environments of planets thatwe observe today,
the causal connections between their properties and those of their natal protoplanetary
disks must first be established. In a data-driven approach, I identify the most predictive
initial conditions of a planet formation model and show that N-body interactions affect
primarily low-mass planets. These insights are then used to study the relations between
super-Earths on short orbits and outer giant planets. I find a connection between the com-
position of simulated planets and the architectures of their systems. This gives rise to the
testable hypothesis that high-density inner super-Earths point to a giant companion in the
same system. The analysis also suggests that dynamically active giant planets frequently
destroy systems of inner super-Earths. This is compatible with the discovery of one of
the most eccentric warm Jupiters known that I present in this thesis. I demonstrate in a
tidal evolution analysis that this planet is not the progenitor of a hot Jupiter during its
high-eccentricity migration.

To explore variations of these trends as a function of stellar host mass, I confront the
CARMENES M dwarf survey with a synthetic population of planets around low-mass
stars. A striking discrepancy is the observed existence of giant planets around very low-
mass stars, which can not be reproduced by our model. Future planet formation theories
must explain also this peculiar finding.
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Zusammenfassung

Ein wesentliches Ziel der Suche nach Exoplaneten ist es, ein besseres Verständnis von Pla-
netenentstehung zu gewinnen. Während es inzwischen anerkannt ist, dass mehrere Pla-
neten pro System die Regel sind, sind deren gegenseitige Beziehungen noch weitgehend
unerforscht. In dieser Dissertation werden solche Beziehungen untersucht, indem simu-
lierte Planetenpopulationen mit beobachteten Planetensystemen konfrontiert werden.

Um Rückschlüsse auf die Entstehung von heute beobachteten Planeten zu ziehen, müs-
sen zunächst die kausalen Zusammenhänge zwischen ihren Eigenschaften und denen
der protoplanetaren Scheiben, aus denen sie entstanden sind, ermittelt werden. Durch
maschinelles Lernen ermittle ich die Anfangsbedingungen eines Planetenentstehungsmo-
dells mit der höchsten Voraussagekraft und zeige, dassN-Körper-Wechselwirkungen vor-
wiegendmassearme Planeten beeinflussen. Diese Erkenntnisse werden dann genutzt, um
die Beziehungen zwischen Supererden auf kurzenUmlaufbahnen und äußeren Riesenpla-
neten zu untersuchen. Ich finde einen Zusammenhang zwischen der Zusammensetzung
simulierter Planeten und den Architekturen ihrer Systeme aus der sich die überprüfbare
Hypothese ableitet, dass das Auftreten einer Supererde hoher Dichte auf einen Riesenpla-
neten im selben System hindeutet. Die Untersuchung zeigt auch, dass dynamisch aktive
Riesenplaneten häufig Systeme von inneren Supererden zerstören. Dies ist kompatibel
mit der hier vorgestellten Entdeckung eines warmen Jupiters auf einer besonders exzen-
trischen Umlaufbahn. Eine Analyse der Gezeitenentwicklung des Planeten zeigt, dass er
kein Vorläufer eines heißen Jupiters während seiner hochexzentrischen Migration ist.

Um Variationen dieser Beziehungen in Abhängigkeit von der Sternenmasse zu erkun-
den, konfrontiere ich die CARMENES M-Stern-Durchmusterung mit einer synthetischen
Population von Planeten um massearme Sterne. Eine auffällige Diskrepanz ist das beob-
achtete Auftreten von Riesenplaneten um sehr massearme Sterne, das von unserem Mo-
dell nicht reproduziert werden kann. Zukünftige Planetenentstehungstheorien werden
auch diesen unerwarteten Befund erklären müssen.
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1 Motivation

Let’s say a new student is just starting their PhD to carry on my research. If they happen
to live on another planet with an awful communication link and I was able to pass on only
a single statement to them, what should this statement be? Maybe one could transmit:
Most systems host several planets; their respective properties are mutually dependent and can be
related to their formation phase. If there are still a few bytes left, I would add: And mind
the stellar mass! For the Earth-bound reader, a slightly more verbose presentation of my
results may be found in this thesis. But what were the original questions to this answer?
Here, I provide an overview of the foundations my research has built on and of the open
questions in the field as my doctorate started.

1.1 State of the field
When the study of exoplanets evolved into a serious line of research only some 20 years
ago, its focus was on discovering new exoplanets and improving the techniques to do
so (Scott Gaudi et al., 2020). The parameter space these methods were sensitive to was
narrow, and thus the utility of this new observational evidence to test planet formation
theories was limited. At the time, theoretical models were strongly oriented toward ex-
plaining the Solar System planets (e.g., Boss, 1995; Tsiganis et al., 2005; Morbidelli et al.,
2015). The steadily increasing number of exoplanet discoveries soon indicated not only
that planets are abundant, but also that they occur in a larger variety than expected from
studies of our home system (Benz et al., 2014).

1.1.1 Exoplanet demographics
Only recently, the sample of known planets has grown sufficiently large to enable mean-
ingful statistical analyses and to search for structures in the planetary parameter space: the
field of exoplanet demographicswas born. From an observer’s perspective, its main goal is

1



1 Motivation

to determine the frequency of exoplanets and the distribution of their parameters relevant
for our understanding of planet formation. This endeavor remains challenging, as each
detection method has its own set of intrinsic biases, detection sensitivities, and planet
properties it can measure. The currently known planetary population is thus strongly
skewed toward larger and more massive planets on short orbits (e.g., Hsu et al., 2019),
and future demographic studies will undoubtedly seek to integrate results from various
methods (Bennett et al., 2019). To complicate things further, it is expensive to determine
the properties of host stars such as their mass, which is regarded as a decisive parameter
for the planetary systems they harbor (Scott Gaudi et al., 2020). Despite the various obser-
vational challenges and setbacks, several trends that offer clues for planet formation have
been found in the observed exoplanet population, and Iwill review themost relevant ones
in Sect. 2.4.

1.1.2 System architectures

While constraints on properties such as radius, mass, and occurrence rates have helped to
shed light on the rich variety of exoplanets (e.g., Fulton et al., 2017; Hsu et al., 2019), the ef-
fect of planet multiplicity was largely neglected. Indeed, NASA’s Kepler mission (Borucki
et al., 2010) has shown thatmulti-planet systems are the rule rather than the exception (Lis-
sauer et al., 2011; Latham et al., 2011). Yet it is only recently that progress is beingmade in
evolving from planet-level properties to exploring planetary systems as a whole (e.g., Bal-
lard & Johnson, 2016; Weiss et al., 2018; He et al., 2020b; Gilbert & Fabrycky, 2020). Much
attention has been paid to patterns of intra-system uniformity in Kepler’s multi-planet sys-
tems. In particular, it has been suggested that planets are like “peas in a pod” - similar
in size, on evenly spaced orbits, and ordered by size so that larger planets are further
out (Millholland et al., 2017; Wang, 2017; Weiss et al., 2018; He et al., 2020b). After much
debate, there is a growing consensus that at least the size similarities and the uniform orbit
spacings are likely real (Gilbert & Fabrycky, 2020). These architectural insights show that
the often quoted diversity of exoplanets is probably rather a diversity of planetary systems.
Another still largely unresolved challenge is the determination of conditional occur-

rence probabilities that concern questions like: given a planet with properties X , what
is the probability to find another planet with properties Y in the same system? Such ques-
tions could be helpful in testing different planet formation theories, as these are able to
provide predictions of this kind (Winn, 2018). A particularly relevant tentative observa-
tion, an increased joint occurrence of inner super-Earths and outer giant planets (Zhu &
Wu, 2018), will be investigated in this thesis.

2



11.1 State of the field

1.1.3 Planets around low-mass stars
Low-mass stars receive growing interest from the exoplanet community. M dwarfs, which
comprise the coolest and smallest stars on the main sequence, are also the stellar spec-
tral type most abundant in the Universe (e.g., Salpeter, 1955; Chabrier, 2003). Since the
most commonly employed exoplanet detection techniques are more sensitive to less mas-
sive (Doppler method, see Sect. 2.3.3) and smaller (transit method, see Sect. 2.3.4) stars,
M dwarfs provide a unique opportunity to detect even small, rocky planets whose sig-
nals would currently remain undetected in the light from sunlike stars. The sensitivities
of both methods also decline with orbital distance. It is therefore a welcomed feature of
M dwarfs that due to their smaller luminosity, their habitable zones (commonly defined
as the orbital region where a planet with an Earth-like atmosphere would be able to main-
tain liquid water on its surface, Hart (1979)) are much closer to the star. While, for my
aforementioned successor outside the Solar System, Earth has an a priori (geometrical)
probability to transit the Sun of 0.47 %, it is an encouraging 2.7 % for a planet in the hab-
itable zone around an M8V dwarf1 (Charbonneau & Deming, 2007; Shields et al., 2016,
Eqn 2.28). For these reasons, significant progress has been made in observing exoplanets
around M dwarfs (e.g., Nutzman & Charbonneau, 2008; Gillon et al., 2016; Quirrenbach
et al., 2010), and efforts are underway to discover and characterize more of these plan-
ets (e.g., Gillon et al., 2018; Sebastian et al., 2021; Gibbs et al., 2020). Results collected so
far are reassuring: the NASA exoplanet archive2 lists more than 1000 confirmed planets
around stars less massive than 0.6 M�, some of which are rocky planets located in the
circumstellar habitable zone (e.g., Anglada-Escudé et al., 2016; Gillon et al., 2017; Zech-
meister et al., 2019; Dreizler et al., 2020; Vanderburg et al., 2020). Population-level studies
based on these discoveries have shown that low-mass stars are the most abundant planet
hosts in the solar neighborhood (Hsu et al., 2020) and host more small, potentially habit-
able planets than solar-type stars (Mulders et al., 2015b; Dressing & Charbonneau, 2015).

1.1.4 Planet population synthesis
The quest to explain the above mentioned distributions and trends was the incentive for
planet population synthesis studies, which aim at simulating planetary systems that can
bedirectly compared to observables of exoplanets and their overall population. Themethod
assumes that the diversity of exoplanets is caused by a diversity of their original environ-
1“Habitable zone” is here approximated by calculating the orbital distance at which a planet with Earth’s
albedo has the same equilibrium temperature as Earth. Many other factors have to be accounted for to
assess the actual prospects of a planet to host life, for example tidal and radiative interactionwith its host
star (e.g., Shields et al., 2013; kumar Kopparapu et al., 2016; France et al., 2020; Turbet & Selsis, 2021).

2https://exoplanetarchive.ipac.caltech.edu, queried on 2021-05-06.
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ments, that is, of the protoplanetary disks in which the planets have formed (Mordasini,
2018). With increasing demands from exoplanet demographics, population synthesis
evolved from the pioneering studies by Ida & Lin (2004a) to ever more sophisticatedmod-
els. Successively, additional physical mechanisms such as planet migration (Ida & Lin,
2008; Dittkrist et al., 2014), the structural evolution of planet interiors (Mordasini et al.,
2009a), atmospheric escape (Jin et al., 2014), long-term planetary evolution (Mordasini
et al., 2012c), dust evolution and disk inhomogeneities (Hasegawa & Pudritz, 2011; Alessi
et al., 2017), disk chemistry (Cridland et al., 2016; Thiabaud et al., 2014), pebble accre-
tion (Bitsch et al., 2015; Ndugu et al., 2018), and stellar mass dependencies (Ida & Lin,
2005; Alibert et al., 2011; Liu et al., 2019, Burn et al., in press) were covered. A major ad-
vancement was the step from simulating only one planet per disk to considering multiple
planets that gravitationally interact (Thommes et al., 2008; Ida & Lin, 2010; Alibert et al.,
2013). This component has proven particularly important for producing realistic parame-
ter distributions of small planets (Mordasini, 2018), which in nature seem to often huddle
in compact orbital configurations (e.g., Mayor et al., 2011). However, previous studies
based on such multi-planet populations have mostly focused on attributes on the plan-
etary level, neglecting quantitative statistical analyses of the intra-system relationships
between planets (Thommes et al., 2008; Alibert et al., 2013; Mordasini, 2018; Emsenhuber
et al., 2020b; Burn et al., 2021). First attempts to investigate such trends in multi-planet
systems have only recently been made or are in preparation (Mulders et al., 2020, Mishra
et al., in prep.).

1.1.5 Open questions
Undoubtedly, the observational and theoretical efforts outlined here and in more detail
in Chapter 2 have provided important foundations for our understanding of planetary
system architectures and their connection to planet formation. At the same time, these
advances have produced some intriguing new puzzles. When I started my dissertation, a
number of key questions were waiting to be answered:

1. Are the increasingly complex multi-planet models still deterministic?

2. Is the formation of one planet type or another already set by primordial properties
of the disk and host star?

3. What are the relations between inner systems of rocky planets and outer giant plan-
ets, and can the core accretion scenario explain these relations?
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4. Are giant planets on wide orbits favorable or detrimental for systems of inner rocky
planets?

5. Is there observational evidence for interactions among these planet types?

6. Are the bulk properties of planets connected to the architectures of their planetary
systems?

7. Can population synthesismodels reproduce the planetary systems around low-mass
stars?

1.2 Outline of this thesis
The goal of this thesis is to link the architectures of planetary systems to physical pro-
cesses involved in their formation. I approach this problem by confronting theoretical
simulations of planet formation and evolution with empirical exoplanet demographics.

Chapter 2 lays the foundations necessary to understand and motivate the subsequent
parts. I review the current state of the art in planet formation anddiscuss different paradigms.
This involves mainly the physical appearance and processes in protoplanetary disks and
the core accretion scenario of planet formation, which is subject of this thesis. I also present
relevant observational techniques and some important findings in the demography of ex-
oplanets. The chapter ends with an introduction of planet population synthesis and a
description of the theoretical model I use.

Chapter 3 provides a close look inside this model in its nominal version assuming solar-
type host stars. In a data-driven approach, I scrutinize the deterministic links between the
model’s initial conditions, which are essentially disk properties, and the properties of the
simulated planets it produces. I use machine learning algorithms to first identify clusters
of similar planets, which I then try to predict from initial conditions. A special focus lies
in the differences between a single-planet approximation and the full consideration of
N-body interactions. This chapter also includes a brief comparison of the synthetic planet
population with observed Kepler occurrence rates.

Chapter 4 investigates, based on the same model, the relations between small planets on
short orbits (“super-Earths”) and giant planets on wide orbits (“cold Jupiters”) that in-
habit the same system. To enable a statistical confrontation of observed and simulated
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systems, I make a crude correction for the detection bias inherent in the observed sample.
A previously observed trend that inner super-Earths frequently coexist with cold Jupiters
is then being compared with theoretical predictions. I further investigate the role of giant
planets on eccentric intermediate orbits (“warm Jupiters”) in controlling the magnitude
of this trend. I discuss the connection between the appearance of such a planet and the
initial conditions of the protoplanetary disk. This results in the testable prediction of a
link between the composition of inner super-Earths and the architecture of their systems.

Chapter 5 presents the discovery of awarm giant planet on a highly eccentric orbit around
a solar-type star. Originally detected in space-based photometry of theTransiting Exoplanet
Survey Satellite (TESS, Ricker et al., 2014), the planetary nature of TIC 237913194b is con-
firmed via ground-based photometric and spectroscopic observations from three differ-
ent telescopes. By jointly modeling all datasets, I precisely constrain its mass, radius, and
orbital properties. Based on a tidal evolution analysis, I discuss potential origins of the
planet’s extreme dynamical state. The chapter also addresses prospects for observing its
atmosphere, which might be subject to chemical disequilibrium processes due to the high
eccentricity of the orbit.

Chapter 6 specifically addresses planets around low-mass stars. I statistically compare a
synthetic planet population generated with a formation model adapted to low-mass stars
to exoplanets from the CARMENES (Quirrenbach et al., 2010) survey, which searches for
planets around nearby M dwarf stars with the Radial Velocity (RV) method. For this pur-
pose, I first generate a synthetic M dwarf population with a stellar mass distribution cor-
responding to that of the CARMENES sample. Then, I derive planetary occurrence rates
and parameter distributions and confront them with those of the detected CARMENES
planets. I conclude with a discussion of the differences in the theoretical and observed
planetary mass functions.

Chapter 7 summarizes and interprets the findings of this dissertation. I discuss their im-
plications in the context of the above science questions and provide some suggestions for
future studies.

Chapters 3 to 5 are based on articles that I have published in peer-reviewed scientific jour-
nals or that are accepted for publication at the time of writing. Chapter 6 presents work
in progress whose expansion will appear in a future publication.
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2 Foundations

Before the first discovery of an exoplanet around a solar-type star in 1995 (Mayor&Queloz,
1995), attempts to formulate a theory of planet formation havemostly focused on the Solar
System (Wuchterl, 2007). Most of the basic features of these theories are however valid
until today, namely the formation of planets as a by-product of star formation from the
collapse of a gravitationally unstable cloud fragment, the emergence of a circumstellar
disk of gas and solid material (i.e., dust), and the genesis of all planets in a system in
and from this disk. In the following, I briefly discuss the current picture of the formation
and physical structure of these protoplanetary disks and themost promising avenues for the
appearance of protoplanets. This shall motivate my approach of simulating the formation
of planetary systems, which I present in Sect. 2.5.

2.1 Protoplanetary disks
From an observational point of view, young stellar objects (YSO) have been classified
into four evolutionary stages according to the shape of their spectral energy distribution
(SED) (Lada & Wilking, 1984; Lada, 1987).

• For Class 0 objects, the SED resembles those of a single-temperature blackbody and
peaks in the far-infrared (FIR) ormmdomain. This spectral distribution is explained
by Class 0 objects being protostars fully enveloped by an optically thick cloud of
gas and dust. The envelope re-emits optical photons from the protostar at longer
wavelengths (Andre et al., 1993).

• Class I objects show an SED that is either flat or with a positive slope in the near-
infrared (NIR) and mid-infrared (MIR). Such emission appears when the infalling
material has already formed a disk due to angular momentum conservation. This
disk is still embedded in an envelope.

7



2 Foundations

Class 0 Class I 
t ~ 104 - 106 yr

Class II 
t ≳ 106 yr

Class III 

Figure 2.1: Evolutionary stages of YSOs. According to the “Lada sequence”, YSOs can be classified
into gravitationally collapsing cloud fragments (Class 0), accretion disks that are embedded in
an envelope (Class I), exposed accretion disks potentially with embedded protoplanets (Class II),
and debris disks with no or very little gas (Class III). Figure reproduced from Pohl (2018) with
kind permission by the author.

• Once this envelope has dispersed through accretion andmolecular outflows, our line
of sight is clear to the disk, and we refer to Class II objects. Their spectra are broader
than blackbody distributions and flat or have negative slopes at wavelengths> 2 µm.

• Class III spectra can be fit with reddened blackbody functions representative of red-
dened stellar photospheres near the zero age main sequence (ZAMS). At this stage,
even the gas in the disk has dispersed and a pre-main-sequence (PMS) star sur-
rounded by a disk of debris and, possibly, a planetary system remains.

Figure 2.1 illustrates these four known evolutionary stages of YSOs. The research results
presented in this thesis concern only the Classes I–II and do not take into account proto-
stellar envelopes. Hence, in the following sections I will completely ignore such envelopes
and focus on the cradles of planetary systems: circumstellar disks of gas and solid mate-
rial. The following brief outline of the physical structure of planet-forming disks loosely
follows the descriptions in Williams & Cieza (2011) and Armitage (2019).

2.1.1 Matter inventory
At the time of its initial formation, a protoplanetary disk’s composition is inherited from
the interstellar medium (ISM). Thus, the bulk of its mass consists of molecular hydrogen,
and the solid component consists of sub-micrometer sized dust particles. These particles
aremainly silicates and carbonaceousmaterials (Draine, 2003). One of the key parameters
for subsequent planet formation is the ratio between the gaseous and the solid component,
i.e., the dust-to-gas ratio ζd,g. Its magnitude, too, is passed on from the ISM and values
around ζd,g = 0.01 are typically assumed (Bohlin et al., 1978). During the evolution of the
protostar and disk, a variety of physical processes such as irradiation, sublimation and re-
condensation, grain growth, turbulent mixing, or thermal annealing alter the initial prop-
erties of dust grains (Henning, 2010). The silicates are believed to subdivide depending
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Figure 2.2: Schematic diagram of a protoplanetary disk. From inside out, the disk can roughly be
subdivided into a magnetospheric cavity, a pure gas disk where dust sublimation temperatures
are exceeded, and a combined gas and dust disk that can extend out to hundreds of au. Above the
pictogram, the observational techniques that are sensitive to certain regions are shown. Below it,
the kind of emission of each region is shown. Image adapted from Dullemond & Monnier (2010)
with kind permission by the authors.

on their orbital distance: while the outer disk regions still contain amorphous interstellar
silicates, the grains become annealed in closer parts of the disk and finally form crystalline
dust with equilibrium compositions in the innermost regions (Gail, 2004).

2.1.2 Radial structure
Figure 2.2 shows a schematic diagram that subdivides a prototypical protoplanetary disk
into several regions that I touch on in the following. For details about observations of these
regions, the reader is referred to related reviews such as Dullemond & Monnier (2010);
Zhao et al. (2020); or Andrews (2020). One of the better constrained properties of proto-
planetary disks are the radial position and morphology of their outer rims. The most pre-
cise measurements in this regard are nowadays performed in the (sub-)millimeter range,
primarily by using the Atacama LargeMillimeter/Submillimeter Array (ALMA). There is
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no sharp edge where the millimeter continuum flux drops instantly to zero – one typically
defines the outer radius as the radial position that encloses a specified percentage of the
total flux (Trapman et al., 2019). Typical outer radii of tens to hundreds of au seem to be
the norm (Isella et al., 2009; Tripathi et al., 2017; Ansdell et al., 2018). Notably, it was found
that the gas component, as inferred frommeasurements of CO rotational lines, exceeds the
size of the dust diskmeasured in the continuum emission (Isella et al., 2007). In combined
observations of the same disks in CO and continuum, Ansdell et al. (2018) found that gas
disks are larger by roughly a factor of two. This size difference has been attributed to ra-
dial drift of the ∼millimeter-sized particles these observations are sensitive to, followed
by dust depletion of the outer regions (Trapman et al., 2019, see Sect. 2.1.5). However,
similar signatures can be produced by optical depth differences between continuum and
line emission (e.g., Facchini et al., 2017) or radially varying grain growth efficiencies (e.g.,
Guilloteau et al., 2011; Birnstiel et al., 2010, 2012).

To describe the radial density profiles of gas disks, typically a self-similar solution to
the viscous evolution equations is applied (Lynden-Bell & Pringle, 1974; Hartmann et al.,
1998; Andrews et al., 2009). The resulting profile is a power law tapered by an exponential
decay at the outer boundary and takes the form

Σ(r) = Σ0

(
r

Rc

)−βg

exp
[
−
(
r

Rc

)2−βg
]
, (2.1)

where Σ0 is a normalization constant corresponding to the surface density at a reference
radius, βg is the slope of the profile, andRc defines the location of the exponential decrease.

This description does not take into account an inner disk edge. Such a gap between
the stellar surface and the disk is motivated by material leaving the disk plane and being
accreted onto the star along poloidal magnetic field lines (Bouvier et al., 2007). This is as-
sumed to happenwhere the field lines are co-rotating with and hence able tomagnetically
couple to ionized gas in the disk (Günther, 2013). The co-rotation radius resides at only a
few stellar radii, corresponding to angular separations of milliarcseconds even for closeby
protoplanetary disks, which is a major impediment to spatially resolved observations of
this region. The temperatures at such close distances to the star exceed the sublimation
temperatures of silicates (∼1500 K, Hillenbrand et al., 1992). Therefore, the inner rim of
the dust component lies further away from the star at several 0.1 au (Eisner et al., 2005,
2009, 2010; Dullemond & Monnier, 2010; Flock et al., 2016, 2017, 2019a).
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2.1.3 Vertical structure
Ignoring self-gravitating effects, the vertical structure of the gas density ρg in a planet-
forming disk is determined by hydrostatic equilibrium, that is, a balance between the gra-
dient of the gas pressure P and the vertical component of the stellar gravity gz,

dP
dz = −ρggz. (2.2)

In the simplified picture of a thin, vertically isothermal disk, ∂T/∂z = 0, and assum-
ing an ideal gas equation of state, a Gaussian density profile develops. The resulting gas
density profile in the vertical direction z is then given by

ρg = Σg√
2πH

exp
[
− z2

2H2

]
, (2.3)

where H is the vertical scale height of the disk. The value of H is a function of the tem-
perature of the gas: the higher it is, the more “puffed up” is the disk and the lower is the
density in the disk midplane. Possible sources of heat include irradiation by the host star
or stars in the neighborhood, viscous heating, and energy released by infalling gas (Chi-
ang & Goldreich, 1997; Nakamoto & Nakagawa, 1994). H can be expressed as the ratio
between the isothermal sound speed cs and the Keplerian angular frequency ΩK,

H = cs
ΩK

=
(

c2
s

GM?

)1/2

r3/2, (2.4)

where cs =
√

kBT
µmH

with the Boltzmann constant kB, the mean molecular weight µ, and
the mass of a hydrogen atom mH. Nakamoto & Nakagawa (1994) estimate the midplane
temperature as

T 4
m = 1

2σ

(
3κR

8 Σ(r, t) + 1
2κPΣ(r, t)

)
Ėν + T 4

irr. (2.5)

Here, σ is the Stefan-Boltzmann constant, κR is the Rosseland mean opacity, κP is the
Planck opacity, and Ėν = 9

4Σ(r, t)νΩ2
K is the viscous energy dissipation rate at Keplerian

frequency ΩK and with an effective viscosity ν (see Sect. 2.1.6 below). The effective tem-
perature Tirr contains contributions from stellar and external irradiation (Hueso &Guillot,
2005; Fouchet et al., 2012).

From Eqn 2.4 it is apparent that if the temperature decreases radially less steeply than
r−1, the relative height of the disk H/r will increase with radius (Kenyon & Hartmann,
1987). Under typical assumptions, this is the case and protoplanetary disks show the flared
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profile indicated in Fig. 2.2 (Chiang & Goldreich, 1997; D’Alessio et al., 1998; Dullemond
et al., 2002).

2.1.4 Disk masses
A key parameter for subsequent planet formation in protoplanetary disks is their initial
mass, i.e., the amount of material available for planet formation. What “initial” means,
however, is not straight-forward to answer as it is challenging to put exact time stamps
onto the evolutionary stages outlined above, and leftovermatter infall onto the protostellar
systemmay still occur during the Class I phase (McKee & Ostriker, 2007). Most YSOs are
observed in the Class II stage, and the majority of them already show significant signs of
evolutionary processes (e.g., Andrews, 2020).

While most of a disk’s mass is in the gaseous phase, a considerable number of stud-
ies approached the mass determination problem by measuring the dust continuum emis-
sion (e.g., Andrews &Williams, 2005; Andrews et al., 2010, 2013; Ansdell et al., 2016; Pas-
cucci et al., 2016; Barenfeld et al., 2016). A prerequisite for this technique, where total dust
masses are calculated from integrated continuum fluxes, is that the emission is optically
thin. By assuming a dust-to-gas ratio, the result is then converted into a total disk mass.
Challenges of this method are the temperature-dependent conversion from fluxes to dust
masses, unknowns in the optical properties and evolution of dust grains, and the practical-
ity of adopting dust-to-gas ratios of the interstellar medium for protoplanetary disks (e.g.,
Molyarova et al., 2017; Pohl, 2018; Lenz, 2020).

A more direct approach is to observe the gas phase. The majority of the gas consists of
molecular hydrogen and helium (Solomon & Werner, 1971; Herbst & Klemperer, 1973),
but observations of these species are very challenging and limited to specific regions
of the disk (e.g., Carmona et al., 2011). Other molecules are more accessible and can
be translated into total gas disk masses by using conversion factors. Promising tracer
molecules are hydrogen deuteride (HD) and carbon monoxide (CO). HD abundances
are high and it is well coupled to molecular hydrogen, but it poses practical challenges
for disk observers (Bergin et al., 2013). CO, on the other hand, facilitates observations
through its low-energy rotational transitions and its high abundance in circumstellar en-
vironments (Williams & Cieza, 2011; Öberg & Bergin, 2021). Often, less abundant iso-
topologues of CO have to be observed to fulfill the optical thickness requirement (e.g.,
Zhang et al., 2017). Another issue is that freeze-out of CO in cold regions of disk mid-
planes can render it unobservable (Henning & Semenov, 2013). Nevertheless, CO and
its isotopologues remain the preferred molecular tracers for total gas masses (Molyarova
et al., 2017).
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Submillimeter surveys of star-forming regionswith an age of a few Myr revealed typical
gas diskmasses of 10−3 M� – 10−1 M� (often lower than 1 MJ, Andrews et al., 2010; Ansdell
et al., 2016; Miotello et al., 2016; Long et al., 2017). Measured dust disk masses range from
a few M⊕ to ∼1 MJ and vary with stellar mass (e.g., Pascucci et al., 2016; Barenfeld et al.,
2016; Manara et al., 2018).

2.1.5 Orbital velocities
The different components within a disk, i.e., the gas component and solid components
of varying sizes, are subject to different forces regarding their orbital motion. A more
in-depth derivation of the following relations can be found in Burn (2020). For the gas
component, the radial forces are governed by the Euler momentum equation

∂~v

∂t
+ (~v · ∇)~v = −1

ρ
∇P − F, (2.6)

where ρ is the gas density, P is its pressure, and F are the forces acting on a parcel of gas.
In a simplified picture, F represents only the gravitational force by the central star. In this
case, the radial component of Eqn 2.6 can be expressed as

v2
φ

r
= gr + 1

ρ

∂P

∂r
, (2.7)

where gr = GM?r

(r2+z2)3/2 is the radial component of the gravitational acceleration. Any radial
dependence on the gas pressure will thus act as a force term that lets the gas velocities
deviate from a Keplerian velocity vK. The left-hand side of this equation can be identified
as the centrifugal term. Expressed in terms of the angular velocity Ωg(r, z) = vφ

r
, Eqn 2.7

yields
rΩ2

g = GM?r

(r2 + z2)3/2 + 1
ρ

∂P

∂r
. (2.8)

The solid components, on the other hand, do not directly feel a gas pressure. For large
particles that do not couple to the gas, the pressure gradient term can be dropped, yielding

rΩ2
K = GM?r

(r2 + z2)3/2 (2.9)

with the angular velocity ΩK(r, z) of a circular Keplerian orbit. As a consequence, the
gaseous and solid components generally move on different azimuthal velocities. Under
typical assumptions for unperturbed disks with a smooth surface density profile, both the
gas density and the temperature decrease with r, leading to a negative ∂P

∂r
term in Eqn 2.8.
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This causes the gas to orbit at slightly sub-Keplerian velocities. The difference is not large:
For a temperature of 30 K and at r ≈ 500 au, the gas moves at roughly a factor 0.99 com-
pared to an ideal Keplerian orbit (Armitage, 2007; Rosenfeld et al., 2013). Nevertheless,
the effect has considerable consequences for particle dynamics and the radial distribution
of solid material in protoplanetary disks. While very small grains (∼ µm and with Stokes
numbers St << 1) move with the gas on its sub-Keplerian orbit, larger particles with
Stokes numbers around unity (corresponding to roughly mm to cm sizes) will experience
a gas drag. This “headwind” causes the grains to lose angular momentum and drift radi-
ally inward (Whipple, 1972; Nakagawa et al., 1986; Weidenschilling, 1977; Takeuchi & Lin,
2002; Birnstiel et al., 2010, 2012). Very large bodies such as planetesimals (St >> 1) are
also subject to gas drag, but because of their large momentum they do not lose significant
orbital energy on timescales relevant for planet formation. For St ≈ 1 particles, the drift
timescale can be as short as 100 yr, which poses a challenge for the formation of larger bod-
ies (see Pohl, 2018). On the other hand, the mobility of solid material through the disk is
key for an emerging paradigm of planet formation that I will present in Sect. 2.2.7.

2.1.6 Disk evolution
Protoplanetary disks are no static objects. They evolve in time through various physical
mechanisms, for instance the settling of dust toward the midplane (D’Alessio et al., 1999)
and its coagulation (e.g., Birnstiel et al., 2010), or dynamical interactions with massive
(proto-)planets or stellar companions. I will largely ignore these effects and focus on two
other processes that drive disk evolution, since they are of fundamental relevance for the
models I employ in the following chapters. These processes are viscous accretion and pho-
toevaporation.
The suggestion of a viscosity in protoplanetary disks is a direct consequence of the

rather high observed accretion rates of classical T Tauri stars (10−9 M� yr−1 – 10−7 M� yr−1,
e.g., Gullbring et al., 1998; Alcalá et al., 2014; Manara et al., 2020): how can the required
flow rates of disk material be explained? The challenge is to provide a mechanism for
rapid loss of significant amounts of angular momentum. If the material possesses some
kind of finite viscosity, angular momentum and matter can be redistributed through fric-
tional interaction that occurs due to differential orbital rotation. Common molecular vis-
cosity has been shown to be too inefficient to account for the observed accretion rates (e.g.,
Pringle, 1981), and the range of alternative explanations has been broad (Perryman, 2018).
Weizsäcker (1948) derived equations ofmotion for flat, rotating bodies of gas and assumed
turbulent viscosity as a source of dissipation. On this basis, Lynden-Bell & Pringle (1974);
Pringle (1981) derived a solution for the time evolution of a viscous accretion disk. The
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resulting partial differential equation for the evolution of the gas surface density Σ yields

dΣ
dt = 3

r

d
dr

(
r1/2 d

dr
(
r1/2νΣ

))
. (2.10)

The modern paradigm is still that turbulent flows, driven by various disk instabilities,
account for the bulk of a disk’s viscosity (e.g., Balbus & Hawley, 1991; Klahr & Boden-
heimer, 2003, 2006; Johansen et al., 2007; Barranco et al., 2018; Gerbig et al., 2020; Schäfer
et al., 2020). For many purposes, the exact origin of this viscosity is not relevant and one
employs a simple parameterization: In their seminal paper, Shakura & Sunyaev (1973)
introduce an effective viscosity

ν = αcsH, (2.11)

where H is the pressure scale height defined above, cs is the local speed of sound, and the
dimensionless parameter αmeasures the efficiency of turbulence in transporting angular
momentum. Order of magnitude estimates of α = 10−4 – 10−2 have been suggested to
meet both protostellar accretion rates and the observed disk dissipation times I discuss
below (e.g., Bell & Lin, 1994; Hartmann et al., 1998; Armitage, 2018).

Besides viscous accretion, photoevaporation is anothermainmechanism throughwhich
protoplanetary disks lose material and dissipate. It is driven by highly energetic photons
in the range of far-Ultraviolet (FUV), extreme-Ultraviolet (EUV), andX-ray. Such photons
can be emitted from a disk’s host star, but also from nearby massive stars. The common
picture of photoevaporation assumes that EUV photons from the stellar chromosphere
dissociate or ionize molecular gas in the disk and heat it to ∼104 K (Hollenbach et al.,
1994). Where the thermal energy is sufficient that the ions exceed the local escape veloc-
ity, a photoevaporative wind carries material away. For a solar-mass star, the critical radius
for this process lies at roughly 10 au (Clarke et al., 2001). An additional source of ioniz-
ing radiation impinging the disk are closeby OB stars, which inevitably occur in cluster
environments with hundreds or thousands of stars (Lada & Lada, 2003). Their strong
UV radiation erodesmainly the less strongly bound outer parts of disks (Matsuyama et al.,
2003). Particularly visually stunning evidence for this mechanism has been obtained from
Hubble Space Telescope (HST) observations of the Orion Nebula (Bally et al., 2000).

The contributions of viscous accretion and photoevaporation to the evolution and de-
pletion of a disk vary with time. At early stages, typical accretion rates for solar-mass
stars are as high as 10−8 M� yr−1 (Armitage, 2019) and the effect of photoevaporation can
be neglected. Once the accretion rate becomes comparable to the photoevaporation rate,
presumably 10−10 M� yr−1 – 10−9 M� yr−1, the inner disk is being cut off from the outer
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reservoir close to the critical radius where photoevaporation is most efficient (Clarke et al.,
2001). The inner disk then depletes within a viscous timescale (. 105 yr), and a hole of
a few au diameter forms. With the outer disk now directly exposed to the high-energy
radiation from the star, it rapidly evaporates from the inside out (Gorti & Hollenbach,
2009).

The lifetimes of circumstellar disks, and thus the time available for planet formation
within them, are determined through the combined effect of the processes I have just dis-
cussed. Constraining this important parameter can not be done on a star-by-star basis; in-
stead, one resorts to comparing the fractions of disk-hosting stars in young stellar clusters
of different ages. While different definitions exist of what observational signature traces
a protoplanetary disk (Mamajek et al., 2009), the classical approach is to identify infrared
excess in the SEDs of the objects in question. When the fractions are plotted against cluster
age, the data can be well fitted by an exponential decay with a timescale of 2.5 Myr (Ma-
majek et al., 2009). Challenges of this method are the notoriously difficult-to-determine
ages of young stellar clusters (Soderblom et al., 2014) and disentangeling the stellar mass
dependence (see e.g., Ribas et al., 2014). More recently, Richert et al. (2018) found that
these disk longevity estimates are sensitive to the choice of pre-main sequence evolution-
ary models and suggest a larger uncertainty than previously assumed. It is instructive to
put the obtained values into context with the dynamical times in the disk: disk lifetimes of
a few Myr imply that these disks live for several millions of dynamical times in the inner
regions and thousands of dynamical times at hundreds of au.

2.1.7 Scalings with stellar mass
In many ways, the physical processes in and properties of protoplanetary disks are con-
nected to the (proto-)stars in their center. It is thus not surprising that correlations be-
tween properties of disks and their host stars have been established, both theoretically
and observationally. A prominent example is the stellar mass-disk mass relation: By con-
verting mm-wave luminosities to solid disk masses Mdust, Andrews et al. (2013) found
that Mdust tends to increase with increasing stellar mass M?. In a more recent survey of
the Chamaeleon I star-forming region, Pascucci et al. (2016) found a steeper than linear
relationship and suggest thatMdust ∝ M1.3–1.9

? . Barenfeld et al. (2016) reported a similar
relation for the YSOs in the Upper Scorpius OB Association. However, different power
law slopes have been found in star-forming regions of different ages, which could point
to an evolutionary process (Pascucci et al., 2016; Ansdell et al., 2017).

The sizes of protoplanetary disks vary with M?, too. Andrews et al. (2010) reported
a weak positive trend of the effective disk radius with disk mass, which could later be
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recovered in a combined sample of 105 disks observed with Submillimeter Array (SMA)
and ALMA (Andrews et al., 2018b). Additional, even less constrained scaling relations
with stellar mass are suspected in the disk lifetimes (Ribas et al., 2015) and the positions
of the inner disk edges (Irwin et al., 2008). The stellar mass-dependenciesmentioned here
will find consideration in Sect. 2.4.5, where I introduce the M dwarf version of our planet
formation model.
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Figure 2.3: Schematic summary of the steps from dust to planets. Primordial dust grains stick
together to form larger aggregates. mm to cm-sized pebbles have special aerodynamic properties
under typical disk conditions and are observable. Larger compounds evade observations. In the
classical core accretion picture, planetesimals in the km size range are the main building blocks to
form planetary embryos, which ultimately grow into terrestrial planets or the cores of gas giants.
In total, this evolution covers around 13 orders of magnitude in size and 40 orders of magnitude
in mass. Image credits: NASA (adapted).

2.2 Planet formation in the core accretion
paradigm

The transition from the dilute material in protoplanetary disks to compact, dense planets
requires a compression of ten orders of magnitude (Wuchterl, 2007). Two hypotheses to
bring about this compression have been put forward:

1. Gravitational instability, a “top down” approach that assumes the direct gravitational
collapse of disk fragments similar to the Jeans instability (Jeans, 1902) in star forma-
tion (Cameron, 1978), and

2. Core accretion, where rocky planets and giant planet cores form “bottom up”, and
solid planetary embryos act as a seed for additional gravitational growth (Pollack
et al., 1996).

The latter is the currently favored scenario and the only one able to explain the full range
of the planetarymass function (e.g., Maoz, 2016;Mulders, 2018; Parker, 2020; Adams et al.,
2021). In this thesis, I consider only the core accretion paradigm, which I introduce in the
following sections.
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In a nutshell, planets form in a two-stage process: first, through subsequent coagula-
tion of circumstellar dust to ever larger compounds, kilometer-sized planetesimals and, ul-
timately, a solid planetary core1 forms (see Fig. 2.3). While for small planets akin to the
terrestrial planets in the Solar System this is the end of the story, cores growing to sufficient
masses will shift to the next gear: they accrete and retain a significant gaseous envelope. If
this envelope reaches a critical mass, additional disk gas is rapidly accreted in a runaway
process that is only limited by the local gas reservoir (Perri &Cameron, 1974;Mizuno et al.,
1978; Mizuno, 1980; Bodenheimer & Pollack, 1986; Pollack et al., 1996). Core growth must
be efficient enough to reach this critical mass within the disk’s lifetime, and this is strongly
dependent on the amount of solid material that is available locally (Kokubo & Ida, 1998).
This in turn depends on the total mass of solids in a given disk, which can be expressed as
a global dust-to-gas ratio (see Sect. 2.1.1). Since host star and disk originate from the same
molecular cloud core, a tracer of the solid inventory is the metallicity of the star: stars of
higher metallicity formwith disks of higher solid content, and thus are more likely to host
giant planets. This “metallicity effect” is well established from an observational perspec-
tive as an increased giant planet occurrence rate with increasing stellar metallicity (e.g.,
Gonzalez, 1997; Santos et al., 2001; Fischer &Valenti, 2005). Numerical simulations follow-
ing the core accretion scheme have reproduced the finding on numerous occasions (e.g.,
Ida & Lin, 2004b; Mordasini et al., 2009a; Emsenhuber et al., 2020b).

A large body of literature has investigated the various growth stages from primordial
dust to the first planetesimals and the challenges in overcoming several growth barri-
ers (e.g., Johansen et al., 2007; Morbidelli et al., 2009; Birnstiel et al., 2012; Dra̧zkowska
et al., 2016; Lenz et al., 2019; Hyodo et al., 2019; Klahr & Schreiber, 2020; Ida et al., 2020).
In this thesis, I will unabashedly evade these complications and consider only the subse-
quent phases of planet formation, starting with the growth of already existing planetesi-
mals.

2.2.1 Stages of planetesimal growth
Following the classical paradigmdiscussed in Raymond et al. (2014), planetesimal growth
happens in several subsequent stages. At first, growth rates are low and all planetesimals
in a system form concurrently with a mass ratio of order unity. The growth rate of a
(large) planetesimal of massM and radius R that accretes smaller field planetesimals of

1Note that “core” refers to the complete solid component of a planet; in the case of a giant planet this
is everything not consisting of hydrogen and helium. This is not to be confused with the geophysical
meaning of “core”, which includes the central iron core but not other components such as a silicate
mantle (Mordasini et al., 2012b).
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massm;m < M , can be written as

dM
dt ' nmπR

2
(

1 + v2
esc
v2

rel

)
vrelm. (2.12)

Here, nm is the number density of field planetesimals, vrel is the relative velocity between
the large planetesimal and the field planetesimals, and vesc is the escape velocity from the
large planetesimal’s surface (Kokubo & Ida, 1996). In this equation, the v2

esc
v2

rel
quantifies the

gravitational focusing effect: for sufficiently massive planetesimals, the collisional cross-
section is enhanced compared to the geometric cross-section.

A second growth mode occurs when the velocity dispersion of the field planetesimals
is smaller than the escape velocity and thus gravitational focusing is efficient. Eqn 2.12
reduces to

dM
dt ∝ ΣsolidM

4/3v−2, (2.13)

with the surface density and velocity dispersion of planetesimals Σsolid and v (where v '
vrel) (Greenberg et al., 1991). As long as the mass in small planetesimals still dominates
the system and back-reactions of the growing planetesimal on Σsolid and v can be ignored,

1
M

dM
dt ∝M1/3, (2.14)

leading to runaway growth of planetary embryos.
In later stages, known as oligarchic growth, a few tens or hundreds of planetary embryos

interact gravitationally with each other and dominate the dynamics (Kokubo & Ida, 1998,
2000; Raymond et al., 2014). When the mass of such a massive core exceeds roughly
100 times the average planetesimal mass, the random velocities of the planetesimals in
its vicinity increase to v ∝M1/3, and the relative growth rate from Eqn 2.14 becomes

1
M

dM
dt ∝ ΣsolidM

−1/3. (2.15)

As more and more planetesimals are accreted andM increases, Σsolid decreases (Lissauer,
1987). The relative growth rate is now a decreasing function in M ; in other words, the
growth is self-limiting. This slowing down of the runaway growth leads to the formation
of similarly sized planetary embryos (Ida &Makino, 1993). Through the dynamical effect
of orbital repulsion (Kokubo & Ida, 1995), two adjacent embryos with masses M1,M2

maintain an orbital separation of roughly 10 mutual Hill radiiRH,m to each other (Kokubo
& Ida, 1998), where RH,m = 1/2 (a1 + a2) [(M1 +M2) / (3M?)]1/3.
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2.2.2 Planetesimal sizes
A debated parameter in the oligarchic growth regime is the dominant size of the planetes-
imals being accreted (Morbidelli et al., 2009; Weidenschilling, 2011; Krivov &Wyatt, 2021;
Klahr & Schreiber, 2021; Venturini et al., 2020b; Voelkel et al., 2020; Burn, 2020). As the
growth timescale is sensitive to this parameter, it has a rather large impact on planetary
growth. Smaller planetesimals are more affected by gas drag, which damps their orbital
inclinations and eccentricities, and the relative velocities between an embryo and the field
planetesimals are small. The gravitational focusing effect is enhanced. On the other hand,
large planetesimals do not couple strongly to the gas and the effect of damping is negli-
gible. The high relative velocities resulting from gravitational interactions lead to lower
accretion efficiencies. Planetesimals formed via the streaming instability have been shown
to form large with preferred sizes of roughly 100 km (Klahr & Schreiber, 2020), consistent
with impact craters on Pluto and Charon (Singer et al., 2019) and the size frequency dis-
tribution (SFD) of asteroids (Morbidelli et al., 2009). However, these results have been
challenged by Morbidelli et al. (2021), who combined new data from the New Horizons
flyby of Pluto, Charon (Singer et al., 2019), and the cold classical Kuiper belt object (KBO)
Arrokoth (Spencer et al., 2020) to derive a less top-heavy SFD. These new findings favor
the hypothesis that the present-day KBO distribution is the result of significant collisional
processing and not indicative of the initial size distribution (Schlichting et al., 2013).

Theoretical simulations have been successful in forming giant planets with large
(∼ 100 km) planetesimals, as long as they form in situ (Fortier et al., 2009). When planet
migration is taken into account, however, planets do not reach sufficient masses before
they are accreted onto the star due to the shortmigration timescales (Fortier et al., 2013, see
Sect. 2.2.8). These effects can be consolidated with a planetesimal radius of 300 m (Fortier
et al., 2013), which enables the formation of gas giants in disks of sufficient metallicity. We
assumed this planetesimal radius in our model (Emsenhuber et al., 2020a). I note that a
single planetesimal size is a stark simplification, and thus this poorly constrained quantity
should be seen as a tuning parameter that we chose to achieve realistic growth timescales.

2.2.3 The planetesimal isolation mass
Avery useful concept to study the properties of planetary embryos growing via oligarchic
growth is the planetesimal isolation massMiso (Lissauer, 1993). The idea is that a grow-
ing protoplanet, if given enough time, will eventually accrete all planetesimals within an
annulus surrounding its orbit, the so-called feeding zone. The planet will thereby adopt
a massMiso that depends on the mass of available solid material within this zone, hence
on the local planetesimal surface density Σsolid. Given a feeding zone of width b ' 10rH ,
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where rH = a
(
MP
3M?

)1/3,

Miso = 2πabΣsolid ' 2πa10a
(
MP

3M?

)1/3
Σsolid, (2.16)

where a is the semi-major axis of the planetary orbit and MP is the current mass of the
planet.

Assuming for the planetesimal surface density Σsolid a specific functional form, perhaps
a truncated power law as in Eqn 2.1, one can estimate the total disk mass needed to reach
a predefined core mass at a given orbital distance. In the following, I derive this quantity,
which I use in Sect. 3.5.3 to characterize the parameter space in which giant planets can
form. Setting the planetary mass to the planetesimal isolation mass,MP ≡Miso, yields

Miso =
(20π

31/3

)3/2
a3Σ3/2

solidM
−1/2
? . (2.17)

To get an estimate onwhich initial solidmass content is required to reach a certain isolation
mass, I may express this as

Σsolid =
(

31/3

20π

)
M

1/3
? M

2/3
iso

a2 . (2.18)

For the power law disk profile used in our model (Andrews et al., 2009, compare Eqn 2.1),

Σ(r) = Σ0

(
r

r0

)−β
exp

−( r

rcut,g

)(2−β)
 , (2.19)

I consider the outer disk radii rcut,g and rcut,s for the gas and solid disk, respectively. The
radial slope ofΣsolid is characterized by the power law index β, andΣ0 is the surface density
at a reference orbital distance r0 = 5.2 au. Then, the total mass of the planetesimal disk is

Msolid = 2πΣ0

r−β0

r2−β
cut,s

2− β , (2.20)

where rcut,s = 0.5rcut,g (following findings from dust disk observations, Ansdell et al.,
2018) and β = 1.5 (motivated by planetesimal formation models, Lenz et al., 2019). Sub-
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stituting Eqn 2.18 into Eqn 2.20, the total solid mass required to reachMiso is given by

Msolid(MP = Miso) = 31/3

10
r2−β

cut,s

2− β
M

1/3
? M

2/3
iso

a2−β exp
−( a

rcut,s

)2−β
−1

. (2.21)

2.2.4 The growth timescale
While the isolation mass is a plausible concept, it can only predict the final planet core
masses in domains where the time to accrete the solid material is sufficient. The available
time to do so is mainly given by the lifetime of the protoplanetary disk (typically a few
Myr, see Sect. 2.1.6), which competes with the time needed to accrete all material in a
planet’s feeding zone. In this section, I briefly introduce this growth timescale τgrow and
show under what conditions it can be the limiting factor for the final planetary mass.

The time needed by an isolated, static (non-migrating) planet on a circular orbit to clear
the annulus ofmaterial available to it depends on several factors: thewidth of that annulus
or feeding zone b, which is proportional to the orbital semi-major axis a; the solid surface
density Σsolid at the planet’s location; the planetesimal accretion rate, which is in particular
a function of the planetesimal size (compare Sect. 2.2.2 Fortier et al., 2013); and the host
star mass M?. Based on N-body simulations by Kokubo & Ida (2002), Mordasini (2018)
approximate τgrow for the oligarchic growth regime by

τgrow ≈ 1.2× 105yr
(

Σsolid

10 g cm−2

)−1 (
a

1au

)1/2
(
Mc

M⊕

)1/3 (
M?

M�

)−1/6

×

( Σg

2400 g cm−2

)−1/5 (
a

1au

)1/20
(
Mpla

1018 g

)1/15
2

.

(2.22)

Similarly to the derivation ofMsolid(MP = Miso) above, one can derive the solid diskmass
needed to reach a specific core mass in the outer disk regions, where growth is mainly
limited by the growth timescale τgrow. Solving Eqn 2.22 for Σsolid and substituting into
Eqn 2.20 gives

Msolid(a, τgrow) = 7.54 g cm−2 r
β
0 r

2−β
cut,s

2− β

(
Mc

M⊕

)1/3 (
M?

M�

)−1/6

×

( Σg(a)
2400 g cm−2

)−1/5 (
Mpla

1018 g

)1/15
2 (

τgrow

1 Myr

)−1 (
a

1au

)3/5
, (2.23)

where Σg was computed using the median of the reference surface density Σ0,gas in the
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fiducial 1 M� synthetic planet population I use in this thesis (see Sect. 2.5.1). For the cutoff
radii of the gas and solid disk, I proceeded in the same way and assumed the population
median, respectively. For the planetesimal mass Mpla, I assumed a density of 1 g cm−3,
which results in Mpla = 1.13× 1011 kg for the planetesimals in our model (Emsenhuber
et al., 2020a). I further adopted a core massMc of 10 M⊕.

I will use the analytic boundary conditions involvingMiso and τgrow that I derived here
in Sect. 3.5.3, where I compare them to the regions in disk parameter space where certain
types of planets occur in our formation model.

2.2.5 Terrestrial planet formation

For massive oligarchs the size of Mercury or the Moon, the story is not over with the
oligarchic growth phase. En route to terrestrial planets such as Mercury, Venus, Earth,
andMars, a final stage of formation involves long-term dynamical instabilities (Armitage,
2007). As long as the oligarchs have little mass compared to the surrounding smaller
bodies, a balance exists between viscous stirring, where eccentricities and inclinations in
the planetesimal disk are increased (Ohtsuki et al., 2002), and dynamical friction, which
lowers the relative velocities (and thus the eccentricities and inclinations) of the largest
bodies (Stewart & Wetherill, 1988). As the surface density of oligarchs becomes com-
parable to that of the field planetesimals, dynamical friction can no longer compensate
viscous stirring (Goldreich et al., 2004). The random velocities, orbital eccentricities, and
inclinations of the planets increase and orbit crossings may occur. In the inner parts of
the system, this leads to frequent encounters; planets collide and merge. At large orbital
distances, ejections of oligarchs from the system can occur. This giant impact phase is the
main reason for including computationally expensive N-body calculations in planet for-
mation models, and for running them as long as is practical beyond the disk phase. While
the minimum numerical time for realistic results remains debatable, the stage effectively
ends when the number of large bodies in the system is reduced enough such that their
gravitational interactions do not contribute anymore to further instability. Finally, dynam-
ical friction with remaining planetesimals damps the eccentricities and inclinations of the
planets, and circular, coplanar orbits as in the Solar System can occur. Compared to the
previous stages, the giant impact phase is chaotic - similar initial conditions can lead to
very different outcomes. I will study this issue in detail in Chapter 3, which deals with the
links between the initial properties and final architectures of simulated planetary systems.
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runaway phasecore formation hydrostatic growth

envelope 
mass

total planet mass

core 
mass

Figure 2.4: Accretion phases of giant planets in the core accretion paradigm. After the solid core
has formed on a timescale . 1 Myr, a long phase of slow gas and planetesimal accretion in hy-
drostatic equilibrium follows. Roughly when the envelope mass becomes comparable to the core
mass, a positive accretion feedback of the contracting envelope triggers runaway gas accretion. Fig-
ure adapted from Pollack et al. (1996) and lecture notes by Philip J. Armitage2.

2.2.6 Giant planet formation
Where planetesimal accretion can overcome the limiting factors outlined above, a core can
grow massive enough to accrete large amounts of gas from the disk. Significant amounts
of gas start to be accreted roughly at embryo masses of 10 M⊕ (Piso & Youdin, 2014), and
once the gas mass becomes comparable to the core mass, hydrostatic equilibrium is lost
and runaway gas accretion sets in (Perri &Cameron, 1974;Mizuno et al., 1978;Mizuno, 1980;
Bodenheimer & Pollack, 1986; Pollack et al., 1996). In this growth phase, illustrated in
Fig. 2.4, the gaseous envelope contracts under its owngravity, releasing energy. Additional
gas can be accreted within the Bondi radius, further increasing the mass and gravitational
pull of the planet (see Raymond & Morbidelli, 2020). A positive feedback arises and the
gas envelope mass increases exponentially with time, allowing the accretion of hundreds
of M⊕ and forming a gas giant planet. The accretion ceases only when the disk disperses
(see Sect. 2.1.6) or when the planet forms a deep gap in the disk that shields it from the
gas supply (Lin & Papaloizou, 1979, 1980; Crida et al., 2006).

2https://solarsystemorigins.wordpress.com/2013/11/10/lecture-12-giant-planet-formation
received on Apr. 13, 2021.
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2.2.7 Pebble accretion
Reaching the critical coremass for runaway gas accretion via the accretion of planetesimals
can be challenging, especiallywhen planetmigration is taken into account (see Sect. 2.2.8).
Depending on the choice of planetesimal size distribution, planets are at risk of migrating
into the star before accreting sufficient solids (Mordasini et al., 2009a; Fortier et al., 2013;
Ronco et al., 2017). An emerging paradigm of core accretion might provide a solution to
this problem: as I motivated in Sect. 2.1.5, particles with Stokes numbers around unity
(& mm in size) tend to drift radially inwards for typical radial disk profiles. An approx-
imately stationary planet thus sees a flux of these pebbles passing by. Since particles of
this size are prone to aerodynamic drag, they efficiently settle within a large fraction of a
planet’s Hill sphere and are accreted (Ormel & Klahr, 2010; Ormel, 2017). This is in con-
trast to larger planetesimals, which experience a much smaller collisional cross section.
Depending on the (aerodynamic) situation of the pebbles in their immediate environ-
ment (see Ormel, 2017), the accretion of pebbles can be considerably faster than that of
planetesimals. Pebble accretion can thus significantly decrease the time needed to grow a
planetary core (Lambrechts & Johansen, 2012, 2014; Johansen et al., 2019).

Why, then, do we discover so many super-Earths and Neptune-like planets of a few M⊕
(see Sect. 2.4) that appear to have stopped their growth at intermediate core masses? Sev-
eral mechanisms can halt the further accretion of solids onto a planet of such a mass. If
another planet forms concurrently further out, it can become a sink for solid material that
would otherwise drift to the inner system. This happens when the planet becomes somas-
sive that the fraction of the pebble flux accreted by the planet εPA approaches unity (Ormel
et al., 2017). This fraction can be approximated by

εPA ≈ 0.1×
(

q

10−5

) 2
3
, with q = MPlanet

M?

, (2.24)

and thus the criterion is well in range of, for instance, super-Earths around low-mass stars.
However, since the timescale for accreting some M⊕ of pebbles is only on the order of
∼105 yr (Bitsch et al., 2019a), this process is rather sensitive on the timing of the flux cut-
off. In a scenario with less temporal constraints, the planet in question reaches its pebble
isolation mass, where it locally alters the gas pressure gradient such that the inward drift of
pebbles is halted, which in turn starves the planet from further solid accretion (Morbidelli
& Nesvorny, 2012; Lambrechts et al., 2014; Bitsch et al., 2018b; Ataiee et al., 2018).

Generally spoken, a key difference between classical planetesimal accretionmodels and
pebble accretion is the mobility of solid material within the disk. While the planetesimal
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surface density a planet can tap on is largely set by the initial disk profile, the radial trans-
port (or obstruction) of solids in the pebble accretion picture has a profound impact on
the development of planetary systems. Taking into account or ignoring any of the two
processes thus leads to different outcomes of the final system architectures (e.g., Brügger
et al., 2020). In Chapter 4, I investigate the relations between close-in and distant planets,
and I will discuss the potential influence of pebble accretion on the results of this analysis.

2.2.8 Planet migration

Avariety of different planet-disk interactions have been studied, ranging from the opening
of gaps in gas disks (Lin & Papaloizou, 1979; Papaloizou & Lin, 1984) or dust disks (e.g.,
Paardekooper & Mellema, 2006), to planet-induced spiral density waves (e.g., Goldreich
& Tremaine, 1979; Goldreich & Tremaine, 1980). In this thesis, I shall confine myself to
a case with particularly far-reaching consequences for the architectures of planetary sys-
tems: the migration of planetary orbits through angular momentum exchange with the
surrounding disk. Planets may change their orbital semi-major axes due to gravitational
torques between the gas disk and the planet, which occur at the Lindblad and corotation
resonances (Goldreich & Tremaine, 1979). Low-mass planets (∼0.1 M⊕ – 10 M⊕) perturb
the disk only weakly and experience migration in the Type I regime, where the torques
scale as ∝ M2 (see Armitage, 2018) and the resulting drift timescale is inversely propor-
tional to their mass (Ward, 1997). Lindblad torques are proportional to the local gas sur-
face density and contribute exclusively to inwardmigration. On the other hand, corotation
torques have a complex dependency on the structure and thermodynamics of a disk and,
if they outperform the Lindblad torques, can lead to outward migration (Paardekooper
et al., 2011).

More massive planets (& 3(H/r)3M?, Armitage, 2018) exert a torque on the disk inside
and outside of their location, which in sum pushes gas away from their orbits (e.g., Kley
& Nelson, 2012). The resulting gap is maintained if this torque is larger than the viscous
torque that tends to refill the void (Lin & Papaloizou, 1979, 1986). Trapped in the gap, the
planet migrates in the Type II regime with a rate similar to the viscous timescale (Lin &
Papaloizou, 1986; Ward, 1997; Dürmann & Kley, 2017, however, also see Kanagawa et al.
(2018)).

As planet migration can lead to large-scale displacements of planets during their forma-
tion phase, it has considerable impact on their final semi-major axes, masses, and compo-
sitions (e.g., Kley & Nelson, 2012; Venturini et al., 2020b).
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2.3 Planet observations
2.3.1 Characterization of planets in the Solar System and beyond
Now that we have a basic understanding of how planets come into being, what do we see
of them? Only for a single planetary system one could argue that it was characterized “in
detail”, even though an infinity of open questions prevail. For all planets in the Solar Sys-
tem, we have resolved images in reflected light at the minimum, and some of them were
investigated in situ in various ways and levels of detail (e.g., Fjeldbo et al., 1966; Neuge-
bauer & Snyder, 1966; Avduevskij et al., 1971; Toulmin et al., 1977; Bolton et al., 2017). It
will still be a while for the first geologist to set foot on another planet than Earth, but the
Apollo program has yielded a rich treasure of samples at least from our own Moon (Pa-
panastassiou et al., 1970; Jolliff & Robinson, 2019). Beyond that, in situ measurements at
and samples from minor bodies such as asteroids and comets provide insights about the
building blocks of the Solar System (e.g., Sierks et al., 2015; Galiano et al., 2020). Unsur-
prisingly, our conception of planet formation had been based on the observations in the
Solar System, before the first exoplanets could be detected. Unfortunately, the data we
can obtain about these planets is much less detailed, which is of course due to their much
greater distance from us observers. As pointed out already quite a long time ago by Gior-
dano Bruno (1584), these then hypothetical planets around the fixed stars are too small
and faint compared to their hosts to be observed. While today this spell is partially lifted
and exoplanets can be directly imaged under specific conditions (e.g., Marois et al., 2008;
Lagrange et al., 2010; Macintosh et al., 2015; Chauvin et al., 2017), the majority of them are
detected and characterized via indirect methods not involving resolved images. On the
following few pages, I will introduce those methods relevant for the research presented in
this thesis before showcasing some insights from statistical investigations of the exoplanet
population as a whole in Sect. 2.4.

2.3.2 Orbital parameters
The properties of a planet’s orbit are among themost sought-after attributes of exoplanets,
and to a large degree they determine whether it is detectable or not. Different ways of
defining orbital elements for Keplerian orbits exist; I follow here the scheme in the review
by Perryman (2018). A Keplerian orbit in three-dimensional space is characterized by
seven parameters3:

3In some definitions, the relation between a and P is implied and the number of required orbital elements
reduces to six.
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Orbital period P
The time it takes the planet to complete one orbit. P is a direct observable in methods
relying on the detection of cyclic signals such as planetary transits or RV signatures.

Semi-major axis a
The semi-major axis of the ellipse the orbit follows. a is related to the orbital period P

through Kepler’s third law.

Eccentricity e
A unit-less parameter describing the shape of the orbit, in particular its non-circularity.
For bound orbits, 0 <= e < 1.

Epoch tp
Position of an object on its orbit at a reference time, e.g., its periastron passage. The fol-
lowing angular quantities project a physical orbit into an apparent one; all three depend
only on the orientation of an observer relative to the orbit.

orbit inclination i
The angle between the reference plane (plane of the sky) and the orbital plane. i = 0° for
a face-on orbit.

Longitude of the ascending node Ω
Angle to the ascending node, which is the point on the orbit where the object crosses the
reference plane while moving away from the observer.

Argument of pericentre ω
angular position of the pericenter with respect to the ascending node in the orbital plane.
It is measured in direction of motion. ω becomes arbitrary for e = 0.

2.3.3 The radial velocity technique
When a planet orbits a star, it causes a reflex motion around the common center of mass
or barycenter. This periodic movement of the star can be measured in three ways, all cor-
responding to their own exoplanet detection techniques:

1. Measuring the change of the arrival time of a periodic reference signal that is caused
by the change in light travel time, e.g. pulsar timing. In fact, the first extrasolar plan-
ets, albeit orbiting a rather exotic host, were found with this method (Wolszczan &
Frail, 1992). They orbit the millisecond pulsar PSR-B1257+12 b in orbits with peri-
ods of 98.2 and 66.6 d.
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2. Obtaining time series of the angular position on the sky plane (astrometry). This
technique, while reserved for nearby stars, has the unrivaled advantage of enabling
the solution of the complete orbital elements, including information on the copla-
narity of multi-planet systems. While only few planets have been discovered with
thismethod to date, the astrometric detection of presumably thousands of planets by
the Gaia mission is imminent through its microarcsec-precision all-sky survey (Per-
ryman et al., 2014).

3. A complementary method to astrometry is measuring the star’s displacement along
the line of sight, the Doppler or RV technique. A large fraction of the exoplanets
detected so far have been discoveredwith thismethod, and it is often used to confirm
transiting planet candidates.

Here, I will focus on the RVmethod, as it will be relevant for Chapters 4, 5, and 6. As a star
with a planetary companionmoves around their common center ofmass, its velocity along
our line of sight varies, and its spectral lines will be subject to periodic Doppler shifts. The
detection method therefore involves repeated spectroscopic observations fromwhich one
extracts radial velocitymeasurements. For the purpose of planet detection, the total values
of thesemeasurements are irrelevant - what one is after are periodic signals in the RV data,
whichmay reveal an orbiting companion (but several false positive scenarios exist). While
in the case of a planet on a circular orbit such signals are sinusoidal, for eccentric orbits
they can assume a range of shapes depending on the specific values of e and ω (Perryman,
2018). In other words, the signal shape also depends on the orientation of the viewer. If
the star hosts a planetary system, its RV time series are a superposition of the radial motions
induced by all orbiting planets, where each signal has its own amplitude and period.

The radial velocity semi-amplitude

How strong is this signal for realistic orbital and planetary parameters? In its most com-
mon expression, the radial velocity semi-amplitude is given by

K =
(2πG
P

)1/3 Mp sin i
(M? +Mp)2/3

1
(1− e2)1/2 , (2.25)

where M? and Mp are the stellar and planetary mass, respectively, G is the gravitational
constant, P is the period of the planet’s orbit, e is its eccentricity, and i is its inclination
relative to our line of sight (Cumming et al., 1999). If the mass of the star M? can be
estimated from its spectral type,Mp sin i can be determined. However, since the inclination
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can not be constrained bymeasuring radial velocity alone, an unknown factor sin i remains
and only a lower limit to the planet mass can be obtained. In the special case of a circular
orbit and Mp << M?, the amplitude of the then sinusoidal velocity variations can be
expressed as (Torres et al., 2008)

K = 28.4 ms−1
(
P

1 yr

)−1/3 (
Mp sin i
MJ

)(
M?

M�

)−2/3

. (2.26)

As is evident from this relation, the amplitude of a planetary Doppler signal is sensitive
on a planet’s mass, inclination, and orbital distance, as well as on the stellar mass. A
hypothetical Jupiter-mass planet on a 1 d orbit around a solar-type star induces a signal
with an amplitude of 0.2 km s−1 for i = 90° (Struve, 1952).

Periodogram analysis

A central step in the search of planetary signals in RV time series is the search for peri-
odic signals in the data, which are typically unevenly spaced and noisy. One well-known
method is the Lomb-Scargle (LS) periodogram (Lomb, 1976; Scargle, 1982), which can
be described as an equivalent to least-square fitting of sine waves. However, since RV
measurements have finite errors and do not generally follow a sinusoidal curve with zero
mean, the method has been shown to be non-robust for planet searches (Cumming et al.,
1999). The Generalized Lomb-Scargle periodogram (GLS, Zechmeister & Kürster, 2009)
avoids some of its shortcomings and includes weights for measurement errors as well as a
treatment for data offsets (Pinamonti et al., 2017). It provides a means for period searches
of the best-fitting Keplerian orbit, even if it is eccentric. Currently, the GLS is the most
widely used method for period searches of planetary signals in RV time series, and I use
it in the periodogram analysis of TIC 237913194 in Chapter 5.

2.3.4 Transit photometry
As of the writing of this thesis, the most successful exoplanet detection technique by num-
bers has been the transit method. In contrast to the RV technique, it does not rely on mea-
suring the color of the light emitted by a star, but rather on precisely estimating its amount.
A transit occurs when an opaque body passes between a star and an observer, who will
notice a decrease in brightness of the star. When this body is an orbiting planet, it causes
periodic repetitions of these dimmings, and they show a characteristic profile defined by
the shapes, sizes, and orbital configurations of the two bodies. How well this light curve
profile can be reproduced depends primarily on the photometric noise level and on the ca-
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Figure 2.5: Light curve profile of a transiting planet. The transit shape is characterized by four con-
tact points I to IV, at which the time derivative of the flux has a discontinuity. The transit duration
T and the durations of the ingress and egress phases τ are determined by the impact paramter
b, which depends on the orbital inclination. For a planet in full transit (b < 1/2R?), The transit
depth δ is governed by the ratio of the planetary and stellar radius. For Earth transiting the Sun,
δ ≈ 84 ppm (Koch et al., 2010). Figure reproduced fromWinn (2010) with kind permission by the
author.

dence (the average time interval between successive exposures) of the observations. The
key requirement for observing a transit at all is that we observe the planetary orbit edge-
on, that is, with an inclination i ≈ 90°. The probability for such a configuration is small
and a strong function of orbital distance (p ∝ a−1, Borucki & Summers, 1984).

Observables

While transit photometry has been a fruitful planet discoverymethod, it can also constrain
planetary and orbital parameters. Figure 2.5 is a schematic representation of a light curve
showing a single transit. This is the default case: the planet is significantly smaller than
the star and makes a full transit, that is, there exists a phase when the planetary disk lies
completely within the stellar disk4. The shape of the transit light curve can then be char-
acterized by the contact points I to IV. At the points I and IV, the sky-projected distance
4Since we consider exoplanet transits, it is also reasonable to assume that the distance between star and
planet is much smaller than the distance to us observers. The transit depth is thus independent of the
orbital distance of the planet.
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between planet and star equals the sum of their radii, R? +RP, and at the points II and III
the distance equals their difference, d = R? −RP (Winn, 2010). Obviously, the amount of
stellar flux removed by the planet is a function of its size. However, from the transit depth
δ one can determine only the ratio of the planetary and stellar radiiRP/R?. This highlights
the importance of precise stellar radius determinations. Expressed in terms of Earth radii
R⊕ and Solar radii R�, the transit depth

δ = 84 ppm
(
RP

R⊕

)2 (
R?

R�

)−2

. (2.27)

In real observations, the light curve shape is altered by stellar limb darkening, which
decreases the flux toward the edge of the stellar disk. Now, the transit depth in full tran-
sit is not constant as in Fig. 2.5, but instead the bottom of the trough is rather U-shaped.
Limb darkening thus has to be taken into account when fitting light curve models to tran-
sit photometry. The stellar intensity profile can be approximated by a variety of func-
tional forms; linear (Schwarzschild & Villiger, 1906), quadratic (Kopal, 1950), square-
root (Diaz-Cordoves & Gimenez, 1992), logarithmic (Klinglesmith & Sobieski, 1970), and
four-parameter nonlinear laws (Claret, 2000) are common and the best choice largely de-
pends on the photometric noise level (Espinoza & Jordán, 2016).

An additional transit observable is the time of mid-transit T0, which fixes the phase of
the planet on its orbit. If several transit events of the same planet are observed, the time
interval between them directly gives the orbital period P . For an in-depth discussion of
transit light curves and higher-order photometric effects, see Perryman (2018).

Eccentric orbits

When the orbit of a transiting planet has non-zero eccentricity e, the shape of the transit
profile becomes a function of orbital phase. In particular, the transit duration changes by
a factor (1 + e cosω)/(1− e2)1/2 compared to an equivalent circular orbit (Ford et al., 2008).
Depending on the argument of periapsis ω at which we observe the transit, this factor can
be less than unity (close to pericenter) or larger than unity (close to apocenter). Unless
the transit occurs at peri- or apocenter, the transit light curve will further be asymmetric
due to different ingress and egress durations. However, even under favorable conditions
such as for HD 147506b (e = 0.507, transit at true anomaly f0 = 4.64 rad (Bakos et al.,
2007)) the asymmetry is of order 10−6 and barely detectable. Furthermore, planets on
eccentric orbits are more likely to transit by a factor of (1− e2)−1 (Barnes, 2007).
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Light curve fitting

To extract physical parameters from photometric observations, a theoretical light curve
model is fitted to the photometric time series. In the commonBayesian approach, posterior
probability distributions of these parameters are obtained by approximating a likelihood
function numerically with a random sampling algorithm such as Markov Chain Monte
Carlo (MCMC) or nested sampling. One can also combine datasets from multiple ob-
servational techniques and instruments and simultaneously fit parameters of a combined
model (e.g., Espinoza et al., 2016; Günther & Daylan, 2021). This global approach can
even be extended by jointly fitting for stellar properties (e.g. Beatty et al., 2012; Eastman
et al., 2013; Hartman et al., 2019) and the underlying photometric and RV noisemodel (e.g.
Sarkis et al., 2018; Cañas et al., 2019; Luque et al., 2019; Kossakowski et al., 2019; Espinoza
et al., 2020; Schlecker et al., 2020a; Kemmer et al., 2020, and Chapter 5).

The TESS telescope

The photometric data leading to the exoplanet discovery I present in Chapter 5 was ob-
tained with the Transiting Exoplanet Survey Satellite (TESS, Ricker et al., 2014). In contrast
to Kepler, which observed a single 115 square degree field of view throughout its primary
mission (Borucki et al., 2010), TESS has observed almost the entire sky at 30 min cadence
and with observing baselines of 27 d – 351 d in its all-sky survey. The survey was split into
26 partly overlapping sectors of 24 × 96 degree, each of which was observed for about
one month by the spacecraft’s four telescopes. Figure 2.6 illustrates this scanning strategy
and the resulting monitoring times of different celestial regions. The primary goal of this
surveywas to provide a sample of small, transiting planets around bright stars for spectro-
scopic follow-up observations that provide constraints on their masses and atmospheres.
Perhaps the largest contribution of TESS to our understanding of planet formation will
be a significant increase in the number of planets smaller than 4 R⊕ with measurements
of both their mass and their radius, which is accompanied by constraints on their bulk
density (Barclay et al., 2018). Besides this primary objective, the TESS all-sky survey and
its extended mission is contributing to the field of exoplanet demographics by covering a
wide range of stellar properties (Scott Gaudi et al., 2020).

To detect and characterize transit signals, which have typical durations on the order of
hours, a sufficient sampling rate is required. The stars in the TESS Input Catalog (TIC,
Stassun et al., 2018) have each been measured every ∼2 min during observations of their
sector. Photometry of the remaining majority of stars is available from full-frame images,
whichwere observed at a 30 min cadence (Guerrero et al., 2021). The TESS data presented
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Figure 2.6: Field of view and scanning strategy of theTESSprimary survey. a) and b): four cameras
cover each of 26 observation sectors, which partially overlap and are each observed for 27 d. c):
duration of the observations as a function of sky coordinates. The coverage depends on the number
of overlapping sectors and is highest in the continuing viewing zone (dashed line) of the James
Webb Space Telescope (JWST, Beichman et al., 2014), where itwill be able to observe at any time. Figure
originally published in Ricker et al. (2014) under a Creative Commons Attribution 3.0 Unported
License.

in Chapter 5 is based on this observing mode.

2.4 Exoplanet demographics
The exoplanet discovery and characterization methods outlined above are able to provide
constraints on the properties of planets, their orbits, and their host stars. While interesting
on their own, the real power of these parameters for exploring planet formation physics
comes into play when their statistical distributions can be determined. This is the craft of
exoplanet demographics, some of which most interesting findings I would like to present
here.

2.4.1 Biases and caveats
Several known caveats limit the validity of demographic studies, and most of them can
be categorized as either selection effects that arise from the selection of targets with certain
properties, or detection biases where the likelihood of a detection varies with (astrophys-
ical or instrumental) properties. Selection effects that may impede or bias demographic
studies include:

• targeting of inactive stars with low “RV noise”, particularly closeby and/or popular
stars (e.g., Anglada-Escudé et al., 2016; Ribas et al., 2018)
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• selection of stars with higher a-priori occurrence or detection probability, e.g., low-
mass stars where RV signals are enhanced (Kürster et al., 2003, compare Eqn 2.25)
and where transit signals are stronger due to the smaller stellar radius

• avoidance of giant stars due to pulsations that can mimic planetary signals (but see
Frink et al., 2002; Zechmeister et al., 2008). The fact that highly eccentric planets
can be better disentangled from such stellar signals may add another bias in the
eccentricity distribution.

• avoidance of binary systems

• changes of the observing strategy (e.g., increasing the number of measurements
when a candidate signal is found or stopping to observe a star that turned out to
be active)

• non-consideration of the Galactic environment, i.e., stellar clustering (Winter et al.,
2020)

• non-consideration or biased sampling of stellar age, which can affect demographic
features (e.g., David et al., 2020)

• biases introduced by the subsequent data analysis, for example at “detrending” pho-
tometric or RV time series.

Most of these issues can be mitigated by a well-defined (e.g., volume complete) target
sample, or at least by a clear definition of the selection function and rigorous tracking (or
better avoidance) of strategic decisions during an ongoing survey.

Detection biases, on the other hand, are inherent to the discovery method. I list here only
some of the most impactful effects on exoplanet demography. For instance, the transit
method is strongly affected by the geometrical transit probability, which for a planet on
a randomly oriented, circular orbit around a star with radius R? amounts to (Borucki &
Summers, 1984)

p = R?

a
' 0.005

(
R?

R�

)(
a

1au

)−1
. (2.28)

This probability drops steeply with orbital distance, which gives rise to a strong bias to-
ward short-period planets. Adding to this is a bias introduced by the time baseline of the
observations, as usually three transits are required for a detection. This affects in particu-
lar ground-based surveys due to non-continuousmonitoring (e.g., Perryman, 2018; Gibbs
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et al., 2020). In the dimension of planetary radius, the sensitivity is limited through the
minimum difference in relative flux that can still be detected in photometric data (Gaidos
& Mann, 2013, compare Eqn 2.27).

RV searches, too, are biased toward massive planets on short orbits. The amplitude
of the signal we are after scales with the period as K ∝ P−1/3 (compare Eqn 2.25), and
the available time baseline of the observations is further limiting the maximum period at
which a planet can be securely detected. TheRV semi-amplitude is also linearly dependent
on the planetarymass. Assuming ameasurement precision of 1 m s−1 (Fischer et al., 2016),
the just detectable thresholdmass of a planet on a circular orbit around a Sun-like star that
we observe edge-on (i = 90°) is 10 M⊕ (Reiners et al., 2018b). RV discoveries are therefore,
similar to transits, biased toward more massive planets on short orbits.

An additional complication inherent to the RV method is the degeneracy between a
planet’s mass and its orbital inclination – without complementary information, the MP

and sin i terms in Eqn 2.25 cannot be separated (Perryman, 2018). If planetary orbits are
distributed isotropically, the true mass is unlikely to be much larger than the observable
minimum mass (e.g., Mordasini, 2008). However, while an isotropic prior distribution of
orbit orientations may be justified, this does not mean that the posterior distribution of sin i
for a particular observed system is an isotropic one as it depends on the intrinsic distri-
bution of MP (Ho & Turner, 2011). Care must thus be taken when measured minimum
masses are translated to true masses.

2.4.2 A census of exoplanets
One of the first relations found in the then still sparsely populated exoplanet sample was
a correlation between the metallicity of a star and its likelihood to host a giant planet (e.g.,
Santos et al., 2004; Fischer & Valenti, 2005; Johnson et al., 2010): the occurrence rate of
relatively short-period giant planets increases with increasing metallicity. Core accretion
theory readily explains this “metallicity effect” with an enhanced core growth in metal-
rich disks, which in turn facilitates reaching the critical core mass for runaway gas accre-
tion (e.g., Mordasini et al., 2009b).

With the current census of more than 4000 confirmed exoplanets it is now feasible to
statistically evaluate their observables. Figure 2.7 shows parameter distributions of exo-
planets discovered by the most common exoplanet detection techniques. The RV method
is sensitive to a planet’s mass and populates most of the mass-period diagram. On the
other hand, the transit method provides planetary radii and contributes the majority of
planets in the radius-period diagram. Most of the transiting planets have been discovered
by the Kepler mission.
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Discovery Method:

Figure 2.7:Distributions of currently confirmed exoplanets5 inmass-period space (left, includes all
planets with a mass measurement, and for RV-inferred minimum masses, sin i = 1 was assumed)
and radius-period space (right, includes all planets with a radius measurement). With a current
total planet count of 4375, the large diversity of planets is apparent. These diagrams are subject
to observational biases that depend on the discovery method. For instance, the emptiness of the
lower-right corners is entirely due to the low sensitivities in this parameter region. Similarly, the
apparent abundance of “hot Jupiters” (upper left corners) is merely caused by the strong decline
of the transit probability with orbital distance and these planets are strongly over-represented in
the detections (Scott Gaudi et al., 2020).

While the distribution of detected exoplanets is strongly affected by observational biases
and is not representative of the true underlying planet population, several real features can
immediately be identified from the plots:

1. The detected exoplanet sample shows a large variety.

2. There is structure in the distributions.

3. Different detection methods cover different parameter regions.

2.4.3 Features in the exoplanet population
In orbital period ranges where the transit and RV methods are sensitive, both dia-
grams show a scarcity of intermediate masses and sizes around ∼10 M⊕ – 100 M⊕ and
∼4 R⊕ – 10 R⊕, respectively (Mayor et al., 2011). This region of low occurrence was pre-
dicted from core accretion models, where this mass range corresponds to planets with
ongoing runaway gas accretion (Mordasini et al., 2009b). As this process happens on
a short timescale and planets would only attain such final masses if their parental gas
disk disperses within a narrow time window, their occurrence is reduced. It should be
5Based on data from the NASA exoplanet archive, https://exoplanetarchive.ipac.caltech.edu,
queried on 2021-04-29.
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noted that microlensing surveys, which are most sensitive to larger orbital distances of a
few au (Scott Gaudi et al., 2020), are in contrast with these findings. Indeed, based on
the Microlensing Observations in Astrophysics II (MOA-II) survey, Suzuki et al. (2016)
determined a large occurrence of planets with masses similar to Neptune (≈ 17 M⊕). In
Suzuki et al. (2018), a comparison of the same dataset with planet population syntheses
challenges the predicted depth and orbital distance-dependency of the desert and points
to possible gaps in our current theoretical understanding of runaway gas accretion. While
reducing the disk viscosity seems to help reconciling theory and observations (Szulágyi
et al., 2014; Suzuki et al., 2018), the nature and cause of the “sub-Saturn desert” remains
under debate (e.g., Bennett et al., 2021).

Another distinct feature in the radius-period plot is the almost empty triangular re-
gion on short orbital distances and intermediate radii, often termed (hot) “Neptune
desert” (e.g., Szabó & Kiss, 2011; Mazeh et al., 2016). Its origin is not fully understood;
scenarios include the combined effect of gas accretion and planet migration (e.g., Cimer-
man et al., 2017; Dawson & Johnson, 2018), migration to inner disk regions where gas
accretion comes to a halt (e.g., Flock et al., 2019b), high-eccentricity migration (e.g., Mat-
sakos & Königl, 2016), and photoevaporation of planetary atmospheres due to the high
irradiation on close orbital distances (e.g., Owen & Wu, 2013; Lopez & Fortney, 2014; Jin
et al., 2014).

Atmospheric photoevaporation has also been linked to a demographic feature not as
readily seen in the default radius-period plots: based on a selected sub-sample of planets
with precise radius measurements, a bimodal distribution in the radii of small planets has
been discovered (Fulton et al., 2017; Fulton & Petigura, 2018; Hsu et al., 2018; Van Eylen
et al., 2018;Mordasini, 2020). This “radius valley” splits the population of close-in planets
roughly at RP = 2 R⊕ (see Fig. 2.8).

2.4.4 Architectural trends
Besides statistical features on the level of single planets, correlations between planets or-
biting in the same system have been suggested. One of the most controversial such trend
in recent years is the so-called “peas in a pod” pattern. This finding from multi-planet
systems in Kepler data suggests that the planets within a given system tend to be of sim-
ilar size, to have evenly-spaced orbits, and to be ordered in size (Millholland et al., 2017;
Wang, 2017;Weiss et al., 2018; He et al., 2020b). The topic has sparked an extended debate,
as the patterns were suspected to result merely from an observational bias (Zhu, 2020;
Murchikova & Tremaine, 2020). In a recent study, Gilbert & Fabrycky (2020) investigated
the intra-system sizing and spacing trends from an information theoretic perspective and
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Figure 2.8: Valley in the radius distribution of small planets. Left: Radii of planets with precise
radius measurements as a function of their incident stellar flux relative to Earth’s. Two popula-
tions of planets are separated by a gap believed to be sculpted by atmospheric mass loss. Right:
Completeness-corrected radius distribution of planets on orbits with periods shorter than 100 d. A
bimodal distribution separates bare planetary cores at radii less than ∼2 R⊕ from larger planets
with significant atmospheric envelopes. Both plots originally presented in Fulton et al. (2017) and
adapted.

compared Kepler data to synthetic populations from the forward models EPOS (Mulders
et al., 2018) and SysSim (Hsu et al., 2018). They confirm that planets within the same
system tend to be similar in size and find strong evidence for uniform orbital spacing. A
size ordering effect could not be established conclusively.

Particularly interesting for constraints of planet formation theories are conditional oc-
currence rates or occurrence probabilities. An occurrence of planets dependent on the
existence of other planets in the same system would indicate that planet formation is a co-
ordinated process rather than a purely randomone. While this is a rather unexplored area,
some claims regarding intra-system relationships have beenmade. Huang et al. (2016) re-
ported that warm Jupiters (giant planets with orbital periods 10 d – 200 d) tend to have
smaller companions, whereas hot Jupiters with periods shorter than 10 d have none. This
was taken as an indication that warm Jupiters might form in situ. A similar question was
addressed by Schlaufman & Winn (2016), who found that hot Jupiters have comparable
probabilities to have a distant giant companion as warm Jupiters and regard this as evi-
dence against the high-eccentricity scenario of hot Jupiter formation (e.g., Rasio & Ford,
1996). More recently, Zhu &Wu (2018) suggested that the conditional probability of find-
ing a cold Jupiter (P > 400 d) in a system that also hosts a super-Earth is enhanced com-
pared to the general probability of finding a cold Jupiter. If solidified, this suspicionwould
offer an opportunity to discriminate between competing planet formation scenarios. For
example, pure pebble accretion models would, in contrast, predict an anti-correlation be-
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tween these planet types (e.g., Ormel et al., 2017; Owen &Murray-Clay, 2018). Chapter 4
presents an in-depth investigation of Zhu &Wu (2018)’s claim.

2.4.5 Planetary systems around M dwarfs
Of special interest are planetary systems around low-mass stars of spectral class M. Not
only are they the most abundant stars in the Milky Way (e.g., Salpeter, 1955; Chabrier,
2003); they also facilitate the detection of small and low-mass planets due to their small
size and mass (Dressing & Charbonneau, 2013). Many planet search programs are cur-
rently specifically targeting M dwarfs, for instance CARMENES (Quirrenbach et al., 2010;
Reiners et al., 2018b), EDEN (Gibbs et al., 2020), MEarth (Nutzman & Charbonneau,
2008), SPECULOOS (Gillon et al., 2018), or TRAPPIST (Gillon et al., 2016), to name just a
few. The number of available data for demographic studies is therefore rapidly increasing
and has already reached a level where several trends can be made out. One of the ear-
liest such relation is a correlation of giant planet occurrence with stellar mass as well as
with the host star metallicity (Johnson et al., 2010; Bonfils et al., 2013). These trends sup-
port the core accretion paradigm, as more massive andmetal-rich stars host more massive
disks enriched in dust (e.g., Asplund et al., 2005; Mordasini et al., 2009a; Pascucci et al.,
2016; Barenfeld et al., 2016; Ansdell et al., 2016), which provide more solid material for
efficient planetary core formation. The same trend is not apparent for the population
of super-Earths and sub-Neptunes, which have been abundantly detected in Kepler data.
This suggest that the formation of small and intermediate-sized planets is efficient around
low-mass stars, regardless of their metallicity. A somewhat puzzling finding was that the
occurrence rates of these planets are even enhanced around stars less massive than the
Sun (Mulders et al., 2015a). An explanation for this trend has yet to be provided, but a
relation to planet migration has been hypothesized (Mulders, 2018). Tentative evidence
now suggests that this trend also holds within the spectral class M and that planetary
occurrence rates are higher around later M dwarfs (Hardegree-Ullman et al., 2019).

2.5 Population synthesis with global models of
planet formation

As I have motivated in previous sections, planet formation happens in multiple stages
that cover a vast range of spatial and temporal scales. Multiple subfields of physics
are employed to understand the processes happening during these stages, ranging from
(magneto-)hydrodynamics to explain the evolution of gaseous accretion disks to gravita-
tional interactions between the forming planets. None of the processes I introduced above
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is fully understood, and for many of them, direct observational constraints are not attain-
able. Themain “fix points” of planet formationmodels are the observable domains of pro-
toplanetary disks and the detection of fully assembled planetary systems, both with their
intrinsic caveats and biases (see Sect. 2.4). If these observational constraints can be linked
somehow, perhaps with a comprehensive theoretical model, one can hope to gain under-
standing about the physical processes evading our telescopes. This is the promise of planet
population synthesis: based on carefully selected initial conditions and on the current the-
oretical understanding, it produces synthetic planet populations that can be statistically
compared to observed planet samples (Mordasini et al., 2015).

What are the requirements for amodel to achieve this goal? Amajor challenge is that not
all relevant processes happen independently of each other, but instead can be coupled and
must be considered simultaneously. One example is the relation between a planet’s gas
accretion and the opacity of its envelope, which is sensitive on the amount and properties
of solid material it accretes (e.g., Podolak, 2003). Any model that aims to provide an end-
to-end description of planet formation, as required for a self-consistent planet population
synthesis, must take into account all relevant physical processes. However, this is cur-
rently not feasible in the degree of detail that one can employ in simulations focusing on a
single such process. To keep the computational costs within a viable range, the common
approach is to approximate the results of those detailed studies while ensuring that the
effects on the planet formation process are still adequately captured. For instance, the evo-
lution of the protoplanetary disk can be simplified by solving the one-dimensional equa-
tions for axisymmetric disks (see 2.29), and its viscosity can be parametrized (Eqn 2.11,
Shakura & Sunyaev, 1973).

Varying degrees of model complexity and a range of different assumptions were em-
ployed in past population synthesis studies (see, e.g., Ida & Lin, 2004b,a, 2005, 2008;
Thommes et al., 2008; Mordasini et al., 2009a,b; Hasegawa & Pudritz, 2011; Alibert et al.,
2011; Mordasini et al., 2012b; Bitsch et al., 2015; Ndugu et al., 2018; Johansen et al., 2019;
Bitsch et al., 2019a; Izidoro et al., 2019; Lambrechts et al., 2019; Mulders et al., 2020; Alessi
et al., 2017, 2020; Miguel et al., 2020).

Figure 2.9 summarizes various families of planet formation models based on the core
accretion paradigm. Without claim for completeness, these models have all been utilized
in population synthesis studies, where initial conditions are randomly drawn from dis-
tributions motivated by observations. All models use more or less simplified approxi-
mations for the gas disk model, which typically assumes a radial power law distribution
motivated by theMinimumMass Solar Nebula (MMSN) (Weidenschilling, 1977; Hayashi,
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Figure 2.9: Comparison of different population synthesis models and the physical prescriptions
they include.
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1981, see Sect. 2.1.2). The power law is sometimes truncated by an outer exponential term
and/or a term producing an inner disk edge. All gas disk models assume a viscously
evolving disk. Except for the pioneering models by Ida & Lin (2004b) and the Genera-
tion I Bern Model (Alibert et al., 2005), all models adopt some prescription of disk irradi-
ation by the central star. The latter included a sink term for photoevaporation in the disk
evolution but the disk temperature structure is not affected. Where stellar irradiation is
included, the evolution of the star is only taken into account in some of the models. The
single-embryo-per-disk approximation has been popular, as N-body treatments that ac-
count for gravitational interactions between planets are notoriously expensive. However,
this has been acknowledged as a major shortcoming for models aiming at reproducing
systems of small planets, which frequently occur in multiple systems and often in com-
pact configurations (e.g., Lissauer et al., 2011; Latham et al., 2011; Mayor et al., 2011).
Their mutual interaction may lead to orbital excitations, but also to giant collisions and
ejections from the system. It also affects orbital migration through captures into mean
motion resonances, which under certain conditions can even reverse the migration direc-
tion (Masset & Snellgrove, 2001). This characteristic was leveraged in the “Grand Tack”
model to reproduce the final layout of planets in the Solar System (Walsh et al., 2011). As
computing power became more accessible, most authors have turned to employing multi-
planet models. Solid accretion is in most of the current models planetesimal-based, and
differences exist in which accretion regime is being modeled (compare Sect. 2.2.1). Some
modelers have implemented the emerging paradigm of pebble accretion (see Sect. 2.2.7)
using various prescriptions. Remarkably, there is still a lack of comprehensive population
syntheses that take into account both solid accretionmodes (but see Coleman et al. (2019);
Brügger et al. (2020) for groundbreaking work). All currently employedmodels take into
account both major types of planet migration: the typically rapid Type I migration due to
excitation of density waves in the disk, and the slower Type II migration experienced by
massive planets that have opened a disk gap (see Sect. 2.2.8). Some older models used an
artificial reduction factor for Type I migration to prevent toomany planets frommigrating
into the star. Throughout the list, gas accretion onto planets is not modeled in state-of-the-
art detail (e.g., Marleau et al., 2017; Moldenhauer et al., 2021), which would be intractable
for a Monte Carlo approach, but instead it is approximated. A common way to do this is
to calculate an accretion rate depending on the envelope contraction given by the Kelvin-
Helmholtz timescale (Ikoma et al., 2000). The more complex approach is to numerically
integrate one-dimensional structure equations (Bodenheimer & Pollack, 1986), which is
followed by the family of Bern models (Alibert et al., 2005, 2013; Mordasini et al., 2012b;
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Emsenhuber et al., 2020a). Additional effects that are not covered by every model are the
evolution of the internal structure of planetary atmospheres, and in particular their loss in
the evolutionary phase after the disk has dissipated (Mordasini, 2018). The Bern models
include photoevaporative mass losses from its second generation on (Jin et al., 2014). In
its latest version, also Deuterium burning in massive planetary envelopes as well as vari-
ational stellar masses (Burn et al., in press) are covered. A new development already in
preparation will be a self-consistent formation treatment of planetary embryos (Voelkel
et al., in prep.).

In this thesis, I utilize the Generation III Bern global planet formation and evolution
model (Emsenhuber et al., 2020a) to simulate planetary systems. The resulting synthetic
planet populations are investigated in Chapters 3, 4, and 6. The following summary of the
inner workings of the model is based on Schlecker et al. (2020b).

2.5.1 The Generation III Bern model
This semi-analytical model couples the evolution of a viscously-spreading protoplan-
etary disk with planet formation following the core accretion paradigm (Perri &
Cameron, 1974; Mizuno et al., 1978; Mizuno, 1980) and a planet migration scheme (both
Type I (Paardekooper et al., 2011) and Type II (Dittkrist et al., 2014)). Solids are ac-
creted via planetesimals in the oligarchic regime (Ida &Makino, 1993; Ohtsuki et al., 2002;
Thommes et al., 2003). Multiple planets can form in the same disk and their mutual grav-
itational interaction is modeled via an N-body integrator. The model is based on earlier
work, where Alibert et al. (2005); Mordasini et al. (2009a) simulated the single embryo
case, Mordasini et al. (2012c,b) combined the formation phase with long-term evolution,
and Alibert et al. (2013) included a formalism for concurrent formation of multiple proto-
planets inside a single disk. For a thorough description of the Generation III Bern Model
and an outline of recent advancements of the framework, we refer to Emsenhuber et al.
(2020a). Additional reviews are provided in Benz et al. (2014) and Mordasini (2018).

Disk model

The gas diskmodel describes the evolution of a viscous accretion disk (Lüst, 1952; Lynden-
Bell & Pringle, 1974) using an α parametrization as in Shakura & Sunyaev (1973, see
Eqn 2.11) for the viscosity ν. We chose a viscosity parameter of α = 2× 10−3 that is
constant throughout the disk and time-independent. This specific value provides realis-
tic stellar accretion rates (Mulders et al., 2017; Manara et al., 2019). The combination of
this viscous accretion with photoevaporative mass loss results in disk lifetimes that are
in agreement with observations (Haisch, Jr. et al., 2001; Fedele et al., 2010; Richert et al.,

45



2 Foundations

2018).
The vertical structure was computed following the approach of Nakamoto &Nakagawa

(1994, compare Sect. 2.1.3) including stellar irradiation under an evolving luminosity of
the star and viscous heating. The stellar luminosity was obtained from tabulated values
(Baraffe et al., 2015).

The initial profile of the gas surface density is based on Eqn 2.1, but with an additional
term to produce an inner disk edge. The resulting profile is given by

Σg(r, t = 0) = Σ0

(
r

R0

)−βg

exp
−( r

Rcut,g

)2−βg
1−

√
Rin

r

 , (2.29)

forming a power law with an exponential decrease at the outer edge. Here, Σ0 is the
initial gas surface density at Jupiter’s semi-major axis, R0 = 5.2 au, βg dictates the slope
of the profile, Rcut,g defines the location of the exponential decrease, and Rin marks the
inner edge of the disk. We considered only the radial dimension and assumed azimuthal
symmetry. For Rin, we adopted inner disk boundaries distributed like the assumed co-
rotation radii of young stars (Venuti et al., 2017). The surface density is described by the
radial power law in Eqn 2.29 with a fixed exponent βg = 0.9 (Andrews et al., 2010).

The gas surface density is affected by gas accretion of the protoplanets, which is calcu-
lated by solving one-dimensional internal structure equations following Bodenheimer &
Pollack (1986), see Emsenhuber et al. (2020a). In addition, photoevaporation acts on the
gas disk and dominates its evolution in the final phase of its lifetime. We model photoe-
vaporation due to high-energy photons by the host star based on themechanismdescribed
in Sect. 2.1.6. Clarke et al. (2001) provide photoevaporativemass loss rates as a function of
orbital distance, which we consider in our disk evolution model (Mordasini et al., 2012c).
In addition, external photoevaporation due to irradiation of hot, nearby stars in the en-
vironment of the protoplanetary system is modeled using the simplified prescription in
Matsuyama et al. (2003). Combining viscous accretion, planetary accretion, and photo-
evaporation, the overall evolution of the gas disk is governed by the viscous diffusion
equation (Lynden-Bell & Pringle, 1974),

∂Σg

∂t
= 1
r

∂

∂r

[
3r1/2 ∂

∂r

(
r1/2vΣg

)]
− Σ̇g,photo − Σ̇g, planet , (2.30)

where Σ̇g,photo and Σ̇g, planet are the sink terms for photoevaporation and accretion onto
planets, respectively. The latter removes gas from the planetary feeding zone. At a plan-
etary gas accretion rate ˙Menv, the gas surface density within the feeding zone depletes
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as
Σ̇g, planet =

˙Menv

π(r2
2 − r2

1) (2.31)

with the feeding zone boundaries r1 and r2 that obey r1 < r2 (Emsenhuber et al., 2020a).
The accretion of solid material is treated similarly. A planetesimal disk provides ma-

terial for planetary cores and evolves depending on the accretion behavior of forming
protoplanets in the disk. It is modeled in a fluid-like description where the dynamical
state of the planetesimals evolves depending on the stirring due to other planetesimals
and protoplanets (Thommes et al., 2003; Chambers, 2006; Fortier et al., 2013). Gravita-
tional back-reactions of planetesimals on planets are not taken into account. Following
Chambers (2006), the planetesimal accretion rate can be approximated as

Ṁcore = ΩΣ̄sR
2
Hpcoll , (2.32)

where Σ̄s is the mean planetesimal surface density in the planetesimal feeding zone, RH

is the Hill radius, and pcoll is the collision probability (Inaba et al., 2001).
To account for the radial drift of particles with low to intermediate Stokes numbers (e.g.,

Weidenschilling, 1977; Birnstiel & Andrews, 2014, see Sects. 2.1.2, 2.2.7), our solid disk is
more compact than the gas disk. This is imposed by a steeper slope in the planetesimal
surface density as well as a decreased solid disk size. We chose a slope index βs = 1.5,
which is similar to the minimum mass solar nebula (MMSN) (Weidenschilling, 1977; El-
bakyan et al., 2020). The exponential cutoff radius, which defines the outer edge of the
solid disk, was set to half the radius of the gas disk (Ansdell et al., 2018).

Planet formation model

Growth of the protoplanetary cores occurs via two channels: planetesimal accretion and
giant impacts (collisions between protoplanets). The planetesimal accretion rate is ob-
tained following the approach of Fortier et al. (2013). The collision probability takes into
account the eccentricity and inclination distributions of the planetesimals following Oht-
suki et al. (2002). Although any unique planetesimal size represents a strong simplifi-
cation, we assumed a uniform value of 300 m. Planetesimals of this size experience suf-
ficient damping by gas drag to ensure viable relative velocities while exhibiting typical
drift timescales that are longer than the disk lifetime (Fortier et al., 2013; Burn et al., 2019).
They have further been shown to provide realistic accretion efficiencies to reproduce the
observed population of exoplanets across various planetary mass regimes (Fortier et al.,
2013).
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The gravity of a protoplanet’s core causes the attraction of gas. Initially, the gas accretion
rate of the planetary envelope is governed by the ability to radiate away the binding energy
released by the accretion of both solids and gas (Pollack et al., 1996). To determine the
envelope mass and its structure, the model solves the one-dimensional internal structure
equations following Bodenheimer & Pollack (1986) (also see Alibert & Venturini, 2019).

During this stage, known as the "attached" phase, the boundary between planet enve-
lope and surrounding disk is continuous. The efficiency of cooling improves with increas-
ing planet mass, so that the gas accretion rate increases with time. This can eventually
result in a runaway accretion of gas, where the accretion rate exceeds the amount of gas
that can be supplied by the disk. When this happens, the envelope is no longer in equi-
librium with the surrounding disk and contracts (Bodenheimer et al., 2000). In this "de-
tached" phase, the internal structure equations determine the planet radius (Mordasini
et al., 2012c).

Orbital migration

While embedded in a disk, planets undergo orbital migration per exchange of angular
momentum with the surrounding gas (Goldreich & Tremaine, 1980). Low-mass planets
embedded in the disc migrate in the Type I regime, while massive planets open a gap and
migrate in the Type II regime. We consider non-isothermal Type I migration following
Paardekooper et al. (2011) with a reduction of the co-rotation torques due to the planet’s
eccentricity and inclination followingColeman&Nelson (2014). For the Type IImigration
rate, we follow Dittkrist et al. (2014) and use the fully suppressed, non-equilibrium radial
velocity of the gas. To determine the point for transition from Type I to Type II, we use the
gap opening criterion by Crida et al. (2006). No artificial reduction factors are applied.

Long-term evolution

After the dispersal of the protoplanetary disk due to the combination of viscous accre-
tion and photoevaporation, wemodeled the thermodynamical evolution of each survived
planet until a simulation time t = 10 Gyr. The evolution module starts with a planet’s
internal structure at the end of the formation phase to calculate how it cools and con-
tracts in the long term, including the effects of atmospheric escape, bloating, and stellar
tides (Mordasini et al., 2012c). Besides contraction and accretion, an additional luminos-
ity term arises from radioactive decay of long-lived nuclides (Mordasini et al., 2012b). We
further took into account compositional changes of the planetary core and envelope fol-
lowing the method in Thiabaud et al. (2015).
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N-body interactions

Being a multi-planet simulation, the Bern model includes gravitational interaction among
the growing planets during the formation phase. We employed the Mercury N-body inte-
grator (Chambers, 1999, 2012) to compute the orbital evolution of a system and detect col-
lisions of planets. Orbital migration as well as a damping of eccentricities and inclinations
were included as additional forces. For practical reasons, we stopped the computationally
expensive N-body calculations after a simulation time of 20 Myr.

Monte Carlo sampling

Reflecting the natural variation in disk properties, we performed our simulations as a
Monte Carlo experiment: we repeatedly ran our model with a different set of initial condi-
tions, whichwe sampled randomly from continuous distributions. This approach enabled
us to make quantifiable statistical assessments despite the complex nature of the planet
formation process.

We sampled from among four disk initial parameters: the initial gas disk mass, Mgas,
the dust-to-gas ratio, ζd,g, the mass loss rate due to photoevaporative winds, Ṁwind, and
the inner disk edge,Rin. In addition, we randomly drew the starting locations of planetary
embryos, which are instantly initialized at the beginning of the simulation.

Constraints that can be imposed on the distribution of these parameters through obser-
vations of protoplanetary disks are limited. Where they were not available, we were left
with theoretical arguments. Section 2.5.1 describes the chosen ranges for each random
variable and we show their distributions in Fig. 2.10.

Initial conditions

In this section, I present the motivations behind the chosen distributions for our Monte
Carlo parameters. The specific choices of values refer to the synthetic planet population
NG76, which can be considered our nominal population and which I investigate in Chap-
ters 3 and 4. In the model used for studying M dwarf planetary systems, some of these
Monte Carlo parameters are scaled with stellar mass (see Sect. 2.5.2).

Initial gas disk massMgas

The gas content largely governs the mass of a protoplanetary disk (Ansdell et al., 2016,
however, see Miotello et al. (2016)). While the intrinsic distribution of gas disk masses
is poorly constrained, observations point to masses ranging between 0.1 % and 10 % of
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the stellar host mass (Andrews et al., 2010; Manara et al., 2016). In contrast to previous
population synthesis generations, I consider gas disk masses of earlier times to constrain
thisMonte Carlo variable. Themasses are distributed following a survey of Class I objects,
i.e., of disks that are still engulfed in an outer envelope (Tychoniec et al., 2018). To compute
the gas mass of our computational disk Mgas, I drew log Mgas

M�
from a normal distribution

N (µ = −1.49, σ2 = 0.123) (Tychoniec et al., 2018).
In combination with the disk radius Rcut,g (see below), the resulting initial gas surface

density at a reference radius of 5.2 au, Σ0, varies log-normally with a median of 132 g cm−2.
Note that the range of Mgas was cut to avoid both extremely massive and very low-mass
disks.

Dust-to-gas ratio ζd,g

I assumed that the bulk metallicity of the disk [M/H]disk equals the heavy-element abun-
dances of the protostar and modeled it as a normal distribution with a mean µ = −0.03
and a standard deviation σ = 0.20 that follows the dispersion of stellar metallicities in the
Solar neighborhood (Santos et al., 2005, compare Fig. 2.11).

[M/H]disk is then readily converted to the dust-to-gas ratio of the disk via

ζd,g = Z0 · 10[M/H]disk , (2.33)

where Z0 = 0.0149 (Lodders, 2003). Its distribution is shown in Fig. 2.10. In combina-
tion with the disk’s gas content, the dust-to-gas ratio determines the amounts of solids
available for forming planets.

Photoevaporative mass loss rate Ṁwind

A constraining factor for a system’s ability to build planets is the lifetime of its protoplan-
etary disk. Large IR surveys of young stellar clusters enabled to identify the fraction of
starswith disks as a function of their age, indicating a disk lifetime of a fewMyr (Haisch, Jr.
et al., 2001; Mamajek et al., 2009; Fedele et al., 2010). It is believed that photoevaporation
from high-energy photons, in combination with viscous accretion, is the mainmechanism
for the rapid dispersal of disks at the end of their lifetimes (Clarke et al., 2001; Owen et al.,
2012, see Sect. 2.1.6). I parameterized this effect with amass loss rate Ṁwind, which I varied
such that the distribution of synthetic disk lifetimes is similar to the observed distribution
in Fedele et al. (2010). The parameter was normalized to a hypothetical disk extending to
1000 au and thus does not equal the absolute mass loss rates of our disks.
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Inner disk edgeRin

The physical motivation for an inner edge of the gas disk is the development of a magne-
tospheric cavity (Bouvier et al., 2007), which is thought to extend to the corotation radius,
i.e. the location where the angular velocity of the stellar magnetic field and of the orbit-
ing gas are equal (e.g., Günther, 2013). For the numerical disk, I adopted the orbit radius
corresponding to the rotation period of its host star for Rin. I drew these periods from a
distribution based on recent measurements in the young stellar cluster NGC 2264, which
has an estimated age of 3 Myr (Venuti et al., 2017). The resulting log-normal distribution
has a mean period of 4.74 d and a standard deviation of 0.31 dex.

Disk radiusRcut,g

The sizes of protoplanetary disks are both constrained by observations (e.g., Andrews
et al., 2010, 2018b; Ansdell et al., 2018) and by analytically solving the viscous accretion
disk problem (Lynden-Bell & Pringle, 1974). In the model, the radial extent of the gas
diskRcut,g is not an independentMonte Carlo variable but I computed it fromMgas using a
scaling relationderived frommillimeter continuumemission sizes (Andrews et al., 2018b).
Our disk radii range from roughly 20 au to 150 au.

The solid material is represented by a continuous disk of solids. To take into account
spatial concentration due to inward drift of solid material (Weidenschilling, 1977), its size
is initially half of that of the gas disk. This choice of scaling is motivated by millimeter
observations of the Lupus star-forming region, which suggest a factor of two difference
between gas and dust disks (Ansdell et al., 2018).

Starting location of planet embryos astart

For each system, I inserted 100 planetary seeds with a starting mass of 0.01 M⊕ into the
disk. The initial location of these embryos were randomly drawn from a log-uniform dis-
tribution in semi-major axis. This follows N-body simulations of planetary embryos that
found oligarchs spaced by a few Hill spheres, that is, their separations are proportional
to their orbital distance (Kokubo & Ida, 2000). The roughly Moon-mass seeds were dis-
tributed from the inner edge of the disc Rin up to 40 au with the additional constraint that
no embryo was placed closer than 10 Hill radii to another.

For a more detailed description of the observational and theoretical grounds of these
Monte Carlo parameters, I refer to Mordasini et al. (2009a,b), Mordasini et al. (2012b)
and Emsenhuber et al. (2020b).
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Figure 2.10:Cumulative distribution ofMonte Carlo parameters. The disk initial conditions, which
were drawn randomly from these distributions for each simulation, comprise the initial gas disk
mass Mgas, the dust-to-gas ratio ζd,g, the photoevaporative mass loss rate Ṁwind, the inner disk
edge Rin, and the starting locations of the planetary embryos astart.
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Figure 2.11:Distribution of host starmetallicities. Upper panel: Frequency normalized to one. Lower
panel: Empirical distribution function showing the fraction of host stars that are less than or equal
to the specified metallicity. Dashed lines denote the borders of the metallicity bins used in this
study.

Table 2.1 shows the distributions ofMonte Carlo parameters chosen for our simulations,
as well as additional parameters that were kept fixed.

2.5.2 M dwarf population synthesis
Planet-targeted observations of low-mass stars are gaining momentum and promise valu-
able insights due to the possibly different formation conditions of the planets they host. It
is thus very timely to match these observational advances with dedicated theoretical stud-
ies of M dwarf planetary systems. In Chapter 6, I present a statistical analysis focusing
on planets around low-mass stars of spectral type M. For this purpose, our collaboration
adapted the Generation III Bern Model to the M dwarf regime of host stars (Burn et al., in
press).
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Table 2.1:Model parameters for the NG76 multi-planet population

Parameter Symbol Distribution Range or Median+84%
−16%

Fixed Parameters
Stellar Mass – 1 M�

Disk Viscosity α – 2× 10−3

Power Law Index (Gas) βg – 0.9
Power Law Index (Solids) βs – 1.5
Radius of Planetesimals – 300 m
Number of Planet Seeds – 100

Mass of Planet Seeds – 0.01 M⊕
Monte Carlo Parameters

Host Star Metallicity [Fe/H] normal −0.03± 0.20
Initial Gas Surface Density at 5.2 au Σ0 log-normal 132+37

−27 g cm−2

Inner Disk Radius Rin log-normal 4.74+4.94
−2.42 d

Gas Disk Cutoff Radius Rcut,g log-normal 56+36
−21 au

Solid Disk Cutoff Radius Rcut,s log-normal Rcut,g/2
Photoevaporation Efficiency Ṁwind log-normal (1.0+2.2

−0.7)× 10−6 M�/yr
Starting Position of Planet Seeds astart uniform in log a Rin to 40 au

Derived Parameters
Initial Gas Disk Mass Mgas log-normal 0.03+0.04

−0.02 M�
Initial Solid Disk Mass Msolid ∼ log-normal 95+147

−55 M⊕
Dust-to-gas Ratio ζd,g log-normal 0.02+0.01

−0.01
Disk Dispersal Time tdisk – (3.2+1.9

−1.0)× 106 yr

Notes. Upper panel: Initial conditions that are fixed for each simulation. Middle panel: Monte
Carlo parameters that are drawn randomly. Lower panel: Quantities that are derived from or con-
trolled by other parameters. Upper and lower limits denote 84th and 16th percentiles, respectively.

Scalings with stellar mass

Besides the mass and luminosity profile of the host star, we scaled the following parame-
ters with the mass of the star:

• As outlined in Sect. 2.1.2, we assume that the position of the inner disk edge is
proportional to the equatorial rotation rate of the host star, such that its position cor-
responds to the co-rotation radius. Scalings of T Tauri rotation rateswith stellarmass
are under debate; we therefore adopt a mass-independent log-normal distribution
of rotation periods from Venuti et al. (2017).

• Multiple sources report a stellar mass-scaling of the gas disk masses of protoplane-
tary disks (e.g., Pascucci et al., 2016; Ansdell et al., 2016; Barenfeld et al., 2016). While
determining the specific shape of the scaling law is non-straightforward (compare
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Burn et al., in press), we adopted a linear scalingMgas,0 ∝M?.

• Sincewe do not consider a stellar-mass dependency of the stellarmetallicity, we com-
puted the total planetesimal disk mass by multiplying the gas disk masses with
spectroscopically measured metallicities in the solar neighborhood (Santos et al.,
2003).

• The gas disk radii are coupled to the disk masses and thus scale with host star mass.
Following Andrews et al. (2010, 2018b), we adopt a scaling relationMgas,0 ∝ R1.6

disk.

• As in the nominal solar-type model, our dust disk radii are by a factor of 0.5 smaller
than the gas disk radii (Ansdell et al., 2018).

• We initially place 50 planetary embryos into each disk. Their mass does not scale
with stellar mass and is kept fixed at 10−2 M⊕. As in the model for solar analogs, the
starting position of each embryo is drawn from a log-uniform distribution in orbital
radius with an additional requirement of a distance > 10 mutual Hill radii to the
next embryo. Embryos are placed between the inner disk edge and an outer limit,
which is at 40 au for solar-type stars and is scaled as (M?/M�)1/3.

• The distribution of disk lifetimes remains the same as in the solar-mass models,
since there are currently no conclusive constraints on this parameter as a function of
stellar mass.

Besides these Monte Carlo parameters, there are additional processes we model that are
affected by a difference in stellar mass. These are:

• the gas disk evolution, as viscous heating and irradiation vary with M? (Hueso &
Guillot, 2005)

• the evolution of e and i of the planetesimals, which depend on planetesimal Hill
radii (Rafikov, 2004)

• the planetesimal accretion rate, which scales linearly with planetary and planetesi-
mal mutual Hill radius (Fortier et al., 2013)

• the fraction of ejected planetesimals, which depends on the escape velocity

• the orbital evolution of the planets due to planet-disk interactions (see Burn et al.,
in press)
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• tidal migration rates, which are lower for lower stellar masses (Benítez-Llambay
et al., 2011)

The NGM synthetic planet population

Using the adapted planet formation model outlined above, we computed a dedicated
M dwarf planet population termed “NGM”. It is organized as a grid in stellar mass, where
we simulated 1000 systems for each of the five host star masses 0.1 M�, 0.3 M�, 0.5 M�,
0.7 M�, and 1.0 M�. Due to some failed simulations, the finalNGM population consists of
4996 systems (for a detailed breakdown, see Tab. 6.1). Each of these systems started with
50 planetary embryos initially injected into the disk; a number that reduces during the sim-
ulations due to collisions, ejections from the system, and accretion onto the star. At a sim-
ulation time of t = 5 Gyr, we “observe” the remaining synthetic population, which then
consists of roughly 20,000 planets. Table 2.2 gives some insight into the composition of the

Table 2.2: Fraction of systems harboring different planet types in the NGM M dwarf planet popu-
lation. Table adapted from Burn et al. (in press)

Stellar mass [M�]
Planet type 0.1 0.3 0.5 0.7 1.0
MP > 1 M⊕ 0.44 0.77 0.88 0.91 0.95
Earth-like 0.70 0.88 0.89 0.89 0.84
Super-Earth 0.19 0.54 0.71 0.78 0.79
Neptunian 0.01 0.08 0.17 0.22 0.27
Sub-giant 0.00 0.00 0.02 0.03 0.05
Giant 0.00 0.00 0.02 0.09 0.19

final population by listing, for each stellar mass bin, the fractions of systems that host cer-
tain planet types. These fractions are defined as the number of systems containing at least
one respective planet type divided by the total number of systems in the sub-population.
They do not take into account intra-systemmultiplicities and thereby differ fromplanetary
occurrence rates. We distinguish between: planets more massive than Earth; Earth-like
planets with masses 0.5 M⊕ – 2 M⊕; super-Earths with masses 2 M⊕ – 10 M⊕; Neptunian
planets with masses 10 M⊕ – 30 M⊕; sub-giants with masses 30 M⊕ – 100 M⊕; and giant
planets with massesMP > 100 M⊕ (Burn et al., in press). The most pronounced features
and trends with stellar mass are:

• a high fraction of systems with planets more massive than Earth that increases with
higher stellar mass,
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• a high fraction of intermediate-mass M dwarfs hosting Earth-like planets,

• an increasing fraction of systems containing super-Earths or Neptunian planets with
increasing stellar mass,

• a strong stellar mass-dependency of the formation of sub-giants and giant planets,
which do not occur around stars less massive than 0.5 M�,

• a general scarcity of these planet types.

The NGM population is discussed in greater detail in a dedicated publication by Burn et
al. (in press).
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3 Predetermination of Planet Types in Global
Core Accretion Models

The content of this chapter is based on the publication Schlecker et al. (2021, in press),
in Astronomy & Astrophysics. It is part of the paper series “The New Generation Planetary
Population Synthesis (NGPPS)”.

Details of authorship: I am the corresponding author of the study, which resulted from
an internship of the second author Dang Pham at the Max Planck Institute for Astron-
omy (MPIA). I devised the original project, served as direct advisor for Dang Pham and
eventually prepared the manuscript and figures. Dang Pham performed the comparison
of clustering methods and their hyperparameters and wrote the code for this task. He
further contributed Figure 3.1 and helped drafting the sections on clustering algorithms
and their selection (Appendix A.1). Remo Burn aided in interpreting the results, deriv-
ing the boundary conditions for giant planet formation (Sect. 2.2), and structuring the
manuscript. Yann Alibert and Christoph Mordasini provided direction and coordinated
the study within the paper series of NGPPS. Alexandre Emsenhuber is the lead author
of the updated planet formation model this study utilizes and helped formulating the
description of the model. Thomas Henning, Hubert Klahr, and Lokesh Mishra provided
advice during the project and gave critical feedback on the manuscript.
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3.1 Motivation
One of the most remarkable findings in recent years of exoplanetology has been the enor-
mous diversity of planetary systems (e.g., Ribas & Miralda-Escudé, 2007; Howard et al.,
2012; Fressin et al., 2013; Petigura et al., 2013a; Mulders et al., 2015b; Hobson & Gomez,
2017; Brewer et al., 2018; Owen&Murray-Clay, 2018; Hsu et al., 2019; Bryan et al., 2019; He
et al., 2020a). The rapidly increasing number of confirmed planets improves our ability
to explore this diversity and to understand its origins. To this end, a variety of physical
mechanisms that influence the formation and evolution of planetary systems, and there-
fore shape their demographics, have been investigated. I have reviewed the ones consid-
ered most important at present in Chapter 2. Intensively studied mechanisms include the
evolution of accretion disks (e.g., Lüst, 1952; Lynden-Bell & Pringle, 1974; Pringle, 1981),
their interaction with embedded planets that may result in orbital migration (e.g., Gol-
dreich & Tremaine, 1979; Tanaka et al., 2002; D’Angelo et al., 2003; Paardekooper et al.,
2011; Dittkrist et al., 2014), how these protoplanets form and grow by accreting solid com-
ponents and gas (e.g., Bodenheimer & Pollack, 1986; Ida & Makino, 1993; Pollack et al.,
1996; Thommes et al., 2003; Fortier et al., 2013), their gravitational interaction among each
other (e.g., Chambers et al., 1996; Raymond et al., 2009), photoevaporation of both pro-
toplanetary disks (Hollenbach et al., 1994; Clarke et al., 2001; Alexander et al., 2014) and
planetary atmospheres (Lammer et al., 2003; Owen & Jackson, 2012; Jin et al., 2014), and
the long-term evolution of planets and their atmospheres (e.g., Bodenheimer & Pollack,
1986; Guillot, 2005; Fortney & Nettelmann, 2010; Mordasini et al., 2012c). While all these
processes leave an imprint on the final planetary systems, observing them while they are
in action has proven to be very challenging and was possible only in rare cases (e.g., Kep-
pler et al., 2018). Global models of planet formation can mitigate this shortcoming by
combining as many relevant physical processes as possible and simulating the growth
and evolution of planets in an end-to-end fashion. Thereby, they provide a link between
properties of disks and observables of the resulting planets. When employed within a
Monte Carlo experiment with distributions of initial conditions, synthetic planet popula-
tions can be produced and statistically evaluated (e.g., Ida & Lin, 2004a; Mordasini et al.,
2009a; Ndugu et al., 2018). Such population synthesis frameworks are increasingly able
to produce different kinds of planets, from terrestrial-sized rocky planets to gas giants,
using the same formation model.

The core accretion scenario (Perri & Cameron, 1974; Mizuno et al., 1978; Mizuno, 1980),
in which a solid planetary core forms that may subsequently accrete a gaseous envelope,
has been recognized as the most common planetary formation avenue. Concerning the
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problem of how this solid core grows, two different approaches have emerged: commonly,
the growth of the solid component has been modeled as the accretion of ∼km-sized plan-
etesimals (e.g., Ida & Makino, 1993; Thommes et al., 2003). Under this assumption, the
thresholds in the disk properties responsible for the emergence of different planet types
are determined by the availability of planetesimals at the position of a growing planet
and by the timescale for accreting them (Lissauer, 1987, 1993; Kokubo & Ida, 2000). In
recent years, a growing body of literature includes the accretion of mm to cm-sized “peb-
bles”, whose motions are decoupled from the gas disk (Ormel & Klahr, 2010; Lambrechts
& Johansen, 2012; Ndugu et al., 2017, see Sect. 2.2.7). Here, the resulting radial motion of
the particles causes an interrelation between the inner and outer regions of the disk (Mor-
bidelli & Nesvorny, 2012; Lambrechts & Johansen, 2014; Ormel et al., 2017).

Both approaches have allowed the unambiguous predetermination of planetary param-
eters from initial conditions (e.g., Kokubo & Ida, 2002; Ida & Lin, 2004b; Lin et al., 2018).
However, with ever more sophisticated models of increasing complexity, it is uncertain
whether these relationships persist. In particular, the inclusion of N-body treatment of
protoplanets could destroy these connections due to the chaotic component it introduces.
A number of studies have addressed this problem in different ways, either by categoriz-
ing the outcomes of simulations with different initial conditions (Mordasini et al., 2009a,
2012a; Bitsch et al., 2015, 2018a; Miguel et al., 2020), or by relating synthetic populations
to the observed sample of exoplanets (Mordasini et al., 2009a; Chambers, 2018; Fernandes
et al., 2019; Mulders et al., 2020) or transitional disks (Chaparro Molano et al., 2019). A
main limitation of these advances has been their restriction to a particular region of the
planetary parameter space.

Recent advancements of our formation model (Emsenhuber et al., 2020a) now allow
for an extension of these investigations to the full range of currently known planet types.
Therefore, in this study, I statistically assess the relations between a number of rele-
vant disk properties and the emerging planet types in the context of the core accretion
paradigm. To this end, I investigate synthetic planet populations computed with the Gen-
eration III BernModel of planet formation and evolution (Emsenhuber et al., 2020a). The
publication this chapter is based on (Schlecker et al., 2021, in press) is part of theNGPPS se-
ries of papers. Previous studies in this series have presented populations from this model
with different numbers of planets per system (Emsenhuber et al., 2020b) and varying host
star masses (Burn et al., in press). Here, I focus on two populations of systems around
solar-type stars: NG73 for isolated single planets, and NG76 with 100 planetary embryos
growing concurrently (Emsenhuber et al., 2020b). I thereby take care to follow a purely
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data-driven approach and do not presuppose planet types motivated by observations or
theoretical arguments.

This chapter is divided into six sections. In Sect. 3.2, I describe the formationmodel and
introduce the synthetic planet populations. I then present a cluster analysis performed on
these populations in Sect. 3.3. Section 3.4 investigates towhat degree the identified clusters
of similar planets can be predicted from properties of protoplanetary disks. In Sect. 3.5,
I interpret our results and discuss their implications for planet formation. I conclude by
summarizing our findings in Sect. 3.6.

3.2 Planet population synthesis
This work analyzes synthetic planet populations for solar-mass host stars from the Gener-
ation III Bern global model of planet formation and evolution (Emsenhuber et al., 2020a,
see Sect. 2.5.1). The formation part of the model combines the evolution of a protoplan-
etary disk with both gas and solids components, the growth and determination of the
internal structure of protoplanets, their dynamical interactions and gas-driven planetary
migration.

The gas disk ismodeled as a viscously accreting disk (Lüst, 1952; Lynden-Bell & Pringle,
1974; Pringle, 1981) with an α-parametrization (Shakura & Sunyaev, 1973) for the turbu-
lent viscosity. The vertical structure is computed followingNakamoto&Nakagawa (1994)
and Hueso & Guillot (2005) under an evolving luminosity of the star (Baraffe et al., 2015).
The solid disk component is modeled in a fluid-like description where the dynamical
state of planetesimals is given by the stirring due to other planetesimals and protoplan-
ets (Thommes et al., 2003; Chambers, 2006; Fortier et al., 2013).

The formation of protoplanets follows the core accretion paradigm (Perri & Cameron,
1974; Mizuno et al., 1978; Mizuno, 1980) with planetesimal accretion in the oligarchic
regime (Ida & Makino, 1993). We calculate the structure of the planetary envelopes by
directly solving one-dimensional internal structure equations (Bodenheimer & Pollack,
1986). Initially, gas accretion is limited by the ability of the planet to radiate away the
gravitational energy release by accretion of solids and gas (Pollack et al., 1996; Lee & Chi-
ang, 2015). At this stage, the internal structure is used to compute the gas accretion rate.
Once a planet exhausts the supply from the gas disk (either because cooling becomes ef-
ficient or because the disk disperses), the envelope is no longer in equilibrium with the
disk and contracts (Bodenheimer et al., 2000). In this detached phase, the internal structure
equations are used to determine the planet’s radius. The formation stage also includes gas-
driven planetary migration in the Type I (Paardekooper et al., 2011) and Type II (Dittkrist
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et al., 2014) regimes.
The planetary seeds start with a mass of 0.01 M⊕ and are inserted with random initial

orbital distances astart drawn from a log-uniform distribution between the inner disk edge
and 40 au. Whenmultiple embryos are present in the same disk, their gravitational interac-
tions aremodeled during the first 20 Myrusing the MercuryN-body integrator (Chambers,
1999). After this time, the model switches to the evolutionary stage. Here, the thermody-
namical evolution is calculated for each planet individually up to a simulation time of
10 Gyr. This stage includes atmospheric loss via photoevaporation (Jin et al., 2014) and
tidal migration. As a result, the model is able to compute the planets’ masses, radii, and
luminosities as a function of time.

For a thorough description of the Generation III BernModel and an outline of recent ad-
vancements of the framework (Alibert et al., 2005; Mordasini et al., 2009a, 2012c,c; Alibert
et al., 2013), we refer to Emsenhuber et al. (2020a).

Synthetic planet populations are produced by running the model in a Monte Carlo
scheme, where initial conditions are drawn randomly from distributions motivated by
observational (Santos et al., 2003; Lodders, 2003; Andrews et al., 2010; Venuti et al., 2017;
Ansdell et al., 2018; Tychoniec et al., 2018) or theoretical constraints (Dra̧zkowska et al.,
2016; Lenz et al., 2019). The distributed variables include the initial gas disk mass Mgas,
the inner edge of the disk rin, its dust-to-gas ratio ζd,g, the mass loss rate due to photoe-
vaporative winds Ṁwind, and the starting locations of the planetary seeds astart. The values
or distributions of all model parameters are listed in Tab. 2.1 and are motivated in detail
in Emsenhuber et al. (2020a) and Emsenhuber et al. (2020b).

Our goal is to uncover characteristic links between these properties and the emerging
planet types, which requires to robustly define the latter first. This step may be impaired
by the stochasticity of an N-body treatment that smears the boundaries between clusters
of similar planets. We thus examine both a populationwith a single planet per system and
a population with multiple planets per system. For the single-planet population, called
NG73, 30,000 systems were simulated. In 29,455 systems the planet was not accreted onto
the star and is still present after 5 Gyr, which we consider as time of observation.

To consider the impact of gravitational interactions among planets, we investigate the
multi-planet population NG76 and compare it to the single-planet case. In each of its sys-
tems, an initial set of 100 protoplanets competed formaterial and interacted gravitationally.
All other boundary conditions were left the same, and the Monte Carlo parameters were
drawn from the same distributions. The N-body module integrated for 20 Myr to cover
the entire formation phase with planets still embedded in the disk, as well as an appro-
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priate subsequent evolutionary era without disk interaction (Emsenhuber et al., 2020a).
Out of the 1000 simulated systems, 32,030 planets survived until t = 5 Gyr. For detailed
descriptions of both planet populations, see Emsenhuber et al. (2020b) and Schlecker et al.
(2020b).

3.3 Cluster analysis
A cluster analysis aims at identifying groups of entities that share similar properties in
a specific set of parameters. In our case, we aim to explore which distinct planet species
emerge from our planet formationmodel and how they compare to observed (exo-)planet
types. Accordingly, we chose as training features three parameters typically obtained from
exoplanet observations: the orbital semi-major axis a, the planet massMP, and the planet
radius RP. Our clustering was done in a purely data-driven fashion and without any
prior knowledge on existing or expected planet types. The only information our clustering
model received was a snapshot of our synthetic planet population at a simulation time of
5 Gyr.

3.3.1 Data preparation
In general, clustering methods are not scale-invariant (Jain & Dubes, 1988). The appli-
cation of cluster algorithms to unevenly scaled data sets can thus lead to compromised
results. Based on the distribution of the parameters of interest in our data set, we rescaled
the features a,MP, and RP by applying a log10.

3.3.2 Model selection and hyperparameters
We performed the clustering using Gaussian Mixture Models (GMM, McLachlan, 1988),
a class of hierarchical, probabilistic clustering algorithms. A GMM consists of multiple
components i = 1 · · ·N of multivariate normal distributions, each characterized by its
weight φi, its mean µi, and its covariance matrix Σi. The model then takes the form

N∑
i=1

φiN (µi,Σi). (3.1)

During training on a data set, the parameters φi, µi, and Σi are updated using the
expectation-maximization (EM) algorithm (Hartley, 1958). A free hyperparameter is the
number of Gaussian componentsN , that is, the number of Gaussian distributions the data
points are assumed to be generated from. The trained GMM gives each data point a set of
N probabilities, corresponding to the probability that the data point belongs to a specific
component i. When we classified our data, we assigned each planet the component (i.e.,
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NG73: single-planet NG76: multi-planet

Score: 

Figure 3.1: Validation scores for Gaussian Mixture Models with different numbers of components
N . For AIC, BIC, and DB (top panels), lower values are preferred; and for Silhouette score and
CH (bottom panels), higher values are preferred. AIC and BIC generally show indistinguishable
values. Based on these scores, sensible choices are N = 4 and N = 6 for NG73, and N = 3 and
N = 5 for NG76 (highlighted in gray). Note the different y-axis scales.

the planet cluster) with the highest probability.
Since GMMs, and clustering algorithms in general, are unsupervised methods, the se-

lection of a “best” model has to be seen in the context of the goal we want to achieve. We
aimed at identifying groups of planets based on overdensities in the planetary parameter
space, regardless of their shape. With this goal in mind, we have explored several other
algorithms in addition to GMMs and found that they consistently performedworse on our
data set (see Appendix A.1). Using the scikit-learn (Pedregosa et al., 2011) implemen-
tation of GMMs with default arguments, the only free hyperparameter was the number
of clusters in the data N . In finding the optimal choice of N , we were aided by several
validation metrics. We considered the Akaike Information Criterion (AIC, Akaike, 1973;
Cavanaugh & Neath, 2019), the Bayesian Information Criterion (BIC, Schwarz, 1978), the
Davies-Bouldin score (DB, Davies & Bouldin, 1979), the Caliński-Harabasz score (CH,
Caliński & Harabasz, 1974), and the Silhouette score (Rousseeuw, 1987). These metrics
assess clustering performance with different approaches, and due to the complex struc-
tures in our data they can contradict each other. We provide a detailed description of the
different metrics in Appendix A.1.2. For now, it is important to note that AIC, BIC, and DB
should be minimized, and CH and the Silhouette score should be maximized. In Fig. 3.1,
we show the different scores for GMMs with N ∈ [3, . . . , 10] upon applying them to our
single-planet (NG73) and multi-planet (NG76) population, respectively. For NG73, two
potential choices stick out, N = 4 and N = 6. To decide between these options, we pro-
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Figure 3.2:Planet clusters in a 5 Gyr old synthetic planet populationwith a single planet per system.
For all combinations of planet observables a,MP, andRP, the different colors denote clusters iden-
tified by a four-component Gaussian Mixture Model (GMM). On the diagonal, we show Kernel
Density Estimates of the distributions. Without any information about the physics in our formation
model, the GMM identified four planet species roughly corresponding to (sub-)Neptunes (blue),
icy cores (red), giant planets (yellow), and (super-)Earths (purple).

duceddiagnostic scatter plotswhere all possible 2Dprojections of the planetary parameter
space are shown with planets color-coded by cluster affiliation. The plots for the candi-
date models are shown in Fig. A.2. While human bias might be an issue at this step, we
took care to judge the clustering only based on over- and underdensities of planets and
not based on where we expected different planet types. We found that the GMM with
N = 4 performed best. For NG76, both N = 3 and N = 5 yielded promising scores. By
judging the corresponding diagnostic plots, we concluded that N = 5 clusters is the pre-
ferred mode. With all hyperparameters fixed, we performed the unsupervised training
of our nominal GMM on the full data sets and considering full covariance matrices.

3.3.3 Detected planet clusters
In the single-planet case, the clustering algorithm identified four separate planet species
in our population. Figure 3.2 shows these clusters in the various projections in {a,MP, RP}
space. In general, we notice clear separations between the clusters in all projections, albeit
with visible contaminations. Ordered by ascending planetary mass, the clusters are as
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Figure 3.3: Same as Fig. 3.2, but for a multi-planet population. The Gaussian Mixture Model
(GMM) prefers solutions including a fifth component of distant, icy planets shown in green. In
general, the clusters are less clearly separated than in the single-planet population.

follows: clusters 2 and 4 are populations of bare planet cores without atmospheres, and
they are cleanly separated in semi-major axis. Both clusters are separate from cluster 1,
which are close-in planets enhanced in gas and with masses of mostly tens of M⊕. A forth
distinct group of very massive planets (MP & 100 M⊕) is formed by cluster 3 with a clear
separation from the other species.

Since the GMM is not aware of the underlying physics these clusters result from, it
is of interest to interpret the identified clusters and relate them to known planet types.
Cluster 2 corresponds to an unobserved population of distant, low-mass planets. As they
formed beyond the water ice line and are rich in volatile species, we refer to this group
as “icy cores”. Cluster 4 planets are atmosphere-less and rocky, and thus comparable to
the observed population of close-in terrestrial planets and super-Earths (e.g., Hsu et al.,
2019). By simultaneously taking into account all dimensions of the parameter space, the
GMM spatially separated icy cores and (super-)Earths in the region of the water ice line
(without any information about its existence). This lead to the clean separation of rocky
and icy planets in the MP − RP diagram (diagonal lines in the plot). Cluster 1 roughly
corresponds to the observed population of (sub-)Neptunes. In planet radius space, these
planets are mostly located above the radius valley (e.g., Fulton et al., 2017; Mordasini,
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2020, see discussion in Sect. 3.4.4). There is some contamination by cluster 1 planets in
the region of the largest and closest super-Earths, which we attribute to the inability of
a GMM to fit a deviation from the otherwise extremely straight line of cluster 4 planets
inMP − RP space. Finally, cluster 3 can be identified as gas giant planets. This becomes
especially clear in theMP−RP plane, where they occupy the region where in the physical
model electron degeneracy occurs. This effect flattens off the mass-radius relation at the
high-mass end (e.g., Chabrier et al., 2009).

Figure 3.3 illustrates the clustering in the multi-planet case, during which we ignored
the system affiliation of the planets and treated them as independent entities. Based on
the scoring scheme described above, the clearest clustering can be achieved with five com-
ponents. The overall partitioning appears similar to before, and the fifth component not
present in the single-planet population covers planets on distant orbits that have interme-
diate densities and masses of roughly 0.05 M⊕ – 3 M⊕. We refer to these planets as “icy
Earths”. These planets are distributed in a sharp line in mass-radius space, which makes
the GMM consider them detached from the more dispersed “icy cores”. Notably, the bulk
of the “Neptunes” moved to more distant orbits compared to the single-planet case. This
is in line with the observed existence of Neptune-sized planets at orbital distances of sev-
eral au Suzuki et al. (2016); Kawahara &Masuda (2019). For a comparison of Bern model
planets and gravitational microlensing events, we refer to (Suzuki et al., 2018).

3.3.4 Model validation
Unlike supervised machine learning algorithms, unsupervised techniques cannot be
tested by applying the trained model to a test set due to the lack of "labeled" data. For
validation of the clustering itself, we used the aforementioned performance metrics. To
evaluate how robust the detected clustering is, we let the model predict the cluster af-
filiation of a dataset of similar structure and compared these predictions to the original
clustering. To produce these test data, we employed GaussianMixtures of 80 components
and full covariance matrices as generative probabilistic models. We trained them on the
{a,MP, RP} subspace of the original population synthesis data. The samples drawn from
these models show a very similar structure in the whole domain (compare Fig. 3.4). Note
that these “planets” are entirely the product of the generativemodels and have never been
in contact with a physical formation model.

For comparison, we also fed our nominal clustering models with samples drawn from
log-uniform distributions with boundaries roughly corresponding to the suprema of the
population synthesis data, i.e. a ∼ 10U(−1,2), MP ∼ 10U(−2,4), and RP ∼ 10U(−2,0). With
these pseudo-random data, the models predict clusters that do not resemble the original
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NG73: single-planet NG76: multi-planet

Figure 3.4: Model validation via generative models. For each of the two planet populations, we
show the clustering result of our Gaussian Mixture Model on Population Synthesis data (left),
random noise (center), and data from a generative model (right). Note that the latter do not stem
from a physical formation model but were generated from a high-order GMM that was trained on
the original data. The clusters detected in these new data show largely the same structure as the
original ones, whereas in the random noise no reliable clusters are found.

structures and they appear in most projections almost random. These two tests show
that our trained models neither overfit the dataset, nor do they produce any clear clusters
where none are expected. The generative models can also be used to draw a virtually
unlimited number of synthetic planets when the computational costs of employing the
full formation model are prohibitive (similar to Mulders et al., 2018).

3.3.5 Planet clustering as a function of simulation time
The cluster analysis took place at a simulation time of t = 5 Gyr. We now trace the identi-
fied clusters back in time to investigate their past evolution. Figure 3.5 shows their position
in semi-major axis-mass space at simulation times 0.1 Myr, 0.3 Myr, 0.6 Myr, 1 Myr, 2 Myr,
and 10 Myr. In particular in the single-planet population, the clusters occupy distinct do-
mains already at early times and follow characteristic paths in this parameter space. These
paths are set by concurrent accretion and planet migration and their respective timescales.

In the following, we focus on the single-planet case where the evolutionary paths can
be traced most clearly. At the beginning, all planets are still of such low mass that mi-
gration has little effect. Planet growth is determined by the local planetesimal density,
feeding zone size, and orbit timescale, and it is most efficient at intermediate orbital dis-
tances (Emsenhuber et al., 2020b). At a few 105 yr, an outward migration zone located
at a few au divides the planetary tracks into two branches. On the outer branch, giant
planets evolve similarly as the outer wing of Neptunes. They branch off when runaway
gas accretion sets in, while Neptunes continue migrating inward with moderate growth.
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NG73: single-planet

NG76: multi-planet

time

Figure 3.5: Early time evolution of the clusters identified by the Gaussian Mixture Model. Each
subplot shows a sample of 5000 planets at their current position in semi-major axis-mass space and
color-coded by their future cluster affiliation, which is only determined at t = 5 Gyr. Concurrent
accretion andmigration leads to characteristic evolutionary paths. Distinct groups of planets form
already at early simulation times.

At later times, another outward migration zone leads to the underdensity in the cluster of
close-in (super-)Earths. Icy cores do not exhibit significant growth and largely remain in
their initial domain.

Most of the processes that define the different planet types in this parameter space are
finished after a few Myr or, at the latest, when the gas disk disperses. Exceptions are atmo-
spheric photoevaporation, which happens on 100 Myr to Gyr timescales (e.g., Lopez et al.,
2012; King & Wheatley, 2021) and still turns some close-in (sub-)Neptunes into super-
Earths, and tidal interaction with the host star affecting some ultra-short period planets.
In the case of multiple planets per system, N-body interactions can have an additional
long-term impact. A striking result of planet-planet interactions are the significantly lower
migration rates compared to the single-planet case, in particular in the Neptunes cluster.

In general, it appears that planet populations form distinct groups very early in the
formation process. This begs the question whether the cluster affiliation of a planet can
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already be predicted from the initial conditions of the simulation.

3.4 Prediction of planet clusters
Our planet formation model provides a deterministic link between properties of proto-
planetary disks and properties of planets. This link could be blurred by N-body interac-
tions between the planets, hence in the following experiment we consider first the single-
planet population. Our approach was to employ a Random Forest classifier (Ho, 1998;
Breiman, 2001) to predict the cluster of a planet from its corresponding set of disk proper-
ties. Random Forests are ensembles of uncorrelated, binary classifiers known as decision
trees. Such ensembles achieve strongly improved generalization accuracies compared to
single-tree classifiers by constructing trees in pseudorandomly selected feature subspaces
(Tin Kam Ho, 1995). The individual trees are further decorrelated by drawing, with re-
placement, random subsets of the input data during training (“bagging”, Breiman, 1996).

With varying sizes of the individual clusters (for instance, only ∼ 5 % of the planets in
NG73 are giant planets), our dataset is strongly imbalanced. This is problematic for classi-
fication algorithms such as Random Forests, which aim to minimize the overall error rate
and thereby tend to neglect minority classes (Chen et al., 2004). To account for this imbal-
ance, we employed a balancedRandomForest classifier as implemented in the imbalanced-
learn1 pythonpackage. This variant of RandomForest randomlyunder-samples each boot-
strap sample on the individual tree level during training (Lemaître et al., 2017).

3.4.1 Data preparation, hyperparameters, and training
Our classifier learned rules based on four features: the initial gas disk mass Mgas,0, the
initial solid diskmassMsolid,0, the initial orbital distance of the planetary embryo astart, and
the disk lifetime tdisk. The solid disk mass is a derived quantity that we computed from
the gas disk mass and host star metallicity. We rescaled these features to account for their
large differences in scale: tdisk and astart were transformed by a log10 function, and Mgas,0

and Msolid,0 were modified to roughly Gaussian distributions by the Box-Cox transform
(Box & Cox, 1964). The clustering above assigned each synthetic planet a probability to
belong to each of the clusters. For the subsequent analysis, we avoided planets that cannot
be mapped clearly to a cluster and kept only those with a probability of affiliation > 0.99.
This decreased our sample from 29455 to 23278 planets. Finally, we divided the data into
a random subset containing 80% of the initial data for training and a test set with the
remaining 20% to determine the performance of the classifier. The resulting training set

1https://imbalanced-learn.org
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contains between 1059 (giant planets) and 8486 ((super-)Earths) planets per cluster. We
trained an ensemble of 500 fully grown estimators, that is, without reducing the depth of
the trees by pruning them, on this set.

3.4.2 Error and performance analysis

To measure the generalization performance of the trained model already during its devel-
opment, we predicted clusters from the out-of-bag samples, which were never seen by the
respective estimator during training. The average of the resulting out-of-bag score pro-
duces an estimate for the accuracy of the entire ensemble, and we obtained a score of 98%
here. However, classification accuracy is not a sufficient performance measure since we
are dealing with a strongly skewed data set. In the following, we investigate the types of
errors our model makes and measure its performance.

We computed a confusion matrix using five-fold cross-validation. For this purpose, the
dataset was randomly split into five evenly sized folds; the model was trained five times
on 5− 1 = 4 folds, and then evaluated on the fold it was not trained on. The left panel of
Fig. 3.6 shows the confusionmatrix produced from the labeled training set and the predic-
tions from cross-validation. Rows correspond to the actual clusters, and columns are the
predictions of our model. Each field xi,j in the matrix shows the fraction of times a planet
of cluster iwas classified as a planet of cluster j. Most planets fall into the diagonal, mean-
ing a correct classification. All clusters are predicted with more than 95% accuracy and
the largest errors occur for clusters 2 and 3. The right panel of the figure shows the same
matrix with the correct classifications removed and the color map rescaled. It is obvious
that the errors are largely symmetric. The highest rate of misclassification occurred be-
tween clusters 2 and 3 (3% of icy cores were confused with giant planets and vice-versa).
The reason is that the former are frequently progenitors of the latter, and prediction of
those planets that just (do not) reach the conditions for runaway gas accretion is difficult
(compare Fig. 3.2).

To estimate the generalization error the model makes when applied to data not part
of the training set, we measured its performance on the test set of 4656 systems we held
out before. Based on five-fold cross-validation, it achieves an overall accuracy of 97 % and
misclassifications occur between the same clusters as seen in the training set. This shows
that the model is not significantly overfitted.

3.4.3 Results of planet predictions
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Figure 3.6: Confusion of planet classifications. Left: confusion matrix from five-fold cross-
validation. Rows are the actual clusters and columns are the predicted clusters. All clusters are
classified with more than 95% accuracy. Right: same, but correct classifications removed to em-
phasize errors. Most misclassifications occur between clusters 2 and 3, which correspond to icy
cores and giant planets.

Correlations with disk properties

For each of the clusters identified in Sect. 3.3.3, we show the distributions and pairwise
relationships of their corresponding disk properties in Fig. 3.7. Underdensities in the
scatter plots are due to removed planets of ambiguous cluster affiliation. Unsurprisingly,
giant planets (yellow) grow in disks with large reservoirs of solid materialMsolid and high
gas massMgas. It is evident that most of these clusters, which are labeled at “observation
time” t = 5 Gyr, form groups already in this parameter space, that is, before the simula-
tions started. However, they differentiate distinctly only in the projections involving the
start position of planetary embryos astart. The separation is especially clear in astart−Msolid,0

space, which shows the least overlap of different clusters. With increasing initial orbital
distance, the dominant planet species are (super-)Earths, Neptunes, giant planets, and icy
cores.

Feature importance

Our classification model reaches high accuracies for all planet clusters, but it is interest-
ing to see which disk features are most important for a successful classification. This is
possible by measuring the feature importance of the dataset given to the model using the
Mean Decrease Impurity MDI (Breiman et al., 1984). MDI quantifies to what extent a
feature reduces the impurity of the trees in the Random Forest. Put simply, it is a measure
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Figure 3.7: Pairwise relationships between all disk parameters, sorted by cluster affiliation. For
5000 randomly sampled planets in the population, each parameter is plotted against every other
parameter while the color defines the planet’s cluster. The diagonal panels show the univariate
distributions of the respective parameters, again colored by cluster assignment. Planet species
most clearly separate in astart−Msolid,0 space, and the formation of giant planets (yellow) requires
large solid reservoirs and a narrow range of initial orbital distance.

Table 3.1: Feature importances of disk properties

Input Parameter Msolid,0 Mgas,0 astart tdisk
MDI 0.21 0.07 0.68 0.04

of how well the nodes can use the feature to split the data set into “pure” child nodes,
each containing only data of a single label. A higher score means that the feature is more
important for correct classification. We list theMDI for each input parameter in Table 3.1.
With a score of 0.68, the starting position of the planetary core astart is clearly the param-
eter most sensitive for predicting a planet’s cluster. The gaseous mass of the disk and its
lifetime are the least important features.

However, the degree of dependency on certain disk features varies from cluster to clus-
ter. To get a cluster-specific insight, we multiply for each cluster the mean of each feature
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Figure 3.8: Relation between disk features and planet species. Upper panel: Mean decision bound-
aries of the classifier, indicating the importance of each feature and its preferred magnitude for the
different clusters. The starting location of the planet embryo astart shows the largest variance in de-
cision boundary. Giant planets (yellow) are also very sensitive onMsolid,0 and somewhat sensitive
onMgas,0. Lower panels: relationship of the input features with planet mass. The starting location
of the planet embryo astart shows the strongest correlation with cluster affiliation and planet mass.

with the feature importance. This mean decision boundary

Dc,f = MDIf · 〈Xy=c〉 (3.2)

denotes for each cluster c the sensitivity of the classifier on feature f . Here, Xy=c are the
scaled training data with labels y corresponding to cluster c. Fig. 3.8 illustrates all cluster-
specific mean decision boundaries. Dc,f quantifies the sensitivity on a parameter by its
magnitude, as well as the orientation of the decision boundary by its sign. For example,
the large negative value of cluster 4 in astart means that these planets prefer small initial
orbital distances and their correct classification is very sensitive on this feature.

In the lower panels of Fig. 3.8, we plot all input features against the resulting planet
mass at 5 Gyr, which is a proxy for cluster affiliation. Most planet clusters are especially
sensitive on the initial orbital distance of the planetary embryo astart. Planets with masses
higher than∼ 10 M⊕ are also very sensitive on the solid massMsolid,0 and slightly sensitive
onMgas,0. The disk lifetime tdisk shows a weak correlation with planet mass and plays only
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a subordinate role.

3.4.4 Differences between single and multi-planet systems
Mutual interactions between planets in the same system introduce a fair amount of
stochasticity, and some features that stood out in the single-planet population are smeared
out in themulti-planet case. One example is the bimodal distribution of planet radii in the
observed exoplanet sample (Fulton et al., 2017; Fulton & Petigura, 2018; Hsu et al., 2018;
Van Eylen et al., 2018; Mordasini, 2020, Sect. 2.4), which was theoretically predicted to be
caused by photoevaporation of planetary envelopes by high-energy radiation from their
host star (Jin et al., 2014; Owen & Wu, 2013; Lopez & Fortney, 2013). Other mechanisms
have been proposed to produce this “radius valley” at roughly 2 R⊕ as well, including at-
mospheric loss due to internal heat from cooling planetary cores (Ginzburg et al., 2018;
Gupta & Schlichting, 2019), impacts of planetesimals (Wyatt et al., 2019) or other pro-
toplanets (Liu et al., 2015), different internal compositions of planets residing above or
below the valley (Zeng et al., 2019; Venturini et al., 2020a), and atmospheric stripping by
external radiation sources in stellar cluster environments (Kruijssen et al., 2020). In the
Generation III BernModel, photoevaporation by the host star and collisional stripping are
taken into account.

The upper panels of Fig. 3.9 show the radius distributions of planets on close orbits
(P < 80 d) in the single and multi-planet populations, respectively. Overplotted are
occurrence rates derived from the Kepler mission in Hsu et al. (2019), which we marginal-
ized over the period range 0 d – 80 d. The propagated uncertainties are indicated by verti-
cal bars, and arrows mark upper limits. In our single-planet population, the evaporation
valley is much less pronounced in this marginalized radius distribution than in radius-
orbital distance space, where it shows a steep negative slope (compare Fig. 3.2). This high-
lights the importance of characterizing such demographic features inmultiple dimensions.
Compared to the observed valley at ∼ 2 R⊕ (e.g., Fulton et al., 2017; Hsu et al., 2019), the
synthetic one is shifted to larger radii. As has been shown in Jin & Mordasini (2018), this
is due to atmosphere-less, icy cores that migrated inwards from regions beyond the water
ice line. This population is included in the planet cluster representing Neptunes, since
the clustering algorithm mainly discriminated between (super-)Earths and Neptunes as
rocky and icy planets, respectively.

In the multi-planet population, this is not the case. Here, the different clusters divide
close-in planets into bare cores andplanetswithH/He envelopes, and the emerging radius
valley separates the (super-)Earths and Neptunes clusters. Again, the valley is shifted to
around 3 R⊕. Compared to the single-planet case, the slope of the valley in radius-orbital
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Figure 3.9: Radius and period distributions of Neptunes and (super-)Earths. The contributions by
Neptunes and (super-)Earths are shown in blue and purple, respectively. Upper panels: planet
radius distribution for planets with periods P < 80 d. In the single-planet case (left), a population
of migrated, icy cores in the Neptunes cluster shifts the synthetic radius valley to larger radii. In
the case of multiple planets per system (right), the minimum in the distribution separates (super-
)Earths andNeptunes. Compared to observed occurrence rates fromKepler (Hsu et al., 2019, gray),
this minimum is shifted towards larger radii.
Lower panels: period distributions of planets ≥ 1 R⊕. While the single-planet population (left)
shows a multi-modal distribution, the multi-planet population has a continuous slope similar to
observed occurrence rates. Note the different normalizations of synthetic and observed planets.

distance is less pronounced, which makes it appear deeper in the one-dimensional radius
histogram. Future work within this series will address the synthetic radius valley in a
more thorough manner (Mishra et al., in prep.).

Other differences between the single and multi-planet populations can be seen in their
period distributions (lower panels of Fig. 3.9). In the single-planet case, the combined
contributions from (super-)Earths and Neptunes lead to a multi-modal period distribu-
tion. On the other hand, the multi-planet population shows a continuous slope. In the
range where Hsu et al. (2019) provide reliable occurrence estimates, this slope matches
the observed onewell. Causes for the difference between the single- andmulti-planet case
are the displacement of planets in semi-major axis due to gravitational encounters, a lack
of close-in “failed cores” due to the high likelihood of such encounters on short orbits,
and trapping of planets in resonant chains. In addition, mixed planetary compositions
occur as a consequence of merger events. This places the planets into a continuum of bulk
densities.
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Figure 3.10: Confusion of cluster classifications for a multi-planet population with N-body inter-
actions. Same as Fig. 3.6, but computed for a population with 100 planets per disk that interact
gravitationally. Clusters 2 (icy cores) and 3 (giant planets) are predicted most reliably. Due to
giant collisions the classifier cannot predict, the super-Earths in cluster 4 are often mistaken for
(sub-)Neptunes (cluster 1).

Regardless of this “stochastic processing” of the planets, we attempted to predict their
clusters from initial conditions using the same features as in the single-planet case and
following the procedure described in Sects. 3.4.1 to 3.4.2. Similar to before, keeping only
planets that the GMM assigned to a specific cluster with a probability > 0.99 reduces
the set to 21,761 planets. The randomly drawn training set comprising 80 % of the data
contains between 252 (giant planets) and 10367 (icy cores) planets per cluster. A balanced
Random Forest we trained on this set achieved an accuracy of 89 % based on five-fold
cross-validation. The other 4353 systems, which we left out as a test set, are predicted
with 86 % accuracy.

Similar to Fig. 3.6, Fig. 3.10 shows the confusion matrix of a Random Forest predicting
the planet clusters in the multi-planet population. The ability to predict planet clusters
from initial conditions varies across different planet types, with icy cores and giant plan-
ets being the most robust species. It can be seen that clusters 1 (Neptunes) and 4 ((super-
)Earths), which occupy similar mass ranges, are affected by confusion the most. This is
mainly due to the lack of (super-)Earths . 0.1 M⊕ in the multi-planet case, where they
typically fall victim to giant collisions with other planets. Neptunes are frequently mis-
taken as icy Earths and (super-)Earths are frequently confused to be Neptunes. These
three groups of intermediate-mass planets share a similar domain in parameter space.

Figure 3.11 shows the positions of the planets in the multi-planet population in disk
property space. Again, the different clusters differentiate the most in solid disk mass and
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Figure 3.11: Pairwise relationships between all disk parameters, sorted by cluster affiliation. Same
as Fig. 3.7, but for a multi-planet population with N-body interactions. The separation of clusters
is less pronounced than in the single-planet case.

initial orbital separation. Compared to the single-planet case, the separation of the clus-
ters is less clean. The additional cluster identified in NG76, “icy Earths”, share a lot of
parameter space with other planet types.

Using themeandecision boundary defined above (Eqn 3.2), the dependence of different
planet clusters on specific initial conditions can be visualized also for the multi-planet
population (Fig. 3.12). The relationships largely copy those of the single-planet case: the
starting location of the planet embryo shows the largest decision boundary amplitudes
and differences among the clusters, and giant planets retain their distinct dependence on
high solid and gas reservoirs.

3.5 Discussion
3.5.1 What determines the type of a planet?
By predicting a planet’s cluster from a set of initial conditions of our planet formation
model, we were able to establish links between properties of the protoplanetary disk and
the corresponding planets (see Sect. 3.4.3). These links can be elucidated by using the
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Figure 3.12: Relation between disk features and planet species. Same as Fig. 3.8, but for a multi-
planet population with N-body interactions. As in the single-planet case, the starting location of
the planet embryo astart shows the largest variance in decision boundary. Giant planets (yellow)
form only at highMsolid,0 and sufficientMgas,0.

planet mass MP as a proxy for the planet cluster and relating it to disk features (see Fig.
3.8). The feature with by far the highest predictive power is the starting location of the
emerging protoplanetary embryo astart, which is expected in a core accretion scenario: an
embryo at small orbital distance has only a small feeding zone from which it can accrete
and thus it will remain small. At very large orbital distance, the dynamical and growth
timescales are very large and the disk will have disappeared before a protoplanet can gain
significant mass (Lissauer, 1987, 1993; Kokubo & Ida, 2002; Mordasini et al., 2009a). Ex-
actly at what orbital separations efficient planet growth is possible further depends on the
amount, size, mass, and aerodynamic properties of planetesimals available there, and thus
on the solid disk massMsolid,0 (see below for a more detailed discussion on the interplay
between orbital distance and local planetesimal density). As can be seen in the lower left
panel of Fig. 3.8, intermediate orbits provide the best conditions for rapid growth. These
trends are responsible for the clear separation of planet clusters in the astart-MP plane.
Very small or very large initial orbital separations always lead to “failed cores" (low-mass
instances of clusters 2 and 4). Short-period terrestrial planets and super-Earths (cluster 4)
start on small orbits less than 1 au. (sub-)Neptunes (cluster 1) require intermediate orbits
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of roughly 0.5 au – 10 au. Finally, giant planets (cluster 3) start on distant orbits (& 3 au).
Other initial parameters show rather diverse importances that depend on the planet

type. The mean decision boundaries (Eqn 3.2) of Msolid,0 and Mgas,0 are close to zero for
all clusters except giant planets, implying a small feature importance of these parameters
for most planet types. While these two parameters are correlated in our model, which
could in principle spuriously decrease their MDI , their relation to MP (lower panels of
Fig. 3.8) reveals indeed only a weak relation to planet type. The picture differs for giant
planets, which only form in disks that are rich both in gas (Mgas,0 & 0.04 M�) and solids
(Msolid,0 & 200 M⊕). Given a specific starting location of its core, the efficiency of giant
planet formation is strongly governed by Msolid,0. The reason is this parameter’s direct
relation to the local planetesimal density in the disk and thus a protoplanet’s ability to
reach a core mass sufficient for runaway gas accretion. Lastly, the disk lifetime stipulates
the time within which planet formation has to conclude. Surprisingly, this parameter
shows close to no correlation with the resulting planet type. This shows that most disks
provide material long enough (median ≈ 3.4 Myr) to complete planet formation. Within
the scope of our model, early disk dispersal is not the preferred pathway to halt planet
formation at low and intermediate masses.

We conclude that the occurrence of a certain type of planet is fundamentally related to
disk properties, and it depends in particular on the orbital distance where the planetary
embryo forms. Currently, we treat this important parameter as aMonte Carlo variable that
is distributed based on simple theoretical arguments (Kokubo& Ida, 2000). This is amajor
shortcoming of our formation model and our findings highlight the importance of a con-
sistent treatment of planetary embryo formation (Voelkel et al., 2021a,b). Another effect
we neglected thus far are the gravitational interactions between planets. We address this
aspect below by discussing simulations done with the same model but multiple forming
planets per disk (see Sect. 3.5.4). Future studies should also take into account the effects
of pebble accretion (Ormel &Klahr, 2010; Lambrechts & Johansen, 2012), which influence
the efficiency of solid accretion and may lead to a global redistribution of solid material
in protoplanetary disks (e.g., Lambrechts & Johansen, 2014; Morbidelli et al., 2015; Ormel
et al., 2017; Bitsch et al., 2019a).

3.5.2 Disk mass and embryo distance as predictors for planet type
Now that we have identified the solid diskmass and the initial orbital separation of a plan-
etary embryo as the most important features, we investigate the regions different planet
types occupy in the space that these parameters span. Figure 3.7 shows distinct borders
between the different clusters that can be explained by the combination of processes our
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planet formation model covers. The diagonal border between cluster 1 planets, which cor-
respond to icy and atmosphere-bearing “Neptunes” on close and intermediate orbits, and
cluster 4 planets, which are dry (super-)Earths, is shaped by photoevaporation of plane-
tary envelopes: we recall that the clustering algorithmmade the separation between these
clusters mainly in RP, which leads to a completely atmosphere-less (super-)Earth cluster
and a cluster of Neptunes that predominantly bear H/He envelopes. However, close to all
(super-)Earths initially held an envelope that they subsequently lost due to photoevapora-
tion, a fate that the more massive Neptunes were spared. Thus, the more solid material is
available at a specific orbital distance, themore likely planets will growmassive enough to
retain their atmospheres in the long term. The efficiency of photoevaporation is further a
function of orbital distance, leading to the negative slope of the border between clusters 1
and 4 in astart −Msolid,0 (Jin & Mordasini, 2018). Cluster 2 (“icy cores”) contains only ter-
restrial planets and failed cores with high amounts of volatile species and no atmospheres.
They formed on distant orbits where the growth timescale is large, preventing them from
growing beyond terrestrial size within the lifetime of the protoplanetary disk (Kokubo &
Ida, 2000).

3.5.3 Oligarchic growth of giant planets
The giant planets (cluster 3) in our planet population occupy a distinct region at large start-
ing positions and high solid disk masses (see Fig. 3.7). It abruptly cuts off around 4 au,
which corresponds to typical water ice line positions at accretion time (Burn et al., 2019).
Here, the solid surface density jumps by a factor of four (Mordasini et al., 2012a), and
significantly higher total solid disk masses are required to reach runaway gas accretion
interior of this orbit. We therefore only considered planets beyond 4 au when we charac-
terized the shape of the giant planet cluster. We did so by determining the hyperplanes in
astart−Msolid,0 space that best separate these planets from other species. A Support Vector
Machine (SVM, Cortes & Vapnik, 1995) maximizes the distance of this plane to planets
that belong to the “giant planets” cluster and all those that do not. We used the implemen-
tation in scikit-learn (Pedregosa et al., 2011) with a linear kernel and otherwise default
hyperparameters, and trained the SVM on the full population. As in logarithmic repre-
sentation the giant planet cluster has a triangular shape, we can approximate its border by
a broken power law. Setting y = log10(Msolid) and x = log10(astart), we fitted the piecewise
linear function

y =

k1x+ y0 − k1x0 x ≤ x0

k2x+ y0 − k2x0 x > x0

(3.3)
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x0 y0 k1 k2
1.04+0.01

−0.01 2.22+0.01
−0.01 −0.42+0.04

−0.05 1.20+0.03
−0.04

Table 3.2: Best-fit parameters for the broken power law in Equation 3.3. Uncertainties are 16th and
84th percentiles obtained via bootstrap sampling.

to separation functions found by the SVM. The best-fit values for these parameters are
listed in Tab. 3.2. We calculated their uncertainties by the bootstrapping method: we
repeatedly drew N random planets with replacement, where N is the total number of
planets in our synthetic planet population, and trained the SVM on each of 1000 sam-
ples generated this way. In Fig. 3.13, we overlay the so found giant planet boundary onto
the planets in astart − Msolid,0 space. Generally, giant planets form when log10

(
Msolid
1 M⊕

)
&

2.7 − 0.4 log10

(
astart
1 au

)
for cores emerging within ∼ 10 au and when log10

(
Msolid
1 M⊕

)
& 1.0 +

1.2 log10

(
astart
1 au

)
for cores emerging beyond. We point out that this result is only valid in

the context of the assumptions of our model. Plausible limitations that might have influ-
enced this outcome are the assumptions of a single population of planetesimals of the
same size and efficient embryo formation throughout the disk, the non-consideration of
pebble accretion (Ormel & Klahr, 2010), and the largely featureless numerical disk that
does not allow for “planet traps” (Chambers, 2009). Another probable source of error is
the omission of gravitational interactions between planets in the same system – the giant
planet domain shifts moderately and is more diffuse whenmultiple concurrently forming
planets are assumed (see Sect. 3.5.4). Nevertheless, we focus here on typical outcomes of
isolated protoplanets since it allows a more quantitative assessment.

We also compared this boundary to characteristic parameters for planetesimal accretion
in the oligarchic growth regime: the planetesimal isolation mass Miso and the growth
timescale τgrow (e.g., Kokubo & Ida, 2000; Raymond et al., 2014). On intermediate orbits
of a few au, planetary growth is limited by the amount of material that can be accreted.
Miso is a useful concept to quantify the maximum attainable core mass given this limit.
On the other hand, τgrow gives an estimate for the time needed to reach a certain core
mass, and sets the limit for wider orbits. For comparison with the giant planet cluster,
we computed the local planetesimal densities corresponding to specific values ofMiso and
τgrow and translated them into total planetesimal disk masses Msolid,0. See Sect. 2.2 for
derivations of these quantities.

Since our model includes planet migration, planets can accrete solid material beyond
their planetesimal isolation mass by moving through the disk. Nevertheless, Miso is a
proxy for how much can be accreted at a specific orbital distance and it is instructive to
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Figure 3.13:The four clusters of planets in astart−Msolid,0 space of their nascent protoplanetary disk.
The green line is the hyperplane that best separates the giant planet cluster (yellowmarkers) from
the other planets and was obtained by training a Support Vector Machine (SVM). Closeby gray
lines show random draws from bootstrap sampling and illustrate the uncertainties. We overplot
isolines of planetesimal masses needed to reach specific core masses (blue dashed lines), as well
as isolines corresponding to specific growth timescales for reaching a core mass of 10 M⊕ (green
dashed lines). Their slopes are similar to the SVM fit that encloses the giant planets, indicating
that the onset of runaway growth is limited by the locally available planetesimal mass and by the
disk lifetime.

compare the shape of the giant planet population in astart−Msolid,0 space with the borders
between planet clusters. In Fig. 3.13, we overplot isolines of disk solidmasses necessary to
reach different planetesimal isolation masses as a function of orbital separation (dashed
blue lines). The lower border of the giant planet cluster matches well the slope of these
lines. This indicates that in intermediate-mass disks with a few hundreds of M⊕ in solids,
giant planet formation is limited by the protoplanets reaching Miso, that is, by clearing
their feeding zone from solid material. We caution that the proximity of this border to the
Miso = 5 M⊕ isoline does not imply that runaway gas accretion has set in at this mass, as
planet migration results in a larger effective feeding zone (Alibert et al., 2005).
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Beyond ∼ 10 au, the border of the cluster matches the slope of isolines for different
growth timescales. At these larger orbital distances, τgrow can reach the order of Myr for
low planetesimal surface densities and thus becomes comparable to the lifetime of the
protoplanetary disk. In this regime, the growth of a planetary core is limited by the time
available to accrete the planetesimals in the domain of a planet’s orbit. As can be seen
in the plot, theMsolid,0(a) isoline where the growth timescale corresponds to the median
of the disk lifetime, τgrow ≈ 3.4 Myr, is a good fit to the border between giant planets
(yellow) and icy cores (red). Indeed, most of the giant planets close to this threshold
formed in long-lived disks (see Fig. A.3). This indicates that for planetesimal densities
just sufficient for the formation of massive cores, entering runaway gas accretion depends
on the longevity of the host disk.

3.5.4 The influence of N-body interactions
Our cluster analysis and prediction from initial conditions has shown that even in the case
ofmulti-planet systemswith gravitational interactions, most of the links between disk and
planet properties remain intact (see Sect. 3.4.4). Still, the demographic structures in the
multi-planet population are somewhat smeared out compared to the single-planet case,
and the strength of this effect is different for individual clusters. We have seen that (super-
)Earths and Neptunes are affected the most by this sort of mixing. These planet types
cannot be reliably predicted from disk properties if N-body interactions are taken into
account. Interestingly, the confusion is asymmetric: planets predicted as Neptunes often
become (super-)Earths, while those predicted as (super-)Earths rarely become Neptunes.
The reason is something the classifier cannot predict: the misclassified (super-)Earths
are typically planets that got stripped of their atmospheres in giant collisions with other
planets. From this follows that our model would produce too many Neptunes if such
collisions are not taken into account (as is the case in single-planet simulations). This
highlights the need for global planet formation models to include a consistent treatment
of N-body interactions and giant impacts, as has already been suggested by Alibert et al.
(2013) and in Emsenhuber et al. (2020a).

Another difference compared to the single-planet case is that close-in planetswith small
radii andmasses are strongly depleted. This is because they often undergo giant collisions
andmerge intomoremassive bodies. The resulting lack of “sub-Earths” provides an inter-
esting prediction for future planet searches that will push beyond the currentmass/radius
limits. Whether a multitude or a desert of such planets will be found could give valuable
clues to the prevalence of planetary collisions.
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3.6 Conclusions
We have investigated how different properties of protoplanetary disks relate to the emer-
gence of different planet types in a planetesimal-based core accretion context. By per-
forming a cluster analysis on synthetic planet populations from a global model of planet
formation and evolution, we identified clusters of planets in a parameter space of typical
exoplanet observables. We examined how well these clusters can be predicted from disk
properties and studied the dependencies of different planet types. Our main conclusions
are:

1. Planets form distinct groups in {a,MP, RP} space, especially when dynamical inter-
actions within multi-planet systems are neglected. Without presupposing planet
types or their number, we identified four clusters corresponding to (sub-)Neptunes,
icy cores, giant planets, and (super-)Earths.

2. These groups differentiatewithin the first 0.1 Myr of the formation process and show
correlations with properties of their host disks. Such associations between disk and
planet properties enable the prediction of planet species to high accuracy (98 % in
the single-planet case and 89 % in the multi-planet case).

3. The most important predictor for planet clusters is the orbital position of the emerg-
ing planetary core, followed by the solidmass available in the disk. The disk lifetime
plays a subordinate role, but can be a limiting factor for threshold values of the above
mentioned parameters.

4. The position of giant planets in disk parameter space can be associated with known
characteristics of oligarchic planetesimal accretion: for limited available amounts of
solid material and within ∼10 au, core growth is limited by planetesimal isolation
and giant planets form when log10

(
Msolid
1 M⊕

)
& 2.7− 0.4 log10

(
astart
1 au

)
. On more distant

orbits, core accretion is limited by the growth timescale and giants emerge when
log10

(
Msolid
1 M⊕

)
& 1.0 + 1.2 log10

(
astart
1 au

)
.

5. When multiple planets form and interact in the same system, for most planet types
the associations between disk properties and planet properties remain. However,
planets on track to become sub-Neptunes often lose their atmospheres in giant colli-
sions and turn into super-Earths, which impedes predictions for this planet type.

Overall, we have shown that synthetic planet populations from state-of-the-art core accre-
tion models largely mirror the planet types recognized by exoplanet demographics. Our
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3.6 Conclusions

results highlight the importance ofN-body integrations in global planet formationmodels
that aim for reliable predictions in the domain of low-mass planets. Beyond that, constrain-
ing the orbital distances at which planetary cores form is of major relevance for the full
range of planet types. Population syntheses of the next generation should recognize this
by including self-consistent treatments of planetary embryo formation.
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A Weak Occurrence Correlation, but With a Strong

Architecture-Composition Link

The content of this chapter is based on the publication Schlecker et al. (2020b, in press)
in Astronomy & Astrophysics.
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Remo Burn contributed to implementing the planet formation model that produced the
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in the paper was performed by me. Christoph Mordasini, Thomas Henning, Remo Burn,
and Hubert Klahr aided in interpreting the results.
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4.1 Motivation
4.1.1 Super-Earths, cold Jupiters, and theoretical predictions
While, in the past, planet formation theories have focused on the Solar System (e.g., Pol-
lack et al., 1996), this focus has since shifted toward the goal of finding explanations for
a whole variety of planets and planetary systems. Important sources of constraints for
these theories are the occurrence rate (or frequency) of exoplanets as a function of vari-
ous orbital or physical properties as well as the fraction of stars hosting such planets (e.g.,
Petigura et al., 2013b; Foreman-Mackey et al., 2014; Hsu et al., 2018; Mulders et al., 2018).
In recent years, the growing sample of confirmed exoplanet systems have made such oc-
currence studies possible, enabling us to statistically compare theory and observations.
While the first detected exoplanet around a main-sequence star was a giant planet on a
close orbit (Mayor & Queloz, 1995), it has now been established that “cold Jupiters” (CJ)
in distant orbits are much more frequent but not as readily detected (Wittenmyer et al.,
2020). Aside from spotting these types of giant planets, recent technological and method-
ological advances have also enabled the discovery of small, terrestrial planets, although
our detection sensitivity is still limited to those on close orbits. This development led to
the discovery of an unexpected population of planets that are not present in the Solar Sys-
tem: planets with masses higher than that of Earth but substantially below those of our
local ice giants, that is, so-called super-Earths (SE, e.g., Mayor et al., 2011). It has been
estimated that they orbit 30 % – 50 % of FGK stars, often in multiplanet systems (Fressin
et al., 2013; Petigura et al., 2013b; Zhu et al., 2018; Mulders et al., 2018).

Since cold Jupiters influence their environment due to their large masses, it seems likely
that they have an effect on such close-in low-mass planets (e.g., Raymond et al., 2006;
Horner& Jones, 2010; Raymond& Izidoro, 2017). The open question concerns exactly how
they affect the formation and subsequent evolution of inner planets and if their existence
in a system facilitates the formation of super-Earths or excludes it, rather. If hot super-
Earths form in situ, there should be a positive correlation between outer giant planets
and inner terrestrial systems: whenever favorable conditions enable efficient growth of
planetesimals in a protoplanetary disk, both planet types can emerge (Chiang & Laughlin,
2013).

However, in situ formation has been criticized as it is not able to account for the va-
riety of architectures observed in these systems (Raymond & Cossou, 2014), thus, most
current core accretion models assume orbital migration as a key ingredient (e.g., Alibert
et al., 2005; Emsenhuber et al., 2020a). In these models, planetary cores originate from or-
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bits that diverge from their final location through a process that typically involves inward
migration. This mechanism predicts an anti-correlation between inner super-Earths and
cold giants: due to the strong dependence of accretion timescales on the orbital radius, the
innermost core is expected to grow most efficiently (e.g., Lambrechts & Johansen, 2014),
enabling a subsequent runaway accretion of a massive gas envelope (Pollack et al., 1996).
The emerging giant planet now prevents cores that form further out from migrating in-
ward to become hot super-Earths (Izidoro et al., 2015). On the other hand, planetary
cores resulting from giant collisions can reach runaway accretion earlier, which facilitates
an early growth of distant giant planets (Klahr & Bodenheimer, 2006). Models describ-
ing the growth of inner planets via pebble accretion (Ormel & Klahr, 2010; Lambrechts
& Johansen, 2012), which relies on a radial flux of mm to cm-sized pebbles to the inner
system (Lambrechts & Johansen, 2014), predict an additional impact from massive outer
planets. When they carve a gap into the disk deep enough to generate a local pressure
maximum, the inward drift of pebbles is halted just outside of the planetary orbit (Mor-
bidelli & Nesvorny, 2012; Lambrechts et al., 2014), possibly inhibiting the formation of
inner terrestrial planets (Ormel et al., 2017; Owen & Murray-Clay, 2018). Depending on
the timing of this cut-off of pebble flux, a negative effect on the occurrence of inner super-
Earths can arise. If this scenario occurs frequently, the existence of both planet types in
the same system should be rare and their occurrences anti-correlated.

4.1.2 Observational findings
Despite the theoretical predictions above, a number of recent observational studies that
tested the relations between super-Earths (SE) and cold Jupiters (CJ) found, instead, a
positive correlation. Zhu &Wu (2018) measured the frequency of cold Jupiter-hosting sys-
tems in a sample of 31 systems harboring super-Earths that were first discovered by the
radial velocity (RV) method. This frequency corresponds to the conditional probability
of a system harboring a cold Jupiter, given that there is at least one super-Earth in the
system, P(CJ|SE). They established P(CJ|SE) = 0.29, which is a strong enhancement com-
pared to the fraction of field stars containing a cold Jupiter P(CJ) ∼ 0.10. The opposite
case, that is, the conditional probability of any super-Earth given a cold Jupiter in the sys-
tem P(SE|CJ) could only be derived indirectly but was found to be even higher with the
anti-correlation case definitively excluded. Herman et al. (2019) strengthen this claim by
counting five systems of transiting close-in planets in their sample of twelve long-period
transiting planets. This trend was confirmed by Bryan et al. (2019) based on a search for
long-period giant companions in 65 super-Earth systems, where half of them were orig-
inally discovered by the transit method and the other half by the RV method. Applying
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different boundaries for mass and period than Zhu & Wu (2018), they find P(CJ|SE) =
(34± 7) % and come to the conclusion that close to all cold Jupiter-hosting systems harbor
at least one super-Earth.

In light of these independent suggestions of a strong positive correlation, it is surprising
that a recent RV survey that searched for super-Earth companions in a sample of 20 Solar-
type stars hosting long-period giants detected none (Barbato et al., 2018). While their
sample of 20 systems is small, their null detection is very unlikely if the correlation is
indeed as high as reported.

We note that their definition of super-Earths differs from the one in Zhu & Wu (2018)
and the survey is not complete in the respective mass-period range. Their super-Earths
haveM sin i between 10 and 30 M⊕ and reside on orbits with periods less than 150 d. For
such planets, they “conservatively” assume a detection sensitivity Pdetect = 0.5. To mir-
ror the survey in a numerical experiment, we repeatedly drew a pseudo-random number
x ∈ [0.0, 1.0) and counted a “detection” if:

x < Pdetect · P(SE|CJ), (4.1)

where Pdetect is the probability to detect an existing super-Earth system and P(SE|CJ) is
the fraction of systems hosting super-Earths in cold Jupiter-hosting systems. Each round
of 20 iterations represents a realization of the survey with corresponding N detections.
We repeated this experiment 10 000 times to obtain a probability for each N .

Figure 4.1 shows the detection probabilities of such a survey for Pdetect = 0.5 and four
different occurrence probabilities. For a very low value P(SE|CJ) = 0.1, the probability to
find zero super-Earths is as high as P(N = 0) = 0.35. If, on the other hand, the probability
is P(SE|CJ) = 0.3, this value drops to P(N = 0) = 0.04. For probabilities of P(SE|CJ) = 0.5
or higher, P(N = 0) approaches zero. It is extremely unlikely to find zero planets in 20
systems if P(SE|CJ) & 0.5 and Pdetect = 0.5.

Regardless of the different super-Earth definitions in Zhu & Wu (2018) and Barbato
et al. (2018), the latter do not detect any sub-giant planets in their sample systems. If
we adopt the numbers reported by Zhu & Wu (2018) for such planets, their conditional
super-Earth probability is P(SE|CJ) = 0.9, and the average sensitivity of the survey must
be as low as 0.15 to obtain a probability of 5 % for their null result. It is thus difficult to
reconcile the results of Zhu & Wu (2018), Bryan et al. (2016), and Herman et al. (2019)
with the one presented in Barbato et al. (2018). Recently, Barbato et al. (2020) stated an
impaired sensitivity for their survey, which could explain the non-detection.
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Figure 4.1: Probability of finding different numbers of super-Earths in a survey of 20 target stars.
Each panel assumes a different conditional super-Earth probability ranging from P(SE|CJ) = 0.1
to 0.9 and we adopt a survey sensitivity for this planet type of Pdetect = 0.5. The probability to find
zero planets approaches zero for P(SE|CJ) greater than ∼ 0.5.

4.1.3 An imperative to confront theory and observation
Given this range of different results and implications for planet formation theory, great
potential lies in the search for similar correlations in synthetic populations of planets pro-
duced by theoretical models. The purpose of this study is a detailed characterization of
the relations between inner super-Earths and cold Jupiters based on the core accretion
theory of planet formation. To that end, we use synthetic planetary systems that were
obtained with the Generation III Bern Model of planet formation and evolution (Emsen-
huber et al., 2020a) to investigate the mutual influence of these planet types in and to test
the observed trends. In our simulations, we consider planetary systems around solar-type
stars. Emsenhuber et al. (2020b), used this model to perform a population synthesis of
multi-planet systems from initial conditions representative of protoplanetary disks in star
forming regions. Here, we extend that work by applying a generic detection bias and
statistically compare the synthetic quantities to measured exoplanet observables.

The chapter is structured as follows: in Sect. 4.2, I introduce our formation model with
its initial conditions and describe how I prepared our synthetic data. I present the syn-
thetic population produced with this model, calledNG76, in Sect. 4.3. Section 4.4 pursues
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the comparison of our population with the observed exoplanet sample. In Sect. 4.5, I in-
terpret our findings and discuss their implications. Finally, I conclude this chapter by
summarizing our results and predictions in Sect. 4.6.

4.2 Methods
To investigate the relations between inner rocky planets and cold gas giants, we performed
a statistical comparison between a synthetic planet population and a sample of observed
exoplanets. We focus on planetary systems around solar-type stars and fixed the stellar
mass to 1 M� throughout. The synthetic planetary systems were calculated with the Gen-
eration III Bern global model of planetary formation and evolution ((Emsenhuber et al.,
2020a)), which is described in Sect. 2.5.1. In this section, we explain the definitions we
used to classify planets and to compute their occurrence, introduce the observed sample
and its biases, and demonstrate the statistical methods we applied.

4.2.1 Synthetic planet sample

TheMonteCarlo run of our formationmodel yielded a population of synthetic planets that
live in independent systems. We carried out some preparatory steps before performing
the statistical analysis and comparisons with the observed sample: first, we neglected all
protoplanets from further analysis that were either accreted onto the star, ejected out of
the system, or did not grow beyond a total mass of 0.5 M⊕. Next, we computed the orbital
period of each remaining planet from its current semi-major axis and assuming a Solar-
mass host star using Kepler’s Third Law. We then categorized the sample according to
the mass and period ranges in Table 4.1 into distinct planet classes, where we considered
super-Earths and cold Jupiters using the nominal definitions of Zhu & Wu (2018). Since
we are interested in the probability that a given system forms a particular planet species,
we counted unique systems instead of planets to compute occurrence probabilities.

There is no general consensus about the limits in radius, mass, or composition that
distinguish between different planet classes. To facilitate comparison with observational
studies, we defined planet types according to the mass and period limits in Zhu & Wu
(2018) and list them in Table 4.1.

We accounted for biases due to orbit inclinations bymultiplying synthetic planetmasses
with an artificial sin(i) term, where i is the relative inclination between the orbital plane
of the innermost planet and the line of sight to an observer. It is reasonable to assume
isotropic orientations of orbital planes, we therefore followedMordasini (2008) and drew
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Table 4.1: Planet Classifications

Classification Planet Mass [M⊕] Orbital Period [d]
super-Earth 2 M⊕ ≤MP sin(i) ≤ 20 M⊕ P < 400 d
cold Jupiter MP sin(i) ≥ 95 M⊕ P > 400 d

sin(i) from the distribution,
f(sin(i)) = sin(i)√

1− sin(i)2
. (4.2)

Our synthetic population consists of 1000 planetary systems. After a simulation time of
5× 109 yr, a total of 32 030 planets on bound orbits have survived in these systems. Using
the selection criteria in Table 4.1, we arrive at a sample of 538 super-Earths in 291 systems
and 182 cold Jupiters in 140 systems.

4.2.2 Occurrence rates and fraction of planet hosts
It is crucial to distinguish between the planet occurrence rate, which constitutes a number
of planets per star, and the fraction of stars hosting planets. We consider the occurrence
rate as a measure for the frequency of planets per domain in the physical parameter space
and define it as

η = 100
N?

np(x), (4.3)

where N? is the number of systems in the population and np(x) is the number of planets
with properties x that lie in a chosen interval dx of the parameter space. For the purposes
of this chapter, this space is spanned by combinations of orbital period, planet size, planet
mass, disk solidmass, and host starmetallicity. We normalize η to planets per 100 systems,
for convenience.

We further construct the fraction of stars hosting a planet, P(X). Here, X corresponds
to a specific planet species that is defined by a parameter interval dx. P(X) is readily
obtained by dividing the number of systems containing at least one planet of type X, NX,
by the total number of systems, that is,

P(X) = NX

N?

. (4.4)

The probability to form, for instance, a super-Earth system, P(SE), is then the number of
unique systems containing at least one super-Earth divided by the number of systems in
the population. We note that P(X) is the probability that a planetary system contains at
least one instance of planet species, X, regardless of themultiplicity within a given system.
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Analogously, we computed probabilities involving non-formations, P(X), by counting the
systems that are lacking a planet of type X.

Conditional probabilities that quantify the fraction of systems with a planet type given
that another type is present (or missing) in the system help reveal the effects of simultane-
ous formation of these planets in the same system. We obtained such conditional probabil-
ities for all possible combinations of planet types. As an example, to compute the proba-
bility of having a cold Jupiter in a system hosting at least one super-Earth, P(CJ|SE), we di-
vided the number of super-Earth systems containing a cold Jupiter by the number of super-
Earth systems. We proceeded equally with conditional probabilities of non-formations.

The uncertainties of synthetic probabilities follow a Poisson statistic since the problem
is equivalent to counting measurements without errors in a binned statistic. The require-
ment of independence of the individual measurements is justified since we count systems
and not single planets (which could influence each other within the same system). We
computed uncertainties of the conditional probabilities using Gaussian error propagation.

4.2.3 Observed planet sample
As this study investigates relations between super-Earths and cold Jupiters, we compared
our synthetic population with observational samples that include these planet types. Zhu
& Wu (2018) computed a variety of planet host fractions for these species and reported
a positive correlation regarding their formation. Where not stated otherwise, we refer to
their numbers when using observed quantities. A wide range of values has been reported
for the fraction of stars hosting inner super-Earths P(SE), involving different mass/period
limits anddetection techniques (e.g., Howard et al., 2010, 2012; Fressin et al., 2013; Petigura
et al., 2013b; Zhu et al., 2018; Mulders et al., 2018). For consistency with the super-Earth
definitions in Zhu &Wu (2018), we adopted P(SE) = 0.30 from Zhu et al. (2018).

Where quantities were missing in the literature, we obtained them using standard rules
of probability theory: the observed fraction of systems that formed no super-Earth and
no cold Jupiter, P (SE ∩ CJ), and the fraction of systems that formed super-Earths but no
cold Jupiter,P (SE ∩ CJ), were computed by applying the summation rule for probabilities.
Using the reported probability for super-Earth systems, P (SE), we obtain:

P(SE ∩ CJ) = 1− [P(SE) + P(CJ)− P(SE ∩ CJ)] and (4.5)
P(SE ∩ CJ) = P(SE)− P(SE ∩ CJ). (4.6)

Taking into account that the planetary systems in our observed sample are hosted by
main sequence stars and are presumably dynamically stable on Gyr timescales, we ana-
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lyzed a snapshot of the synthetic planet population at 5 Gyr. At this age, the protoplan-
etary disk has long been dispersed and the following evolutionary phase, in which ther-
modynamic evolution shapes the characteristics of a planet’s envelope, has largely con-
cluded (Mordasini et al., 2012b). It is therefore reasonable to assume that the error we
introduced by assuming the same age for all stars in the sample is typically smaller than
the observational uncertainties.

4.2.4 Detection limit
Accounting for detection limits in the observed sample, we employed a simple detection
limit based on a minimum RV semi-amplitude

K =
(2πG
P

)1/3 MP sin i
(MP +M∗)2/3

1√
1− e2

, (4.7)

where P denotes the orbital period and e is the eccentricity (Cumming et al., 1999). Zhu
&Wu (2018) indicate that they removed all planet candidates withK < 1 m s−1. However,
their sample seems to have a sharp truncation atK ∼ 2 m s−1 (compare their Fig. 1) which
is difficult to explain by an intrinsic feature of the population. We suspect that this drop is
due to a stronger detection bias than assumed and adopted amore conservativeminimum
K of 2 m s−1 for our synthetic sample to enable a more plausible comparison.

4.3 Results: Synthetic population
4.3.1 System classes
We classified the synthetic planetary systems into four classes: systemswith neither super-
Earths nor cold Jupiters (SE ∩ CJ), systems with at least one super-Earth but no cold
Jupiters (SE ∩ CJ), systems with at least one cold Jupiter but no super-Earths (SE ∩ CJ),
and systems containing both planet types (SE ∩ CJ). Figures 4.2, 4.3, 4.4, and 4.5 show the
time evolution of randomly sampled systems from each of these classes. For each system,
we show all planetsmoremassive than 0.5 M⊕, regardless of their detectability. Horizontal
bars denote the orbital range of eccentric planets. From left to right, the columns corre-
spond to the systems’ states at simulation times 0.3 Myr, 1 Myr, 3 Myr, the time of disk
dispersal tdisk, the integration time of the N-body code t = 20 Myr, and 5 Gyr. At the final
time, the dashed line marks an RV detection limit of K = 2 m s−1 and planets below this
threshold are grayed out.

Overall, the systems show diverse architectures even within the same class of systems.
The classes where one or both planet types are excluded often contain planets that would
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Figure 4.2: Time evolution of systems with cold Jupiters and super-Earths. For a number of ran-
domly sampled systems, we show the mass-semi-major axis relation of the planets at six different
times, where tdisk is the disk dispersal time and 20 Myr is the integration time of the N-body mod-
ule. In the last column, unobservable planets are grayed out and the dashed line indicates the
detection limit of 2 m s−1. Horizontal gray lines visualize the orbital range of eccentric planets.

96



4

4.3 Results: Synthetic population

100
102
104

M
P [

M
] System 102

0.3 Myr 1.0 Myr 3.0 Myr
t = 3.1 Myr

tdisk 20.0 Myr

K = 2 m/s
tobs =  5 Gyr

100
102
104

M
P [

M
] System 142 t = 4.6 Myr K = 2 m/s

100
102
104

M
P [

M
] System 144 t = 2.8 Myr K = 2 m/s

100
102
104

M
P [

M
] System 277 t = 3.7 Myr K = 2 m/s

100
102
104

M
P [

M
] System 348 t = 3.3 Myr K = 2 m/s

100
102
104

M
P [

M
] System 393 t = 3.9 Myr K = 2 m/s

100
102
104

M
P [

M
] System 405 t = 2.6 Myr K = 2 m/s

100
102
104

M
P [

M
] System 452 t = 5.4 Myr K = 2 m/s

100
102
104

M
P [

M
] System 464 t = 2.6 Myr K = 2 m/s

100
102
104

M
P [

M
] System 496 t = 3.3 Myr K = 2 m/s

100
102
104

M
P [

M
] System 548 t = 1.9 Myr K = 2 m/s

100
102
104

M
P [

M
] System 662 t = 4.3 Myr K = 2 m/s

100
102
104

M
P [

M
] System 697 t = 3.0 Myr K = 2 m/s

100
102
104

M
P [

M
] System 834 t = 2.9 Myr K = 2 m/s

100
102
104

M
P [

M
] System 909 t = 4.1 Myr K = 2 m/s

100
102
104

M
P [

M
] System 941 t = 3.1 Myr K = 2 m/s

10 2 10 1 100 101 102 103

a [au]

100
102
104

M
P [

M
] System 972

10 1 100 101 102 103

a [au]
10 1 100 101 102 103

a [au]
10 1 100 101 102 103

a [au]

t = 4.6 Myr

10 1 100 101 102 103

a [au]
10 1 100 101 102 103

a [au]

K = 2 m/s

SE CJ

Figure 4.3: Same as Fig. 4.2, but for systems containing neither super-Earths nor cold Jupiters.
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Figure 4.4: Same as Fig. 4.2, but for systems containing super-Earths and no cold Jupiters.
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Figure 4.5: Same as Fig. 4.2, but for systems containing cold Jupiters and no super-Earths.
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Figure 4.6: Occurrence map of the synthetic population. Planet occurrences are normalized to
planets per 100 stars per period-radius bin, where each bin corresponds to 0.25 dex in period and
0.1 dex in planet radius, respectively. Planets with RP < 0.5 R⊕ and beyond P = 3000 d are not
shown. Most planets are of terrestrial size and reside on intermediate orbits. A distinct group of
giant planets breaks away from the remaining population at ∼ 10 R⊕.

nominally fulfil the criteria of that planet type. These planets are either not detectable
according to our chosen detection limit or were assigned an unvaforable inclination and
were thus not classified as a super-Earth or cold Jupiter.

4.3.2 Occurrence rates in period-radius

Figure 4.6 shows the occurrence rate, η(P,RP), in planet radius and orbital period for the
full synthetic planet population at an age of 5 Gyr. Each bin covers 0.25 dex in period and
0.1 dex in planet radius, and their counts are normalized to planets per 100 stars. We do
not show planets beyond P = 3000 d, as ourN-body integration time of 20 Myr is too short
to account for their large growth timescales. We also exclude objects smaller than 0.5 R⊕,
which are not observable with state-of-the-art exoplanet detection techniques (e.g., Du-
musque et al., 2011; Cloutier et al., 2018; Reiners et al., 2018b; Bryson et al., 2020; Trifonov
et al., 2020). The majority of planets are of terrestrial size and reside on intermediate or
wide orbits. A sub-population of Jupiter-sized planets (RP ∼ 11 R⊕) is clearly differenti-
ated from the contiguous remaining population and preferentially populates the period
range of a few hundred to ∼ 1000 d.
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Figure 4.7: Occurrences of the synthetic population in the mass-period plane. Normalization and
binning are the same as in Fig. 4.6, except that each planet mass bin corresponds to 1/3 dex. White
lines border the mass-period limits for super-Earths and cold Jupiters, respectively.

4.3.3 Occurrence rates in period-mass
Similarly to Fig. 4.6, Fig. 4.7 shows synthetic planet occurrence rates in the mass-period
plane η(P,MP). The occurrence is normalized to number of planets per 100 stars per mass-
period interval. Following the same argument as for very small radii, we refrain from
considering planets lessmassive than 0.5 M⊕. As in Fig. 4.6, we exclude planets on periods
beyond 3000 d. Unsurprisingly, the distribution is similar to the radius-period diagram
with high-mass planets more dispersed, although they still form a distinct population.
There are no distinct populations of hot and cold Jupiters, only a small number of giants
with P ∼ 10 d separates from the main group of giant planets at intermediate to large
orbital distances. The latter is only partly included in our definition of cold Jupiters owing
to the comparabilitywith the observed planet sample. Rocky planets of terrestrial to super-
terrestrial mass occupy predominantly periods of hundreds to thousands of days; the bulk
of planets populating outer regions falls outside our nominal super-Earth definition. We
note that compared to previous population syntheses that lacked intermediate-mass inner
planets (e.g., Mordasini et al., 2009a), our current model produces a significant number of
super-Earths: 291 out of 1000 systems harbor a planet that obeys our criteria for a super-
Earth (compare Table 4.1). This difference is mainly caused by our improved description
of planetmigration, which in particular treats the shift from type I to type II migration self-
consistently. No artificial inhibition factors for type Imigration are necessary to reproduce
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Figure 4.8: Distribution of planet radii in the synthetic population. We exclude planets smaller
than 0.5 R⊕ and with periods beyond 3000 d. The radius frequencies follow a distinct bimodal
distribution with the bulk at its low-size end.

observed period distributions.

4.3.4 Planet radii
Figure 4.8 reveals a bimodal structure in the radius distribution of our synthetic popula-
tion: most planets are terrestrial or super-Earth-sized, but an additional, shallower local
maximum close to 1 RJup exists in the radius distribution. This bimodality separates giant
planets that experienced runaway gas accretion from planets that did not and was seen
already in earlier generations of population synthesis models (Mordasini et al., 2012b).

It is noticeable that even though planets with masses far beyond 1 MJup (see Fig. 4.7)
occur in our population, the radius distribution shows a sharp cutoff at ∼ 12 REarth. This
feature also appears in the observed exoplanet population (e.g., Chen & Kipping, 2016)
and is explained by electron degeneracy in the interior of giant planets (e.g., Chabrier
et al., 2009). Close to Jupiter mass, the polytropic index n ∼ 1 in the equation of state
and the radius is independent of the mass. This leads to a wide range of planet masses
populating a narrow region in planet radii. In the synthetic population shown here, this
effect is enhanced since we assume the same atmospheric opacity for all planets and show
all planets at the same age of 5 Gyr (Mordasini et al., 2012b).

A prominent feature in planetary radius-period diagrams is a depleted region separat-
ing small super-Earths from larger sub-Neptunes. This “photoevaporation valley” was
predicted by formation and evolution models (Jin et al., 2014) and later confirmed ob-
servationally (Fulton et al., 2017; Hsu et al., 2018). While originally explained by pho-
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toevaporation, alternative processes have also been hypothesized to produce the pattern.
Debated mechanisms include core-powered mass loss, where the core’s internal luminos-
ity removes the planetary atmosphere (Ginzburg et al., 2016, 2018; Gupta & Schlichting,
2019); different formation pathways of planets above and below the gap (Zeng et al., 2019);
and planetesimal impacts (e.g., Liu et al., 2015; Wyatt et al., 2019).

Our synthetic population reproduces the radius valley at most in an attenuated form.
The reason for this lies presumably in our simplified treatment of collisional envelope
stripping, where we add the impact luminosity of a collision event to the intrinsic plan-
etary luminosity (Emsenhuber et al., 2020a). In contrast to photoevaporation from high-
energy photons from the star, this mechanism not only affects the innermost region of the
system but also the envelopes of planets further out. Also, more massive planets suffer
from atmospheric loss than it is the case with photoevaporation alone. Both effects fill
up the radius valley. When the luminosity from impacts is neglected in our model and
atmospheres are stripped only by photoevaporation, a significant radius valley emerges
(compare Jin &Mordasini (2018)). At least two possible shortcomings of our current pre-
scription would be plausible to explain the observed mismatch with the empirical radius
distribution: There might be less collision events than assumed, or they do not remove
atmospheres as efficiently as modeled. Further studies will aim at distinguishing these
possibilities as well as the contributions of different atmosphere-depletion mechanisms.

4.3.5 Relation between metallicity and planet radius
The frequency histogram in Fig. 4.9 illustrates the dependencies between host star metal-
licity and planet radius for different planet types. It includes all planets with radii be-
tween 0.5 R⊕ and 12 R⊕. The planet frequency in the metallicity-radius plane reveals a
clear positive correlation of gas giant occurrence and stellar metallicity, in agreement with
the well-established correlation in the observed exoplanet population (Santos et al., 2004;
Fischer & Valenti, 2005; Johnson et al., 2010; Buchhave et al., 2018). Our occurrence den-
sity confirms the observed paucity of large planets with sub-Solar metallicity (Petigura
et al., 2018). Small terrestrial planets populate a wide range of metallicities and their host
stars are not enhanced in [Fe/H].

Overplotted is a statistics binned in radius for different planet types; vertical bars denote
the standard deviations in each bin. When all planets are considered, their average host
star metallicities are consistent with the observed trends in Buchhave et al. (2014) and
Narang et al. (2018).

While all types of giant planets are enhanced in metallicity, cold Jupiters between
8 R⊕ – 10 R⊕ are more metal-rich than their siblings in the same size range. This differ-
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Figure 4.9: Dependence of host star metallicity on planet radius. For each radius bin, the cross
denotes the mean [Fe/H] and the vertical bar is its standard deviation. The markers are slightly
offset horizontally for clarity. Overall, there is a positivemetallicity trendwith planet size. Hosts of
super-Earths show marginally higher metallicity with respect to the overall sample. Cold Jupiters
are enhanced in metallicity.

ence is not related to their orbital distance but due to our classification based on their
mass (compare Table 4.1), which excludes large planets with MP < 95 M⊕ from being
classified as cold Jupiters. On average, our cold Jupiters have a higher bulk density and
thus contain more solids compared to the entirety of planets in this radius range.

For super-Earths, we find only aweak positive trendwith planet radius. Also, themetal-
licities of stars harboring these planets are not significantly enhanced compared to the
full population. This is consistent with findings of Sousa et al. (2018) who report indistin-
guishablemetallicity distributions of Solar neighborhood stars and stars hosting low-mass
planets, respectively.

4.3.6 Relation to disk properties
In contrast to studies that focus on observed planet populations, for the synthesized pop-
ulation, we have the full history of each simulated system at hands. This includes the
initial properties and evolution of the protoplanetary disk in which the synthetic planets
formed (or not). Figure 4.10 reveals the distributions of these features for each of the sys-
tem classes in Table 4.3 as well as for all planets withmasses of> 0.5 M⊕ (“all”, gray lines).
In each case, we show the parameter distributions of all planets that survived the entire
formation and evolution phase, for example, the “SE” population contains all surviving
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Table 4.2: Initial conditions of different populations

population [Fe/H] Msolid [M⊕] Mgas [M�] Rcut,g [au] tdisk [Myr] astart [au]
CJ 0.13 +0.15

−0.17 290 +127
−56 0.07 +0.03

−0.03 95 +21
−24 3.35 +2.26

−1.24 22 +12
−17

SE 0.05 +0.19
−0.19 156 +70

−47 0.04 +0.03
−0.02 69 +25

−18 3.90 +1.90
−1.28 16 +14

−11
SE ∩ CJ 0.07 +0.19

−0.12 283 +84
−50 0.07 +0.03

−0.03 95 +21
−24 3.35 +1.96

−1.38 20 +13
−15

SE ∩ CJ -0.11 +0.20
−0.19 54 +41

−29 0.02 +0.02
−0.01 42 +22

−14 2.84 +1.14
−0.81 11 +16

−9
SE ∩ CJ 0.05 +0.19

−0.20 145 +51
−39 0.04 +0.03

−0.01 66 +23
−16 4.07 +1.74

−1.43 15 +14
−10

SE ∩ CJ 0.17 +0.12
−0.18 302 +129

−66 0.07 +0.04
−0.03 95 +26

−25 3.41 +2.29
−1.29 24 +11

−18
all -0.03 +0.20

−0.20 99 +90
−50 0.03 +0.03

−0.02 56 +30
−19 3.40 +1.85

−0.98 5 +5
−4

initial -0.03 +0.22
−0.21 95 +147

−55 0.03 +0.04
−0.02 56 +36

−21 3.23 +1.90
−0.98 2 +13

−1

Notes. Initial Conditions for different populations. For each parameter, we quote its median for all
combinations of SE and CJ, plus for the entire population of survived planets. Upper and lower
limits denote 84th and 16th percentiles, respectively. Compare Fig. 4.10 for a visual representation
of the data.

planets in super-Earths-hosting systems and not only their super-Earths. For comparison,
the dotted lines (“initial”) denote the distributions for the complete set of simulations. We
note that the gas disk radiusRcut,g is not an independent parameter but a unique function
of the gas disk massMgas. Table 4.2 contains the 16th, 50th, and 84th percentiles of these
quantities for each system class.

In all physical disk parameters related to available planetmaterial (metallicity, solid and
gas mass, and disk size), the same three distinct populations are differentiated: systems
without super-Earths or cold Jupiters, systems that formed intermediate-mass planets,
such as super-Earths, and systems that formed cold Jupiters. This clustering is particularly
illustrative inMsolid when retraced from low to high values:

• SE ∩ CJ: at low solid masses of tens of M⊕, only low-mass planets occur that do not
reach super-Earth mass or beyond.

• “All” class represents all survived planets and thus closely resembles the initial con-
ditions.

• SE and SE ∩ CJ: in disks of intermediate supplies of solids, cores of several M⊕ can
form which result in super-Earths.

• SE ∩ CJ, CJ, and SE ∩ CJ: fromMsolid & 200 M⊕, cold Jupiters can form. As shown
below, these giant planets can pose a threat to inner super-Earth systems, which are
frequently destroyed in SE ∩ CJ systems.
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The starting position of the planetary embryo is a particularly decisive feature (com-
pare Schlecker et al. (2021, Chapter 3)) and shows a separate pattern: while the over-
all population, which is dominated by terrestrial-mass planets, is shifted to small orbits,
< 10 au, all other populations follow amore balanced distribution. Again, the cold Jupiter-
hosting populations are differentiated. They show a bimodal distribution of initial orbits
that divides them into planets we labeled as super-Earths or cold Jupiters and companions
in the same systems that are undetectable.

The disk lifetime is rather insensitive to the outcome, but shows a similar clustering
of system classes as the other parameters. While SE ∩ CJ systems, which consist largely
of low-mass planets, have a median disk lifetime of 2.8 Myr, the disks of systems hosting
super-Earths but no cold Jupiters last for 4.1 Myr on average. For a more detailed analysis
of the links between disk properties and resulting planet types, see Chapter 3.

We now look at correlations between disk initial conditions and planet occurrence on
the system level. To do so, we computed Spearman’s rank correlation coefficient ρ (Spear-
man, 1904) for combinations of disk parameters (compare Table 2.1) and occurrences of
a planet type. The coefficient ranges from −1 to +1, where a positive (negative) coef-
ficient denotes a positive (negative) rank correlation between two variables and ρ = 0
corresponds to no correlation. All synthetic systems were included. The correlation map
in Fig. 4.11 includes the initial gas disk mass, Mgas, the initial solid disk mass, Msolid, the
host star metallicity, [Fe/H], the exponential cutoff radius of the gas disk, Rcut,g, and the
disk dispersal time, tdisk. It further incorporates occurrence rates for three different planet
types: nSE and nCJ are the number of super-Earths and cold Jupiters per system, respec-
tively. ntot is the per-system frequency of all planets more massive than 0.5 M⊕. All oc-
currence rates show positive correlations with Mgas, Msolid, and Rcut,g (which is itself a
function of Mgas). nCJ and ntot are also moderately correlated with metallicity, and nSE

and ntot show some dependence on tdisk. For all occurrence rates, the strongest correlation
is obtained withMsolid.

In order to identify trends of occurrence rates of the different planet types with this pa-
rameter, we compute a rolling mean along the solid mass axis and plot the corresponding
mean planet occurrences of cold Jupiters and super-Earths, respectively (Fig. 4.12). The
rolling window moves with step size one and consists of 80 systems; this window size is
a trade-off between resolution and robustness against random variations. Shaded areas
in the plot cover one standard deviation around the mean. For cold Jupiters, we obtain a
monotonically increasing mean occurrence rate that starts around 150 M⊕ and flattens out
arriving at ∼ 1.0± 0.6 planets forMsolid ' 300 M⊕.
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Figure 4.10: Initial conditions for different populations. For each parameter, we show empirical
distribution functions for all combinations of SE and CJ, plus for the entire population of survived
planets withMP > 0.5 M⊕. The dotted lines show the initial distributions for the simulations. The
CJ-hosting populations form compact clusters in most parameters, whereas the SE populations
spread more depending on the existence of CJ in the systems.

The picture is very different for super-Earths. Their formation starts at lower disk
masses with a steep increase in frequency up to a peak of 1.9 ± 1.2 planets per system
at 160 M⊕ in solids. At higher disk masses, the occurrence drops below unity and slightly
descends beyond 300 M⊕. Interestingly, these strong variations coincide with features in
the cold Jupiter occurrence. This points to the destruction of inner rocky planetary sys-
tems by emerging outer giants in systems with very high initial solid disk mass Msolid.
Generally speaking, systems harboring both super-Earths and cold Jupiters require disks
with intermediate reservoirs of solids. If they are too small, no giant planets form. If they
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Figure 4.11:CorrelationMap of disk properties andplanet occurrence rates. For every combination
of two quantities, we compute the Spearman rank coefficient to assess mutual correlations. The
(identical) upper triangle and the self-correlating diagonal are removed for clarity. Almost all
parameters show positive correlations and of all disk features, the solid material supply of the
disk shows the highest correlation with all planet occurrences.

are too large, the super-Earths are destroyed and only giants remain.

4.4 Results: comparison with observations
In this section, we aim to compare the planet population NG76 produced by our forma-
tion model with observed exoplanets. We focus on the populations of super-Earths and
cold Jupiters and compare them to recent results based on data from ground-based radial
velocity measurements and from the Keplermission (Borucki et al., 2010). For a confronta-
tion of observed and calculated planetary bulk densities in Sect. 4.4.3, we compiled our
own sample of confirmed exoplanets .
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Figure 4.12: Mean planet occurrence per system as a function of initial solid disk mass. A rolling
mean occurrence along the solid disk mass axis is shown for each planet type separately. Shaded
areas cover±1 standard deviation of the rolling mean. Cold Jupiters form only in disks exceeding
Msolid ≈ 150 M⊕, where their occurrence shows a shallow positive correlation with solid mass. For
super-Earths, there is a sharp increase to a maximum occurrence at∼ 160 M⊕, then it drops before
flattening out at ∼ 250 M⊕.

4.4.1 Fractions of planet hosts
To understand the relations between close-in super-Earths and outer gas giants and to
constrain their mutual influence in the formation of planetary systems, we are interested
in the fractions of planetary systems that form (and maintain) these planets.

In Fig. 4.13, we show unconditional and conditional probabilities for the existence of
super-Earths and cold Jupiters. Table 4.3 lists their numerical values and compares them
with their counterparts inferred from observations. These are based on confirmed plan-
ets that were initially detected with the RV method (Zhu & Wu, 2018). Where values are
missing in their paper, we compute them using standard rules of probability theory (com-
pare Sect. 4.2.2). To maintain sufficient orbital separation between the considered planet
classes and for easier comparison, we do not include “Warm Jupiters” but adhere to the
criteria in Table 4.1.

Zhu et al. (2018) report a super-Earth frequency of 0.30 based on detections of theKepler
survey. On the other hand, cold Jupiters are found in 11 % of systems around solar-type
hosts (Cumming et al., 2008). Wittenmyer et al. (2016) derive a frequency of 6.2+2.8

−1.6 %
but consider only giants with orbital periods ∼5 yr – 19 yr. Herman et al. (2019) find an
occurrence rate of 15+6

−5 % for large planets within a period range of 2 yr – 10 yr based on
newly detected transit candidates from Kepler.

With P(SE)syn = 0.29 ± 0.02 and P(CJ)syn = 0.14 ± 0.01, our synthetic population is
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Table 4.3: Fractions of Stars hosting super-Earths and cold Jupiters.

Probability Observeda Full Populatione [Fe/H] < -0.2 -0.2 < [Fe/H] < 0.2 0.2 < [Fe/H] µ̄ ē

P(SE) 0.30b 0.29±0.02 0.13±0.02 0.31±0.02 0.43±0.05 1.8±0.9 0.08±0.10
P(CJ) 0.11d 0.14±0.01 <0.01 0.12±0.01 0.42±0.05 1.3±0.5 0.18±0.19
P(SE ∩ CJ) 0.09 0.05±0.01 <0.01 0.05±0.01 0.10±0.03 3.7±0.9 0.11±0.13
P(SE ∩ CJ) 0.69b 0.62±0.02 0.87±0.07 0.62±0.03 0.25±0.04 1.8±0.8 0.09±0.10
P(SE ∩ CJ) 0.21b 0.24±0.02 0.12±0.02 0.26±0.02 0.32±0.05 2.2±1.0 0.06±0.10
P(SE ∩ CJ) 0.01c 0.09±0.01 <0.01 0.07±0.01 0.32±0.05 2.1±0.9 0.19±0.18
P(SE|CJ) 0.90±0.20 0.34±0.06 1.0±1.41 0.41±0.09 0.25±0.07 – –
P(CJ|SE) 0.32±0.08 0.16±0.03 0.04±0.04 0.15±0.03 0.24±0.07 – –
P(SE|CJ) 0.10±0.20 0.66±0.09 <0.01 0.59±0.11 0.75±0.14 – –
P(CJ|SE) 0.68±0.08 0.84±0.07 0.96±0.27 0.85±0.09 0.76±0.14 – –

Notes.The top part shows the fraction of stars harboring (lacking) super-Earths (SE), cold Jupiters
(CJ), and combinations thereof at an age of 5 Gyr. The bottom panel shows conditional probabili-
tiesP(A|B)whereA denotes the existence of at least one instance of planet typeA in a given system
and A denotes its non-existence. Uncertainties of probabilities are based on Poisson errors. The
last two columns list the mean planet multiplicity µ̄ and mean eccentricity ē with their standard
deviations. While for P(SE) (P(CJ)), this takes into account only super-Earths (cold Jupiters); for
the other classes we consider all planets withK > 2 m s−1.
(a) if not stated otherwise, probabilities are from Zhu & Wu (2018) using their “nominal” super-
Earth definition where MP sin i < 20 M⊕.
(b) quoting for P(SE) the fraction of Kepler systems hosting super-Earths in Zhu et al. (2018)
(c) order of magnitude estimate by Zhu &Wu (2018)
(d) as estimated by Cumming et al. (2008)
(e) population NG76 in the NGPPS series
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Figure 4.13: Fractions of planet hosts in the synthetic population of survived planets. The height of
the bars represent the probabilities of column “Full Population” in Table 4.3. Blackmarkers denote
uncertainties assuming a Poisson statistic.
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Figure 4.14: Observed and theoretical conditional probability P(CJ|SE). The blue curve approxi-
mates the posterior probability density to find 9 cold Jupiter systems in a sample ofNobs = 31 super-
Earth systems (Zhu & Wu, 2018). Our theoretical population contains 291 systems with super-
Earths, 47 of which contain cold Jupiters. The corresponding conditional probability (red curve)
is enhanced compared to the overall cold Jupiter occurrence (black dashed line). We further gener-
ate aKDEof P(CJ|SE) from 1000 randomdraws ofNobs synthetic super-Earth systems (dotted line).
While we find lower probabilities than Zhu & Wu (2018), an anti-correlation P(CJ|SE) < P(CJ) is
unlikely.

consistent with these observables, although it contains slightly more cold Jupiters. Solar
System analogs, that is, systems containing a cold Jupiter but lacking super-Earths, are
rare (P(SE ∩ CJ)syn = 0.09± 0.01). This quantity is difficult to constrain observationally,
but Zhu & Wu (2018) give an order-of-magnitude estimate of 1 %. More interesting for
the relation between inner rocky planets and outer giants are the conditional probability
of having at least one cold Jupiter in a super-Earth-hosting system, P(CJ|SE), and its in-
verse P(SE|CJ). Zhu & Wu (2018) found nine cold Jupiter-hosting systems in Nobs = 31
super-Earth systems1 and thus report P(CJ|SE)obs = 9/31 ≈ 0.29. The result is sup-
ported by Bryan et al. (2019), who find that (39± 7) % of systems with inner super-Earths
(1 R⊕ – 4 R⊕, 1 M⊕ – 10 M⊕) host an outer gas giant. Both studies conclude that, compared
to field stars, cold Jupiters are more prevalent around stars hosting super-Earths at short
orbital distances. In our synthetic population, 47 out of 291 super-Earth systems contain at
least one cold giant, which yields a rate ofP(CJ|SE) = 0.16±0.03. In Fig. 4.14, we construct
the binomial likelihood of this result. The distributions shown describe the probabilities
to find k CJ systems when we randomly draw N SE systems. We compare the rate from
our simulations (red curve, k = 47, N = 291) to the ones found in Zhu & Wu (2018)
1for consistency, we consider only their sample that excludes warm Jupiters

111



4 Warm Super-Earths and Cold Jupiters

(blue curve, kobs = 9, Nobs = 31). While the distributions have significant overlap, our
result lies 1.7 standard deviations from the observed one. Despite these differences, the
anti-correlation case P(CJ|SE) < P(CJ) remains unlikely.
We further estimated the variance in P(CJ|SE) we would expect if our sample size of

super-Earth systems was the same as the observed one, N = Nobs. The dotted line in
Fig. 4.14 shows the corresponding kernel density estimation (KDE) from 1000 random
draws. Its standard deviation is 0.06 and the probability to find exactly nine cold Jupiter
systems is 3 %.

The inverse conditional probability of finding a super-Earth in a cold Jupiter hosting
system, P(SE|CJ), could observationally only be constrained using indirect methods. Zhu
& Wu (2018) derived it using Bayes’ law and assumptions on the individual detection
probabilities P(SE) and P(CJ). They found P(SE|CJ)obs = 90 ± 20 %. In the synthetic
case, we can measure this quantity directly and obtain a much lower probability of 0.34±
0.06. This result differs from the non-correlation case P(SE|CJ) = P(SE) by 1.1 standard
deviations, suggesting that the occurrence of super-Earths is slightly enhanced in cold
Jupiter hosting systems compared to field stars.

4.4.2 Removal of super-Earths
We find 93 systems that contain cold Jupiters but no super-Earths after 5× 109 yr. This
raises the question if the latter a) never existed; or b) disappeared during the formation
phase.

All simulations start with 100 planet seeds of 0.01 M⊕ each. Therefore, if the first hypoth-
esis is true, we expect a significantly increased number of planets that had their growth
stalled before reaching super-Earth mass, that is, due to the competition between solid
material with other planets (particularly giants).

Thus, we confronted the fractions of planets in cold Jupiter-hosting systems without
super-Earths (SE ∩ CJ) andwith super-Earths (SE ∩ CJ), respectively. To facilitate a com-
parison with the observed sample, we only used planets withMP sin i ≤ 2 M⊕. In order to
avoid biases introduced by planets that were accreted by the star or ejected from the sys-
tem, we counted all planets in this mass range regardless of their ultimate fate. We find
that the fraction of failed super-Earths is the same in both populations (0.80 compared to
0.81)2. This shows that planetary growth to (at least) super-Earth mass was not inhibited
in SE ∩ CJ systems and hypothesis a) must be rejected.
To address hypothesis b), we distinguish between three scenarios that remove planets

2We caution that most of these planets retained masses close to our initial embryo mass; therefore these
values should not be mistaken as occurrence rates for low-mass planets.
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after they formed. They can be ejected out of the system, become accreted by the host star,
or merge with another planet. Of the removed super-Earths in SE ∩ CJ systems, 29 % are
ejected, 11 % are accreted by the star, and 60 % are accreted by another planet.
Comparing the frequency of ejections in different populations, we find that from almost

all (99 %) SE ∩ CJ systems a planet in the super-Earthmass range (compare Table 4.1)was
ejected. This compares to a significantly smaller fraction of 19 % for the overall population.
Furthermore, 22 % of all super-Earths in systems hosting cold Jupiters were ejected, while
only 2 % of super-Earths in non-cold Jupiter systems were ejected. The fraction of super-
Earths that become accreted to the host star is small and comparable across the different
populations, regardless of the presence of giants in the system.

An equally catastrophic and more common destiny for growing super-Earths are col-
lisions with other protoplanets. During such events, part or all of the mass of a planet
is transferred to the collision partner. In the majority of cases, this partner is a roughly
terrestrial-mass body; only 20 % of events in the SE ∩ CJ population correspond to a
giant-mass partner. However, the “winner” of such a collision is likely to experience an-
other planetary encounter during its lifetime, possibly with destructive consequences. We
traced each accreted planet through its entire subsequent collisional history to determine
which planet in the system became the final recipient of its material. In the SE ∩ CJ popu-
lation, only 26 % of these final accretorswere one of the cold Jupiters in the system. Eventu-
ally, 34 % of accreted planets end up in super-Earth-mass planets (that might not survive),
and 31 % in planets less massive than 2 M⊕. We conclude that hypothesis b) is correct and
the majority of missing super-Earths merged with another planet in their system.

In the following, we investigate the cause of these merger events. In the lower panel of
Fig. 4.15, we show the eccentricity and period distributions of giant planets (MP ≥ 95 M⊕)
in SE ∩ CJ and SE ∩ CJ systems, respectively. Giants in systems with removed super-
Earths have, on average, significantly higher eccentricities (p = 5× 10−4). Their periods
reach down to tens of days, while no giants with P . 100 d exist in systems with super-
Earths. The planetmasses follow similar distributions for both populations (Fig. 4.16), but
there are differences on either extreme of the distribution: while SE ∩ CJ systems have a
higher occurrence of “Saturns” (MP ∼ 100 M⊕), very-high-mass planets that reach into
the Deuterium-burning regime occur only in the SE ∩ CJ population.

Figure 4.17 shows the same distributions for planets in the super-Earth mass range. We
included not only planets that survive the entire formation and evolution phase, but all
planets that reached SE mass and never grew beyond. Planets that were accreted onto
the stars where removed since the physical meaning of their final period and eccentricity
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Figure 4.15: Eccentricity and period distributions of all giant planets that ever formed, regardless
of their survival. This plot includes all planets with masses from 95 M⊕, not only cold Jupiters.
Insets show the corresponding empirical distribution functions.
Upper left: Eccentricity distribution for giants orbiting low-metallicity ([Fe/H] < 0.2, yellow) and
high-metallicity ([Fe/H] > 0.2, blue) host stars. Planets with very low eccentricity are slightly
more prevalent in low-metallicity systems.
Upper right: Period distributions of giant planets for different metallicities. A population of giants
with very short periods exists only in the high-metallicity sample (p = 8× 10−2).
Lower left: Eccentricity distributions of giant planets in cold Jupiter-hosting systems with andwith-
out super-Earth companions. Giants in systems without super-Earths have significantly higher
eccentricities (p = 5× 10−4). No super-Earths occur when a giant with e & 0.7 exists.
Lower right: Period distributions of giants with and without super-Earths. The latter persist only
in systems without short-period giants.

is questionable. On average, SE ∩ CJ planets have higher eccentricities and larger peri-
ods than SE ∩ CJ planets. Ultra-short periods of less than three days are rare in SE ∩ CJ
systems.

4.4.3 Ice mass fractions
While detailed analyses of planetary compositions are beyond the scope of this study, we
modeled the abundances of relevant chemical species and took into account the conden-
sation of volatiles as a function of radial distance (Thiabaud et al., 2015).
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Figure 4.16: Mass distribution of giant planets in cold Jupiter-hosting systems with and without
super-Earths. The mass distributions of the two populations show only minor differences.

To avoid distortions introduced by inclination effects and detection bias, we adopted
for the planet classification into super-Earths and cold Jupiters an approach that reflects
the architectures of our synthetic systems better than the limits in Table 4.1. This includes
different mass limits for the inner planets, which are relatively abundant at higher masses
than the 20 M⊕ limit we used for the comparisons above (compare Fig. 4.7). We chose an
upper limit of 47 M⊕ (half of the lower limit for giant planets) for these planets. For each
system, we:

1. checked if a giant planet exists, using our nominal mass limits. If yes, the upper
period limit for super-Earths equals the period of the innermost giant. Otherwise,
we used the same limit as in Table 4.1 of P = 400 d.

2. set mass limits for “massive” super-Earths of 1 M⊕ < MP < 47 M⊕

3. did not impose a detection limit

4. did not draw an inclination term sin i but used the planets’ mass MP.

Using these rules, we classified the population of systems into four distinct classes
(SE ∩ CJ), (SE ∩ CJ), (SE ∩ CJ), and (SE ∩ CJ). For each of these system classes, we
tracked the water content of individual planet cores throughout their formation history
and show their ice mass fractions at t = 5 Gyr in Fig. 4.18.

The individual panels show balanced samples of 264 planets more massive than 0.5 M⊕
from systems containing different combinations of super-Earths and cold Jupiters. The
sample size corresponds to the number of planets in the smallest class.
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Figure 4.17: Same as Fig. 4.15, but for all super-Earths that ever formed during the systems’ his-
tories. This includes both surviving planets and planets that we classified as super-Earths at the
time of their removal (via ejection or collision events). Planets accreted to the star are not shown.
With p = 0.25, a Kolmogorov-Smirnov test suggests a negligible statistical distance between the
eccentricity distributions in high- and low-metallicity systems. On the other hand, the difference
between systems with and without super-Earths is significant: where they are missing, eccentric-
ities are strongly enhanced. The period distribution in the SE ∩ CJ population, which contains
surviving super-Earths, is shifted toward lower values compared to SE ∩ CJ. These trends point
to dynamical excitation of super-Earths by giant companions where they are present.

The core ice mass fractions fice of growing super-Earths are mainly determined by their
initial orbital distances, which are indicated by the rug plot at the bottom of each panel.
The colors of the markers correspond to the final ice mass fractions and show their strong
correlationswith the planet embryo positions relative to thewater ice line. Cores that start
outside of the ice line are strongly enhanced in water ice. Mixing of planetary composi-
tions at later times is only possible due to different migration trajectories, collisions, and
scattering events. Planets beyond ∼ 1 au almost always maintain their high ice mass frac-
tion. On the other hand, more close-in planets show varying compositions. On average,
super-Earths in systems without outer giants are more ice-rich than their siblings in cold
Jupiter-hosting systems. They mostly started just outside the water ice line and then mi-
grated to their final positions, while super-Earths in cold Jupiter-hosting systems usually
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Figure 4.18: Water ice mass fractions of planet cores in the different system classes. For balanced
samples of 264 planets per class, we show their position inmass-semi-major axis space, color-coded
by ice mass fraction. For the systems containing super-Earths, we indicate their initial orbital dis-
tance by a rug plot with the same color-code. Planets < 0.5 M⊕ are not shown. The mass fractions
of ice in the core are largely determined by the position of the water ice line in the protoplanetary
disk, where planets beyond ∼ 1 au are mostly water-rich. Super-Earths in systems without cold
Jupiters have higher ice mass fractions than their siblings with giants.
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Figure 4.19: Distribution of ice mass fractions in the cores of super-Earths with and without cold
Jupiter companion. The vastmajority of super-Earthswith giant companions is completely dry. On
the other hand, super-Earths in systemswithout a giant planet often retain large ice mass fractions,
reaching close to the maximum value of fice ≈ 0.59. With p ≈ 10−15, the null hypothesis that both
datasets are drawn from the same parent population must be rejected.

start within the ice line. The distributions of fice differ significantly between the two popu-
lations (compare Fig. 4.19). The median ice mass fractions of the two super-Earth-hosting
classes amount to fice, SE∩CJ = 0.23+0.27

−0.23 and fice, SE∩CJ = 0.02+0.29
−0.02, respectively, where upper

and lower bounds denote the 84th and 16th percentiles.
These differences in composition are reflected in different bulk densities, which can be

probed in a mass-radius diagram (Fig. 4.20). Here, we consider all inner (a < 0.3 au)
planets with masses 1 M⊕ – 47 M⊕. In general, three groups of planets can be identified:

• Rocky planets without significant gaseous envelopes (lower diagonal chain of mark-
ers). These planets occupy the diagram areas with the highest densities and are the
most abundant group.

• Icy planetswithout significant gaseous envelopes (upper diagonal chain ofmarkers).
Planets of this group have slightly lower bulk densities due to their high ice mass
fractions.

• Planets that accreted and maintained significant atmospheres. These envelope-
dominated planets are clearly detached toward larger radii.

As is apparent in the plot, cold Jupiter-hosting systems (top panel) are almost com-
pletely free from icy, atmosphere-less super-Earths. On the other hand, systems without
cold Jupiters (center panel) aremainly populated by super-Earthswith ice-rich cores. This
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Figure 4.20:Mass-radius diagram of inner super-Earths with and without cold Jupiters. Included
are all planets with masses of 1 M⊕ – 47 M⊕ and a < 0.3 au. The top and center panels show
all such planets in SE ∩ CJ and SE ∩ CJ systems, respectively, with their core ice mass fractions
color-coded. The bottom panel shows balanced samples (N=190) from both system classes. On
average, super-Earths in cold Jupiter-hosting systems populate regions of higher bulk density. In
all panels, we overplot observed super-Earths in exoplanet systems containing both planet types,
(SE ∩ CJ)obs. These planets match their synthetic counterparts well, but fail to match the SE ∩ CJ
population.
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holds also for planets with significant H/He envelopes, which puts them to lower average
masses.

In the bottom panel, SE ∩ CJ and SE ∩ CJ systems are shown in different colors. Here,
the sample sizes of the different classes are balanced. A clear difference between the two
classes is visible: super-Earths in cold-Jupiter hosting systems show larger bulk densities,
whereas those without a giant companion tend to populate regions of less density. The ef-
fect is even stronger for planets with large radii, that is, significant H/He envelopes, where
those with masses below ∼ 10 M⊕ exist almost only in the class without cold Jupiters.
These differences pose an interesting prediction for exoplanets with both mass and ra-

dius measurements. For a first-order comparison with real exoplanets, we constructed a
sample of observed systems containing both super-Earths and outer giants, (SE ∩ CJ)obs.
We did not, however, go so far as to compose an observed counterpart for the SE ∩ CJ
population since this sample would suffer from a strong bias: a system where no cold
Jupiter was detected is not guaranteed to contain no such planets. The observed sample
was constructed as follows: we obtained from the NASA exoplanet archive3 all confirmed
planets and classified them in the same way we did for the synthetic population, using
our flexible period limits (see above). We then kept only systems that contain both super-
Earths and cold Jupiters. From these systems, we include the 26 super-Earths that have
both mass and radius measured in the mass-radius diagram (Fig. 4.20). This confronta-
tion with the theoretical sample reveals a remarkable agreement of (SE ∩ CJ)obs with its
synthetic counterpart, especially in the regime of planets with significant atmospheres.
Here, (SE ∩ CJ)obs differs substantially from the synthetic SE ∩ CJ sample. In particular,
(SE ∩ CJ)obs matches the synthetic super-Earths with cold Jupiter companions SE ∩ CJ
much better than it matches the overall super-Earth sample (compare bottom panel of
Fig. 4.20).

4.4.4 Host star metallicity: effects on planet occurrences
Some planet formation models suggest that cold Jupiters and super-Earths form in dif-
ferent metallicity domains: host stars of low metallicity are not able to provide enough
solid material for giant formation but can produce super-Earths (Ida & Lin, 2004b). On
the other hand, high-metallicity hosts with larger solid reservoirs yield giants which pre-
vent the formation of super-Earths (Izidoro et al., 2015). However, Zhu (2019) not only
find the presence of super-Earths in observed high-metallicity systems but even a weak
positive correlation of their occurrence.

To identify trends connected to host star metallicity, we compute all above probabilities
3queried on 2020-03-18
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Figure 4.21:Multiplicity for different host starmetallicities. Left: Number of giant planets per giant-
hosting system. While high-metallicity systems have marginally higher multiplicity, there are no
significant differences. Right: Number of super-Earths per super-Earth hosting system. Again, the
differences are statistically indistinguishable.

not only for the full population but also for three distinctmetallicity ranges: [Fe/H] < −0.2;
−0.2 < [Fe/H] < 0.2; and 0.2 < [Fe/H]. The distribution of metallicities in our synthetic
population correspond to the observed values in the Solar neighborhood (see Sect. 2.5.1).

While observational studies revealed only a weak dependence of super-Earth occur-
rence on host starmetallicity (e.g.,Wang&Fischer, 2015; Zhu et al., 2016), we see a notable
absence of super-Earths around low-metallicity stars with a super-Earth fraction of only
0.13 compared to 0.29 which we obtain for the full population.
Figure 4.15 shows a histogram and empirical distribution function of planet periods for

two giant planet samples of low metallicity ([Fe/H] < 0.2) and high metallicity ([Fe/H]
> 0.2). Host stars of high metallicity produce a rather bimodal distribution with a low-
period bump. A similar feature was observed in the giant exoplanet population (Santos
et al., 2006). This bimodality does not exist in the low-metallicity sample. A two-sample
Kolmogorov-Smirnov test on the period distribution yields p = 8× 10−2, allowing to reject
the null hypothesis that the two samples stem from the same distribution.

A comparison of the number of giant planets per system between these samples
(Fig. 4.21) shows no significant difference: where giant planets occur, their multiplici-
ties follow the same distribution regardless of the metallicity. There is also no signifi-
cant change in the planet mass distribution with metallicity, as has already been found
in Mordasini et al. (2012a). As shown in Fig. 4.22, there is a difference in the CDF around
1000 M⊕, but with p = 0.06,we cannot exclude equal source distributions.
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Figure 4.22:Mass distribution of giant planets in low- and high-metallicity systems. The difference
between the distributions is statistically indistinguishable.

4.4.5 Possibility of reduced multiplicity in cold Jupiters
In this study, we denote as multiplicity, µ, the number of planets in a given system. Where
we quote mean multiplicities across systems µ̄, we consider all planets that are above our
detection limit ofK = 2 m s−1 (compare Sect. 4.2.4). For themeanmultiplicity of a specific
planet type, we consider only systems containing at least one such planet.

Hansen (2017) suggested that dynamically hot outer giants can perturb inner terrestrial
planets and decrease the multiplicities of these systems. Support for this hypothesis came
from Zhu & Wu (2018), who find a deficiency of high-multiplicity systems in their cold
Jupiter-hosting population, albeit with little significance due to the small sample.

In our synthetic sample, we find mean multiplicities of µ̄ = 2.27± 1.08 for the complete
planet sample, µ̄SE = 1.85 ± 0.92 for super-Earths in super-Earth hosting systems, and
µ̄CJ = 1.30 ± 0.50 for cold Jupiters in cold Jupiter hosting systems, quoting arithmetic
mean and standard deviation. The frequency of multiplicities for different planet types
is depicted in Fig. 4.23. We note that the plot shows the frequency per 100 systems con-
taining the species (i.e. the sum of frequencies for each species equals to 100), it does not,
therefore, reflect overall planet occurrences. In black, we show multiplicity frequencies
for the complete sample, with orange and blue corresponding to the systems containing
super-Earths and cold Jupiters, respectively. On average, the multiplicity of super-Earths
is higher than for cold Jupiters. The latter show a multiplicity rate (fraction of systems
with µ > 1) of 28 %, consistent with the rate for observed cold Jupiters (e.g., Wright et al.,
2009). Less than 4 % of all systems show a multiplicity greater than four and no systems
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Figure 4.23: Normalized frequency of multiplicities for different planet types. The term “All”
(black) includes all planets above our detection limit. For each of these multiplicities, we count the
number of systems with this multiplicity and normalize it to 100 systems that host this species.

with µ > 5 exist in the population.
To investigate a possible influence of the presence of an outer giant on the multiplicity

of inner terrestrial planets, we examine the subpopulations of cold Jupiter systems and
non-cold Jupiter systems separately. Figure 4.24 compares the frequency of super-Earth
multiplicities for these two samples. Again, frequencies are normalized to 100 systems
of the respective subpopulation. The mean super-Earth multiplicity is slightly enhanced
in systems without outer companions (1.94 ± 0.93) compared to systems hosting a cold
Jupiter (1.34± 0.67).

This is consistent with the observed trend of reduced multiplicity, but the effect is not
significant enough to confirm it. We do not observe a difference in super-Earth multiplic-
ities of low-metallicity systems ([Fe/H] < 0.2) and high-metallicity systems ([Fe/H] >
0.2) (see Fig. 4.21), as was suggested by Brewer et al. (2018).

4.5 Discussion
4.5.1 Observed and theoretical host star fractions
While the absolute fractions of super-Earth hosts and cold Jupiter hosts in our synthetic
population are largely consistent with observations, there are considerable differences in
the conditional probabilities P(CJ|SE) and P(SE|CJ). Observationally, only the former
can be directly derived from counting statistics without additional assumptions on P(CJ)
and P(SE).
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Figure 4.24: Normalized frequency of super-Earth multiplicity in systems with and without cold
Jupiter. In accordance with Fig. 4.23, the frequency is normalized to 100 systems of the respec-
tive subpopulation. Dashed lines show mean multiplicities, whereas shaded regions reach to one
standard deviation from the mean. super-Earth multiplicity is enhanced in systems without outer
companions.

Zhu & Wu (2018) reported 9 out of 31 super-Earth systems that host a cold Jupiter,
which results in a range of probabilities of P(CJ|SE)obs = 0.29± 0.18 (compare Fig. 4.14).
This is in line with Bryan et al. (2019), who found that super-Earth systems are enhanced
in probability of also hosting a long period giant based on a sample of 65 stars. Zhu &Wu
(2018) based their study on RV detections and Bryan et al. (2019) used a mixed sample
of RV and transit-detected systems. Similarly, Herman et al. (2019) analyzed transiting
planets and found a positive correlation between short- and long-period planets in a sam-
ple of 12 candidate systems. They conclude that outer giants occur exclusively in systems
containing smaller inner planets.

With 1000 systems, our synthetic sample is significantly larger and can thus constrain
the probability density tighter than the observations toP(CJ|SE)syn = 0.16±0.03. This puts
our result between the non-correlation case and the strong positive correlations presented
in Zhu & Wu (2018) and Bryan et al. (2019). Our figure is in agreement with the finding
of Zhu &Wu (2018) within 1.7σ.
In contrast to the quantities above, the observed probability of finding a super-Earth in

a system that hosts cold Jupiters, P(SE|CJ), could not be measured directly in these stud-
ies due to the poorly constrained detection bias for super-Earths. Zhu & Wu (2018) de-
rived it from P(SE), P(CJ), and P(CJ|SE) using Bayes’ theorem and report P(SE|CJ)obs =
0.90 ± 0.20. Bryan et al. (2019) follow the same approach and, while not precisely con-
straining P(SE|CJ), come to the same conclusion. Both results suggest that nearly all cold
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Jupiters are accompanied by inner super-Earths. It is thus surprising that Barbato et al.
(2018), who conducted a survey to search for super-Earths, found zero planets in their
sample of 20 cold Jupiter-hosting systems. In Barbato et al. (2020), it was clarified that
the estimated sensitivity of the survey was inaccurate, which provides the possibility of
a higher occurrence rate for inner super-Earths than the one reported. In Sect. 4.1.2, we
took an assessment of their null result.
The corresponding quantity in our synthetic population is significantly lower with

P(SE|CJ)syn = 0.26 ± 0.05, indicating a lack of super-Earths in our cold Jupiter-hosting
systems. In general, we do not find the reported strong positive correlation between the
twoplanet types in our synthetic population. In the following, we discuss possible reasons
for this apparent disagreement.

One explanation for the discrepancy is selection bias. We realized that the mass-period
cuts chosen by Zhu & Wu (2018), which we adopted for our comparison, are not well
reflected in the architectures of our systems but, rather, they constitute arbitrary borders
in our population (compare with Fig. 4.7). In particular, our population of giant planets
occupies both sides of the period limit and is located on closer orbits than the observed
giant exoplanet population (e.g., Fernandes et al., 2019). The process that is responsible
for their final orbit distance is the migration efficiency, which might be overestimated in
our model. To investigate the relations between inner rocky planets and outer giants in
a way that reflects our synthetic population better, we repeated the occurrence analysis
with alternative mass/period limits: in each system, we first check if a giant planet ex-
ists according to the mass limits in Table 4.1. If it does, we set the outer period limit for
our inner super-Earths to the period of the giant closest to the star, otherwise we chose
a maximum period of 400 d. The planets fulfilling these period criteria are considered
super-Earths if their masses obey 1 M⊕ < MP < 47 M⊕. We consider the planet’s actual
masses instead of MP sin i and no detection limit is imposed. Using these flexible limits,
both P(CJ|SE) and P(SE|CJ) show a clear deficit compared to the respective unconditional
probabilities. Super-Earths and cold Jupiters are anti-correlated in this case. This demon-
strates that the correlations between the host star fractions are quite sensitive to the planet
classification limits, which casts some doubt on the robustness of the observed trends.

At the same time, biases in the observations can falsify host star fractions, too. Exoplanet
searches in general and RV surveys in particular suffer from human interventions that
distort the inferences made on the underlying exoplanet demographics: to increase the
significance of a candidate signal and to rule out false positive scenarios, it is very common
to perform additional observations of a target star once such a signal emerges. Alarmingly,
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this habit increases the probability of finding another planet in the same system. The
“human intervention bias” thus contributes to a positive correlation in the occurrence of
any two planet types and in a hardly quantifiable manner, in effect.

On a similar note, the small number of considered systems in certain observational stud-
ies (Zhu&Wu, 2018; Herman et al., 2019; Bryan et al., 2019) raises the question of whether
their samples are representative of the field exoplanet population. Undoubtedly, our syn-
thetic population is not a perfectly accurate representation of the planetary systems in
nature. Hence, we do not claim that the observed trend stems merely from an unfavor-
able combination of selection and detection biases. However, we are concerned about the
sensitivity of our results on the chosen limits. This ambiguity demonstrates yet again the
importance of a thorough understanding of a sample’s selection function and of its under-
lying biases.

Overall, the anti-correlation in the synthetic planet population shows that giant planets
on intermediate orbits can dynamically excite and ultimately destroy inner super-Earth
systems (also see a discussion of this scenario in Masuda et al., 2020). We explore this
mechanism in Sect. 4.5.2 in more detail. On the other hand, if the proposed positive cor-
relation between inner super-Earths and outer giants exists, these results might indicate
that inwardmigration of giant planets is not as efficient as hitherto assumed. More sophis-
ticated migration models that take into account multiple interacting planets are currently
not available (see, however, Masset& Snellgrove, 2001). Until they are, population synthe-
ses with reduced migration efficiencies can possibly reconcile the observed and synthetic
results. Such simulations will test if indeed an overestimation of planet migration torques
is responsible for the competition between these planet types.

4.5.2 The missing super-Earths
Compared to pebble accretion models, where the formation of inner super-Earths relies
on the radial drift of roughly centimeter-sized particles (Ormel & Klahr, 2010) that can be
interrupted by an emerging outer giant (Morbidelli et al., 2015; Ormel et al., 2017; Bitsch
et al., 2019a), the individual planet cores of a system are more independent in our model
which considers only accretion of planetesimals and gas. We therefore do not expect a
negative impact by massive, outer planets on the formation efficiency of cores on closer
orbits.

On the other hand, such outer giant planets still block inwardmigration of smaller plan-
ets that formed beyond the giant’s orbit. Unlike in the model by Izidoro et al. (2015),
super-Earths can form independently interior to any cold Jupiter companion in our simu-
lations. The reason is the relatively steep radial slope of the planetesimal surface density
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βs = 1.5. The resulting plethora of solid material in the inner disk enables the formation
of super-Earth-sized cores interior to the water ice line in disks massive enough to grow
a giant planet.

Still, the observed occurrences in Zhu & Wu (2018) can overall be better matched with
our final population if it contained more super-Earths. In Sect. 4.4.2 we showed that these
planets are not lacking because they did not form, but because theywere removed at some
point in the formation and evolution phase. With smaller fractions of these failed super-
Earths lost to ejections and accretion into the star, 60 % disappeared in amerger event with
another planet.

We consider whether the fate of the missing super-Earths was, in fact, sealed by a pop-
ulation of dynamically hot giants. In turning to the eccentricity distribution of giant plan-
ets (Fig. 4.15), we note that the lowest eccentricities are more prevalent for planets with
a super-Earth companion in the system. There is also a population of highly eccentric gi-
ants that is missing in systems with super-Earths. The imprint of these giants can be seen
in the eccentricity and period distribution of intermediate-mass planets, which differ sig-
nificantly between systems with and without super-Earths (compare Fig. 4.17): whereas
small eccentricities dominate in the population with super-Earths, the values are consid-
erably higher where they are missing. Planets in SE ∩ CJ systems have, in comparison
with SE ∩ CJ systems, larger periods. Many of the super-Earths in SE ∩ CJ systems are
on ultra-short orbits of a few days period. The reason is that such planets are safe from
any destructive interaction with outer giants and can thus survive the entire formation
and evolution phase.

Similar trends demonstrate instances when the sample is split in metallicity (see upper
panels of Fig. 4.17), which may serve as a proxy for giant planet occurrence (Johnson
et al., 2010). Our multiplicity analysis further shows that we can confirm the observed
anti-correlation between cold-Jupiter occurrence and super-Earthmultiplicity (Zhu&Wu,
2018, see Fig. 4.24).

In summary, these findings suggest that most planetary systems produce super-Earths
and where they are missing today, the stability of the system was perturbed by a giant
planet. The culprit was typically not a cold Jupiter on a wide orbit, but a dynamically
active and massive warm giant. A note of caution is due here since our model produces,
on average, “warmer” giants than those found in the exoplanet demographics. This might
lead to an overestimation of the effect of warm giants.
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4.5.3 Volatile-poor super-Earths could be proxies for giant planets
For planets with both mass and radius measurements, their bulk density can be derived
and the compositions of their interiors constrained. Most of these planets are expected
to be accompanied by additional, often undetected planets (Zink et al., 2019; Sandford
et al., 2019). Such companions, in particular a hypothetical giant planet, can place strong
constraints on the formation history of the system. Our analysis of planetary composi-
tions in Sect. 4.4.3 imply how under specific conditions the position of a planet in the
mass-radius diagram could be used as a proxy for the existence of such an outer gas gi-
ant. A prerequisite for this proposal is a model that is able to produce both ice-rich and
dry super-Earths. This has been proven difficult in the past, as core accretion models typ-
ically predict efficient core growth only beyond the water ice line, producing exclusively
ice-rich planets (Izidoro et al., 2019). Conversely, in the population presented here, super-
Earths accompanied by outer gas giants are reduced in volatile species compared to those
without a giant companion. In Fig. 4.25, we illustrate schematically the reason for this
dichotomy, which is rooted in disparate disk environments:

Disks that produce super-Earths but no cold giants tend to possess intermediate
amounts of gas and solids. Here, most super-Earths start just outside the ice line where
the additional reservoir of condensed volatiles provides the most efficient growth of a
solid core. The mass surface density is however too small for the protoplanets to reach the
critical masses for giant formation. They remain in the efficient Type I migration regime
and experience strong inward migration, leading to the observed population of icy super-
Earths in these systems.

On the other hand, disks that produce both planet types contain large solid and gas
reservoirs (compare Fig. 4.10), which enables efficient growth of planetary cores to de-
tectable sizes in a large range of orbits. In such disks, ice-poor super-Earths can form
within the water ice line, while cores that accrete in regions just beyond it typically reach
runaway gas accretion and grow to giant planets. They quickly enter the weaker Type II
regime of planet migration and remain cold giants (Mordasini, 2018). Possible additional
planets that formed further out cannot cross the giant’s orbit to reach the inner system,
which therefore contains only rocky planets.

These findings highlight the strong correlation between the migration history of inner
super-Earths and their water content, which is largely determined by the fraction of the
accretion phase spent outside of the ice line. This is also true for pebble accretion models
if they assume that inward drifting pebbles lose their water ice once they cross the ice
line (Bitsch et al., 2019b).
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Figure 4.25: Schematic relations between solid disk mass, core ice, and system architecture:
a) a disk with just enough solid material (Msolid ∼ 100 M⊕) to grow super-Earth cores will pro-
duce them preferably right behind the water ice line. The emerging ice-rich planets remain of too
low mass to trigger runaway gas accretion and migrate freely to inner orbits where they can be
detected.
b) a more massive disk (Msolid & 200 M⊕) provides the conditions for giant planet formation,
which again happens predominantly just beyond the ice line. The gas giant then blocks the mi-
gration of ice-rich cores that formed further out. However, the disk allows also for growth of dry
super-Earths on closer orbits. In this scenario, the existence of super-Earths with high bulk densi-
ties is a proxy for giant planets in the same system.

These differences in the composition of inner super-Earths puts them into different re-
gions in the mass-radius diagram (compare Fig. 4.20). While those planets with high
ice mass fractions populate regions of larger radii and lower masses, that is, lower den-
sity, their rocky counterparts tend to occupy denser regions. Planets with significant
H/He envelopes appear as a distinct group of planets with RP ' 3 R⊕ in the diagram.
In this regime, the separation is strikingly clear: while super-Earths in systems hosting
cold Jupiters have typical masses of several tens of Earth masses, there are practically no
gas-rich inner planets with masses below ∼ 10 M⊕ in these systems. The reason is not, as
one might suspect, a higher rate of giant impacts that can strip the envelopes of planets
with low surface gravity. The frequency of such events is comparable in both populations.
Instead, the higher core densities of these planets puts them to much higher masses at
comparable radii. While the gaseous envelope contributes the bulk of a planet’s radius,
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the solid core dominates its total mass.
In conclusion, our model makes the testable prediction that volatile-poor super-Earths

are more likely to host a long-period giant planet. Conversely, an inner super-Earth in a
system that is also harboring a distant giant planet is likely depleted of volatiles.

Obviously, this should be interpreted in light of the assumptions we put into our
model. The main simplifications that could influence our results include: the simplified
disk chemistry, efficient formation of planetary embryos in the entire disk, accretion of
300 m sized planetesimals, and the generally unsatisfying constraints on planet migration.

Unfortunately, the current sample of exoplanets with known mass and radius is still
too small to unequivocally test our hypothesis. However, we show in Sect. 4.4.3 that the
currently available sample of 26 super-Earths with confirmed cold Jupiter-companions
matches the predicted bulk densities for such systems much better than the one for the
overall synthetic population. This is especially true for atmosphere-hosting planets, where
the observed sample fits only the synthetic super-Earth populationwith giant companions
and not the one without. A more rigorous benchmark would be a thorough reanalysis of
observed planets using raw photometry and RV time series, and including a consistent
evaluation of the underlying detection bias. This is not only beyond the scope of this study,
but will require a larger sample of planets with precise photometric and spectroscopic
measurements than is currently available. With the ongoing TESS mission (Ricker et al.,
2014) and RV follow-up of its planet candidates, the number of systems for which such
datasets exist is constantly increasing. Thus, statistical tests of the trends we presented
here are imminent and will ultimately show if our predictions hold.

4.5.4 A negative metallicity correlation for super-Earths in cold-Jupiter
hosting systems

The conditional planet host fractions as a function of host star metallicity (Sect. 4.4.4) re-
veal an unexpected trend: P(SE|CJ) correlates negatively with metallicity. Before we il-
lustrate that this correlation is caused by an increased emergence of warm giants in high-
metallicity systems, we exclude multiple alternative scenarios:

Multiple giant planets in high-metallicity systems
One factor potentially influencing the relation between metallicity and super-Earth occur-
rence is the formation of severalmassive planets per system. Such efficient formation chan-
nels may be expected in high-metallicity systems, which emerged from disks containing
a large amount of solids. However, the multiplicity of giant planets does not vary with
metallicity in the synthetic population (compare Fig. 4.21).While giant planets are only
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present from a thresholdmetallicity upwards, the ratio between systems of different giant
planet multiplicity remains the same with increasing [Fe/H] (compare with Emsenhuber
et al. (2020b)).

Selection bias induced through our super-Earth definition
Another possibility is that with increasing [Fe/H], we are missing an increasing amount
of planets in our statistics because they grow to larger bodies which we do not classify as
super-Earths. Such a deficit would be apparent in the general super-Earth statistics P(SE),
which, however, shows a positive metallicity correlation, ruling out this assumption.

Orbital properties of giant planets
A proposition we want to pursue in more detail is that high-metallicity giants are on
shorter orbits and dynamically active and thusmore likely to destroy a population of small
planets at short orbital periods. This wouldmake sense, especially in light of the observed
close relation between super-Earth occurrence and disk solid content (compare Sect. 4.3.6)
which, in our model, is tightly correlated with metallicity. With an increasing amount of
solids, the occurrence rate drops just where the first giant planets emerge. To test this
hypothesis, we compared orbital parameters of giants with low- and high-metallicity host
stars (Fig. 4.15) and found that the high-metallicity sample extends to lower periods. Their
mass distribution is inconspicuous, but their eccentricities are slightly enhanced.

We are especially interested in giants with small and intermediate orbital distances
since these planets are most prone to disturbing inner super-Earths. Even though, in our
model, the planets that endanger these systems aremainlywarm Jupiters, in the following,
we briefly discuss the planets fulfilling our criteria for a coldJupiter (see Table 4.1). Fig-
ure 4.26 relates, for each pair of inner super-Earth and cold Jupiter, the semi-major axes of
the innermost giant (yellow) and of the outermost super-Earth (red) with the metallicity
of their host star. For comparison, we plot cold Jupiters that do not have inner super-
Earth companions in blue. Horizontal lines denote the full orbital ranges from periapsis
to apoapsis and light markers correspond to giant planets that formed but have not sur-
vived. Between the outermost super-Earths and their innermost cold Jupiter companion,
a “safety gap” of ∼ 1/2 au emerges. Almost no giants with host star metallicities greater
than [Fe/H] ≈ 0.3 have super-Earth companions and the aforementioned positive corre-
lation between host star metallicity and cold Jupiter eccentricity is apparent. The highest
eccentricities belong to giant planets in systems that lost their super-Earths.

Taken together, these results indicate that inner super-Earth systems are more likely to
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Figure 4.26: Orbital range of outermost super-Earth and innermost cold Jupiter plotted by host
star metallicity. For each system, we plot the orbital range (periapsis to apoapsis) of the outermost
super-Earth (red) and innermost cold Jupiter (yellow). Cold Jupiters in systems without super-
Earths are shown in blue, and light markers correspond to giant planets that did not survive. Cold
Jupiter systemswith host starmetallicities greater than∼ 0.3 typically harbor no super-Earths, and
high-metallicity giants without super-Earths are often on eccentric orbits.

be destroyed in a high-metallicity environment, where there are warmer and dynamically
more active giant planets that can disrupt them.

4.6 Conclusions
In this chapter, we compared theNG76multi-planet population from the BernGeneration 3
global planet formation and evolution model to observed exoplanets around Solar-type
stars, focusing on the relation of close-in super-Earths and far-out giant planets (“cold
Jupiters”). Our results can be summarized as follows:

1. Our synthetic planet population shows a positive intra-system correlation between
the occurrences of inner super-Earths and cold Jupiters, albeit weaker than previ-
ously proposed. The reduction is attributed to warm giant planets that frequently
disrupt inner systems of super-Earths. This discrepancy might hint to an overesti-
mation of the migration efficiency of giant planets. We showed that the correlation
is sensitive on the choice of mass and period limits that defines the sample of inner
and outer planets.

2. We find a difference in the bulk composition of inner super-Earths with andwithout
cold Jupiters. High-density super-Earths point to the existence of outer giant planets
in the same system. Conversely, a present cold Jupiter gives rise to rocky, volatile-
depleted inner super-Earths. Birth environments that produce such dry planet cores
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in the inner system are also favorable for the formation of outer giants, which ob-
struct inward migration of icy planets that form on distant orbits. This predicted
correlation can be tested observationally.

3. It is the result of a general link between the initial reservoir of solids and final system
architecture: low-mass solid disks tend to produce only super-Earths but no giant
planets. Intermediate-mass disks may produce both super-Earths and cold Jupiters.
High-mass disks lead to the destruction of super-Earths and only giants remain.

4. Inner super-Earths initially form in nearly all systems that host an outer giant. Where
they are missing today, the inner system was dynamically excited by giant planets
on intermediate orbits, leading to the destruction of super-Earths.

5. The key parameter for the formation of both cold Jupiters and super-Earths is the
solid content of the protoplanetary disk. With increasing initial solid mass, super-
Earth occurrence rises steeply but drops for disks that are massive enough to form
giant planets.

6. Outer giants reduce the multiplicity of small inner planets. In line with the tentative
observational evidence (Zhu &Wu, 2018), the number of super-Earths that survive
the entire formation and evolution phase is reduced where cold Jupiters occur.

7. High-metallicity giant planet hosts are less likely to harbor inner super-Earths. Plan-
etary systems around stars with high metallicity frequently contain warm and dy-
namically active giant planets that can disrupt inner planetary systems.
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5.1 Motivation
Gravitational interactions among massive planets during their formation and evolution
leave an imprint on their orbital parameters. However, these imprints are frequently
erased in the case of hot Jupiters, which are prone to orbital changes through tidal in-
teractions with their host star (e.g., Eggleton et al., 1998). Planets on more distant orbits
(P & 10 d), although not as readily detected, are expected to retain this information and
thereby provide valuable insights into the formation history of their planetary system. Un-
fortunately, the sample of confirmed, nearby transiting warm Jupiters is still small. The
transit survey currently performed by the Transiting Exoplanet Survey Satellite (TESS,
Ricker et al., 2014) is changing that: hundreds of giant planets on intermediate orbits
are expected to be detected during the all-sky survey (Sullivan et al., 2015; Barclay et al.,
2018). With this in mind, the Warm gIaNts with tEss (WINE, Brahm et al., 2019; Jordán
et al., 2020) collaboration embarked on a search for such warm Jupiters. Using a network
of photometric and spectroscopic facilities, we identify and follow up TESS planet can-
didates to confirm them, characterize their orbital parameters, and use them to inform
planet formation theory.

Here, we report the discovery of a temperate giant planet in a highly eccentric orbit
around a G3 star. By the aid of additional ground-based photometry from the CHAT and
LCOGT telescopes, as well as precise radial velocity measurements from FEROS, we were
able to tightly constrain the planet’s mass, radius, and orbital parameters. It is only the
third TESS giant planet with e > 0.3 (Jordán et al., 2020; Rodriguez et al., 2019), and it has
one of the most eccentric orbits reported to date for a warm Jupiter.

We show that its dynamical state is not consistent with a high-eccentricity migration
scenario that would eventually result in the planet becoming a hot Jupiter. Instead, a past
interaction with an undetected massive body has likely caused the planet’s extreme orbit.
This valuable addition to the small sample of known warm Jupiter-hosting systems can
help constrain the enigma of their origin. Through its eccentric orbit and the subsequent
varying radiative forcing, the planet further holds the promise of observing potential dis-
equilibrium processes in its atmosphere.

This chapter is organized as follows: In Section 5.2 we present the observational data
used in this study. Section 5.3 covers the analysis of these data and concludes with de-
termining properties of the planetary system and its host star. In Section 5.4 we discuss
implications of our findings and put TIC 237913194b in context with the known exoplanet
population. Finally, in Section 5.5 we summarize the results of our study.

We make the code used in the analysis that led to our results available in a public git
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repository1.

5.2 Observations
5.2.1 TESS photometry
For identifying warm Jupiter candidates, we generated light curves for all bright stars of
the TICv8 catalog from the Full Frame Images (FFIs, Jenkins et al., 2016) of TESS using the
tesseract2 package (Rojas, in prep.). Briefly, tesseract receives any TIC ID or coordinate
as input and performs simple aperture photometry on the FFIs via the TESSCut (Brasseur
et al., 2019) and lightkurve (Barentsen et al., 2019) packages. Aperture selection was
done following Lund et al. (2015). Specifically, 293253 and 479184 light curves of bright
objects (T < 14 mag) have been generated from Sectors 1 and 2, respectively. For identi-
fying warm Jupiter candidates, we apply a simple algorithm that goes through the light
curve searching for zones that significantly deviate in the negative direction from the me-
dian flux around a given region. Then we check by visual inspection if these zones are
consistent with a transit-like feature. This procedure allows us in principle to identify also
single transiters in a given TESS Sector (e.g., Gill et al., 2020). By using this algorithm we
found that the star TIC 237913194 presented transit-like periodic features in the two first
Sectors of TESS. An initial fit to the photometric data indicated a period of P≈15.17 and
a transit depth of δTESS ≈ 0.8%, consistent with the properties of a warm giant candidate
given the parameters of the star according to the TICv8 catalog. The TESS light curve of
TIC 237913194 is shown in the upper panel of Fig. 5.1.

5.2.2 Photometric follow-up with CHAT
Due to the limited angular resolution of TESS, ground-based photometry is required to re-
ject false positive scenarios like blended eclipsing binaries. TIC 237913194 was observed
on the night of December 12, 2019 with the 0.7m Chilean-Hungarian Automated Tele-
scope3 (CHAT) installed at the LasCampanasObservatory. Observationswere performed
with a Sloan i′ photometric filter using a mild defocus and exposure times of 110 sec. We
processed the data with a dedicated pipeline developed to produce high precision light
curves using differential photometry (e.g. Espinoza et al., 2019a; Jones et al., 2019) with
the LCOGT 1.0m telescopes (Brown et al., 2013). The optimal photometric precision was
obtained with an aperture of 14 pixels (8.3′′). We plot the obtained light curve in the
1https://github.com/matiscke/eccentricWarmJupiter
2https://github.com/astrofelipe/tesseract
3https://www.exoplanetscience2.org/sites/default/files/submission-attachments/poster_aj.

pdf
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bottom right panel of Fig. 5.1. We recovered a full transit, which confirms that the transit-
like features identified in the TESS data occur in TIC 237913194. The transit depth of
δCHAT = 0.0087± 0.0004 is consistent with the signal identified in the TESS photometry.

5.2.3 Additional photometry from LCOGT
Because of a rather grazing transit configuration, the posterior probability densities from
our initial fits contained a strong degeneracy between the scaled planetary radius RP/R?

and the impact parameter b. To lift this degeneracy and to improve the constraint on the
planet radius, we obtained additional transit photometry with the Las Cumbres Obser-
vatory Global Telescope (LCOGT) Network on July 16, 2020 (see Fig. 5.1). The measure-
ments were taken in the i′ band and cover all phases of the transit. To maximize photo-
metric precision, we chose an aperture of 24 pixels (9.4′′). We recover a transit depth of
δLCOGT = 0.0083 ± 0.0002. Within the uncertainties, this is consistent with the values ob-
tained for the other instruments. Including the additional data in the fit leaves only little
residual correlation betweenRP/R? and b and strongly improved the posterior onRP (see
Sect. 5.3.2).

We make all our follow-up light curves available on exoFOP4.

5.2.4 High precision spectroscopy with FEROS
We obtained high-resolution (R = 48000) spectra with the Fiber-fed Extended Range Op-
tical Spectrograph (FEROS, Kaufer et al., 1999), mounted at the 2.2 m MPG telescope at
La Silla Observatory. In total, 25 exposures of 1200 s were taken between June 19, 2019 and
March 9, 2020. From these, we extracted radial velocities (RV) using the CERES pipeline
(Brahm et al., 2017a), which performs all steps from bias, dark, and flat-field calibration
to cross-correlation matching of the resulting spectrum with a G2-type binary mask. The
observations were performed in the simultaneous calibration mode for tracking the in-
strumental velocity drift produced by changes in the spectrograph environment. This
procedure involves the monitoring of a ThAr spectrum with a second fiber. The typical
signal-to-noise ratio of these spectra was about 70. The time series of FEROS RVmeasure-
ments are shown in Fig. 5.2 and listed in Table 5.1.

5.2.5 Contamination
We checked for possible closeby sources that could contaminate our photometric aperture
with their light. Any sources within∼ 10′′, which is the photometric aperture we used for
our LCOGT photometry, could cause such contamination. After querying the GAIA DR2
catalog (Gaia Collaboration et al., 2018) we found the closest source to TIC 237913194 at
4https://exofop.ipac.caltech.edu/tess
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Table 5.1: FEROS radial velocities and accompanying data for TIC 237913194 used in this chapter.

BJD RV [km/s] σRV [km/s] texp [s] BIS [km/s] σBIS [km/s]
2458669.798 29.536 0.009 1200 -0.016 0.012
2458670.816 29.519 0.010 1200 -0.014 0.013
2458672.879 29.533 0.012 1200 0.014 0.016
2458718.916 29.505 0.007 1200 -0.006 0.011
2458721.768 29.528 0.007 1200 -0.000 0.011
2458722.674 29.580 0.008 1200 -0.001 0.011
2458723.758 29.595 0.007 1200 -0.019 0.011
2458724.793 29.611 0.009 1200 -0.019 0.012
2458742.740 29.892 0.009 1200 -0.002 0.013
2458783.690 29.545 0.007 1200 -0.033 0.011
2458785.610 29.646 0.010 1200 -0.026 0.013
2458787.671 29.802 0.008 1200 0.012 0.012
2458791.610 29.521 0.009 1200 -0.000 0.012
2458792.571 29.508 0.008 1200 0.007 0.011
2458800.668 29.614 0.008 1200 -0.017 0.011
2458801.688 29.673 0.008 1200 0.014 0.011
2458802.619 29.739 0.007 1200 -0.014 0.010
2458805.675 29.543 0.007 1200 -0.001 0.010
2458847.592 29.701 0.008 1200 -0.024 0.011
2458848.591 29.858 0.008 1200 0.006 0.011
2458849.592 29.805 0.008 1200 0.005 0.011
2458850.541 29.619 0.007 1200 -0.010 0.011
2458911.524 29.560 0.008 1200 -0.038 0.011
2458915.515 29.480 0.010 1200 0.023 0.013
2458917.514 29.510 0.010 1200 0.039 0.013

an angular separation of∼ 46′′. We thus find no evidence for significant contamination of
our photometry.

5.3 Analysis
5.3.1 Stellar Parameters
For characterizing the host star, we first determined its atmospheric parameters from the
co-added FEROS spectra. Specifically, we used the ZASPE code (Brahm et al., 2017b)which
compares the observed spectrum against a grid of synthetic ones generated from the AT-
LAS9 model atmospheres (Castelli & Kurucz, 2004). We then used the PARSEC evolu-
tionary models (Bressan et al., 2012), as described in Brahm et al. (2019), to determine
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the physical parameters of the star. Briefly, we compared the observed broad band photo-
metric magnitudes of the star with those generated with models having different physical
parameters by taking into account the distance determined from the Gaia DR2 parallax
and assuming an extinction law of Cardelli et al. (1989) dependent on the AV parameter.
The parameter space was explored using the emcee (Foreman-Mackey et al., 2013) pack-
age. The obtained atmospheric and physical parameters of TIC 237913194 are listed in Ta-
ble 5.2. TIC 237913194 is a main sequence G-type star with a mass of M? = 1.026+0.057

−0.055 M�,
a radius of R? =1.088+0.012

−0.012 R�, and an age of 5.7± 1.7 Gyr. TIC 237913194 is slightly metal
rich ([Fe/H] = +0.14 ± 0.05 dex) and has an effective temperature of Teff = 5788 ± 80 K.
We note that the quoted uncertainties do not account for possible systematic errors in the
stellar evolutionary models.

5.3.2 Joint modeling
For the joint photometry and RVmodeling, we employed the python package juliet (Es-
pinoza et al., 2019b). This tool uses existing codes to model transit photometry (batman,
Kreidberg, 2015) and radial velocity time series (radvel, Fulton et al., 2018). It fur-
ther allows us to incorporate Gaussian Process Regression (GP) via the celerite pack-
age (Foreman-Mackey et al., 2017), which we employ to model systematic nuisance sig-
nals. To explore the parameter space, it uses the MultiNest nested sampling technique
(Feroz et al., 2009), implemented in the pyMultiNest software package (Buchner et al.,
2014). juliet further calculates evidences Zi = P(Mi(θ)|D) for modelsMi with sets of pa-
rameters θ given the data D. To compare two modelsMi,Mj , we compute the differences
of their log-evidences,

∆ lnZi,j = lnZi/Zj = ln [P(Mi(θ)|D)/P(Mj(θ)|D)] . (5.1)

Here, we adopted a general rule of thumb that if ∆ lnZi,j ≥ 3, the model with the larger
log-evidence is favored. If ∆ lnZi,j . 3, we consider the models to be indistinguishable
and prefer the simpler one. As the MultiNest algorithm is known for showing scatter in
lnZ that exceeds the reported uncertainties (e.g., Nelson et al., 2020), we always repeated
the calculations several times. The variations among such runs were always smaller than
one and therefore negligible for our purposes.

Model parameters

For several inferred quantities, we fitted parametrizations that allow for efficient sampling
and are limited to physically plausible values:
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Table 5.2: Stellar properties of TIC 237913194

Parameter Value Reference
Names . . . . . . . . . . TIC 237913194 TESS

2MASS J01294694-6044238 2MASS
UCAC4 147-001388 UCAC 4

RA . . . . . (J2015.5) 01h29m46.99s GAIA
DEC . . . . (J2015.5) -60d44m23.67s GAIA
pmRA (mas yr−1) 18.053 ± 0.036 GAIA
pmDEC (mas yr−1) 10.523 ± 0.034 GAIA
π . . . . . . . . . . (mas) 3.23 ± 0.02 GAIA
T . . . . . . . . . . (mag) 11.486 ± 0.006 TESS
B . . . . . . . . . . (mag) 12.746 ± 0.015 APASS
V . . . . . . . . . (mag) 12.144 ± 0.069 APASS
J . . . . . . . . . . (mag) 10.858 ± 0.023 2MASS
H . . . . . . . . . (mag) 10.571 ± 0.024 2MASS
Ks . . . . . . . . .(mag) 10.485 ± 0.021 2MASS
WISE1 . . . . (mag) 10.463 ± 0.023 WISE
WISE2 . . . . (mag) 10.518 ± 0.021 WISE
WISE3 . . . . (mag) 10.408 ± 0.059 WISE
Teff . . . . . . . . . . . (K) 5788± 80 this work
log g . . . . . . . . (dex) 4.376± 0.021 this work
[Fe/H] . . . . . . (dex) +0.14± 0.05 this work
v sin i . . . . (km s−1) 2.18± 0.41 this work
M? . . . . . . . . . . (M�) 1.026+0.057

−0.055 this work
R? . . . . . . . . . . (R�) 1.088+0.012

−0.012 this work
L? . . . . . . . . . . (L�) 1.196 ± 0.050 this work
Age . . . . . . . .(Gyr) 5.7± 1.7 this work
AV . . . . . . . . (mag) 0.117+0.068

−0.063 this work
ρ? . . . . . . (g cm−3) 1.12± 0.11 this work

• Limb darkening coefficients: to ensure uniform sampling of only physical solu-
tions, we used a triangular sampling scheme. As outlined in Kipping (2013), we
transformed the quadratic limb darkening coefficients u1, u2 to q1 = (u1 + u2)2 and
q2 = 0.5u1(u1 + u2)−1. For ground-based photometry, we assumed a linear limb
darkening profile and q1 = u1.

• Prior for the stellar density ρ?: from our stellar modeling (Sect. 5.3.1), we obtained
a distribution for the stellar density ρ? which we used as a prior for our joint fit
instead of the scaled semi-major axis of the planetary orbit.

• Eccentricity and argument of periastron: we parameterized the orbital eccentricity
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e and the argument of periastron ω as S1 =
√
e sinω and S2 =

√
e cosω and ensure at

each iteration that e = S2
1 + S2

2 ≤ 1.

Given the observed RV variations and empirical mass-radius relationships (e.g., Chen
& Kipping, 2016; Neil & Rogers, 2020), it is justified to neglect extreme radius ratios. We
thus constrained the sampling to RP/R? < 0.5.

Limb darkening

The limb darkening profile of TIC 237913194 is poorly constrained by our available data;
we therefore simultaneously fit for it in the joint fit. An optimal choice of a limb darkening
law is not straight-forward: there is a trade-off between accuracy and computational cost,
and the performances of different laws depend on the noise level of the light curve (see
Schlecker (2016) for a more detailed discussion). To account for the different noise levels
in space-based and ground-based photometry (Espinoza & Jordán, 2016), we decided to
use a quadratic limb darkening law for TESS photometry and a linear law for the CHAT
and LCOGT light curves.

RV analysis

The RV time series show a strong signal with a period corresponding to the candidate
transiting planet (P = 15.17 d, see Fig. 5.2, Fig. 5.3). To assess the evidence of this signal
being of planetary origin, we compared models with and without a planet based on only
the FEROS RV dataset. We further evaluated models including more than one planet and
compared the log-evidences of the different cases:

1. No planet: we assumed that all RV variations are due to astronomical and instru-
mental “jitter”. The only free parameters were µFEROS and σFEROS using the same
prior distributions as in Table 5.4. This “flat” model resulted in a log-evidence
ln(Z) = −161.

2. Single planet: we assumed there is a planetary signal in the RV data and widened
the orbital period prior to a uniform distribution of 1 d – 30 d. The RV semi-
amplitude K was free to vary between zero and 1000 m s−1 (uniform prior). For
T0, we chose a uniform prior ranging from the first photometric observation to 124 d
later, which corresponds to half the RV baseline. All other free parameters had the
same priors as in our nominal model. This fit converged to a similar solution as
our final model with a period distribution consistent with the intervals between the
observed transit events. ln(Z) = −135.
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Figure 5.1: Photometry for TIC 237913194. Gray points represent the relative flux and errors. Solid
lines show the theoretical light curve using the best-fit parameters derived in the joint modeling
including GP. Blue shaded regions denote the 68 % and 95 % credibility bands of the model. Resid-
uals are shown below each light curve. Top: Full TESS light curve generated from 30-minute-
cadence photometry of Sectors 1 and 2. Bottom left: Phase-folded TESS photometry around the
transit events. Bottom center: Follow-up photometry of a single transit obtained with CHAT in
the i′ band. Bottom right: LCOGT photometry of a single transit (i′ band). This additional transit
photometry lifted the RP/R? − b degeneracy and strongly improved our constraint on the planet
radius.
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Figure 5.2: Radial velocity time series for TIC 237913194. Light error bars reveal the best-fit jitter
term, which we added in quadrature to the RV errors. The model generated with the derived
parameters of our joint modeling is plotted with a black line, and blue bands denote its 68 % and
95 % posterior credibility intervals. Residuals are obtained by subtracting the median posterior
model from the data. Top: RV time series measured with the FEROS spectrograph. Left: phase-
folded RVmeasurements obtainedwith FEROS.Right: bisector span as a function of radial velocity.
The color of each measurement represents the orbital phase at which it was taken, assuming our
best-fit period.
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Table 5.3:Model evidences from RV fits for different models

Model log-evidence lnZ ∆ lnZ
0 planets -160.94 ± 0.14 -26.41
1 planet, eccentric orbit -134.53 ± 0.02 0
1 planet, circular orbits -160.46 ± 0.04 -25.93
2 planets, circular orbits -164.34 ± 0.02 -29.81
2 planets, circular&eccentric orbits -150.76 ± 0.01 -16.23
2 planets, eccentric orbits -144.46 ± 0.01 -9.93

Notes. ∆ lnZ states the difference in log-evidence compared to our best model “1 planet, eccentric
orbit”.

3. Single planet, circular orbit: same as 2., but fixing the eccentricity to zero (and ω
to an arbitrary 90°). The fit converged to a solution with P similar to the period
distribution in our final joint fit, but the jitter term is strongly increased to account
for the large RV variations. With ln(Z) = −160, the evidence of this model is similar
to the one belonging to the no-planet hypothesis.

4. Two planets, circular orbits: same as 3., but assuming a second planet in the sys-
tem. For this hypothetical additional planet, we let the orbital period vary within
1 d – 30 d and used the same uniformpriorU(0, 1000) m s−1 for its RV semi-amplitude
K2. The ∼ 15 d periodicity is recovered, but no stable solution in favor of a two-
planet-scenario is evident. ln(Z) = −164

5. Two planets, circular and eccentric orbits: same as 4., but one planet with freely
varying eccentricity. The eccentric, 15 d candidate signal is recovered. The period
and RV semi-amplitude of the second planet are poorly constrained. ln(Z) = −151

6. Two planets, both on eccentric orbits: same as 4., but with free eccentricity for both
planets. Again, the 15 d signal is strongly recovered, while the weak signal of an
additional planet is poorly constrained. ln(Z) = −144

We list all model evidences in Table 5.3. The log-evidence difference between the preferred
model (2. Single planet) and the runner-up (6. Two planets, both on eccentric orbits)
∆ lnZ6,2 ≈ 9, which corresponds to a Bayes factor of ∼ 104. The difference to the flat
model is as large as ∆ lnZ1,2 ≈ 26, implying a Bayes factor of ∼ 1011. Thus, the planetary
model is strongly favored above the flat model and an eccentric single-planet solution is
preferred.

To test if the candidate signal could potentially be associated with stellar activity, we
produced generalized Lomb-Scargle periodograms (Zechmeister & Kürster, 2009) for the
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Figure 5.3: Generalized Lomb-Scargle periodograms of radial velocity time series and common
activity indicators. Solid, dashed, and dotted lines mark 1%, 0.5%, and 0.01% false alarm proba-
bilities, which we computed via bootstrap resamplings. The orange line marks the orbital period
of TIC 237913194b.
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radial velocity time series, as well as for common activity indicators based on FEROS data
(Fig. 5.3). In particular, we obtained the Hα, log(R′HK), Na II, and He I activity indices,
which trace chromospheric activity. We computed Hα following Boisse et al. (2009). As
TIC 237913194 is aG-type star, we used the regions defined byDuncan et al. (1991) and the
calibrations of Noyes et al. (1984) for log(R′HK). For Na II andHe I we followed Gomes da
Silva et al. (2011). For each time series (RV, Hα, log(R′HK), Na II, and He I), we computed
the power levels for 1%, 0.5%, and 0.01% false alarm probabilities (FAP) by a bootstrap
method and plot them as solid, dashed, and dotted lines, respectively. There is a strong
signal in the periodogram of the radial velocities at the 15.17d period, below 0.5% FAP.
Meanwhile, there are no significant signals visible in the periodograms of any of the activ-
ity indices, indicating that the radial velocity signal is unlikely to come fromquasi-periodic
stellar activity.

To further show beyond doubt that the measured radial velocity variations represent
reflex motions of the star, we also tested if they can be caused by variations in the stellar
photosphere. A well-established method to do this is the inspection of atmospheric line
profiles, which should be constant in time for actual stellar velocity changes. Specifically,
the bisector span (BIS) can serve as a diagnostic to search for possible false positive sce-
narios (e.g., Queloz et al., 2001). We are interested in its correlation with the RV time
series and orbital phase, and confront these variables in the right panel of Fig. 5.2. Here,
we plot the FEROS RV measurements against their bisector spans. The points are color-
coded by the orbital phase of the measurements, where zero phase is at T0 + nP using
median values from our nominal fit. While bisector span and RV show no evidence for
correlation, this may not be true for bisector span and orbital phase. A Spearman’s rank
coefficient of 0.45+0.31

−0.39, wherewe quote 95 % confidence intervals from a bootstrapped sam-
pling method5, permits the suspicion of a positive correlation. However, due to the small
number of data points we cannot reject the null hypothesis that there is no monotonic as-
sociation between the two variables. In addition, the bisector span variations are on the
order of 10 m s−1 and cannot account for the observedRV semi-amplitude ofK ≈ 191 m s−1.
The line profiles thus provide further evidence that the observed RV variations are indeed
due to velocity changes of the target star and not caused by atmospheric variations.
In addition to the tests described above, the non-sinusoidal pattern of the RVs is a strong

indication for orbital motion as opposed to stellar activity. We conclude that the radial
velocity time series independently confirms the planet hypothesis. In the following, we
refer to the confirmed exoplanet as TIC 237913194b.6
5pingouin.compute_bootci from the Pingouin python package (Vallat, 2018)
6We submitted the object to exoFOP as a community TESS Object of Interest (CTOI); it is now listed as
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Joint photometry and RV fit

Weperformed a simultaneous fit on photometric and spectroscopic datasets (TESS, CHAT,
LCOGT, and FEROS) to jointly constrain all planetary parameters of TIC 237913194b. To
account for the long cadence in the TESS light curve, wemodeled the transits with 20-fold
supersampling using the exposure time of the actual observations. The initial photometric
fit (see Sect. 5.2.1) provided narrow constraints on the orbital period P and time of mid-
transitT0. Weused themedian values obtained there to constructGaussian priors for these
parameters, but we enlarged the dispersions (compare Table 5.4). For the instrument-
specific flux offsetsMTESS,MCHAT, andMLCOGT we assumed Gaussian priors based on our
photometric fit. A Gaussian prior on the stellar density was motivated by the analysis of
the stellar parameters presented in Sect. 5.3.1. Additional confidence for this prior stems
from a separate joint fit where we used an uninformative prior (J (102, (104)2)) on ρ?. The
resulting posterior probability, ρ? = 996+257

−421, and the result from our stellar analysis agree
within the uncertainties. For all other parameters, we chose uninformative priors to sam-
ple the whole physically plausible parameter space.

There are potentially time-correlated processes such as instrumental red noise, stellar
variability, or blended sources that are not covered by our astrophysical model. We ac-
count for this red noise by adding a Gaussian Process (GP) component to the TESS pho-
tometry with an exponential kernel as implemented in the celerite software package
(Foreman-Mackey et al., 2017). This adds two additional hyperparameters: an amplitude
σGPTESS and a timescale τGPTESS. For comparison, we performed the same fit with and with-
out a GP component. The variant including GP performed significantly better than the
white-noise model and we thus consider it our nominal model.

In the same manner, we tested adding a GP component to the LCOGT photometry,
which shows possible systematic effects in the residuals (compare Fig. 5.1). Here, we
chose a Matérn 3/2 kernel, which again adds two hyperparameters for timescale and am-
plitude to the model. The model including the GP component consistently performed
comparable (|∆ lnZ| < 1) or worse than the model without, which is why we chose to
continue with the less complex noise model without GP.

Figures 5.1 and 5.2 show the photometric and radial velocity time series resulting from
this model using its median parameters (solid lines). Dark (light) blue bands show the
68 % (95 %) credibility bands of the model. The residuals below the time series show
the measured data with the median posterior model subtracted; both RV and photome-
try residuals appear inconspicuous. Figure 5.4 shows the posterior distributions for the

TOI 2179.01.
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Table 5.4: Prior parameter distributions

Parameter name Prior Units Description

Stellar Parameters
ρ? N (1120, 1102) kg/m3 Stellar density

Planetary parameters
P N (15.16, 0.22) d Period
t0 N (2458319.17, 0.22) d Time of transit center
RP/R? U(0.0, 1.5) — Impact factor
b = (a/R?) cos(i) U(0.0, 0.5) — Planet-to-star ratio
K U(140.0, 260.0) m/s Radial velocity semi-amplitude
S1 =

√
e sinω U(−1, 1) — Parametrization for e and ω

S2 =
√
e cosω U(−1, 1) — Parametrization for e and ω

RV instrumental parameters
µFEROS U(−30, 30) m/s Systemic velocity for FEROS
σFEROS J (1.0, 100.02) ppm Extra jitter term for FEROS
RVlinear N (0.0, 1.02) m/s/d Linear term for the RVsa
RVintercept N (0.0, 100002) m/s Intercept term for the RVsa

Photometry instrumental parameters
DTESS 1.0 (fixed) — Dilution factor for TESS
MTESS N (0.0, 0.12) ppm Relative flux offset for TESS
σTESS J (10−5, (105)2) ppm Extra jitter term for TESS
q1,TESS U(0.0, 1.0) — Linear limb-darkening parametrization
q2,TESS U(0.0, 1.0) — Quadratic limb-darkening parametrization
DCHAT 1.0 (fixed) — Dilution factor for CHAT
MCHAT N (0.0, 0.12) ppm Relative flux offset for CHAT
σCHAT J (10−5, (105)2) ppm Extra jitter term for CHAT
q1,CHAT U(0.0, 1.0) — Linear limb-darkening parametrization
DLCOGT 1.0 (fixed) — Dilution factor for LCOGT
MLCOGT N (0.0, 0.12) ppm Relative flux offset for LCOGT
σLCOGT J (10−5, (105)2) ppm Extra jitter term for LCOGT
q1,LCOGT U(0.0, 1.0) — Linear limb-darkening parametrization

Additional parameters
σGP
TESS J (10−8, 0.00052) — Amplitude of the GP component
τGP
TESS J (0.0001, 22) — Timescale of the GP component

Notes. N(µ, σ) stands for a normal distribution with mean µ and standard deviation σ, U(a, b)
stands for a uniform distribution between a and b, and J(a, b) stands for a Jeffrey’s prior (that is, a
log-uniform distribution) defined between a and b.
(a) These parameters were only used to search for an additional linear RV trend and are not in-
cluded in our nominal joint fit.
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Figure 5.4: Posterior distributions of planetary parameters. The lower left triangle shows fitting
parameters and the upper right triangle shows derived parameters of TIC 237913194b’s orbit. The
stated values represent 16th, 50th, and 84th percentiles. See Appendix B.1 for the full sample and
a discussion about correlated parameters.
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planet’s main parameters as sampled in our nominal fit. All distributions are approxi-
mately Gaussian and barely correlated, except for the planet-to-star ratio RP/R? (see Ap-
pendix B.1 for a discussion). We present the posterior distributions of the model param-
eters alongside the derived physical parameters in Table 5.5, where we state for each pa-
rameter distribution the 16th, 50th, and 84th percentile. Notably, with a planetary bulk
density ρP ≈ 1847 kg m−3, TIC 237913194b’s average density is comparable to Neptune’s.
By sheer coincidence, the planet’s period and eccentricity resemble that of the TESS space-
craft (13.7 d, e = 0.55) (Ricker et al., 2014).

Search for additional planets

We repeated the joint fit with an additional linear RV term to search for any long-period
companions that would locally cause a linear trend in the RVs. To this end, we include
intercept and slope parameters with wide, normal priors for another joint fit. The result
is consistent with an RV slope of zero and the log-likelihood of the model including the
linear trend is suppressed with ∆ lnZ ≈ 7. We conclude that the data at hand does not
support additional outer companions in the system.

There is also no evidence of interior planets, which is expected since the deep intru-
sion of TIC 237913194b into the inner system leaves only limited room for stable inner
orbits (e.g., Gladman, 1993). In fact, planets like TIC 237913194b have been suggested to
be a main cause for the destruction of inner systems of low-mass planets (Schlecker et al.,
2020a).

5.3.3 Approximation of the planetary equilibrium temperature
The equilibrium temperature Teq that the planet maintains if it is in energy balance with
the radiation input from the host star is a determining factor for the physical properties
of its atmosphere. Due to TIC 237913194b’s considerable eccentricity, this input is not
constant over its orbit. To give a first-order estimate on the temperature range that the
planet can assume, we investigated two extreme cases of planetary heat adjustment:

1. instantaneous heat adjustment (Teq,inst). Here, we assumed that the planetary atmo-
sphere adjusts to the changing irradiation without any time delay. For this situation,
we used the approximation in Kaltenegger & Sasselov (2011, Equation 3).

2. orbitally averaged heat adjustment (Teq,avg). In this case, the planetary temperature
remains in equilibrium with the incoming stellar energy, i.e. Teq = const. over one
orbit. To approximate this temperature, we used a temporal average for elliptic or-
bits (Méndez & Rivera-Valentín, 2017, Equation 16).
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Table 5.5: Posterior parameters

Parameter Value
Stellar Parameters
ρ? (kg/m3) 1076+95

−93
Planetary parameters
P (d) 15.168865+0.000018

−0.000018
t0 (BJD UTC) 2458319.15055+0.00077

−0.00077
a/R? 23.85+0.67

−0.69
b = (a/R?) cos(i) 0.900+0.017

−0.017
RP/R? 0.1031+0.0048

−0.0042
K (m/s) 191.3+6.4

−6.2
e 0.575+0.011

−0.011
ω 24.1+2.4

−2.4
S1 =

√
e sinω 0.309+0.029

−0.030
S2 =

√
e cosω 0.692+0.014

−0.015
RV instrumental parameters
µFEROS (m/s) 14.0+3.4

−3.3
σFEROS (m/s) 13.6+3.2

−2.6
Photometry instrumental parameters
MTESS (ppm) 0.00017+0.00041

−0.00039
σTESS (ppm) 221+28

−31
q1,TESS 0.33+0.39

−0.24
q2,TESS 0.27+0.35

−0.20
σGPTESS 0.00000152+0.00000110

−0.00000041
τGPTESS 0.40+0.16

−0.18
MCHAT (ppm) 0.00149+0.00025

−0.00025
σCHAT (ppm) 1625+150

−140
q1,CHAT 0.55+0.20

−0.24
MLCOGT (ppm) −0.00038+0.00016

−0.00016
σLCOGT (ppm) 480+85

−80
q1,LCOGT 0.67+0.17

−0.20
Derived parameters
i (deg) 87.0+1.5

−1.7
RP [RJup] 1.117+0.054

−0.047
MP [MJup] 1.942+0.092

−0.091
a [au] 0.1207+0.0037

−0.0037
ρP [kg m−3] 1847+280

−260
Teq [K]a 974

Notes. (a) Time-averaged equilibrium temperature computed according to equation 16 of Méndez
& Rivera-Valentín (2017). We assumed zero albedo, a unity broadband thermal emissivity, and
β = 0.5, i.e. only half of the planetary surface re-radiates the absorbed flux.
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For both extremes, we assumed that the heat flux from the planet’s interior is negligible
compared to the stellar irradiation and ignored any internal energy sources. The infrared
emissivity εIR was fixed to unity. We further assumed two cases for how atmospheric flow
distributes the incoming stellar energy over the planetary surface and parametrized this
property with the fraction of planetary surface that re-radiates stellar flux β. We distin-
guished between β = 0.5, i.e. emission only from one hot hemisphere, and β = 1 where
the whole globe emits (Seager et al., 2005; Kaltenegger & Sasselov, 2011; Carone et al.,
2014; Méndez & Rivera-Valentín, 2017).

Planets colder than 1000 K are expected to be relatively cloudy (e.g., Stevenson, 2016;
Parmentier et al., 2016). Here, we parametrized different cloudiness with albedos α =
0, 0.3, and 0.6 following Parmentier et al. (2016). With the above assumptions and in
the case of instantaneous heat adjustment, we derived a range of Teq,inst ≈ 900 K – 1300 K
at secondary eclipse and Teq,inst ≈ 700 K – 1100 K at transit (Fig. 5.5). We list Teq,inst at
critical times in Table 5.6 together with the values for orbitally averaged heat adjustment
Teq,avg. The latter is constant over one orbit and covers a temperature range of Teq,avg ≈
650 K – 975 K.

Due to the orientation of the orbit (compare Fig. 5.6), the temperature Teq,inst during
transit is assumed to be about 200 K colder compared to the temperature at secondary
eclipse. In reality, however, some delay in heat adjustment based on radiative and dynam-
ical timescales is expected. Therefore, the temperature during a secondary eclipse, which
would occur before passage of periastron, could be colder than in our estimate. Likewise,
the temperature at transit, occurring after periastron passage, would be warmer than ex-
pected (see, e.g., Lewis et al., 2013, for a qualitative discussion of the thermal evolution
of an exoplanet on an eccentric orbit). We emphasize again that our goal is to estimate
to first order possible temperature ranges for TIC 237913194b for which these simplified
assumptions are sufficient.

5.3.4 Secondary eclipses, phase curve modulations, and Rossiter-
MacLaughlin effect

No secondary eclipses or phase curve signals are evident in the photometric time series.
We used the starry software package (Luger et al., 2019) to estimate the planetary phase
curve based on our derived orbital parameters and a simple toy model for the planetary
brightness distribution. This model neglects any heat redistribution between the hot and
cold hemispheres of the planet, resulting in a ‘dipole’ brightness map where the hot side
points to the substellar point at periastron. In this scenario, the emission of the cold hemi-
sphere and planetary limb darkening are negligible. The total luminosity of the planet
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Figure 5.5: Evolution of the planetary equilibrium temperature in the case of instantaneous heat
adjustment for different albedos α and re-radiation factors β. We assumed unity infrared emissiv-
ity εIR. Black lines denote the time of transit and secondary eclipse, respectively. Due to the high
eccentricity, Teq,inst varies by several hundred Kelvin within one orbit. It stays below 1000 K for
most of the orbit.

Table 5.6: Theoretical temperature constraints of TIC 237913194b in the course of one orbit.

Time orbital distance Teq,inst [K] Teq,avg [K]
[au] α = 0 α = 0.3 α = 0.6 α = 0 α = 0.3 α = 0.6

β = 1
apoastron 0.1900 668 611 531

819 749 651transit 0.1047 900 823 716
periastron 0.0520 1277 1168 1016

secondary eclipse 0.0668 1127 1031 896
β = 0.5

apoastron 0.1900 795 727 632
974 891 775transit 0.1047 1070 979 851

periastron 0.0520 1519 1389 1208
secondary eclipse 0.0668 1340 1226 1066
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Figure 5.6: Orbit aspect ratio and orientation. The orbit of TIC 237913194b is plotted with stellar
radii as length units. The dashed blue line shows our line of sight with respect to the orbit.

is then that of a half-sphere black body with radius RP and temperature Thot. For the
temperature of the hot hemisphere, we adopt two cases: firstly, our estimate of the equi-
librium temperature for the case of orbitally averaged heat adjustment and β = 0.5, hence
Thot = Teq,avg = 974 K. Secondly, we consider the hottest temperature in Table 5.6 and
assume Thot = 1519 K. With a resulting peak-to-peak phase curve amplitude of ∼ 6ppm
in the cool case and ∼ 32ppm in the hot case, a future detection of the phase curve or
secondary eclipse might be challenging despite the expected precision of the JWST.
Measuring the Rossiter-McLaughlin effect (RMeffect, Rossiter, 1924;McLaughlin, 1924)

has proved a useful tool to measure the alignment of planetary orbits with the spin axis
of host stars. The different proposed scenarios for the formation and migration theory
of warm Jupiters differ in their predicted impact on the spin-orbit alignment (e.g., Tri-
aud, 2018). A detection of the RM effect could thus shed light on TIC 237913194b’s enig-
matic formation history. Analytical formulas exist to estimate the amplitude of its RV
signature (e.g., Gaudi & Winn, 2007, equation 6), however, the large impact parameter in
TIC 237913194b’s transit geometry would entail a large error. Instead, we modeled the RV
anomaly due to the Rossiter-McLaughlin effect with a velocity-weighted brightness map
in starry using the median posterior values of the system’s physical parameters (see Ta-
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Figure 5.7: Comparison to other well-characterized warm Jupiters. Left: period-eccentricity plot
of transiting exoplanets with periods of 1 d – 100 d and measured eccentricity from the TEPCat
catalog (Southworth, 2011). Marker sizes scale with planet mass. With e = 0.58, TIC 237913194b
occupies the 98th percentile in this population and contributes to a sparse sample of planets with
very high eccentricities.
Right: mass-radius diagram of warm (P = 10 d – 100 d) planets from the same catalog. The color
of the markers represent the equilibrium temperatures of the planets, and dashed gray lines are
isodensity curves of 0.3, 3, and 30 g cm−3, respectively. The solid blue line marks the predicted
mass-radius relation for giant planets with a 10 M⊕ core (Fortney et al., 2007). TIC 237913194b lies
very close to this line. The error bars for its mass are too small to be seen.

bles 5.2 and 5.5).
The resulting amplitude of the signal KRM ≈ 10 m s−1, which is just in the range of

current state-of-the-art spectroscopic facilities.

5.4 Discussion
5.4.1 TIC 237913194b’s place in the exoplanet population
In Fig. 5.7 we compare TIC 237913194b with well-studied transiting exoplanets (South-
worth, 2011)7. The left panel shows the periods and eccentricities of these planets (blue
markers); our discovery is marked in red. We included planets with both mass and ra-
dius measurements that have constrained eccentricities (not only upper limits) and show
those in the period range 1 d – 100 d. Marker sizes in the plot correspond to planet masses.
Warm Jupiters with high eccentricities appear to be rare: 98 % of this population have
smaller eccentricities than TIC 237913194b, making it one of the most eccentric planets
7TEPCat catalog, queried on 2020-08-11.
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in this period range. It lies at the edge of a demographic feature that we discuss in the
following.

On close orbits, the planet occurrence rate dn/de shows a rapid drop with increasing
eccentricity. With increasing period, the position of this ridge shifts to larger eccentrici-
ties. Through this, a triangular under-density of planets with high eccentricity on very
short orbits emerges (upper left corner in Fig. 5.7). While exoplanet detection sensitivi-
ties are expected to have a dependency on eccentricity, the effect is too small to account for
the observed dearth of planets (Burke, 2008). A plausible physical explanation would be
tidal circularization (Adams & Laughlin, 2006; Dawson & Johnson, 2018). As discussed
in Sect. 5.4.3, the strength of this mechanism is expected to scale inversely with orbital
distance, which would explain the period-dependence of the distribution. The detection
of planets close to this ridge can thus help constrain theories of tidal interaction and giant
planet migration, which are crucial components for explaining planetary systems with
close-in giant planets. Our discovery of TIC 237913194b adds to the small current sample
of such planets.

In the right panel of Fig. 5.7, we put our planet into context of warm Jupiters with mass
and radius measurements. Here, we include only planets from TEPCat with periods of
10 d – 100 d, and color-code them by equilibrium temperature. We further plot a theoret-
ically predicted mass-radius relation for planets with a 10 M⊕ core (Fortney et al., 2007,
blue line). TIC 237913194b is located close to this curve, which indicates that its bulk
density is consistent with established structural models.

5.4.2 The atmosphere of TIC 237913194b
The large eccentricity of TIC 237913194b makes it a promising test bed to study the re-
sponse of its atmosphere to external forcing (e.g., compare Carone et al., 2020). Atmo-
spheres at the inferred temperature ranges are susceptible to a variety of chemical disequi-
librium processes such as photochemistry and chemical quenching (e.g. Molaverdikhani
et al., 2019a; Moses et al., 2013; Venot et al., 2012, 2020; Tsai et al., 2018; Kawashima &
Ikoma, 2019). While a thorough inspection of these processes is beyond the scope of this
study, we used the physical parameters constrained here to demonstrate the feasibility
of atmospheric characterization. To this end, we used self-consistent models for cloud-
free (Molaverdikhani et al., 2019b) and cloudy (Molaverdikhani et al., 2020) irradiated
planetary atmospheres and calculated synthetic transmission and emission spectra us-
ing petitCODE (Mollière et al., 2015; Mollière et al., 2017). For this fiducial model, we
assumed solar composition, zero bond albedo, instantaneous thermal equilibrium, and
β = 0.5. This resulted in an equilibrium temperature of the planet during transit and
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secondary eclipse of 1070 K and 1340 K, respectively (see Table 5.6). Using the Pandexo
package (Batalha et al., 2017), we predicted uncertainties for JWST observations of a sin-
gle transit or secondary eclipse for the three observing modes MIRI-LRS, NIRISS-SOSS,
and NIRSpec-G395M.

We find relative magnitudes of the largest synthetic spectral features of ∼100 ppm in
transmission and ∼1000 ppm in emission. While some emission features are well above
the predicted noise floor, the largest transmission features are on the order of the predicted
uncertainties for a single transit observation. However, since these two techniques probe
different regions of the atmosphere and at different orbital phases, a joint analysis of the
transmission and emission spectramay provide important clues on atmospheric dynamics
and heat redistribution.

5.4.3 TIC 237913194b’s large eccentricity
The peculiarly large eccentricity of TIC 237913194b could be an important lead in not
only understanding the dynamical origin of the system, but also planet evolution theo-
ries in general. Possible origins of large warm Jupiter eccentricities include interaction
with a massive companion through either scattering events (e.g., Rasio & Ford, 1996),
secular interactions (e.g., Petrovich & Tremaine, 2016; Kozai, 1962; Lidov, 1962), or gi-
ant impacts (Frelikh et al., 2019); planet-disk interactions (e.g., Lubow, 1991; Petrovich
et al., 2019); or a combination of processes. The absence of evidence for an additional
perturber that might sustainably excite TIC 237913194b’s eccentricity or that could be the
counterpart in a recent scattering event makes it challenging to distinguish between these
scenarios.

However, TIC 237913194b is subject to tidal dissipation through secular interactionwith
the host star (Goldreich & Soter, 1966) and the rates of semi-major axis and eccentricity
decay, given the current orbital parameters, can be estimated (Yoder & Peale, 1981). A
short orbit circularization timescale compared to the lifetime of the star would exclude
the planet-disk interaction scenario and could provide an upper limit on the time that has
passed since a hypothetical perturbation event. In this case, we would observe the system
during high-eccentricity migration and TIC 237913194b would eventually become a hot
Jupiter in a circular orbit.

Several caveats have to be considered when trying to trace the system back in time close
to its primordial orbital configuration. First, the tidal evolution of a and e are strongly cou-
pled, which may result in ambiguities. In addition, the tidal evolution strongly depends
on the stellar and planetary tidal dissipation rates, typically parameterized by the dimen-
sionless “reduced tidal quality factors” Q′P and Q′?. Here, Q′ = 1.5Q/k2,, where k2, is the
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Love number of second order. Estimates of the planetary tidal quality factor range from
Q′P = 104 to Q′P = 107 (e.g. Lainey et al., 2009; Lainey et al., 2020; Hansen, 2012). The stel-
lar tidal dissipation factor is even less well constrained but theoretical and observational
works suggest Q′? & 107 (e.g. Carone & Pätzold, 2007; Hansen, 2012; Damiani & Lanza,
2015).

We studied the star-planet tides of TIC 237913194b using the EqTide8 code (Barnes,
2017), which calculates the tidal evolution of two bodies based onmodels by Ferraz-Mello
et al. (2008) and a "constant-phase-lag" (CPL) model (Goldreich & Soter, 1966; Cheng
et al., 2014). For our tidal-torque test, we adopted a Stellar rotational period of 30 d and
an initial planetary rotational period of 0.5 d (i.e., similar to the Solar and Jupiter rota-
tional periods). We adopted tidal quality factors Q′P in the range of 3 × 104 - 106. For the
primary, we chose a fixed value ofQ′? = 108 (e.g., Hansen, 2010; Penev et al., 2012; Bonomo
et al., 2017). We tested a large set of increased initial semi-major axes and eccentricities
and integrated with EqTide. The results agree with the observed eccentricity and semi-
major axis only for those samples that started a few percent above the observed values.
This suggests that the orbital period of ∼ 15 d is too large for significant tidal circulariza-
tion within the age of the system (∼5.5 Gyr, see Table 5.2) and TIC 237913194b’s orbit
has only slightly evolved from its primordial configuration. These results are in line with
Barnes (2015), who showed that Jovians with periods longer than ∼8 days and a typical
eccentricity of 0.3 do not experience significant orbital and eccentricity decay. While we
cannot determine the origin of the high orbital eccentricity, we conclude that the planet
we observe today is not a credible progenitor of a future hot Jupiter.

5.5 Conclusions
Wehave presented the discovery of TIC 237913194b (TOI 2179b), a transitingwarm Jupiter
orbiting its G-type host in a very eccentric (e ≈ 0.58) 15-day orbit. Its transit signal was
detected using TESS full frame images from Sectors 1 and 2. We confirmed the planetary
nature of the signal using ground-based photometry (CHAT, LCOGT) and high-precision
spectroscopy (FEROS). Our main results are:

• a planetary mass MP = 1.942+0.091
−0.091 MJ and radiusRP = 1.117+0.054

−0.047 RJ, yielding a bulk
density similar to Neptune’s.

• with e ≈ 0.58 one of the highest eccentricities among all currently known warm
giants.

8https://github.com/RoryBarnes/EqTide
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• slow tidal evolution, prohibitive of a hot Jupiter progenitor scenario.

• an attractive opportunity for future observations of the planet’s atmosphere, which
might harbor observable chemical disequilibrium processes due to the greatly vary-
ing external forcing.

• good prospects for detecting the Rossiter-MacLaughlin effect, which would be a
valuable contribution to the still small sample of warm Jupiters with constrained
spin-orbit obliquities.

This study made use of the following software packages: astropy (Robitaille et al.,
2013), juliet (Espinoza et al., 2019b), CERES (Brahm et al., 2017a; Jordán et al., 2014),
ZASPE (Brahm et al., 2017b), tesseract (Rojas, in prep.), TESSCut (Brasseur et al., 2019),
lightkurve (Barentsen et al., 2019), radvel (Fulton et al., 2018), emcee (Foreman-Mackey
et al., 2013), corner.py (Foreman-Mackey, 2016), MultiNest (Feroz et al., 2009), Py-
MultiNest (Buchner et al., 2014), batman (Kreidberg, 2015), starry (Luger et al., 2019),
celerite (Foreman-Mackey et al., 2017), petitCODE (Mollière et al., 2015; Mollière et al.,
2017), EqTide (Barnes, 2017), Pingouin (Vallat, 2018).
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This chapter presents work in progress, and the bulk of its scientific content will be the
subject of a forthcoming paper with me as the main author. The project builds up on the
results of Burn et al. (in press), where I am the second author. My contribution to that
publication was to help with preparing and running the simulations, defining the new
boundary conditions for the adapted model, and providing comments to the manuscript.
I further wrote code that was used in the statistical analysis of the study and created Fig. 2
in the paper.
This chapter furthermakes use of a survey completeness analysis and planet occurrence

rates derived in Sabotta et al. (subm.), which I contributed to as second author. There, I
assisted in developing the approach and code to compute the survey completeness, pro-
vided advice during the project, and helped compiling and revising the manuscript.

Details of authorship: The present content of this chapter was created by me; I received
advice by Remo Burn, Thomas Henning, Christoph Mordasini, Hubert Klahr, and Silvia
Sabotta.
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6.1 Motivation
In the previous chapters, I have established origins of and relations between different
planet types in planetary systems around solar-type stars. I have kept the stellar mass
fixed to 1 M� to permit comparability with the most extensively studied planetary system,
the Solar System. This choice also enabled me to use the Bern model of planet forma-
tion and evolution “as is”, since it has been developed for planets around solar-type stars.
However, the most abundant planet hosts in the solar neighborhood are M dwarfs (Hsu
et al., 2020). There has been a growing awareness that these stars are rewarding study ob-
jects regarding some of the most pressing questions on planet formation and habitability.
It has been established that low-mass stars host more small, potentially habitable plan-
ets (Mulders et al., 2015a; Dressing & Charbonneau, 2015), and much has been learned
about their properties from recent demographic studies: mass, radius, occurrence rates,
also as a function of host star mass and metallicity have been in the focus of recent stud-
ies (Bonfils et al., 2013;Mulders et al., 2015b; Fulton&Petigura, 2018; Pinamonti et al., 2019;
Hardegree-Ullman et al., 2019; Hsu et al., 2020). This preliminary work has provided im-
portant foundations, but it has relied on either observational data or on pure theoretical
arguments (e.g., Burn et al., in press). It is thus very timely to confront the observational
evidence regarding exoplanets around M dwarfs with planet formation theory. In this
chapter, I take a first step toward this goal by relating the results of theoretical simulations
with a well-defined sample from an extensive observation program.

Key tools to enable this comparison come from recent work by Burn et al. (in press) and
Sabotta et al. (subm.), each of which I have significantly contributed to. In Burn et al. (in
press), we have adapted the model introduced in Sect. 2.5.1 to lower stellar masses and
also adapted the distributions of the Monte Carlo parameters to this stellar mass regime
(compare Sect. 2.5.2). Using the modified model, we have computed a synthetic popu-
lation of planetary systems with host star masses ranging between 0.1 M� – 1 M�. This
population termed “NGM” features a discrete grid of stellar masses, and each system ini-
tially starts with 50 planetary embryos. A total of 4996 systems were simulated. Several
predictions from our investigation in Burn et al. (in press) can be tested observationally.
I present the properties of the NGM population in Sect. 2.5.2.
The sample of observed exoplanets investigated here comes from the CARMENES

M dwarf survey (Quirrenbach et al., 2010, 2013; Reiners et al., 2018b). To confront its
planet detections with the results from Burn et al. (in press), it is crucial to take into ac-
count the unavoidable biases that occur in the observed datasets. In Sabotta et al. (subm.),
we quantified CARMENES’ detection bias by injecting artificial RV signals into the ob-
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served RV time series and trying to retrieve them using a method similar to the discov-
ery method in the survey. By taking this bias into account, we also derived occurrence
rates of planets in the parameter space spanned by the minimum planet massM sin i, the
orbital period P , and the stellar mass M?. With both the synthetic population and the
bias-corrected occurrence rates in place, I set out to statistically compare the observed and
synthetic planetary systems. This comparison serves two purposes: firstly, it showswhich
of CARMENES’ planet detections our model can explain and which not. Secondly, it may
reveal populations of simulated planets that would have had to be detected in the survey.

6.2 The CARM125 observational sample
One of the most comprehensive searches for exoplanets around M dwarfs is the
CARMENES high-precision RV survey. The CARMENES instrument consists of two in-
dependent Echelle spectrographs, one for visual wavelengths 0.55 µm – 1.05 µm and one
for NIR wavelengths 0.95 µm – 1.7 µm (Quirrenbach et al., 2013). Both channels are fiber-
fed from the Calar Alto 3.5 m telescope. In its Guaranteed Time Observations (GTO),
CARMENES targets a sample of ∼ 350 stars whose spectral type distribution peaks at
M4V (Reiners et al., 2018b). This survey started beginning of 2018 and has since pro-
duced more than 18,000 spectra (Sabotta et al., subm.) and led to various exoplanet dis-
coveries (e.g., Sarkis et al., 2018; Ribas et al., 2018; Luque et al., 2018; Morales et al., 2019;
Zechmeister et al., 2019; Stock et al., 2020; Nowak et al., 2020). The survey has already been
defined with the goal to perform a population-level, statistical analysis on the datasets it
produces. For a subset of the GTO stars, observations have already been completed. This
subset, presented in Sabotta et al. (subm.) and here termed CARM125, is used as the
observational sample in this chapter. For each of the 125 targets in the sample, we com-
puted detection probabilities on a grid in planet mass and orbital period via injection-and-
retrieval tests. 27 planets that are hosted in 22 planetary systems have been discovered in
CARM125.

6.3 Observing the synthetic population
In order to make a comparison to observed data meaningful, we have to take into account
selection effects anddetection biases of the surveys and instrumentwe consider. TheNGM
population consists of 4996 simulated systems in the stellar mass range 0.1 M� – 1.0 M�.
Notably, the stellar mass is not a continuous variable but was fixed to the discrete masses
0.1 M�, 0.3 M�, 0.5 M�, 0.7 M�, and 1.0 M�, which were nearly uniformly sampled. Ta-
ble 6.1 lists the simulation runs for each host star mass with the corresponding stellar
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Table 6.1: Synthetic planet population NGM. Each of the simulated systems started with
Nemb,ini = 50 planetary embryos. Five stellar masses and corresponding effective temperatures
were sampled with different weights to match the observed distribution, and a total of 100,000
systems were drawn. Each systemwas assigned a random, isotropic inclination angle i. The popu-
lation NG75 extendsNGM to solar-type stars (see Emsenhuber et al., 2020b, Burn et al. (in press))
but did not have to be sampled to match CARM125’sM? distribution. Table adapted from Burn et
al. (in press).

Name M? T
(a)
eff,5Gyr Nemb,ini Simulated Systems Sampling

Weights
Resampled
Systems

NGM10 0.1 M� 2811 K 50 1000 0.232 23282
NGM14 0.3 M� 3416 K 50 997 0.272 27234
NGM11 0.5 M� 3682 K 50 1000 0.304 30420
NGM12 0.7 M� 4430 K 50 999 0.192 19064
NG75(b) 1.0 M� 5731 K 50 1000 0 0
(a) following Baraffe et al. (2015)
(b) population also discussed in Emsenhuber et al. (2020b).

effective temperature at a simulation time of 5 Gyr, Teff,5Gyr. The initial number of plane-
tary embryos per system Nemb,ini was always 50. On the other hand, the CARM125 sample
has a characteristic distribution of stellar masses, as shown in Fig. 6.1. We approximated
this distribution by weighted resampling of our synthetic population. For this purpose,
we first computed a histogram of the observed stellar mass sample with the bin edges de-
fined as the center between the discrete NGM masses. The normalized histogram counts
then served as sampling weights, which for CARM125 amount to 0.232, 0.272, 0.304, 0.192,
and 0 for NGM’s host star masses 0.1 M� – 1.0 M� (see Tab. 6.1); that is, the 1.0 M� pop-
ulation has no contribution. In total, we sampled 100,000 systems with replacement. As
the synthetic planets will be compared to RV-detected exoplanets, for which only min-
imum masses M sin(i) are known, we assigned them random orbital inclination angles
i. Here, we assumed an isotropic distribution of orbit orientations and, for each system,
drew a sin(i) term following Eqn 4.2. Hence, despite our oversampling of the NGM pop-
ulation, no planet occurs more than once with the exact same properties. The resulting
M? distribution approximates the one of the CARM125 sample (compare Fig. 6.1). While
the oversampled population contains 5× 106 planets, in the following we consider only
the 2,421,124 planets that survived the formation and evolution phase until an assumed
observation time tobs = 5 Gyr.
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Figure 6.1: Stellar mass distributions of the observed and simulated populations. The host star
masses in the syntheticNGM population are discrete (dashed lines). Byweighted resampling of its
systems according to the CARM125 sample (red), we obtain a new distribution that approximates
it (blue).

6.4 Observed and theoretical occurrence rates
With the simulated planet population we have generated, we can now derive synthetic oc-
currence rates. It is important to note the difference to the fraction of stars hosting a certain
planet, which we have investigated in Chapter 4. In contrast, an occurrence rate n refers to
the number of objects – in our case simulated or observed planets – per finite interval in
some property they have (e.g., their mass) (Winn, 2018). In order to facilitate comparison
with the sample of RV-detected exoplanets, we will express planetary occurrence rates in
the parameter space spanned by the minimum mass and the orbital period. To be inde-
pendent of the choice of interval, we can express an occurrence rate density corresponding
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Figure 6.2: Planet occurrence of the NGM population and CARM125 planets in minimum mass-
period space. Left: Overall NGM M dwarf planet population regardless of specific host star mass.
All synthetic planets surviving until t = 5 Gyr are shown. The population is strongly dominated
by low-mass planets of less than 10 M⊕, and the highest occurrence density lies at orbital periods of
a few hundred days. For comparison, the white markers show positions of detected planets in the
CARM125 sample, and the white dashed line indicates the location where the survey completeness
is 50 %. As in the synthetic population, the majority of the observed planets populates low planet
masses. Right: Survey completeness and dependency on host star mass. The background colors
indicate detection probabilities in the CARM125 sample, and the markers denoting detected plan-
ets are color-coded by host star mass. Likewise, the different colors for the synthetic population
(contours) correspond to the different stellar mass bins. Low-mass planets (MP . 20 M⊕) of all
host star masses are well covered by the NGM population. Simulated giant planets are scarce and
occur only around stars of earlier spectral types. In particular, GJ 3512b, a giant planet hosted by a
late (M5.5) M dwarf, can not be explained by our model. There are also no synthetic counterparts
for planets in the mass range 20 M⊕ – 200 M⊕, where a deep valley exists in the population.

to the occurrence rate n as

ΓM,P = ∂2n

∂ logM sin(i) ∂ logP . (6.1)

The left panel of Fig. 6.2 approximates this occurrence rate density by counting syn-
thetic planets in a binned minimum mass-period space. It is obvious that low-mass plan-
ets represent the bulk of the population with the highest occurrence density for roughly
Earth-mass planets at orbital periods of a few hundred days. Giant planets occurmostly at
similar periods and are much rarer. They clearly separate from the rest of the population,
leaving very few planets in the 20 M⊕ – 200 M⊕ mass range. Such a trend is not obvious in
the detected planets from the CARM125 sample. Although the observed planets are sub-
ject to detection biases, it is noticeable that the mass distribution here is rather continuous
and does not reveal multiple modes.
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6.4 Observed and theoretical occurrence rates

As has been shown before, the efficiency and result of planet formation is a strong func-
tion of the host star mass (Mulders et al., 2015a; Raymond et al., 2007; Hsu et al., 2020,
Burn et al., in press). Despite the small number statistics, I now factor in this mass de-
pendency and discuss planet occurrences as a function of the stellar mass. In the right
panel of Fig. 6.2, CARM125 planets are color-coded by host star mass and overlayed on the
synthetic population, which I divided according to the stellar mass bins defined above.
The survey completeness of the CARM125 sample is illustrated by the 2D histogram in the
background. In Sabotta et al. (subm.), we computed this “sensitivity map“ via injection
and retrieval experiments, where we injected for each cell on the grid artificial RV signals
into the observed time series of targets in the CARM125 sample. For each pair ofM sin(i)
and P , this was done multiple times with random orbital phases. We then counted the
fraction of successful recoveries of such “mock planets” by our detection pipeline, result-
ing in a unique completeness map for each target star. To obtain the survey completeness
shown in Fig. 6.2, we took for each grid cell its arithmetic mean across the sample.

While it is apparent that the least massive planets are found exclusively around the
latestMdwarfs, it is difficult to disentangle this result from the greatly increased detection
probability for low-mass stars (compare Eqn 2.25). Despite the high survey completeness
in the respective parameter domain, no hot Jupiters (planets with M sin i > 100 M⊕ and
orbital period of less than 10 d) are present in the CARMENES sample (Sabotta et al.,
subm.). The synthetic population agrees with this result.

I caution that with 27 planets detected in a sample of 125 stars, one can not make strong
statements about stellarmass trends in this two-dimensional planet parameter space. Nev-
ertheless, given the differences identified above it isworthwhile to explore the stellarmass-
dependent planet occurrences in more detail. In Fig. 6.3, I jointly subdivide the synthetic
and observed populations into the four stellar mass bins defined above. The synthetic
population shows a clear trend of increasing giant planet occurrence with host star mass.
In general, giant planets are rare and occur only in the stellar mass bins 0.5 M� and 0.7 M�.
None of the CARM125 giants can be reconciled with this trend. The observed giant planet
closest to a synthetic counterpart is GJ 876b, which orbits its early M dwarf host with a pe-
riod of 61 d and has a projectedmass ofM sin(i) ≈ 761 M⊕ (Marcy et al., 2001; Rivera et al.,
2005; Trifonov et al., 2018). With a stellar mass of 0.37 M�, the system just barely ended
up in the stellar mass bin with zero occurrence density in the giant domain and is in fact
relatively close to the few synthetic giant planets in the 0.5 M� population. There are four
discovered planets on intermediate and large orbits (P = 10 d – 1000 d) with projected
masses M sin(i) = 20 M⊕ – 200 M⊕, where NGM shows a deep valley in the occurrences:
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Increasing host star mass

Figure 6.3: As Fig. 6.2, but partitioned according to host star mass. In the NGM population, the
domination by low-mass planets on intermediate orbits is similar for allM?, but giant planets occur
only around stars with masses 0.5 M� and higher. In contrast, the sub-giant and giant planets in
CARM125 occurmost frequently around lessmassive stars. GJ 3512b, the giant planet in the 0.1 M�
panel, is particularly at odds with theoretical predictions. No simulated planets withM sin(i) &
10 M⊕ occur in this stellar mass bin.

GJ 1148b,c (Haghighipour et al., 2010; Trifonov et al., 2018), HD 147379b (Reiners et al.,
2018a), and GJ 3512b (Morales et al., 2019). While none of them would have been ex-
pected based on our simulations, the 147 M⊕ giant GJ 3512b is particularly difficult to rec-
oncile with theoretical predictions: it orbits a late (M5.5)Mdwarf with a very low-mass of
(0.123± 0.009) M� (Morales et al., 2019). Our theoretical model produces no giant plan-
ets in this stellar mass regime, and its existence remains a challenge for planet formation
theories based on core accretion (Liu et al., 2020; Schib et al., 2021, but also see Kurtovic
et al., 2021).

On the other hand, low-mass planets (M sin(i) . 20 M⊕) are well represented by our
synthetic systems. Populations from all stellar mass bins contribute to the synthetic planet
occurrence in this domain and the maximum of the occurence rate density is invariably
at orbits ∼100 d – 1000 d and terrestrial planet masses of a few M⊕. All but one CARM125

planets less massive than 20 M⊕ lie in the domain where significant occurrence density ex-
ists. The exception is GJ 4276b with P ≈ 13.4 d andM sin(i) ≈ 16.6 M⊕ (Nagel et al., 2019),
which sits in a small gap of planet occurrence in the 0.3 M� bin that might be explained
by sampling error.

6.5 Planetary mass function
By marginalizing over the orbital period axis, a minimum mass distribution of the sam-
ples can be obtained. Figure 6.4 shows a histogram of the uncorrected planet counts of
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Figure 6.4:Minimummass distribution of short-orbit (P < 600 d)NGM planets and of the detected
planets in the CARM125 sample, normalized to planets per star. NGM shows a steep slope and a
bimodal distribution for larger stellar masses. No giant planets & 100 M⊕ occur at stellar masses
below 0.5 M�. CARM125 shows a rather continuous distribution from terrestrial-mass planets to
giant planets with small planets dominating. Note that no correction for observational biases is
included.

CARM125, as well as histograms for the planets inNGM, where I included all planets with
periods < 600 d. This corresponds roughly to half of the observational baseline of the
CARMENES GTO survey. The histograms were normalized to planets per star in the total
CARM125 or NGM sample, respectively. For the synthetic population, I subdivided the
histogram by host star mass to highlight differences. It can be seen that for the more mas-
sive host stars, the synthetic distribution is bimodal. At stellar masses below 0.5 M�, no
giant planets occur and the histogram features a single slope. The CARM125 histogram is
overall more flat, which is certainly partly due to the planetary mass-dependent detection
bias. Noteworthy is, however, that no valley at intermediate masses and generally no obvi-
ous structure in the distribution is apparent. Instead, the CARM125 planet sample shows
a continuous negative slope in logM sin(i).
For a direct comparison between the observed and theoretical planetary mass function,

the inherent observational biases have to be taken into account. By conducting injection-
and-retrieval experiments on the RV data for each of the stars in the CARM125 sample,
Sabotta et al. (subm.) derived sensitivities in minimum mass-period space for each in-
dividual target while accounting for instrumental and stellar noise. They averaged these
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Figure 6.5: Minimum mass distribution of simulated planets and of the sensitivity-weighted
CARM125 planets. The NGM sample is divided into giant planets (MP > 100 M⊕) and the rest;
this classification is based on the actual planet massMP. Giant planets left aside, the NGM occur-
rences are steeper inM sin(i).

sensitivity maps to obtain the survey completeness illustrated in the right panel of Fig. 6.2.
Weighting the 27 planet detections currently known in the CARM125 subsample with this
completeness yields bias-corrected occurrence rates, which are shown marginalized over
the period axis in Fig. 6.5. As in the previous figure, the histogramwas normalized to plan-
ets per star. The bias-corrected planetary mass function resembles a smooth power law.
Compared to the uncorrected histogram, its slope is somewhat steeper inM sin(i), which
is owed to the decreasing detection probability with decreasing planet mass. Again, the
bimodal distribution of the simulated planets is contradictory. Excluding giant planets
(M sin(i) > 100 M⊕) removes the bimodality but results in a steeper planetary mass func-
tion than the observed one.

6.6 Discussion
6.6.1 Giant planets around M dwarfs
The stellar mass-dependent occurrences of giant planets in the NGM and CARM125 sam-
ples are at odds with each other. While the Bern model generally produces only giant
planets around host stars more massive than ∼0.3 M�, the observed CARMENES giants
orbit only host starswithmasses lower than 0.5 M�. This is despite the higher survey sensi-

170



6

6.6 Discussion

tivity around earlier stars (Sabotta et al., subm.). In fact, the average detection probability
of a Saturn-mass planet is nearly twice as high in the subsample of early M dwarfs with
M? > 0.34 M� as in the late M dwarf (M? < 0.34 M�) sample (∼ 0.8 vs. ∼ 0.5). This fur-
ther substantiates the puzzling disagreement with theoretical predictions regarding the
giant planet occurrence as a function of stellar mass. However, the small observed sample
size should be noted: CARM125 contains only four giant planets, and GJ 3512b might not
be representative as it was hypothesized to have formed via disk instability (Morales et al.,
2019). An extension of the analysis presented here with additional data will help to val-
idate or refuse this trend, and we are currently in the process of investigating additional
datasets.

A brief outline of the existing literature on this topic is worthwhile here. From the point
of view of disk and exoplanet observations, Manara et al. (2018) found that the combined
solid masses of planetary systems frequently exceed those of the most massive dust disks
(∼30 M⊕ ≈ 10−4 M�). They also discuss different populations for single and multiple
systems and speculate about a dedicated formation pathway for massive giant planets
around very low-mass stars.

Miguel et al. (2020) performed a population synthesis of planetary systems around
(very) low-mass stars (M? = 0.05 M� – 0.25 M�) based on a semi-analytical model as-
suming classical planetesimal accretion. Their model was originally designed to study
circumplanetary disks and features a low-viscosity gas disk model as well as Type I and
Type II migration (Miguel & Ida, 2016). They find efficient planet formation only in suffi-
ciently massive disks (& 10−2 M�). Even under these conditions, their model fails to form
any planets more massive than 5 M⊕.

Zawadzki et al. (2021) use N-body calculations to simulate the formation of plan-
ets around 0.2 M� stars. Under the assumptions of early planetesimal formation (Lenz
et al., 2019) and including Type I migration, they find efficient growth of planetary cores
through early collisions of planetary embryos. Their setup corresponds to a solid disk
mass of ∼ 2× 10−2 M� at the start of their simulations. While they do not model gas ac-
cretion onto planets, many of these cores grow to super-Earths, some of which in themass
range where runaway accretion could be triggered.

Burn et al. (in press) discuss some modifications to the model used here that would
enable the formation of giant planets around very low-mass stars. If Type I migration is
artificially suppressed, planetary cores are able to reach masses beyond 10 M⊕ without
rapidly migrating into the star, and some giant planets form. Even though there is no
obvious evidence justifying such tuning of the migration scheme, it does to some degree
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mimic “planet traps” due to inverted gas pressure gradients, the existence of which is indi-
cated by the numerous observed disk substructures (e.g., Andrews et al., 2018a). Thisway
out of the giant planet conundrum still requires relatively high initial solid disk masses
Msolid,0 & 66 M⊕ ≈ 2× 10−4 M�. The efficiency of giant planet formation can be further
enhanced if the planetesimals are more concentrated toward the inner disk.

The present data situation does not allow a definite conclusion whether the observed
population of gas giants around very low-mass stars can be explained by core accretion,
and under which specific conditions this is possible. Further research on the subject, both
theoretical and observational, is urgently needed.

6.6.2 Planetary mass function
Confronting the observed CARM125 planets with the syntheticNGM population revealed
a discrepancy between their planetary mass functions: while the distribution recovered
from the discovered planets follows a smooth power law, the simulated planets show a
significant bimodality with a gap between about 20 M⊕ and 200 M⊕. This valley was al-
ready previously predicted for planets around sunlike stars (Mordasini et al., 2009b) and
persists in the current version of the Bern model (Emsenhuber et al., 2020b, Emsenhuber
et al., in prep.). It separates all planets that attained solid cores massive enough to enter
runaway gas accretion and became giant planets from those that did not. As detailed in
Sect. 2.4, the reason for the low occurrence of such intermediate-mass planets is the short
timescale on which runaway gas accretion happens. Once a planet reaches the threshold
mass, it will quickly grow into a giant planet. Only the unlikely event of gas disk dispersal
exactly during this growth phase would fix the planet’s mass to intermediate values. Pre-
liminary observational evidence for this sub-Saturn desert has been provided by Mayor
et al. (2011), who computed bias-corrected occurrence rates and the mass distribution
for the HARPS RV survey, albeit for mostly solar-type stars. They reported a decrease of
their bias-corrected mass distribution “between a few Earth masses and ∼ 40 M⊕”. The
significance of this dip has recently been questioned (Bennett et al., 2021).

Testing the existence or non-existence of this demographic feature in planetary systems
around low-mass stars is very interesting from the perspective of planet formation, as
it might provide clues about possible different formation pathways for different stellar
types. The present observational sample of 27 confirmed planets is not large enough for
any statistically sound claim. Amore quantitative analysis of the observed and theoretical
planetary mass functions and the inclusion of additional datasets will shed light on the
statistical significance and physical origin of the discrepancy.
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7 Conclusions and Future Work

In this chapter, I summarize the work presented in Chapters 3–6, highlight key results that
represent a progress with respect to the questions posed at the beginning, and outline
some directions for possible future projects based on these results.

7.1 Summary
Recent advancements in understanding the architectures of planetary systems have been
based on either observational data alone (e.g., Weiss et al., 2018; He et al., 2020b) or on
purely theoreticalmethods (e.g., Lambrechts et al., 2019). In this thesis, I connected planet
formation theorywith results of extensive observation programs anddrew connections be-
tween properties of protoplanetary disks and the architectures of the emerging planetary
systems. Using global planet formation models, I have shown that intra-system relations
between planets can be linked to properties of the protoplanetary disk they emerged from.

Chapter 3 takes a data-driven approach to investigate the relations between properties of
simulated planets and their formation histories. The analysis is based on synthetic planet
populations calculated with the Generation III Bern model of planet formation, which fol-
lows the core accretion paradigm and assumes solar-type host stars. As part of a cluster
analysis, I trained an unsupervised machine learning algorithm on typical exoplanet ob-
servables to identify groups of similar planets. Without presupposing any known planet
types, four classes of planets are identified. They roughly correspond to the observed ex-
oplanet types of (super-)Earths, (sub-)Neptunes, and giant planets, plus an additional
unobserved class of small planets on distant orbits. I showed that the future cluster affili-
ation of the planets can be reliably predicted from properties of their parental disks. The
most reliable predictors are the initial orbital distance at which the planetary embryos are
injected, followed by the total planetesimal mass available. When N-body interactions
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between planets are taken into account, as in the nominal NG76 population, the predeter-
mination of planet types is slightly weakened. This particularly concerns sub-Neptunes,
which frequently undergo giant collisions and turn into super-Earths. My results high-
light the impact of gravitational interactions for systems of low-mass planets, but also the
importance of currently missing self-consistent models of planetary embryo formation.

In Chapter 4, I present a study of the relations between inner super-Earths and outer
giant planets in the same system. Themain goal of the study is to shed light on a suggested
mutual enhancement of the occurrences of these planet types. I confront the multi-planet
population analyzed in Chapter 3 with an observed exoplanet sample while taking into
account its observational biases. This shows indeed an enhanced formation of one planet
typewhenever the other is present, albeit weaker than previously proposed. I attribute the
discrepancy to dynamically active giant planets on intermediate orbits, which frequently
disrupt existing inner systems of smaller planets. A comparison of super-Earths with and
without a cold Jupiter companion results in two predictions: 1. A joint occurrence of both
planet types requires intermediate-mass planetesimal disks, and 2. Inner super-Earths
with higher density have a higher likelihood of having a giant planet companion.

Chapter 5 presents the discovery of a highly eccentric warm Jupiter of the type I suggest
being responsible for the disruption of compact low-mass planetary systems. After initial
detection in Transiting Exoplanet Survey Satellite (TESS, Ricker et al., 2014) full-frame
images, it was followed up with ground-based photometry and radial velocity time series.
By jointly analyzing these datasets in a Bayesian scheme, I confirm the planetary nature
of the signals. I precisely constrain the planet’s mass to MP= 1.942+0.091

−0.091 MJ and its radius
to RP= 1.117+0.054

−0.047 RJ, implying a bulk density similar to Neptune’s. Being on one of the
most eccentric orbits of all known warm Jupiters (e ≈ 0.58), the planet likely had a past
encounter with another massive body in the system. I present a tidal evolution analysis
that shows a large dissipation timescale, suggesting that the planet is not a hot Jupiter
progenitor caught during its high-eccentricity migration. The newly discovered planet
further represents an opportunity to study energy redistribution in the atmosphere of a
warm Jupiter with high eccentricity.

Chapter 6 focuses on planetary systems around low-mass stars by confronting a dedi-
cated M dwarf population synthesis to detected exoplanets from the CARMENES (Quir-
renbach et al., 2010) survey. I examine both samples as a function of stellar host mass
and find a strong dependence of planet occurrences on this parameter. In particular,
CARMENES’ discoveries suggest a population of giant planets around stars with M? <

0.5 M�, which the planet formation model does not reproduce. There is further a differ-
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ence in the planetary mass function, which appears smooth for the observed planets and
bimodal for the simulated planets. The continuation of this work in progress will shed
light on the origins of these discrepancies.

7.2 Conclusions

The results presented in these chapters can be put into a larger context by summarizing
their consequence for the questions stated at the beginning of this thesis (Sect. 1.1):

1. Are the increasingly complex multi-planet models still deterministic?
While interplanetary N-body interactions introduce an element of chaos - in the mathe-
matical sense - the links between the initial conditions of the model and the observables
of the planets it produces are largely preserved (Chapter 3).

2. Is the formation of one planet type or another already set by primordial properties
of the disk and host star?
The type of planet formed can be reliably predicted from its initial conditions (Chapter 3).
Initial orbital positions of planetary embryos are the most important predictors (although
this does not reflect true “t = 0”). The high predictability of core accretion models should
not be misunderstood as a legitimation for the single-planet approximation: gravitational
interactions are vital for realistic simulations of low-mass planets and their system archi-
tectures. Different types of architectures can be traced back to differently sized solid reser-
voirs in the originating protoplanetary disks, which is a proxy for stellar mass and metal-
licity. Primordial conditions thus not only determine the properties of individual planets,
but also the architectures of planetary systems (Chapter 4).

3. What are the relations between inner systems of rocky planets and outer giant plan-
ets, and can the core accretion scenario explain these relations?
The formation of warm super-Earths and cold Jupiters in the same system is enhanced
compared to the individual appearances; although the trend isweaker thanwhat has been
proposed through observations (Chapter 4). Under the core accretion paradigm and in
the range of assumptions our model is operating, this mutual increase of occurrence is
not due to direct interactions of the planets or indirect influences that are expected in the
pebble accretion picture. Instead, the effect depends on disk properties, above all the solid
content, which determine if, where, and how efficiently planetary cores are formed.

4. Are giant planets on wide orbits favorable or detrimental for systems of inner rocky
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planets?
The main reason for the attenuated theoretical super-Earth-cold Jupiter relation is the
occurrence of warm and dynamically active giant planets that frequently disrupt inner
systems. These planets form preferably in high-metallicity environments, which is also a
prerequisite for a system including both inner super-Earths and outer giant planets (Chap-
ter 4).

5. Is there observational evidence for interactions among these planet types?
The highly eccentricwarm Jupiterwhose discovery I presented inChapter 5 is one possible
culprit for the violent destruction of systems of inner rocky planets. Its extreme dynamical
state points to a past interaction with an additional, undetected massive companion. Hy-
pothetical planets interior to TIC 237913194b’s orbit could notmaintain long-term stability
of their orbits.

6. Are the bulk properties of planets connected to the architectures of their planetary
systems?
Planets should have different volatile content depending on the architectures of their sys-
tem. From this follows the testable prediction that systemswith high-density super-Earths
are more likely to host an outer giant (Chapter 4). This link between the bulk densities
and system architectures is again due to different birth environments: depending on the
disk mass, either icy super-Earths without giant planets or dry super-Earths with giant
companions form.

7. Can population synthesismodels reproduce the planetary systems around low-mass
stars?
Chapter 6 addresses this question by comparing a dedicated synthetic planet population
with the exoplanets discovered by the CARMENES survey. While a conclusive answer
requires further research, two differences relevant for planet formation processes stand
out: 1. Compared to the rather smooth, continuous mass distribution of the observed
planets, a bimodality in the simulated population is noticeable, and 2. The simulations
produce giant planets only around higher-mass stars, whereas all of CARMENES’ giant
planets orbit stars less massive than 0.4 M�.

7.3 Outlook
Exoplanet demographics is a rapidly evolving field, and this is particularly true for its
fledgling sub-discipline of planetary systems exploration. There are many future oppor-
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tunities for expanding on the research I presented here, both from a theoretical and an
observational point of view.

7.3.1 Extensions of the formation model
The global model of planet formation and evolution used in this thesis (Emsenhuber et al.,
2020a, Sect. 2.5.1) is being continuously developed and is making progress in addressing
wider regions of the planetary and stellar parameter spaces (e.g., Alibert et al., 2005; Mor-
dasini et al., 2009a; Alibert et al., 2013; Burn et al., 2021, Voelkel et al., in prep.). Inmy view,
the following current shortcomings of the model are particularly important to address.

Disk model

The disk model still uses as initial conditions derived quantities, for instance the total in-
tegrated flux of unresolved disks to infer their masses. The corresponding measurements
rely on assumptions on the opacities and disk temperature profiles. Furthermore, smooth
power law radial density profiles are assumed for all simulated protoplanetary disks,
which is in conflict with numerous observations of disks with rich sub-structures (An-
drews et al., 2018b). In an era where more and more highly resolved disk observations
are available, this approach is outdated. Future available mm/submmdata will allow pin-
ning down the disk parameters at the time of planet formation. Constraints on disk sub-
structures and dynamical traces of embedded planets (e.g., Teague et al., 2018) should be
taken into account. Introducing structured disks might help resolve discrepancies due to
too efficient planet migration (see, e.g., Chapter 4, Burn et al., in press).

Pebble accretion

Planetary embryos growby the accretion of both planetesimals and pebbles. The accretion
of planetesimals is of special importance for the early stages of growing from 100 km to the
level of several hundreds of kilometers required to start pebble accretion. As discussed
in Sect. 2.2.7, the accretion of small grains drifting through the disk has been shown to
efficiently grow planetary cores, facilitating subsequent gas accretion. This paradigm has
been solidified over the past years (Ormel & Klahr, 2010; Lambrechts & Johansen, 2012;
Birnstiel et al., 2012; Schoonenberg et al., 2019; Bitsch et al., 2019a; Lambrechts et al., 2019).
It is thus very timely to develop combined models of pebble and planetesimal accretion.
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Planetary embryo formation

The current ad-hoc injection of planetary embryos into the planet formation model is a
major shortcoming of our framework (and in fact of all current population synthesis mod-
els). Voelkel et al. (2021a,b) took the first steps in developing a consistent treatment of
embryo formation. The next stage should be to further develop and include their embryo
formation model into the Bern model, replacing the current Monte Carlo embryo inser-
tion.

Evaporation and re-condensation beyond the ice line

Due to the evaporation, outward diffusion and subsequent re-condensation of water, the
region just beyond the water ice line should be significantly enriched in pebbles and plan-
etesimals. This enrichment is expected to have a large impact on embryo and core for-
mation (Stevenson & Lunine, 1988; Cuzzi & Zahnle, 2004; Dra̧żkowska & Alibert, 2017).
The importance of these effects and consequence for the populations should be studied in
future versions of our planet formation model.

7.3.2 Fitting for system architectures
On the level of planet parameters, it is relatively straightforward to compare two samples
of planets, regardless of whether they are observed or simulated. The typical use case is
the comparison of an observed parameter distribution with the corresponding one from
a synthetic sample (or several synthetic samples stemming from different model assump-
tions). This way, it can bemeasured – for example with a Kolmogorov-Smirnov test – how
well the simulations reproduce exoplanet observables and which changes in the model
would improve the match.

It is less obvious how one should compare the architectures of catalogs of systems. I sug-
gest to compute, for both observed and simulated planets, quantitative statisticalmeasures
that consider all planets in a system simultaneously. Suitable measures were for instance
presented by Gilbert & Fabrycky (2020), who used them to quantify system similarities
and distinguish between real demographic features and observational biases that may
mimic them. Similarly, Alibert (2019) defined a metric that reduces the dimensionality of
multi-planet systems in period-radius space. These or similar measures could also serve
as a statistical target for simulated multi-planet systems.

While aMarkov ChainMonte Carlo (MCMC) approach is certainly not feasible for elab-
orate simulations that take weeks to compute on a supercomputer, a re-sampling scheme
that aims to match target values of the architectural measures could be implemented. An-
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Figure 7.1: Observed and simulated M dwarf planets. The plot shows occurrence rates of syn-
thetic planets from a 0.1 M� host star population in the minimum mass-period plane. A simpli-
fied calculation of a detection bias was applied to remove all planets with an Radial Velocity (RV)
semi-amplitude below 1 m s−1. While planets similar to those in the TRAPPIST-1 system (Gillon
et al., 2017; Luger et al., 2017) are the norm, the model does not form any giant planets like
GJ 3512b (Morales et al., 2019). This incongruity between model and observation is a major moti-
vation to further develop the planet formation physics in our model. Required extensions include
the consistent modelling of planetesimal formation, embryo formation, and pebble accretion.

other potentially insightful approach would be to compute such measures a posteriori for
a range of differentmodels: the effect of particular “model switches” or tuning parameters
on the system architectures could be analyzed in a quantitative manner.

7.3.3 The architectures of M dwarf planetary systems
Low-mass stars have been shown to be the most abundant planet hosts (Hsu et al., 2020),
and their small mass and size facilitates the detection and characterization of small plan-
ets in the habitable zone. It is thus a very promising avenue for exoplanet demographics
to take the stellar mass into the equation. Building on the foundations laid out in Chap-
ter 6, selection effects and detection biases need to be taken into account before more de-
tailed statistical analyses can provide meaningful results. Since the completeness of the
CARMENES survey has been determined for each target star (Sabotta et al., subm.), it is

179



7 Conclusions and Future Work

possible to assign each synthetic planet a detection probability depending on its period
and mass. An NGM population as observed by CARMENES can thus be produced and di-
rectly compared to the uncorrected observed population. Efforts to implement this are
underway (Schlecker et al., in prep.).

To increase the statistical significance of the analysis, it would be rewarding to expand
the observed CARMENES sample with data of the complete Guaranteed Time Observa-
tions (GTO) sample, and beyond that with data from other surveys such as the HARPS
M dwarf sample (Bonfils et al., 2013). A joint analysis of combined datasets may be more
informative, but special care is required in taking into account the different selection
functions. For example, the HARPS M dwarf survey covered a slightly different stellar
mass distribution compared to CARMENES, although with a similar median mass close
to 0.3 M�.
It would further be interesting to test if the super-Earth-cold Jupiter relation and the

composition-architecture link presented in Chapter 4 also exist in the M dwarf regime.
Current and future surveys targetingM dwarfs such as TESS (Ricker et al., 2014), SPECU-
LOOS (Sebastian et al., 2021), EDEN (Gibbs et al., 2020), and PLATO (Rauer et al., 2014)
will increase the available sample of planets around low-mass stars and facilitate the ex-
ploration of their properties.

These ideas are closely related to the questions that have been addressed in this thesis.
Beyond that, the architectures of multi-planetary systems provide plenty of broader ques-
tions for the years to come, some of which I would like to point out below.

• The spectral type M covers a large bandwidth of stellar masses, ranging from stars
not too different from the Sun to extremely low-mass starswith only∼ 0.1 M�. Which
stellar mass bin is most favorable for temperate, potentially habitable planets, and how does
this compare to the prediction from population syntheses?

• A particularly exciting and unexpected discovery is the existence of giant planets
around very low-mass stars, for example the∼ 0.5 Jupiter masses cold giant around
the ∼ 0.12 M� star GJ 3512b (see Sect. 6.4, Morales et al., 2019). Can these objects be
explained by the core accretion paradigm of planet formation and, if so, what are the condi-
tions needed to form them? The preliminary comparison of observed planets around
ultra-cool M dwarfs and their synthetic counterparts in Fig. 7.1 shows already qual-
itatively which planets our current model can explain and which not.

• Planetary searches targeting low-mass stars allow the detection of planets down
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to the terrestrial regime. The continuous push toward lower detection limits lets
population-wide studies of these systems appear imminent. But which observations
are needed to test the predicted trends in the M dwarf population? Using data from
the TESS mission and ground-based M dwarf surveys such as CARMENES, one
could isolate the most interesting targets for follow-up with James Webb Space Tele-
scope (JWST, Beichman et al., 2014), The Roman Space Telescope, and future space-
based missions. For JWST, the focus should be on maximizing the utility of the
inherent small sample the mission will provide to distinguish between competing
theories.

By continuous improvement of the theoretical modeling, and with the current and ex-
pected advances in observational instrumentation, I am optimistic that some of the above
questions will be answered within this decade.

To my successor(s), if you are still tapped into the bitstream: your future is bright. As it
seems, you will have the chance to participate in a major revision of the current narrative
of planet formation. Enjoy the ride.
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A Appendix to Chapter 3

A.1 The choice of a clustering algorithm
A.1.1 Clustering algorithms
For the cluster analysis in Sect. 3.3, we examined several other clustering algorithms in
addition to GaussianMixtureModel (GMM,McLachlan, 1988)1 and explored their behav-
ior on our data set. For each method, we used its implementation in scikit-learn (Pe-
dregosa et al., 2011) and, where applicable, chose the default Euclidean distance metric.
The algorithms considered are centroid, density, or hierarchical-based. A centroid-based
method we explored was K-means (MacQueen, 1967; Lloyd, 1982). In the density-based
group, we tested DBSCAN and OPTICS (Ester et al., 1996; Ankerst et al., 1999). For hier-
archical clustering, we examined Agglomerative clustering (Ward, 1963) besides GMMs.

K-Means2(MacQueen, 1967; Lloyd, 1982) is a centroid-based clustering algorithm: it
randomly initializes k centroids and associates each data point to the centroid that is clos-
est to it, then shifts the centroids to the mean of their cluster. These steps are repeated
until no changes occur. The algorithm requires only a single hyperparameter k, which is
the number of clusters.

Agglomerative clustering3 (Ward, 1963) is a bottom-up hierarchical clustering algo-
rithm: each data point begins as its own cluster and incrementally merges similar pairs of
clusters into a new cluster. This process is repeated until there are k clusters left, where k is
the hyperparameter for the number of clusters. When testing this algorithm, we used a hy-
perparameter called linkage to quantify ‘similarity’ between pairs of clusters (e.g., Ward,
1963; Szekely & Rizzo, 2005). Empirically, we found that the “Ward” linkage is optimal.
1sklearn.mixture.GaussianMixture
2sklearn.cluster.KMeans
3sklearn.clustering.AgglomerativeClustering
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DBSCAN4 (Ester et al., 1996) is a density-based clustering algorithm classifying each
data point as either a core point (with at least minPts neighboring points within a distance
ε), a reachable point (that is within distance ε of the core point), or an outlier (that is not
reachable by any core point). All core points and their reachable points form a cluster,
but outliers do not. The method we tested is an advancement of DBSCANwith improved
performance on datasets of varying density. This method called OPTICS5 (Ankerst et al.,
1999) has one hyperparameter: minPts – the minimum number of points nearby to make
a core point.

A.1.2 Validation metrics and choice of method
Each of these methods has hyperparameters, that is, parameters that are not derived dur-
ingmodel training but that control the learning process itself. We used a number of valida-
tion metrics to quantify the clustering performance for each method and specific choice of
hyperparameters. Some of these metrics are method-specific and can only be usedwith a
specific algorithm. These are the elbow method (e.g., Thorndike, 1953; Ketchen & Shook,
1996), the Bayesian and Aikake Information Criterions (BIC and AIC, e.g., Akaike, 1973;
Schwarz, 1978; Cavanaugh & Neath, 2019), and the dendrogram method (e.g., Nielsen,
2016). The elbow method is used to evaluate the performance of the K-Means algorithm.
By plotting thewithin-cluster sum-of-squares against k, an ‘elbow’-shaped curve emerges.
The ideal kwill be one close to the ‘elbow’. The reasoning for this is that we aim to find the
first k that minimizes the within-cluster sum-of-squares. BIC and AIC are used for GMM.
Both are based on information theory and are used to prevent overfitting and underfit-
ting to choose the most optimized model. The dendrogram method is used to judge the
bottom-up process of Agglomerative clustering. It shows the clustering at each hierarchy,
where the y-axis is the distance between clusters and the x-axis shows the clusters. There-
fore, the goal is to perform a horizontal cut such that the vertical distance is maximized.
As one traverses up the hierarchy, the vertical distance naturally increases.

In addition to these scores, we used the following scalar-valued metrics that can be
used for any method: the Silhouette score (Rousseeuw, 1987), the Caliński-Harabasz
score (CH, Caliński & Harabasz, 1974), and the Davies-Bouldin score (DB, Davies &
Bouldin, 1979). The Silhouette score is computed from the mean intra-cluster distance
and the mean nearest-cluster distance. Silhouette scores range between -1 and 1 with 1
being the best and -1 being the worst, and values near 0 implying overlapping clusters.
We aimed to maximize this score. The Caliński-Harabasz score is the ratio of the within-

4sklearn.cluster.DBSCAN
5sklearn.cluster.OPTICS
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cluster dispersion and the between-cluster dispersion, where dispersion is the sum of the
squared distances. Again, we aimed to maximize this score. The Davies-Bouldin score
determines the clustering performance by using the ratio of the within-cluster distances
to the between-cluster distances. As a result, compact clusters that are far apart give better
scores. The minimum score is 0, and we aimed to minimize this score.

A.1.3 Model selection
Our approach in selecting the best clustering method was as follows: first, we applied
each method to the {a,MP, RP} subspace of the NG73 planet population for a wide range
of hyperparameters. We then compared the validationmetrics computed for the resulting
clusterings. The scores did not always agree unanimously, which is expected, as the struc-
tures in ourmultidimensional data set are rather complex and the scores consider different
goals regarding an optimal clustering. The next step was thus to produce, for each com-
bination of method and hyperparameters, scatter plots that showed the clustering results
in different projections of {a,MP, RP} space. Using these plots, we could compare the
different partitionings and determine the most sensible model. Figure A.1 shows these
diagnostic plots for k-means, OPTICS, and Agglomerative clustering, using the choice of
hyperparameters consideredmost appropriate. The diagnostic plots for GMMs are shown
in Fig. A.2. Based on this selection procedure, GMMs showed the best performance and
we considered it our nominal method for clustering.

A free parameter of GMMs is the number of components N , which we chose using the
same two-step approach as in themethod selection. After the validationmetrics suggested
N = 4, N = 6 for NG73 and N = 3, N = 5 for NG76 (see Fig. 3.1), we assessed the
diagnostic plots shown in Fig. A.2. ForNG73, we found that the GMMwithN = 6 reaches
similar scores than N = 4 but traces less reliably the underdensities in the domain and
partly draws cluster borders through rather arbitrary regions. We thus chose the GMM
with N = 4 as our nominal model for the single-planet case. For NG76, the model with
more components reliably detects visible overdensities and outperforms the less complex
model. Hence, we adopted the GMM with N = 5 as the nominal model for the multi-
planet case.

A.2 Boundary conditions for giant planet forma-
tion

In Sect. 3.5.3, I characterize the cluster of giant planets in astart−Msolid,0 space, where it oc-
cupies a distinct triangular region. Two quantities were used for this characterization: the
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a) k-means, N=5 b) OPTICS, N=3

c) Agglomerative clustering, N=5
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NG73: single-planet

Figure A.1: Diagnostic plots for clustering method selection. For each alternative clustering algo-
rithm we explored, we show the validation metrics we used to choose hyperparameters. Based on
these metrics, we show the resulting clustering for the most promising choices in the corner plots.
a) Even in the best case (N = 5), k-means’ approach to draw cluster borders is too simplistic to
account for the structure in our data. b) For the numerically best choice ofminPts, OPTICS finds
three clusters of extremely different sizes. Most of the data belong to a single cluster that covers
thewhole domain, and no sensible relation to the data point density is apparent. c) Agglomerative
clustering suggests the existence of five clusters. Again, no reasonable partitioning is visible. The
lower right panel shows the dendrogram corresponding to this clustering.
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b) GMM, N=6a) GMM, N=4
NG73: single-planet

NG76: multi-planet
c) GMM, N=3 d) GMM, N=5

Figure A.2: Diagnostic plots for GMM clustering model selection. According to our validation
metrics, the best candidate number of clusters are N = 4, N = 6 for NG73 and N = 3, N = 5
for NG76 (compare Fig. 3.1). The panels a)–d) show the clustering results of these choices. The
models in a) (N = 4) and d) (N = 5) trace the over- and underdensities in the domain best and
we consider them our nominal models.
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FigureA.3: Planetesimal diskmass and initial planet core position of giant planets forming in disks
of different lifetimes. Markers show the distribution of all planets classified as “cluster 3: giant
planet” in astart − Msolid,0 space, color-coded by the lifetime of their nascent disk. We overplot
isolines of planetesimal masses corresponding to specific growth timescales τgrow for reaching a
core mass of 10 M⊕. Giant planet growth is limited by the disk lifetime, and the formation of giant
planets far out requires high planetesimal masses and long lifetimes.

total solid disk mass as a function of orbital distance 1. for different planetesimal isolation
masses and 2. for different growth timescales. I derived these properties in Sect. 2.2.

Figure A.3 shows the cluster of giant planets in the space spanned by two important
initial disk properties, astart andMsolid,0. The colors correspond to different lifetimes of the
protoplanetary disk in which they formed. Most giants grow (and survive) in disks with
lifetimes 3 Myr – 6 Myr. Only long-living disks enable formation of giant planets at low
solid disk masses and large orbital distances. In short-lived disks, there is only a narrow
region of embryo starting positions where giant planets grow at low planetesimal surface
densities.
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B Appendix to Chapter 5

B.1 Joint fit posteriors
Figure B.1 shows all combinations of one- and two-dimensional projections of the poste-
rior space from our joint fit in Sect. 5.3.2. On the diagonal, we state for each parameter
the median value and its 16th and 84th percentile.

There is some residual degeneracy in the b−RP/R? plane. In previous fits that did not in-
clude LCOGT data, the distribution extended far into the range of large impact parameters
and planet-to-star ratios, marking a degenerate solution. This effect is physically plausi-
ble: a larger planet with higher impact parameter can to some degree mimic a smaller one
with lower impact parameter. In the joint fit shown in Fig. B.1, this degeneracy is lifted
and both b and RP/R? are well constrained.
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