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#### Abstract

In this work, I investigate the dynamical evolution of supermassive black hole (SMBH) binaries and triples using high-resolution $N$-body simulations. Starting from cosmological initial conditions, I characterize the effects of stellar dynamics on the formation and evolution of SMBH binaries. I perform numerical tests and benchmarks of the novel $N$-body code $\varphi$-GRAPE-hybrid and discuss how numerical parameters affect the evolution of SMBH binaries. I then simulate a hard SMBH binary system embedded in a triaxial and gas-poor galaxy merger remnant. I investigate the properties of loss cone stars that interact strongly with the SMBH binary and find that the summed energy changes of these stars match very well with the overall binary energy change, demonstrating that stellar interactions are the primary drivers of SMBH binary hardening in triaxial, gas-poor systems. I also investigate the orbital and phase-space properties of these stars and distinguish three different populations based on their apocenter. Then, I investigate the population of SMBH triple systems in the IllustrisTNG100-1 cosmological simulation. Using the tree code bonsai2, I perform zoom simulations of six of these triple SMBH candidates. I then present the orbital evolution of the black holes following the mergers of their host galaxies and examine prospects for their coalescence.


In der vorliegenden Arbeit untersuche ich mithilfe hochauflösender $N$-Körper-Simulationen die dynamische Entwicklung supermassereicher Schwarzer Löcher (engl. " supermassive black hole", kurz "SMBH") in Binär- und Dreifachsystemen. Ausgehend von kosmologisch motivierten Anfangsbedingungen charakterisiere ich die Auswirkungen der stellaren Dynamik auf die Entstehung und Entwicklung von SMBH-Binärsystemen. Ich führe numerische Tests sowie Benchmarks-Tests des neuartigen $\varphi$-GRAPE-Hybrid- $N$-Körper-Codes durch und diskutiere, wie numerische Parameter die Entwicklung von SMBH-Binärsystemen beeinflussen. Dann simuliere ich ein hartes SMBH-Binärsystem, das in einem triaxialen und gasarmen Überrest einer Galaxienverschmelzung eingebettet ist. Ich untersuche die Eigenschaften von Sternen im Verlustkegel, die stark mit dem SMBH-Binärsystem wechselwirken und finde, dass die summierten Energieänderungen dieser Sterne sehr gut mit der gesamten Energieänderung des Binärsystems übereinstimmen, was zeigt, dass stellare Wechselwirkungen die Haupteinflussfaktoren für die Schrumpfung von SMBH-Binärsystemen in triaxialen, gasarmen Galaxien sind. Ich untersuche auch die Bahn- und Phasenraumeigenschaften dieser Sterne und unterscheide drei verschiedene Populationen basierend auf ihrem Apozentrum. Im letzten Teil der Arbeit untersuche ich dann die Population von SMBH-Dreifachsystemen in der kosmologischen Simulation "IllustrisTNG100-1". Unter Verwendung des Baum-Codes bonsai2 führe ich ZoomSimulationen von sechs dieser SMBH-Dreifach-Kandidaten durch. Anschließend stelle ich die orbitale Entwicklung der Schwarzen Löcher nach der Verschmelzung ihrer Wirtsgalaxien dar und untersuche die Aussichten für ihre Verschmelzung.
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## INTRODUCTION

Black holes are some of the most exotic objects known in the Universe. They are massive and extremely compact objects, occupying a region of space-time where the escape velocity due to their gravity exceeds the speed of light. As a result, their boundary, termed the event horizon, represents the point of no return for all matter and photons that cross it. The speculation on their existence dates back to the 18. century, but it was not until the formulation of Einstein's Theory of General Relativity (GR), that their existence was considered as a real possibility by the wide scientific community. Schwarzschild was the first to derive an exact solution for Einstein's equations of GR and derived the metric that describes the space-time surrounding a spherically symmetric body of mass $M$ in a vacuum. This solution, now known as the Schwarzschild solution, exhibited a singularity at radius:

$$
\begin{equation*}
R_{s c h}=\frac{2 G M}{c^{2}} \tag{1.1}
\end{equation*}
$$

where $G$ is the gravitational constant and $c$ is the speed of light. As we know today, this singularity, termed the Schwarzschild radius, corresponds to the event horizon of an electrically uncharged, spherically symmetric and non-rotating black hole.

Since then, a wealth of observational evidence has pointed to the existence of black holes in different mass ranges. The stellar-mass black holes have masses in the range of $3 M_{\odot} \lesssim M \lesssim 50 M_{\odot}$ and are formed through the collapse of massive stars at the end of their lifetime. While both the lower and upper boundaries of stellar black hole masses are not well constrained, it is generally thought that a gap must exist in the mass spectrum of black holes between $\sim 50-100 M_{\odot}$, in the regime of pair-instability supernovae. During a pair-instability supernova the entire star is disrupted, leaving no remnant behind, and consequently, no black hole. The second mass range comes in the form of supermassive black holes (hereafter SMBH), with masses in the range $10^{5} M_{\odot} \lesssim M \lesssim 10^{10} M_{\odot}$. These black holes reside in the centers of galaxies, and are the main subject of this thesis. They are formed from massive black hole seeds and grow to their large size either through accretion or mergers with other black holes. A third black hole mass range, of masses in between these two regimes: $10^{2} M_{\odot} \lesssim M \lesssim 10^{5} M_{\odot}$ consists of objects often termed the intermediate mass black hole (IMBH). These black holes are too massive to form through standard stellar collapse. Instead, they are thought to form
through direct collapse of gas clouds at high redshift (Latif et al., 2013), through the collapse of first generation, metal-free (Population III) stars (Madau and Rees, 2001; Spera and Mapelli, 2017), or in dense stellar environments such as global clusters, via runaway mergers (Portegies Zwart and McMillan, 2002; Mapelli, 2016). While the existence of this population has long been assumed, conclusive observational evidence remained illusive until recently when LIGO (Laser Interferometer Gravitational-Wave Observatory) and Virgo detected a $142 M_{\odot}$ mass black hole through gravitational waves (GW, Abbott et al., 2020b).

Supermassive black holes were first proposed as central objects of quasars, as objects that are responsible for their large energy output and luminosity (Zel'dovich and Novikov, 1964; Salpeter, 1964; Robinson et al., 1965). Infalling matter spirals towards the black hole and feeds it through the process of accretion. Since accretion is very efficient in energy generation, the infalling matter emits radiation in a wide range of wavelengths. Since then, this energetic process has been linked to a wide array of objects known as Active Galactic Nuclei (AGN), which also include quasars. The existence of SMBHs has further been proven by measurements of stellar dynamics in galaxy centers. These measurements have shown that SMBH reside not only in AGN, but also in the centers of the vast majority of galaxies. The presence of the SMBH then affects both its immediate environment, as well as large-scale galactic properties. Measurements of the stellar velocity dispersion, bulge mass and total stellar mass have revealed a close correlation between these properties and the mass of the central black hole, pointing to a co-evolution of the black hole and its host galaxy (Kormendy and Ho, 2013). As a result, proper understanding of galaxy formation and evolution necessitates proper treatment of SMBH growth and AGN feedback.

The recent developments in GW astronomy have opened a new window into the Universe. Coalescing black hole binaries, which are characterized by their strong gravitational interaction, are obvious choices for progenitors of detectable GW signals. The first few observational runs of the LIGO/Virgo collaborations have already significantly expanded our knowledge of black hole demographics and merger rates, and have started to put robust constraints on black hole spin parameters and both lower and upper mass boundaries of stellar mass black holes (Abbott et al., 2019). However, signals from merging SMBHs fall outside of the frequency sensitivity ranges from these missions. Instead, these lower frequency signals must be detected with space-based interferometers, or ground-based precise pulsar timing measurements. For this reason, the Pulsar Timing Arrays (PTA) have already been in operation for more than a decade. While no conclusive detections have been made so far, the constantly improving accuracy of the measurements is already constraining the theoretical estimates of the stochastic GW background of SMBH binary mergers (Arzoumanian et al., 2020). In the next few decades, upcoming space-based missions such as LISA (Laser Space Interferometer Antenna, Amaro-Seoane et al., 2017) and TianQin (Luo et al., 2016) promise to shed light on the massive black hole population by directly detecting GW signals from their mergers.

The rapid development of GW astronomy has put a spotlight on theoretical modeling of close SMBH binaries in order to make robust predictions for detection rates of future GW observations. The dynamical evolution of SMBH binaries can be described in three main phases (Begelman et al., 1980). Following a galactic merger, the two black holes that were residing in the centers sink towards the center of the potential due to the effect of dynamical friction from the surrounding stars. Once their mutual separation sufficiently decreases, the black holes form a Keplerian binary system. At this point, along with dynamical friction, individual interactions with stars can extract energy from the binary via the gravitational slingshot effect. As the binding
energy of the binary increases, dynamical friction becomes less effective. In the second phase, termed the hardening phase, the main driver of the binary evolution become three-body stellar interactions. Stars that reach separations comparable to the binary semi-major axis come from a region in phase space known as the loss cone. These loss cone stars can extract energy and angular momentum from the binary, and are ejected with velocities comparable to the binary orbital velocity. Finally, once the separation between the two black holes decreases to $\sim 0.01 \mathrm{pc}$, the binary enters the third and final phase of its evolution. At this point, GW emission becomes the dominant mechanism of energy loss, and the binary mergers on a Peters timescale (Peters, 1964).

Direct N-body simulations of galaxy mergers are the most accurate method of studying the evolution of massive black hole binaries, but they require large amounts of computer resources. Nevertheless, the emergence of improved computer hardware, as well as parallel and GPU (Graphics Processing Unit) computing on large computer clusters have allowed for numerical simulations to study these systems with increasing accuracy. Studies at the start of the $21^{\text {st }}$ century have shown that in spherical systems, the loss cone becomes emptied throughout the binary evolution, leading to the stalling of the binary at parsec separations in the hardening phase of the merger. This issue become known as the Final Parsec Problem (FPP, Berczik et al., 2005), and presented a theoretical bottleneck that estimated SMBH merger timescales longer than the Hubble time, posing a problem for any future GW detections. However, later studies have found that abandoning the assumption of spherical symmetry results in natural and efficient repopulation of the loss cone. Namely, in more realistic, triaxial systems, a large fraction of stellar orbits are centrophilic, and can get arbitrarily close to the binary, providing a constant supply of stars that can extract energy from it, and resolving the FPP (Preto et al., 2011; Khan et al., 2011). Apart from this, a number of other solutions to the FPP have since been proposed, such as the effect of gas clumps and molecular clouds (Goicovic et al., 2017, 2018), the presence of massive stellar clusters (Bortolas et al., 2018b; Arca Sedda et al., 2019) and the presence of a third black hole (Bonetti et al., 2018). As a result, the FPP is today thought of as a consequence of simplifying approximations or insufficient resolution, and merger timescales of SMBH binaries are now estimated to be $t \lesssim 1 \mathrm{Gyr}$ (Rantala et al., 2017; Khan et al., 2018a).

The emergence of modern hydrodynamical cosmological simulations of structure and galaxy formation such as the EAGLE simulation (Schaye et al., 2015), Illustris (Vogelsberger et al., 2014), IllustrisTNG (Springel et al., 2018) and Horizon-AGN (Dubois et al., 2014) has opened the door to studies of SMBH mergers that do not assume idealized, equilibrium initial conditions, but rather take into account the full impact of the cosmological environment. This allows for modeling of the entire evolution of an SMBH binary, starting from cosmologically formed galaxy mergers, down to the GW-induced coalescence, covering a large range of scales. Additionally, the use of cosmological simulations as a starting point for higher resolution N-body simulations enables self-consistent investigation of different loss cone repopulation mechanisms and insight into the population of merging SMBHs in a large, cosmological volume.

The thesis is structured in the following way. In Chapter 2, we give an overview of the properties of massive black holes, including their formation, accretion, spin and their relation to the host galaxy. We also introduce the loss cone and discuss the loss cone refilling mechanism in non-spherical nuclei. Then, in Ch. 3 we give a brief summary on gravitational waves from an observational perspective, and detail the current and upcoming GW observational efforts that could detect SMBH binary signals. We then give an overview of Post-Newtonian (PN) theory and describe the formalism used to account for relativistic effects throughout this thesis. We
present the PN-corrected equations of motion of compact binaries up to order PN2.5, describe the relativistic corrections to the binary energy and angular momentum and give an overview of Keplerian orbital elements corrected for PN effects. Then, in Ch. 4 we describe the topic of binary SMBHs in the context of electromagnetic (EM) observations, as well as theoretical modeling. In Ch. 5 we present the numerical methods and codes used in this work, and present the results of the testing and benchmarking procedure we performed using the novel N -body code $\varphi$-GRAPE-hybrid, focusing on its application for the study of SMBH binary systems. Ch. 6 contains the results of our three-body scattering experiments, where we investigate energetic interaction of stars with a hard, SMBH binary. We present in Ch. 7 our study on the properties of loss cone stars interacting with an SMBH binary in a triaxial, gas-poor galaxy merger remnant originating from cosmological initial conditions. Then, in Ch. 8 we investigate the dynamical evolution of massive black hole triplets, using the cosmological simulation IllustrisTNG as a starting point for higher-resolution simulations. We conclude in Ch .9 , where we summarize and discuss our findings.

## 2

 SUPERMASSIVE BLACK HOLESSupermassive black holes are widely accepted today as an ever-present and crucial component of the vast majority of galaxies (Magorrian et al., 1998; Vestergaard et al., 2008). Their existence was first proposed in the $20^{t h}$ century after the dicovery of the first quasar (Schmidt, 1963). The extremely large quasar luminosities and energy output posed a mystery as to what process could power these objects. Pioneering works (Zel'dovich and Novikov, 1964; Salpeter, 1964; Robinson et al., 1965) challenged the previously accepted paradigm and dared to propose an extremely compact and massive object at the center which powers quasars through the process of accretion. The mass of the central accreting object was inferred under the assumption of Eddington-limited luminosity (see Eq. 2.3), suggesting an object of mass $M \sim 10^{6} \mathrm{M}_{\odot}$. Accretion posed a natural solution to the problem of quasar luminosities since the efficiency by which the rest-mass of matter is converted into energy during accretion depends on the compactness of the central object. For an object such as an SMBH, this efficiency is on the order of $10 \%$ (Di Matteo et al., 2019; King et al., 2008; Zhang and Lu, 2017). This makes accretion far more efficient at energy generation than any other known process, including nuclear fusion processes that power stars, which release about $0.7 \%$ of their rest-mass as energy. As we know today, this is precisely why accretion is responsible for some of the brightest and most energetic phenomena in the Universe. At the turn of the century the claim of massive compact objects at the centers of galaxies, once regarded as outlandish, was finally accepted as fact when studies showed that such an object exists also in our own backyard, the center of the Milky Way (e.g. Ghez et al., 1998; Genzel et al., 2003). This discovery, which was awarded the Nobel prize twenty years later, analyzed stellar orbits around the radio source $\mathrm{SgrA}^{*}$ and conclusively showed that an object with mass $M=4 \times 10^{6} M_{\odot}$ is contained within a region of 125 AU , in line with the SMBH hypothesis. After this, any slim remaining doubt about the existence of these objects was washed away by the ultra-high angular resolution observation of radio emission from the M87 SMBH (see Fig. 2.1) by the Event Horizon Telescope (EHT Akiyama et al., 2019a,b,c,d,e,f).

Generally, any compact object with mass $10^{5} M_{\odot} \lesssim M_{\mathrm{BH}} \lesssim 10^{10} M_{\odot}$ is considered to be an SMBH (Ferrarese and Ford, 2005). Quasar searches have shown that SMBH masses can span a wide range of values across cosmic time $10^{6} M_{\odot} \lesssim M_{\mathrm{BH}} \lesssim 10^{10} M_{\odot}$ (Kelly et al., 2008). A particularly interesting aspect is the detection of quasars powered by accretion onto SMBHs with masses of $10^{9}-10^{10} M_{\odot}$ at redshifts $z \sim 7.5$ (Bañados et al., 2018; Yang et al., 2020). The resulting evidence of massive black holes already within 0.8 Gyr since the Big Bang has


Figure 2.1: Left: Hubble image of M87, with the characterstic blue jet. The position of the SMBH is marked in the bottom-left. Credit: NASA/ESA/STSCL/AURA and D. Batcheldor and E. Perlman. Right: The M87* detection, as captured by the EHT. Pictured is the shadow of the SMBH at the center of M87. Image credit: EHT collaboration, Akiyama et al. (2019a).
challenged previous SMBH formation mechanisms and pointed to a much faster growth rate of these objects than what was previously thought.

In this chapter, I will aim to introduce SMBHs in both the context of their galactic environment, as well as their own intrinsic properties. More specifically, I will introduce the black hole spin parameter, discuss different SMBH formation mechanisms, as well as the connection between the black hole and its host galaxy, in terms of feedback, scaling relations and dynamics.

### 2.1 SPIN

General relativity tells us that a stable, isolated black hole (either stellar, supermassive or of other mass ranges) can be completely characterized by a distant observer by finding its conserved quantities like mass-energy $M$, linear momentum $\vec{p}$, angular momentum $\vec{J}$, position $\vec{X}$ and electric charge $Q$. Together, these quantities represent the 11 degrees of freedom a black hole can have (the vector quantities represent three degrees of freedom each). Appropriate choice of reference frame coordinates can remove 8 of these 11 degrees of freedom, leaving only three quantities that are independent of the choice of a coordinate system: mass, amplitude of angular momentum (spin) and charge. This conjecture is better known as the "no hair theorem". While the no hair theorem still lacks rigorous mathematical proof, it is widely accepted as fact, and has been expanded to include non-isolated black holes in astrophysical scenarios as well (Gürlebeck, 2015). Additionally, recent GW detections showed the first evidence in favor of black holes being "hairless" (Isi et al., 2019).

If we assume that black holes really have no "hair" (meaning, they have no other distinguishing features other than the 3 above mentioned quantities), then black holes outside of the event horizon would be astonishingly simple objects. In essence, they would be objects that are completely described by only three parameters: $(M, J, Q)$, the minimum set of parameters required to describe conservation laws in classical physics (Reynolds, 2020). Furthermore, black holes of all masses are generally assumed to be chargeless, since any electric charge the black hole could have would be dissipated to the electrically neutral surroundings, leaving only mass
and spin as the relevant black hole parameters. This would make the Kerr metric of a rotating, chargeless black hole the preferred description for investigation of black hole space-times (Kerr, 1963).

Black hole spin is almost always characterized in terms of the dimensionless black hole spin parameter $a$ :

$$
\begin{equation*}
a=\frac{J c}{G M_{\mathrm{BH}}^{2}}, \tag{2.1}
\end{equation*}
$$

where $J$ is the amplitude of the black hole angular momentum, $c$ is the vacuum speed of light, $G$ is the Newtonian gravitational constant and $M_{\mathrm{BH}}$ is the black hole mass. The value of this parameter can impact many black hole features, such as the event horizon radius which, in the case of a rotating Kerr black hole, is defined as (Reynolds, 2020):

$$
\begin{equation*}
r_{e v t}=\left(1+\sqrt{1-a^{2}}\right) \frac{G M_{\mathrm{BH}}}{c^{2}} . \tag{2.2}
\end{equation*}
$$

With this relation we can notice a hard limit on $a$, which must be confined to the range of $a \in(-1,1)$. Namely, as per Eq. 2.2, if a black hole were to have $|a|>1$, the event horizon would be undefined and the singularity at the center of the black hole would be naked and exposed, violating the cosmic censorship theorem.

Most observational estimates of black hole spin come from measuring spin in accreting systems using the X-ray reflection method (Reynolds and Fabian, 2007), showing that less massive black holes with masses $M<3 \times 10^{7} \mathrm{M}_{\odot}$ have very high spin $a>0.9$, while more moderate spin values are found for more massive black holes (Reynolds, 2020). Recently, GW detections have proven to be a valuable additional insight into the spins of stellar black hole binaries, and in stark contrast to the X-ray, the first two observing runs of LIGO/Virgo show very low spins for their detected binaries (Abbott et al., 2019), pointing to different populations in the spin parameter landscape.

### 2.2 ACCRETION

Matter infalling to the black hole posseses its own intrinsic angular momentum, and naturally forms an optically-thick disk around the black hole, often termed the accretion disk (Shakura and Sunyaev, 1973; Rees, 1984). Viscosity in the disk heats up the matter up to temperatures of $10^{4}-10^{5} \mathrm{~K}$, which will produce thermal emission in a wide range of wavelengths (Hickox and Alexander, 2018). Accretion is an incredibly efficient process of energy generation ( $5 \%-40 \%$ of the gravitational energy is converted into radiation, depending on the spin of the black hole (Shapiro and Teukolsky, 1983), and this excess energy is then radiated away, resulting in emission from objects known as Active Galactic Nuclei. However, there is a upper limit to the maximum accretion rate a black hole can have, termed the Eddington limit.

Namely, in the case of main-sequence stars, Eddington derived an upper limit to the luminosity that a star can have, in order for the radiation pressure of photons emitted from the star to be balanced with the gravitational force (i.e. for the star to be in hydrostatic equilibrium). This limit is specified only by the stellar mass and is widely known as the Eddington luminosity:

$$
\begin{equation*}
L_{E d d}=\frac{4 \pi M m_{\mathrm{p}} c}{\sigma_{\mathrm{T}}} \tag{2.3}
\end{equation*}
$$

where $M$ is the stellar mass, $m_{p}$ is the proton mass, $c$ is the vacuum speed of light, $G$ is the gravitational constant and $\sigma_{T}$ is the Thomson electron scattering cross-section. As matter accretes to a black hole (assuming spherical symmetry for the sake of simplicity), the electromagnetic radiation that is released during accretion also exerts radiation pressure on the infalling matter. The luminosity that arises from accretion is proportional to the mass accretion rate, $L=\eta \dot{M} c^{2}$, where $\eta$ is the accretion efficiency (typically $=0.1$ ) and $\dot{M}$ is the mass accretion rate. Therefore, in a similar fashion to stars, the Eddington luminosity can be used to define a simple upper limit to the maximum accretion rate a black hole can have, before the radiation pressure becomes dominant and blows away the surrounding matter, stopping accretion. This upper limit is called the Eddington limit:

$$
\begin{equation*}
\dot{M}_{\mathrm{Edd}}=\frac{L_{\mathrm{Edd}}}{\eta c^{2}} \tag{2.4}
\end{equation*}
$$

and was used to estimate formation timescales for massive black holes since the Big Bang.

### 2.3 FORMATION

The detection of a large number of quasars hosting massive black holes within the first 1 Gyr of the Universe has caused a significant paradigm shift and revolutionized our view on the formation mechanisms of these objects (Bañados et al., 2016). Standard accretion models were challenged, since it was not clear whether black holes can grow to such large masses in such a short amount of time solely through Eddington-limited accretion.

This raised questions about how and when did massive black hole seeds form, what were their masses and how did they grow in the early Universe to the massive black holes we detect (Volonteri, 2010). The masses of the seeds are dependent on the formation mechanism and range from $10-10^{5} \mathrm{M}_{\odot}$. The literature agrees on three broadly different formation mechanisms of the black hole seeds, detailed below (see Volonteri (2010); Volonteri and Bellovary (2012); Haiman (2013); Latif and Ferrara (2016) for reviews on the subject). The first mechanism is the most straight-forward, with the seeds being formed from the core collapse of Population III stars. These first generation, massive and metal-free stars would collapse into stellar mass black holes beyond the pair-instability gap at redshifts of $z \sim 15-20$. Within the second mechanism, the black hole seeds would form from subsequent mergers and gravitational collapse of stars within a dense stellar cluster at redshifts $z \sim 10$. Alternatively, they could also form from stellar-mass black hole clusters with large gas inflows (Davies et al., 2011; Lupi et al., 2014). The third formation scenario is known as the Direct Collapse Black Hole model (DCBH), within which a protogalactic gas cloud would either directly collapse into a black hole, or first form a supermassive star, with mass $10^{4}-10^{6} \mathrm{M}_{\odot}$, and then driven by general-relativistic instabilities, the supermassive star would collapse into a black hole of the same mass.

While the exact formation mechanism is still not known, it is expected that the next generation of both ground-based and space-based observations could shed light on the formation of black hole seeds. In terms of detectors of electro-magnetic radiation, the Square Kilometer Array in the radio domain (Weltman et al., 2020), the James Webb Space Telescope (JWST) (Smith and Bromm, 2019) and the European Extremely Large Telescope (E-ELT) in the optical and near-infrared (Gilmozzi and Spyromilio, 2007), as well as Athena and Lynx in the X-rays will be invaluable to detect earliest black holes and dimmest AGN (Canton et al., 2019; McGee et al., 2020). On the other side, next generation gravitational wave observatories such as the LISA mission (Amaro-Seoane et al., 2017), TianQin (Luo et al., 2016), the Einstein Telescope
(Punturo et al., 2010) and the Cosmic Explorer (Reitze et al., 2019) will provide a new window into the mergers of black holes on all mass scales (Valiante et al., 2021).

Since the seed formation mechanism affects the possible growth rates of each model, numerous pathways for efficient black hole growth have since been proposed in the literature, which could result in the billion-solar-mass black holes detected in the earliest quasars, depending on seed type. These pathways provide efficient solutions to the conundrum of the formation of high-redshift quasars, and include efficient black hole growth via multiple subsequent black hole mergers, super-Eddington accretion episodes (accretion at rates higher than the Eddington limit), as well as accretion at Eddington rates in the chaotic accretion paradigm (Di Matteo et al., 2019).

### 2.4 EFFECT ON THE HOST GALAXY

### 2.4.1 Active Galactic Nuclei and black hole feedback

The large amount of energy released during accretion result in very large luminosities of AGN (up to $L_{\text {bol }} \approx 10^{48} \mathrm{erg} \mathrm{s}^{-1}$, Padovani et al. 2017), which can be detected up to very high redshift, making them the most powerful non-explosive objects in the universe (Hickox and Alexander, 2018). While nonthermal emission can be detected in different parts of the spectrum, most of the emission from an AGN is thermal and its spectral energy distribution (SED) is very broad and ranges from the Infra-red, all the way down to the Gamma-ray part of the electromagnetic spectrum. This broad range of emission profiles has led to a complex plethora of different classifications, types and flavours of AGN, referred to as the "AGN zoo". These can depend on the orientation of the AGN with respect to the detector, on the presence (or lack of) a relativistic jet, as well as many other effects (for a more detailed overview we refer the reader to a more comprehensive review, found in Padovani et al. 2017).

Despite the fact that the gravitational region of influence of a black hole is contained only to the very central region of a galaxy ( $r_{i n f l} \sim 1 \mathrm{pc}$ ), the enormous amount of released energy through AGN outflows can also affect the large-scale properties of the galaxy itself, through a process known as $A G N$ feedback. AGN feedback represents in essence the impact on the properties and evolution of the host galaxy, and is now an essential component of any simulation of galaxy evolution. It can take place over many different spatial scales throughout the galaxy and take many different forms. Two different modes of feedback can be differentiated: the quasar (radiative) mode, where the energy released in AGN drives outflows of gas and expels it from the galaxy, and the jet (kinematic) mode, dominant in lower power AGN, where the jet plasma prevents the gaseous atmosphere from cooling and returning to the galaxy (Morganti, 2017). AGN feedback can also significantly impact the star formation rate of galaxies in different ways. Namely, at high galaxy masses, this feedback can transport gas out of massive halos. The loss of gas results in a decrease in the star-formation rate of the host galaxy, causing a discrepancy between the simulated halo mass fraction and the observed galaxy luminosity function (Volonteri and Bellovary, 2012). Additionally, observational evidence shows that episodes of increased star-formation are followed by increased AGN activity, pointing to the fact that the starbursts (or the supernovae that follow them) can have a significant impact on the fueling of the central black hole (Davies et al., 2007). Today, constructing accurate feedback models is a necessary, although arduous feat for any modeling. Modern cosmological simulations in particular require accurate feedback models in order to properly account for suppressed star formation in massive galaxies, caused by AGN feedback. A notable example of this is the IllustrisTNG suite of
cosmological simulations, which used an improved feedback model with respect to the original Illustris simulations, resulting in proper quenching of galaxies in high and intermediate mass halos (Pillepich et al., 2018b).

### 2.4.2 Scaling relations

The close relation between an SMBH and its host galaxy is best demonstrated by the existence of a number of scaling relations that correlate the mass of the black hole with various large-scale properties of the galaxy. These relations are empirical, and while the literature agrees that they are in large part caused by the aforementioned AGN feedback, the physical processes governing them are not yet fully understood. Nevertheless, the tight correlations shown by these relations demonstrate that large-scale galaxy properties, such as velocity dispersion or bulge mass, are intrinsically linked to the properties of the central black hole, pointing to a co-evolution of the galaxy and its SMBH . The constantly improving measurements that constrain the relations to higher and higher accuracy have made it possible to estimate the black hole mass with a high degree of certainty, solely by observing various other galactic properties. This has proven to be an invaluable and widely used tool for objects where dynamical measurements of central black holes are not possible.

Within the wealth of literature on the subject, the most prominent and well studied scaling relation relates the black hole mass $M_{\mathrm{BH}}$ to the stellar velocity dispersion $\sigma$, termed the $M_{\mathrm{BH}}-\sigma$ relation. The equation takes the following form:

$$
\begin{equation*}
\log \frac{M_{\mathrm{BH}}}{10^{9} M_{\odot}}=\alpha+\beta \log \left(\frac{\sigma}{200 \mathrm{~km} \mathrm{~s}^{-1}}\right) \tag{2.5}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the dimensionless relation parameters, constrained by observations. Least square fits performed by Kormendy and Ho (2013) give values of $\alpha=-0.51 \pm 0.049$ and $\beta=4.377 \pm 0.290$.

Other commonly used relations include relations between black hole mass and the total mass of the stellar bulge ( $M_{\mathrm{BH}}-M_{\text {bulge }}$ relation, see e.g. Häring and Rix 2004), the local total stellar mass of the galaxy ( $M_{\mathrm{BH}}-M_{\star}$ relation, see e.g. Shankar et al. 2019), and the luminosity of the host spheroid ( $M_{\mathrm{BH}}-L_{\mathrm{sph}}$ relation, see e.g. Graham and Scott 2013), among others. For a comprehensive and detailed review on the topic of scaling relations, I refer the reader to Kormendy and Ho (2013).

### 2.5 DYNAMICS IN GALACTIC NUCLEI

### 2.5.1 Captures and tidal disruptions

The SMBH situated at the center of the galaxy dynamically interacts with the surrounding stars, and can act as a sink, either accreting, or directly swallowing stars, thereby increasing its own mass. This process can happen in two ways. In the first one, during close approaches stars can be disrupted by tidal forces coming from the black hole. They become pulled apart, and the stellar matter is distributed within the surroundings and is gradually accreted by the black hole via the accretion disk. The radius at which this happens depends on the mass of the black hole and the properties of the star, and is known as the tidal disruption radius:

$$
\begin{equation*}
r_{t}=\left(\eta^{2} \frac{M_{\mathrm{BH}}}{M_{\mathrm{st}}}\right)^{1 / 3} R_{\mathrm{st}} \tag{2.6}
\end{equation*}
$$

where $M_{\mathrm{BH}}$ is the mass of the black hole, $M_{\mathrm{st}}$ and $R_{\mathrm{st}}$ are the mass and radius of the star, and $\eta$ is a dimensionless parameter of order unity that depends on the properties of the star. These events then result in bright flares of electromagnetic radiation in the X and UV parts of the spectrum, which can then be detected.

However, for very massive SMBHs , which have masses $M_{\mathrm{BH}} \gtrsim 10^{8} M_{\odot}$, the tidal disruption radius for main-sequence stars is smaller than the Schwarzschild radius of the $\mathrm{SMBH}, r_{\mathrm{sch}}$. In this case, instead of being tidally disrupted, the star directly plunges into the black hole, and the black hole mass increases as a result. Compact objects such as neutron stars and white dwarfs have higher binding energy than stars and can therefore directly plunge into SMBHs of all masses. When a star or a compact object is swallowed whole, no subsequent electromagnetic radiation is emitted.

However, in order for an object (let us assume it is a star) to end up within the event horizon, it needs to be on an orbit that allows it to be captured by the SMBH. For circular orbits around non-spinning black holes this boundary is defined by the ISCO radius (inner-most circular orbit), defined as $r_{\text {ISCO }}=6 r_{g}$, where $r_{g}$ is the gravitational radius of the $\mathrm{SMBH}, r_{g}=G M_{\mathrm{BH}} / c^{2}$. However, most likely the star that is captured would be on an eccentric orbit, in which case its orbital angular momentum determines whether or not the star will be captured. For a star to be captured, the angular momentum has to be smaller than the critical angular momentum, which is defined as (Merritt, 2013a):

$$
\begin{equation*}
L<L_{c}=\sqrt{12} \frac{G M_{\mathrm{BH}}}{c} \tag{2.7}
\end{equation*}
$$

The periapsis of this orbit then determines the critical capture radius:

$$
\begin{equation*}
r_{c} \sim 8 r_{g} \tag{2.8}
\end{equation*}
$$

### 2.5.2 The loss cone

Since the fate of a star is determined by its closest distance to the SMBH compared to its disruption radius or its capture radius, we can define the loss cone radius, $r_{\mathrm{lc}}$, as the radius which takes the value of larger out of the aforementioned two radii. Then, as soon as a star reaches separation of $r \leq r_{\text {lc }}$ it will be either tidally disrupted or captured. For a stellar orbit that reaches $r \leq r_{\text {lc }}$ at some point, the angular momentum obeys the inequality (Merritt, 2013a):

$$
\begin{equation*}
L \leq L_{\mathrm{lc}}(E)=\sqrt{2 r_{\mathrm{lc}}^{2}\left[E-\Phi\left(r_{\mathrm{lc}}\right)\right]} \approx \sqrt{2 G M_{\mathrm{BH}} r_{\mathrm{lc}}} \tag{2.9}
\end{equation*}
$$

where we assume that $|E| \ll \Phi\left(r_{\text {lc }}\right)$, suggesting that the semi-major axis of the orbit is much larger than $r_{\mathrm{lc}}$. All orbits which have low enough angular momentum to satisfy Eq. 2.9 are then called loss cone orbits, and the collection of these orbits in phase space is called the loss cone.

Whether or not a star is part of the loss cone does not necessarily depend on its energy, but rather its angular momentum. As long as the angular momentum of the star is low enough to bring it within a distance of $r_{\text {lc }}$ at some point in the orbit, it will be lost to the SMBH. In spherical nuclei, a stellar orbit has conservation of energy and the three components of angular momentum, which together correspond to its four integrals of motion (Binney and Tremaine,
1987). Because of this, in these idealized nuclei the population of stars that are in the loss cone is roughly constant, assuming the system is static and remains in equilibrium. In a spherical nucleus the population of stars that satisfy Eq. 2.9 is correspondingly quite low. These stars would be contained within the sphere of influence of the black hole, and would be lost rather quickly, within one orbital radial period. Unless the loss cone can be efficiently repopulated in some way, it would be emptied rather quickly, and the influx of stars into the black hole would cease. This would pose an issue for this method of SMBH growth, as well as for other mechanisms which require a constant supply of stars to the galactic center, which I will discuss in Chapter 4. While rapid changes in the gravitational potential, such as major galactic mergers, can efficiently refill the loss cone, these are one-off events, and afterwards the loss cone would quickly be emptied again.

One option for a loss cone refilling mechanism are two-body relaxation effects. Namely, individual gravitational encounters between stars in the galaxy can result in sufficiently large changes in the energy and more importantly, the angular momentum of a stellar orbit that can cause the star to scatter into the loss cone. If these changes in the angular momentum happen sufficiently quickly, these encounters could re-populate the loss cone as it is emptied. However, the timescale on which this happens is closely related to the relaxation timescale, which is defined as the time it takes for gravitational encounters to produce measureable changes in the velocity of a star:

$$
\begin{align*}
t_{r} & =\frac{0.34 \sigma^{3}}{G^{2} M_{s t} \rho \ln \Lambda}  \tag{2.10}\\
& \approx 0.95 \times 10^{10}\left(\frac{\sigma}{200 \mathrm{~km} \mathrm{~s}^{-1}}\right)^{3}\left(\frac{\rho}{10^{6} M_{\odot} \mathrm{pc}^{-3}}\right)^{-1}\left(\frac{M_{s t}}{M_{\odot}}\right)^{-1}\left(\frac{\ln \Lambda}{15}\right)^{-1} \mathrm{yr},
\end{align*}
$$

where $\sigma$ is the one-dimensional velocity dispersion, $\rho$ is the stellar density. Finally, $\ln \Lambda$ is a dimensionless factor termed the Couloumb logarithm, which will be touched upon in more detail in Chapter 4. As seen from the above equation, galaxies typically have relaxation timescales longer than the age of the Universe, meaning that the average star does not feel the effects of the surrounding stars throughout the galaxy lifetime. For this reason, galaxies are often termed as collisionless systems, since stars move within the galaxy on smooth orbits that are largely unpertubed by collisional effects caused by close interactions.

Since individual gravitational interactions do not play a significant role in galaxy dynamics and can be largely neglected, a problem arises for loss-cone refilling mechanisms in spherical nuclei. While relaxation effects may result in some stars being scattered into the loss cone, this happens in the so called "empty loss cone regime" (Merritt, 2013a), where it is assumed that the loss cone is largely empty at a given time.

### 2.5.3 Non-spherical nuclei

The number of orbital families that can enter the loss cone is significantly expanded when the assumption of sphericity is abandoned. In non-spherical nuclei, the flattening of the potential can result in gravitational torques that can change the stellar angular momentum over the course of its orbit, potentially bringing it into the loss cone region of phase space (Eq. 2.9). The timescales for these changes to become significant is on the order of many radial orbit timescales, suggesting a considerable amount of time is needed for stars on these orbits to be scattered into the loss cone. However, they are still much shorter than the respective relaxation
timescales. For this reason, non-spherical nuclei naturally provide a completely separate route for loss cone repopulation other than two body relaxation, via collisionless torques.

In the case of axisymmetric nuclei, stellar orbits no longer have conservation of the total angular momentum. Instead, their two classical integrals of motion are the total energy, and the z component of the angular momentum, $L_{z}$. In this type of nuclei there are two distinct families of orbits, the tube orbits and the saucer orbits. The tube orbits are similar to their spherical counterparts, since they have their total angular momentum conserved to a large degree, which gives a limit to the minimum distance they can reach from the center. Saucer orbits, on the other hand, have no such restrictions. While they have conservation of the z component of angular momentum, their total angular momentum can significantly vary, according to equation (Merritt, 2013a):

$$
\begin{equation*}
L_{z}=L \cos i=\text { const } . \tag{2.11}
\end{equation*}
$$

where $i$ is their orbital inclination. Their inclination varies throughout their orbit, in turn causing changes in the total angular momentum, allowing them to reach much smaller distances from the center as $L$ decreases. The lower limit for $L$ is reached when the inclination goes to zero, and then $L=L_{z}$. From this we can see that condition 2.9 is relaxed in the case of saucer orbits, and can be written as:

$$
\begin{equation*}
L_{z} \leq L_{\mathrm{lc}}(E) \approx \sqrt{2 G M_{\mathrm{BH}} r_{\mathrm{lc}}} \tag{2.12}
\end{equation*}
$$

As such, a higher fraction of orbits in the galaxy would satisfy this condition. While the fraction of stars on loss cone orbits in spherical nuclei is comparable with $\sim L_{\text {lc }} / L_{c}$, the fraction of loss cone orbits in an axisymmetric system is $\sim \sqrt{\epsilon} L_{\mathrm{lc}} / L_{c}$, where here $\epsilon$ is a function of the short and long axis ratio $(c / a)$ of the system, $\epsilon \approx(1-c / a) / 2$.

In triaxial nuclei, on the other hand, orbits are dominated by boxy orbits, which support much of the structure of the galaxy (Gerhard and Binney, 1985). These boxy orbits are truly centrophilic in nature, meaning that they can reach arbitrarily close to the center. Therefore, they can attain arbitrarily small values of angular momentum, since their only classical integral of motion is the total energy. However, in the presence of an SMBH in the center, the black hole can serve as a reflecting surface for these orbits, reflecting the orbit by $180^{\circ}$, in which case they become pyramid orbits (Merritt and Vasiliev, 2011). The pyramid obits are centered on the short axis of the ellipsoid, and the total angular momentum is equal to zero in the corners of the pyramid (Merritt and Poon, 2004; Merritt and Vasiliev, 2011; Merritt, 2013b; Vasiliev et al., 2014; Merritt, 2015). As such, all pyramid orbits will necessarily enter the loss cone, sooner or later. However, the time it takes for them to reach the point of minimum angular momentum is much longer than in the case of the saucers, giving the pyramid orbits much longer lifetimes. While the saucer (as well as tube) orbits are also present in triaxial nuclei, they are not as numerous as the pyramids. On Figure 2.2, I present the main different orbital families that can be found in a triaxial nucleus. The two possible orbital types in an axisymmetric nucleus are on the left side of the figure. The fraction of pyramid orbits with respect to the total population of stars is on the order of $\sim \epsilon L_{\text {lc }} / L_{c}$, a value much higher than the fractions of stars in spherical ( $\sim L_{\mathrm{lc}} / L_{c}$ ) and axisymmetric nuclei $\sim \sqrt{\epsilon} L_{\mathrm{lc}} / L_{c}$ (Merritt, 2013a). Since many elliptical galaxies and galaxy bulges show signs of triaxiality, this would enable a large portion of galaxies to have consistent loss cone refilling through the pyramid orbits, resulting in SMBH growth through tidal captures and direct plunges.


Figure 2.2: The four main orbital families in a triaxial system. The $x, y$ and $z$ directions correspond to the directions of the long, middle and short axis respectively. The orbital families are, from left to right: the long-axis tube orbits, the short-axis tube orbits, the saucer orbits and the pyramids. Image credit: Vasiliev (2014).

GRAVITATIONAL WAVES \& THE POST-NEWTONIAN EXPANSION

After finally finishing work on his theory of General Relativity in 1915, Einstein focused further on the nature of gravity and the motions of bodies under its influence, and began to ponder if he could use his equations that describe the geometry of space-time, to derive a wave-like equation, analogous to the wave equation in electromagnetism, which is predicted by Maxwell's equations. These gravitational waves would then represent pertubations of space-time itself, and propagate through the Universe with the speed of gravity. Unlike EM waves, which represent dipole radiation, GWs are generated in the leading order by the Newtonian quadrupole moment of the mass distribution, demonstrated by the famous Quadrupole formula (see Eq. 3.16). While the idea of gravitational waves was not new at the time, his paper on the topic in 1918, now seen as a monumental part of the field, started a multi-decade-long debate on the existence of these phenomena. The notion of gravitational radiation existing in the physical world was scrutinized harshly by the scientific community. They were widely regarded as just as a formal mathematical construct with no real physical meaning, including Einstein himself, who was not convinced of the existence of the waves for many years (Cervantes-Cota et al., 2016). For the remainder of the century, the lack of robust observational detections made arguing for the existence of GWs difficult, although a very significant step was made with the first indirect detection by (Hulse and Taylor, 1975), within a now world-famous binary pulsar system.

However, the first direct detection of gravitational waves from a binary black hole system in 2015 by the LIGO and Virgo collaborations (Abbott et al., 2016) completely revolutionized the field, opening an entire new window of insight into the Universe. This is because gravitational waves, unlike EM radiation, interact very weakly with matter. Therefore, they are not subject to extinction, absorption and re-emission effects on their journey from the source to the detector, enabling the detection of undisturbed GW signals. Additionally, since they are emitted from extreme astrophysical systems, such as core-collapse supernovae and the mergers of compact objects, they enable us to peer into previously unreachable regions and robustly estimate physical parameters of highly relativistic objects and systems. Furthermore, when combined with electromagnetic observations (Abbott et al., 2017a), they open a path towards multi-messenger astronomical detections. The prospect of multi-messenger detections enables independent measures of distances in the form of standard sirens (Holz and Hughes, 2005), constraining the origin of short gamma-ray bursts (Abbott et al., 2017b), shedding light on the values of cosmological parameters (Wang et al., 2020) and uncovering the nature of compact objects, e.g.
the neutron star equations of state (Abbott et al., 2020a) as well as many other applications.
As described in Chapter 2, as SMBHs grow through cosmic time, it is expected that they would increase their mass at least in part due to mergers with other black holes, and therefore would emit GW in the process. Therefore, detections of these signals would be invaluable in shedding light on the growth mechanisms of massive black holes, their merger timescales, their masses and their spins. While GWs from these systems have yet to be detected, both current and future GW observatories are primarily aimed at detecting these signals.

This gives theoretical modeling of these events an important role in the field today, as well as in the future. While proper treatment of these events requires the use of numerical relativity, a number of approximation methods are present in the literature which provide great insight into relativistic effects of binary compact objects without the cumbersome ordeal that typically follows attempting to find exact solutions to Einstein's equations. By far the most widely used of these methods is the Post-Newtonian approximation, which expands Einstein's equations into an infinite series consisting of different orders, in the regime where gravity is considered weak.

With that in mind, in this chapter, I present an overview of massive black holes within the context of GW emission. In the first part of the chapter, I will describe the expected GW emission from massive black hole binaries from an observational perspective, including current and future observational projects. In the second part of the chapter, I will present an overview of the Post-Newtonian approximation and its formalism which will be used to study relativistic effects in this thesis.

### 3.1 GRAVITATIONAL WAVE SPECTRUM

Similar to electromagnetic waves, GWs can be characterized by their amplitude, wavelength and frequency. However, while the wavelengths in EM radiation are typically much smaller than their sources, GWs have wavelengths ranging from several kilometers to sizes comparable to the size of the observable Universe. The frequencies of the waves are determined by the parameters of the source and as a rough approximation can be estimated using the natural frequency of a self-gravitating body (Sathyaprakash and Schutz, 2009):

$$
\begin{equation*}
f_{0}=\omega_{0} / 2 \pi=\sqrt{G \bar{\rho} / 4 \pi} \tag{3.1}
\end{equation*}
$$

where $\bar{\rho}=3 M /\left(4 \pi R^{3}\right)$ is the mean density of mass-energy of the source. In the case of black holes, the radius $R$ is equal to its Schwarzschild radius, which determines the size of the event horizon $R_{s c h}=2 G M / c^{2}$. If we substitute this in Eq. 3.1, we get:

$$
\begin{equation*}
f_{0} \cong 0.15 \frac{c^{3}}{\pi G M} \tag{3.2}
\end{equation*}
$$

While this formula is Newtonian, and does not account the possibility of binary black hole system, it can serve as a good back-of-the-envelope estimation of the expected GW frequencies of black holes. Using Eq. 3.2 for a black hole of mass $M=10 M_{\odot}$ the obtained frequency is $f_{0}=1 \mathrm{kHz}$, while for a black hole of mass $M=10^{6} M_{\odot}$ the expected frequency is $f_{0}=10^{-2} \mathrm{~Hz}$. The dependance of frequency on mass can be inferred from Fig. 3.1, where I present the GW spectrum, listing possible sources and detection techniques.

Since massive black holes emit GWs in the lower frequency range below 1 Hz , emissions
from these systems would be impossible to detect using ground-based interferometers like LIGO and Virgo, due to the presence of seismic noise and gravity variations due to mass motions on the Earth at these frequencies. Instead, space-based laser interferometers or other methods such as pulsar timing need to be utilized for detection of these systems. Below, we give an overview of current and future GW searches that promise to detect GW signals from massive black holes.


Figure 3.1: An overview of the GW spectrum with possible sources and detection techniques. Image credit: www.lisa.nasa.gov

### 3.2 OBSERVATORIES

### 3.2.1 Laser Space Interferometer Antenna

The Laser Space Interferometer Antenna (LISA) (Amaro-Seoane et al., 2017) is an upcoming space-based gravitational wave observatory jointly funded by ESA and NASA, expected to launch in 2034. Similar to ground-based detectors, LISA plans to utilize laser interferometry to detect pertubations in space-time caused by GWs. It will consist of three spacecraft connected by lasers in a triangular configuration placed on a Solar orbit, where the side-length of the triangle is 2.5 million kilometers (Baker et al., 2019).

While the detection method functions similarly to LIGO/Virgo, the significantly longer arm lengths of the interferometer and the absence of Earth-based detector noise make the mission ideal to explore the mHz range of the GW spectrum. This is showcased on the left panel of Fig. 3.2. The characteristic strain shown on the plot is a measure of the amplitude of the GW.

With the ability to detect GWs in the lower frequency range, the main detection targets for LISA are massive black hole mergers, with the black holes masses ranging from $10^{4} \mathrm{M}_{\odot}-$ $10^{7} \mathrm{M}_{\odot}$ out to $z \sim 20$ (see Fig. 3.2, right panel). These detections will give unique insight into the birth and early growth of massive black hole seeds, provide direct detections of massive black hole spins and illuminate the relationship and co-evolution of SMBHs and their host galaxies (Colpi et al., 2019).

While the primary focus of LISA is on the detection of SMBH binaries, other possible detection targets include compact object binaries, some of which would cross into the LIGO band, as well as intermediate mass black hole (IMBH) binaries, extreme mass-ratio inspirals


Figure 3.2: Left: LISA sensitivity curve represented by the green line, given in terms of the dimensionless strain amplitude as a function of frequency. Some examples of GW sources are overplotted. Image credit: LISA collaboration, Amaro-Seoane et al. (2017). Right: Contours of constant signal-to-noise ratios, as a function of redshift ( $y$-axis, left), luminosity distance ( $y$-axis, right) and total mass of the black hole binary (x-axis). Image credit: LISA collaboration, Amaro-Seoane et al. (2017).
(EMRI) and more exotic sources such as cosmic strings and early-universe phase transitions (Baker et al., 2019).

### 3.2.2 Pulsar Timing Arrays

Milisecond pulsars are widely regarded as the most accurate clocks in the Universe due the very high stability of their rotational period, within $1-10$ miliseconds. In principle, as a GW passes between the pulsar-Earth system, it would slightly alter the time of arrival of the pulse which could then be detected by ground-based radio telescopes. While this would not be sufficient for a robust GW detection, very precise timing data of a higher number of pulsars over longer periods of time (on the order of years and decades) could be used to identify GW signals and separate them from the detector noise. Namely, a joint analysis of different pulsar data could correlate the slight changes in frequencies measured in individual pulsars to extract information on the amplitude and direction of the GW signal (Dahal, 2020; Verbiest et al., 2021). In this case, the distance between the Earth and the pulsar would serve as the effective arm length of the detector, enabling detections of low frequency GWs in the nHz range, making this method of detection highly complimentary to the LISA and LIGO/Virgo sensitivity ranges. This frequency range would correspond to signals originating from SMBH of the highest masses ( $M \sim 10^{8} \mathrm{M}_{\odot}$ ).

For this purpose, Pulsar Timing Arrays (PTA) around the world have already been operational for more than a decade. They consist of the Australian Parkes PTA (Reardon et al., 2016), the European PTA (Desvignes et al., 2016) and the North-American Nanohertz Observatory for Gravitational waves (NANOGrav) (Arzoumanian et al., 2016), as well as the collective joint effort of the three before mentioned groups in the form of the International PTA (IPTA) (Verbiest et al., 2016).

It is expected that the most notable signal detected in this frequency range would be the stochastic gravitational wave background, which represents the superposition of many different incoherent GWs that are too weak to be resolved individually and would be generated primarily by SMBH binaries. Additionally, continuous signals could be detected from SMBH binaries,
assuming they are close enough in order to be resolved and that they are strong enough to stand out from the stochastic background. Other possible sources include burst events such as SMBH formation, close SMBH binary encounters, cosmic string interactions and so called "bursts with memories" (Favata, 2009; Verbiest et al., 2021). While no robust detections have been made yet, the constantly improving accuracy of the PTAs has started to put constraints on the theoretical estimates of the strain amplitude of the stochastic GW background (see Fig. 3.3). At the time of writing, the NANOGrav collaboration published results of a signal which could correspond to the stochastic GW background from merging massive binaries (Arzoumanian et al., 2020) and it is estimated that an astrophysical origin of the signal is possible (Middleton et al., 2021). However, the signal could also corresond to the stochastic background generated by cosmic strings (Ellis and Lewicki, 2021).


Figure 3.3: Characteristic strain amplitudes of different PTA collaborations as a function of GW frequency. The dashed line corresponds to the expected sensitivity reached at the end of 2020. The yellow shaded region and the full red line correspond to theoretical estimates of the stochastic GW background. Image credit: Hobbs and Dai (2017).

### 3.2.3 TianQin

TianQin is an upcoming Chinese space-based GW mission, expected to launch in the 2030s (Luo et al., 2016). Functioning on the same principle as LISA, it will consist of three spacecraft in a triangular configuration, and will be sensitive to the same frequency ranges. However, unlike LISA, the proposed mission is not envisioned as a full GW observatory, but rather as a detector, with the primary mission goal being the detection of a single, well-known GW source. Therefore, the sensitivity of TianQin is aimed at resolving the frequency and signal of one pre-chosen reference source, currently planned to be the white-dwarf binary RX J0806.3+1527. This detection would then serve as an important calibration tool for TianQin, as well as other future GW missions, with any other possible detections regarded as an additional result. This gives the mission a much more defined focus and goal, which combined with smaller arm lengths ( $\sim 10^{5} \mathrm{~km}$ ) and a geocentric orbit results in significantly lower cost and complexity of the mission with respect to LISA.

Nevertheless, the sensitivity range of the mission leaves the door open to previously unknown and unexpected detections as well. It is estimated that the number of detections would
be on the order of $O(1 \sim 10)$ per year, with the ability to detect SMBH mergers up to $z \sim 10$ (Wang et al., 2019). As such, it can be valuable towards giving early warning of SMBH mergers for other detections, by contributing to sky localization and in combination with LISA, has the potential to shed light on the formation of first black hole seeds.

### 3.3 POST-NEWTONIAN EXPANSION

The essence of Einstein's theory of General Relativity is contained within Einstein's field equations, which read:

$$
\begin{equation*}
G^{\alpha \beta}=\frac{8 \pi G}{c^{4}} T^{\alpha \beta} \tag{3.3}
\end{equation*}
$$

where $G^{\alpha \beta}$ is the Einstein curvature tensor, which describes the curvature of space-time, and $T^{\alpha \beta}$ is the energy-momentum tensor, which describes the matter distribution. The existence of the equations signifies an intimate connection between matter and space-time, that is often described with the famous words of physicist John Wheeler: "Space-time tells matter how to move; matter tells space-time how to curve". This intrinsic coupling between matter and curvature already points on the surface level to the difficulties that arise when attempting to find a general solution of the equations. Namely, one cannot determine the space-time curvature, determined by the space-time metric $g^{\alpha \beta}$, without knowledge of the matter distribution whose motion is determined by that same metric. Similarly, one cannot determine the matter variables from the metric, since that metric is necessarily determined by the matter variables themselves. From a mathematical point of view, the equations themselves represent a coupled set of 10 non-linear second-order partial differential equations. Due to their high level of non-linearity, the equations are extremely difficult to solve. While exact solutions do exist, they are the exception, and not the norm. There are too few exact solutions for them to be applied in the general case of all matter configurations.

However, current and future GW searches need a large collection of pre-calculated waveform templates in order to match them to the detected signal and identify a detection among the noise. These templates can only be obtained by solving Eqs. 3.3 in the general case, for vastly different mass and spin configurations. For this purpose, a truly astonishing number of exact solutions have been found so far with the use of numerical relativity. However, the use of numerical relativity entails great computational and theoretical effort, making it out of reach for general studies of relativistic effects. Therefore, a variety of different approximation methods have been employed with great success to study these effects, in the domain where gravitational fields are considered to be weak. The flagship of approximation methods is the Post-Newtonian expansion, which is the most widely used and has provided us with most insight, particularly in the case of evolution of compact binary systems. Other approximation methods have also been highly successful, such as post-Minkowskian theory (Poisson and Will, 2014), the effective one-body approach (Buonanno and Damour, 1999) and the self-force (Poisson, 2004). Since the topic of PN theory is very vast, in this section I will present an overview of the most important results of the PN approach for their use in astrophysical modeling of compact binary systems, while omitting the mathematical description used to derive them. Instead, I refer the reader to Poisson and Will (2014) and Blanchet (2014) and the references therein, which give a much more comprehensive overview of the topic. Similarly, I will restrict the discussion to PN theory and refrain from detailing the results of other approximation methods and numerical relativity. An overview of numerical relativity can be found in Lehner and Pretorius (2014).

The Post-Newtonian approximation is a multipole expansion of Einstein's field equations
where the expansion parameter is the ratio of the characteristic velocity of the massive object with respect to the speed of light, $v^{2} / c^{2}$. The velocity $v$ can be represented by the characteristic internal velocity in the case of single objects $v_{c}=r_{c} / t_{c}$, where $r_{c}$ is the characteristic length of the object and $t_{c}$ is the characteristic timescale. In the case of binary systems, $v$ takes the form of the orbital velocity $v^{2} \sim G M / r$, where $M$ is the total mass of the system and $r$ is the orbital separation. The approximation is done under two very important assumptions. The first assumption is that the gravitational field in the domain of interest can be considered weak, meaning that the self-gravity of the source can be considered neglible (Blanchet, 2014). The second, equally important assumption is that the motions within the system in question are slow, so that $v / c \ll 1$. This condition is also the one that enables the field equations to be expanded in terms of this small parameter. The order of the PN expansion is then named according to the order of this parameter, where the N -th PN order corresponds to an expansion up to formal order $O\left(1 / c^{2 N}\right)$. The expansion itself is divergent, meaning that it is possible to expand the equations up to an arbitrarily high number N without obtaining an exact solution of Einstein's equations. However, each subsequent order is increasingly difficult to derive and the current state-of-the-art is the 4PN order (Foffa et al., 2019), but progress is being made and incomplete terms of the 5PN order have been obtained as well (Blümlein et al., 2021).

The history of PN theory can be traced back to 1917, in the work of Lorentz and Droste (english translation, Lorentz and Droste, 1937) who derived the metric and motion of a N-body system up to PN1 order, as well as by Einstein himself, in Einstein et al. (1938). Since then PN theory has been used to great success in many applications in the solar system and beyond, with most notable examples being the calculation of the advance of the Mercury perihelion in 1915 by Einstein, the measurement of the relativistic deflection of light during a Solar eclipse, today known as the Eddington experiment (Dyson et al., 1920) and the damping of a pulsar's orbit due to GW emission (Hulse and Taylor, 1975).

### 3.3.1 Validity and accuracy

The assumptions of a weak gravitational field and slow motion of a compact binary system might seem counter-intuitive at first, since at first glance the study of objects such as merging binary black holes can hardly satisfy the notions of weak gravity and slow motions. After all, compact objects demonstrate some of the strongest gravity effects known and experience relativistic velocities comparable to the speed of light leading up to the merger. Namely, the notion of weak gravity holds true when the self-gravity of the source is neglible, $\left|U / c^{2}\right|^{1 / 2} \ll 1 / c$, where $U$ is the Newtonian potential of the source, which is not the case for compact objects such as neutron stars and black holes who have strong internal gravity. However, the requirement for the PN approximation is then, that the components of the binary system are well separated. Then, the gravitational interaction between them remains weak, despite allowing each body to be strongly self-gravitating (Poisson and Will, 2014). This is a consequence of the Strong Equivalence Principle, since orbital motion of well-separated bodies depends only on the total mass of the system, and not its internal structure (Will, 2011).

The situation is less clear in regards to the slow motion requirement, since inspiralling binaries can reach velocities up to $50 \%$ of light speed in the final few orbits before a merger (Blanchet, 2014). However, the PN approximation has proven to be very effective even in these cases, since comparisons with numerical relativity have shown that the use of higher order PN terms matches incredibly well with the numerically-obtained expected behavior. It is not exactly
clear why the approximation performs so well even in the case of violation of the slow motion assumption, and the PN expansion has been called unreasonably effective in this regard (Will, 2011). Nevertheless, it allows for smooth transitions between the different regimes, successfully bridging the gap between the domains of PN and numerical relativity and resulting in complete construction of waveforms of an inspiralling compact binary.

However, one caveat of the PN treatment is that it is only valid in the region near the source, namely where $r \ll \lambda_{c}$, where $\lambda_{c}$ is the characteristic wavelength of the gravitational radiation of the source. This stems from the formalism of the theory itself, and means that the PN approximation fails to reproduce the boundary conditions at infinity. This is relevant since these boundary conditions determine the force the source experiences as a result of GW emission (termed the radiation-reaction force), and therefore influence the equations of motion. Because of this, PN formalism should be combined with Post-Minkowski theory, which expands Einstein's equations in terms of the gravitational parameter $G$, and is valid both in the region near the source, as well as at infinity (Blanchet, 2014).

### 3.3.2 Equations of motion

For the purposes of theoretical modeling of relativistic systems, it is most useful to present the equations of motion in a Newtonian-like fashion. Then, they can simply be implemented into the codes and calculations. In the context of compact binary systems, the relative acceleration between two bodies in the center of mass reference frame can be written as:

$$
\begin{equation*}
\vec{a}=\vec{a}_{N e w t}+\vec{a}_{P N 1}+\vec{a}_{P N 1.5}+\vec{a}_{P N 2}+\vec{a}_{P N 2.5 \ldots} \tag{3.4}
\end{equation*}
$$

where $\vec{a}_{\text {Newt }}$ is the standard Newtonian acceleration and the other terms denote the PN terms up to their respective orders. Firstly, we can make a distinction between conservative and dissipative dynamics in the equations of motion (this distinction can be clearly made up to order PN3.5, Blanchet and Iyer 2003). The even PN terms such as PN1, PN2, PN3 and so forth, signify terms where the dependence on $c$ is an even number $O\left(1 / c^{2 N}\right)$. These are the conservative terms, meaning that they do not effectively carry away energy and angular momentum from the system. Instead, they may induce oscillations and pertubations, but these changes average to zero with time. Odd terms, such as PN1.5, PN2.5 and so on are dissipative terms, and their influence on the energy and angular momentum of the system is not invariant to time reversal, meaning that they induce permanent changes in the properties of the system. The PN2.5 term corresponds to the radiation-reaction term, and represents the acceleration the body feels as a result of GW emission. Therefore, in order to include the effects of GW emission, one needs to include PN corrections up to at least PN2.5 order.

Here, I will present ready-to-use equations of motion of a compact binary system, using the formalism of Blanchet (2014). Due to the great lengths of the expressions, I will present the equations of motion for non-spinning binaries, up to PN2.5 order. A brief overview of PN effects in spinning binaries is given at the end of the chapter.

Let us assume we have two massive bodies with their respective masses denoted $m_{1}$ and $m_{2}$ and position vectors $\overrightarrow{r_{1}}$ and $\overrightarrow{r_{2}}$. Positioning ourselves in their center of mass reference frame, we will denote their relative position and velocity with:

$$
\begin{equation*}
\vec{r}=\vec{r}_{1}-\vec{r}_{2}, \quad \vec{v}=\vec{v}_{1}-\vec{v}_{2} . \tag{3.5}
\end{equation*}
$$

The amplitudes of these vectors are then denoted simply by:

$$
\begin{equation*}
r=|\vec{r}|, \quad v=|\vec{v}| . \tag{3.6}
\end{equation*}
$$

The mass variables take the usual form, with the inclusion of one additional helpful parameter:

$$
\begin{equation*}
\mu=\frac{m_{1} m_{2}}{m_{1}+m_{2}}, \quad m=m_{1}+m_{2} \quad \text { and } \quad v=\frac{\mu}{m}=\frac{m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} \tag{3.7}
\end{equation*}
$$

denoting the reduced mass, the total mass of the system and the symmetric mass ratio, respectively. We will denote the scalar product between vectors $\vec{a}$ and $\vec{b}$ with $\vec{a} \cdot \vec{b}$. Finally, let us also introduce the following two helpful variables:

$$
\begin{equation*}
\vec{n}=\frac{\vec{r}}{r}, \quad \dot{r}=\vec{n} \cdot \vec{v} . \tag{3.8}
\end{equation*}
$$

Then, we can write the 2.5 PN equations of motion in the center of mass frame as:

$$
\begin{equation*}
\frac{d \vec{v}}{d t}=-\frac{G m}{r^{2}}[(1+\mathcal{A}) \vec{n}+\mathcal{B} \vec{v}]+O\left(\frac{1}{c^{6}}\right) \tag{3.9}
\end{equation*}
$$

where we have introduced coefficients $\mathcal{A}$ and $\mathcal{B}$. It is evident from the above equation that the factor of unity in the bracket corresponds to the Newtonian acceleration. The dissipative PN1.5 term goes to zero for non-spinning binaries, so the coefficient $\mathcal{A}$ takes the form of:

$$
\begin{align*}
\mathcal{A}= & \frac{1}{c^{2}}\left\{-\frac{3 \dot{r}^{2} v}{2}+v^{2}+3 v v^{2}-\frac{G m}{r}(4+2 v)\right\}  \tag{3.10}\\
+ & +\frac{1}{c^{4}}\left\{\frac{15 \dot{r}^{4} v}{8}-\frac{45 \dot{r}^{4} v^{2}}{8}-\frac{9 \dot{r}^{2} v v^{2}}{2}+6 \dot{r}^{2} v^{2} v^{2}+3 v v^{4}-4 v^{2} v^{4}\right. \\
& \left.+\frac{G m}{r}\left(-2 \dot{r}^{2}-25 \dot{r}^{2} v-2 \dot{r}^{2} v^{2}-\frac{13 v v^{2}}{2}+2 v^{2} v^{2}\right)+\frac{G^{2} m^{2}}{r^{2}}\left(9+\frac{87 v}{4}\right)\right\} \\
+ & +\frac{1}{c^{5}}\left\{-\frac{24 \dot{r} v v^{2}}{5} \frac{G m}{r}-\frac{136 \dot{r} v}{15} \frac{G^{2} m^{2}}{r^{2}}\right\} .
\end{align*}
$$

Similarly, the $\mathcal{B}$ coefficient takes the form:

$$
\begin{align*}
\mathcal{B} & =\frac{1}{c^{2}}\{-4 \dot{r}+2 \dot{r} v\}  \tag{3.11}\\
& +\frac{1}{c^{4}}\left\{\frac{9 \dot{r}^{3} v}{2}+3 \dot{r}^{3} v^{2}-\frac{15 \dot{r} v v^{2}}{2}-2 \dot{r} v^{2} v^{2} \frac{G m}{r}\left(2 \dot{r}+\frac{41 \dot{r} v}{2}+4 \dot{r} v^{2}\right)\right\} \\
& +\frac{1}{c^{5}}\left\{\frac{8 v v^{2}}{5} \frac{G m}{r}+\frac{24 v}{5} \frac{G^{2} m^{2}}{r^{2}}\right\} .
\end{align*}
$$

### 3.3.3 Energy and angular momentum

Similar to Newtonian mechanics, PN theory allows for conservation of energy and angular momentum, although only when the conservative, non-dissipative PN terms are taken into account. Therefore, excluding the PN2.5 contribution from the above equations allows us to
obtain expressions for the PN conserved energy and angular momentum in the center of mass frame up to order PN2. Below, I present these expressions, adapted from Blanchet and Iyer (2003).

$$
\begin{align*}
& \frac{E}{\mu}=\frac{v^{2}}{2}-\frac{G m}{r}+\frac{1}{c^{2}}\left\{\frac{3 v^{4}}{8}-\frac{9 v v^{4}}{8}+\frac{G m}{r}\left(\frac{\dot{r} v}{2}+\frac{3 v^{2}}{2}+\frac{v v^{2}}{2}\right)+\frac{G^{2} m^{2}}{2 r^{2}}\right\}  \tag{3.12}\\
& +\frac{1}{c^{4}}\left\{\frac{5 v^{6}}{16}-\frac{35 v v^{6}}{16}+\frac{65 v^{2} v^{6}}{16}\right. \\
& +\frac{G m}{r}\left(-\frac{3 \dot{r}^{4} v}{8}+\frac{9 \dot{r}^{4} v^{2}}{8}+\frac{\dot{r}^{2} v v^{2}}{4}-\frac{15 \dot{r}^{2} v^{2} v^{2}}{4}+\frac{21 v^{4}}{8}-\frac{23 v v^{4}}{8}-\frac{27 v^{2} v^{4}}{8}\right) \\
& +\frac{G^{2} m^{2}}{r^{2}}\left(\frac{\dot{r}^{2}}{2}+\frac{69 \dot{r}^{2} v}{8}+\frac{3 \dot{r}^{2} v^{2}}{2}+\frac{7 v^{2}}{4}-\frac{55 v v^{2}}{8}+\frac{v^{2} v^{2}}{2}\right) \\
& \left.+\frac{G^{3} m^{3}}{r^{3}}\left(-\frac{1}{2}-\frac{15 v}{4}\right)\right\} \text {, } \\
& \frac{\vec{L}}{\mu}=\vec{r} \times \vec{v}\left[1+\frac{1}{c^{2}}\left\{(1-3 v) \frac{v^{2}}{2}+\frac{G m}{r}(3+v)\right\}\right.  \tag{3.13}\\
& +\frac{1}{c^{4}}\left\{\frac{3 v^{4}}{8}-\frac{21 v v^{4}}{8}+\frac{39 v^{2} v^{4}}{8}\right. \\
& \left.+\frac{G m}{r}\left(-\dot{r}^{2} v-\frac{5 \dot{r}^{2} v^{2}}{2}+\frac{7 v^{2}}{2}-5 v v^{2}-\frac{9 v^{2} v^{2}}{2}\right)\right\} \\
& \left.+\frac{G^{2} m^{2}}{r^{2}}\left(\frac{7}{2}-\frac{41 v}{4}+v^{2}\right)\right] \text {. }
\end{align*}
$$

Finding the time derivative of the above expressions by means of the equations of motion gives the energy correction due to the PN2.5 radiation-reaction term, which reflects the energy and angular momentum change due to GW emission (up to leading order in GW emission, represented by PN2.5 ):

$$
\begin{gather*}
\tilde{E}=E+\frac{8 m^{3} \dot{r} v^{2}}{5 c^{5} r^{2}} v^{2},  \tag{3.14}\\
\tilde{L}=\vec{L}-\left(\frac{8 m^{3} \dot{r} v^{2}}{5 c^{5} r^{2}}\right) \vec{r} \times \vec{v} . \tag{3.15}
\end{gather*}
$$

Then, it can be easily checked that the total gravitational energy flux matches the famous Quadrupole formula, which describes the emission of GWs by the Newtonian quadrupole moment (Blanchet, 2014):

$$
\begin{array}{r}
\left(\frac{d \tilde{E}}{d t}\right)=\frac{G}{5 c^{5}}\left(\dddot{Q}_{i j} \dddot{Q}_{i j}+O\left(\frac{1}{c^{7}}\right)\right), \\
\left(\frac{d \tilde{L}_{i}}{d t}\right)=\frac{2 G}{5 c^{5}}\left(\epsilon_{i j k} \dddot{Q}_{j l} \dddot{Q}_{k l}+O\left(\frac{1}{c^{7}}\right)\right), \tag{3.17}
\end{array}
$$

where $i$ is a component of the angular momentum vector, $\epsilon_{i j k}$ denotes the Levi-Civita symbol
and $Q_{i, j}$ is the Newtonian trace-free quadrupole moment, $Q_{i j}=\mu\left(x^{i} x^{j}-\frac{1}{3} \delta^{i j} r^{2}\right)$.
These equations describe the instantaneous changes in energy and angular momentum due to GW emission, to leading order. However, since we are interested in secular changes over time, it is helpful to present the equations averaged over a characteristic timescale of the system. Averaged over the binary orbital period and expressed in terms of the Newtonian orbital elements, the well-known equations first derived in Peters and Mathews (1963) and Peters (1964) represent the secular changes in energy and angular momentum due to GW emission:

$$
\begin{array}{r}
\left\langle\frac{d E}{d t}\right\rangle_{G W}=-\frac{32}{5} \frac{G^{4} m_{1}^{2} m_{2}^{2} m}{c^{5} a^{5}\left(1-e^{2}\right)^{7 / 2}}\left(1+\frac{73}{24} e^{2}+\frac{37}{96} e^{4}\right), \\
\left\langle\frac{d L}{d t}\right\rangle_{G W}=-\frac{32}{5} \frac{G^{7 / 2} m_{1}^{2} m_{2}^{2} m^{1 / 2}}{c^{5} a^{7 / 2}\left(1-e^{2}\right)^{2}}\left(1+\frac{7}{8} e^{2}\right), \tag{3.19}
\end{array}
$$

where $L$ is the orbital angular momentum amplitude, and $a$ and $e$ are the Newtonian binary semi-major axis and orbital eccentricity.

### 3.3.4 Orbital elements

Similar to the energy and angular momentum, we can use the PN-corrected equations of motion to get Keplerian-like (often termed quasi-Keplerian) expressions for the binary orbital elements. These expressions were first derived at the PN1 order by Damour and Deruelle (1985), which I will present here based on the expressions in Memmesheimer et al. (2004).

Before presenting the PN corrections to the orbital equations, let us remind ourselves of some important quantities in standard, Keplerian motion. The Keplerian motion of the relative particle in the center of mass frame and in polar coordinates is characterized by :

$$
\begin{align*}
R & =a(1-e \cos u)  \tag{3.20}\\
\varphi-\varphi_{0} & =v=2 \arctan \left[\left(\frac{1+e}{1-e}\right)^{1 / 2} \tan \left(\frac{u}{2}\right)\right], \tag{3.21}
\end{align*}
$$

where $R$ is the polar radial coordinate, $\varphi$ is the azimuthal angle, $u$ is the eccentric anomaly and $v$ is the true anomaly. The Kepler equation, denoting the time dependence takes the form:

$$
\begin{equation*}
l=u-e \sin u, \tag{3.22}
\end{equation*}
$$

where $l$ is the mean anomaly. The Keplerian orbital elements are then expressed as:

$$
\begin{align*}
a & =\frac{G m}{2 \epsilon}  \tag{3.23}\\
e & =\sqrt{1+\frac{2 \epsilon h^{2}}{G^{2} m^{2}}}  \tag{3.24}\\
T & =-G m \sqrt{2} \pi \epsilon^{3 / 2} \tag{3.25}
\end{align*}
$$

where we have expressed the semi-major axis, eccentricity and orbital period in terms of the specific energy and angular momentum, $\epsilon=E / \mu$ and $h=L / \mu$.

The PN equations of motion given by Eq. 3.9 can be integrated in a similar manner as the

Keplerian equations, resulting in the Quasi-Keplerian description:

$$
\begin{align*}
R & =a_{r}\left(1-e_{r} \cos u\right)  \tag{3.26}\\
l & =u-e_{t} \sin u  \tag{3.27}\\
2 \pi k\left(\varphi-\varphi_{0}\right) & =v=2 \arctan \left[\left(\frac{1+e_{\varphi}}{1-e_{\varphi}}\right)^{1 / 2} \tan \left(\frac{u}{2}\right),\right] \tag{3.28}
\end{align*}
$$

where $2 \pi k$ represents the periastron advance factor, $2 \pi k=6 \pi G m /\left(c^{2} a\left(1-e^{2}\right)\right)$. The factors $a_{r}, e_{r}, e_{t}, e_{\varphi}$ denote the PN1-corrected semi-major axis, the radial eccentricity, the time eccentricity and the angular eccentricity. When the equations are expressed in this form, they highly resemble the original Keplerian equations, with the biggest difference being the introduction of three different eccentricity parameters, which differ from one another by PN corrections. Already at order PN2, and especially at order PN3 the equations require the introduction of additional parameters and lose much of their Kepler-like appearance. For these higher order corrections, we refer the reader to Memmesheimer et al. (2004).

The orbital elements, including the three eccentricities, at order PN2 can then be expressed in terms of the specific energy and angular momentum:

$$
\begin{align*}
a_{r}= & \frac{G m}{-2 \epsilon}\left\{1+\frac{-2 \epsilon}{4 c^{2}}(v+7)+\frac{(-2 \epsilon)^{2}}{16 c^{4}}\left[\left(1+10 v+v^{2}\right)+\frac{G^{2} m^{2}(44 v-68)}{-2 \epsilon h^{2}}\right]\right\}  \tag{3.29}\\
e_{r}^{2}=1+ & \frac{2 \epsilon h^{2}}{G^{2} m^{2}}+\frac{(-2 \epsilon)}{4 c^{2}}\left\{24-4 v+5(v-3) \frac{\left(-2 \epsilon h^{2}\right)}{G^{2} m^{2}}\right\}  \tag{3.30}\\
& +\frac{(-2 \epsilon)^{2}}{8 c^{4}}\left\{52+2 v+2 v^{2}-\left(80-55 v+4 v^{2}\right) \frac{\left(-2 \epsilon h^{2}\right)}{G^{2} m^{2}}-\frac{8 G^{2} m^{2}}{\left(-2 \epsilon h^{2}\right)}(11 v-17)\right\} \\
e_{t}^{2}=1+ & \frac{2 \epsilon h^{2}}{G^{2} m^{2}}+\frac{(-2 \epsilon)}{4 c^{2}}\left\{-8+8 v-(7 v-17) \frac{\left(-2 \epsilon h^{2}\right)}{G^{2} m^{2}}\right\}  \tag{3.31}\\
& +\frac{(-2 \epsilon)^{2}}{8 c^{4}}\left\{8+4 v+20 v^{2}-\left(112-47 v+16 v^{2}\right) \frac{\left(-2 \epsilon h^{2}\right)}{G^{2} m^{2}}+\frac{4 G^{2} m^{2}}{\left(-2 \epsilon h^{2}\right)}(-11 v+17)\right. \\
& \left.-24 \sqrt{\frac{\left(-2 \epsilon h^{2}\right)}{G^{2} m^{2}}}(2 v-5)-\frac{24 G m}{\sqrt{\left(-2 \epsilon h^{2}\right)}(5-2 v)}\right\} \\
e_{\varphi}^{2}=1+ & \frac{2 \epsilon h^{2}}{G^{2} m^{2}}+\frac{(-2 \epsilon)}{4 c^{2}}\left\{24+(-15+v) \frac{\left(-2 \epsilon h^{2}\right)}{G^{2} m^{2}}\right\}  \tag{3.32}\\
& +\frac{(-2 \epsilon)^{2}}{16 c^{4}}\left\{-32+176 v+18 v^{2}-\left(160-30 v+3 v^{2}\right) \frac{\left(-2 \epsilon h^{2}\right)}{G^{2} m^{2}}-\frac{G^{2} m^{2}}{\left(-2 \epsilon h^{2}\right)}\left(408-232 v-15 v^{2}\right)\right\}
\end{align*}
$$

Similar to energy and angular momentum, the orbital eccentricity and semi-major axis also change due to the radiation-reaction force and we can write the secular changes of the Newtonian definitions of these elements using relations in Peters (1964):

$$
\begin{array}{r}
\left\langle\frac{d a}{d t}\right\rangle_{G W}=-\frac{64}{5} \frac{G^{3} m_{1} m_{2} m}{c^{5} a^{5}\left(1-e^{2}\right)^{7 / 2}}\left(1+\frac{73}{24} e^{2}+\frac{37}{96} e^{4}\right) \\
\left\langle\frac{d e}{d t}\right\rangle_{G W}=-\frac{304 e}{15} \frac{G^{3} m_{1} m_{2} m}{c^{5} a^{4}\left(1-e^{2}\right)^{5 / 2}}\left(1+\frac{121}{304} e^{2}\right) \tag{3.34}
\end{array}
$$

### 3.3.5 Spinning binaries

In the description of the PN approximation so far, as well as throughout the thesis, I assume that the massive bodies are non-rotating, so that their spin parameter equals zero. This in turn vastly simplifies the PN equations of motion since all spin terms can be disregarded. However, in reality there is no reason to assume the bodies would not posses their own intrinsic rotation. In fact, as discussed in section 2.1, observations demonstrate high spin values for massive black holes.

The individual spin values and configurations can drastically affect the inspiral and subsequent GW emission of a compact binary merger, making proper treatment of spin effects crucial for current and future modeling of GW signals and black hole evolution in general. The PN spin terms can be distinguished between spin-orbit effects (SO) which are linear in the spin parameter, and the spin-spin effects (SS) which have a quadratic dependence on the spin parameter. The SO effects first appear in the equations of motion at the PN1.5 order, while SS effects appear at the PN2 order. The full corrections to the equations of motion including these terms can be found in Faye et al. (2006) and Tagoshi et al. (2001) as well as a more comprehensive review in Blanchet (2014) and Poisson and Will (2014).

One notable effect that arises from the presence of spins is spin precession. Namely, if the individual spins of the binary $\left(\vec{S}_{1}\right.$ and $\left.\vec{S}_{2}\right)$ do not align with the orbital angular momentum of the binary $(\vec{L})$, SO and SS interactions at PN2 order will cause the precession of these three vectors. On the other hand, the total angular momentum remains constant both in terms of direction and amplitude, where the total angular momentum vector has the form $\vec{J}=\vec{L}+\vec{S}_{1}+\vec{S}_{2}$. The direction of $\vec{J}$ will remain constant even at PN2.5 order where dissipative effects from the radiation-reaction force are present, and these dissipative effects will only decrease the amplitude of the total angular momentum.

## 4

## BINARY SUPERMASSIVE BLACK HOLES

Hierarchical galaxy formation models have established that massive galaxies are formed through a series of galactic mergers (White and Rees, 1978; White and Frenk, 1991). Since these events are crucial components for standard galaxy evolution models, they are expected to be common throughout the Universe. The question that arises then, is what happens to the massive black holes hosted within these galaxies. The natural assumption is that SMBHs would form binary systems, similar to stellar mass black holes, and eventually coalesce, emitting a burst of GWs in the process. In fact, in Ch. 2, this was named as one of the principal mechanisms by which SMBHs can grow in mass. In the previous chapter, I have further expanded on this, by detailing the theoretical framework of GW emission of SMBH binaries, and the observational efforts that plan to detect these signals. However, what was omitted from the discussion so far, was how pairs of SMBHs evolve, starting from $\sim$ kpc separations during a galactic merger, down to sub-pc separations when their GW emission would become detectable. Therefore, the primary focus of this chapter will be to answer this question.

In this chapter, I will start by giving an overview of electromagnetic observations of dual and multiple AGN systems and close SMBH binaries. Then, I will proceed to introduce the theoretical framework of the evolution of SMBHs in merging nuclei. I will introduce the three main phases of SMBH binary coalescence, and discuss the theoretical bottleneck termed the Final Parsec Problem (FPP) and its possible solutions. Finally, I will give a detailed overview of the study of Khan et al. (2016)(hereafter Kh16), which served as the basis for much of the work in this thesis.

### 4.1 ELECTROMAGNETIC OBSERVATIONS

The topic of electromagnetic observation of dual SMBHs is vast and beyond the scope of this work. Only a brief overview will be given here, and the reader is referred to recent reviews on this topic for further details (De Rosa et al., 2019; Bogdanović, 2015). The topic can be distinguished between two main aspects. Namely, the observation of dual and multiple AGN at separations of $\approx 1 \mathrm{kpc}$ from each other, and the observation of bound SMBH systems at sub-parsec separations. In both cases however, despite large observational efforts, only a small number of detections have been confirmed so far, due to various difficulties involved with the observations. This has limited the ability to make robust comparisons with theoretical models
and gives even more importance to current and future GW detection efforts (De Rosa et al., 2019).

The observation of dual AGN at kpc separations have proven difficult for several reasons. The first is the insufficient angular resolution required to distinguish both AGN at these separations (the angular separation is comparable to $\sim 1$ arcsecond at $z \approx 0.05$, Li et al. 2021). The second is due to the large amount of dust present in merging environments, which results in the obscuration of the source, posing a problem for optical observations. Additionally, observations in the radio domain of the spectrum may have difficulty in distinguishing AGN from star formation processes. This issue is further exacerbated by the fact that only $10 \%$ of AGN emit in the radio at all (De Rosa et al., 2019). Instead, X-ray and mid-infrared observations have proven valuable in tackling the issue, combined with optical and radio surveys. In cases where limiting spatial resolution prevents the detection of separate sources, spectroscopy can be used to distinguish separate kinematic sources by detecting double-peaks in their emission lines. Nevertheless, the appearance of new methods and improved techniques is proving effective in identifying dual (e.g. Foord et al., 2019, 2020) and triple systems (Kollatschny et al., 2020; Foord et al., 2021). It is expected that future missions in different parts of the electromagnetic spectrum would increase the number of candidates by orders of magnitude, and the combination of observations from different parts of the spectrum can be used to confirm those candidates (De Rosa et al., 2019).

The detection of close SMBH binaries at pc and sub-pc separations is even more challenging due to the even higher angular resolution necessary to identify separate sources. For example, a binary at separation of $\approx 1 \mathrm{pc}$ at redshift $z=0.2$ would require a resolution of 3 milliarcseconds (Bogdanović, 2015). These resolutions can only be accomplished in the radio domain using VLBI (Very-Long-Baseline Interferometry), making direct observations in other domains of the spectrum highly unlikely. The most well-known case detected with this method is in the radio galaxy $0402+379$, where two compact sources were identified at separation of $\approx 7 \mathrm{pc}$ (Rodriguez et al., 2006).

The presence of an SMBH binary can also be revealed with periodic or periodic-like variations in the photometric measurements of the source that match the orbital period of the binary. Accurate optical measurements in the light curves over long periods of time can detect quasi-periodic double peaks in the light curve pattern, which can then be used used to estimate the orbital period of the binary and put constraints on other orbital elements. However, this method is biased towards binaries with shorter orbital periods, on the order of 10 yr since then combining observational data from several decades can be used to observe the periodic behavior over several cycles (Bogdanović, 2015). The most well-known and studied case detected using this method is the blazar OJ 287, with observed light curve periodicity every 12 yr which is thought to host an eccentric SMBH binary with semi-major axis $a=0.05 \mathrm{pc}$ (Sillanpaa et al., 1988; Dey et al., 2019).

Another approach for detections is in detecting the Doppler shift of emission lines in AGN and quasars as a consequence of orbital motion of the binary. This method is similar to the one used for spectroscopic detections of stellar binaries and assumes that one or both of the SMBHs are actively accreting and with separate circumbinary disks, where the emission lines originate from. However this limits the detection range in terms of the binary orbital separation, since at higher orbital separations than the size of the emission region, the radial velocity variation of the black holes is indistinguishable from the motions within the emission region around it.

On the other hand, if the separation is considerably smaller than the size of the emission region, the emission region is subjected to the combined gravitational potential of both black holes, rather than each black hole individually. As a result, in this case there would only be a single, combined emission region, preventing detection of motions of the individual black holes (Krolik et al., 2019). Therefore, the detection range with this method translates to separations of about $\sim 0.01-0.1 \mathrm{pc}$ for binaries with total mass $10^{7}-10^{8} \mathrm{M}_{\odot}$ (De Rosa et al., 2019). Additionally, the observed Doppler shift can be caused by other mechanisms as well, making additional complimentary observations necessary to provide confirmation of the candidates.

### 4.2 DYNAMICAL EVOLUTION OF SMBH BINARIES

Galaxy mergers are violent processes during which the shape and properties of the merging galaxies can be drastically changed. During a major galaxy merger, the gravitational potential starts to rapidly vary in time, causing significant energy changes in the stellar orbits which can completely change the orbital structure of the galaxy in a process called violent relaxation. The resulting redistribution of gas can trigger significant bursts of star formation as the system settles into a new equilibrium configuration, termed the galaxy merger remnant (hereafter GMR). The SMBHs which were originally hosted at the center of each galaxy now find themselves in the violently relaxed core of the newly merged galaxy, eventually forming a Keplerian binary system and either merging in a burst of GWs, or continuing to exist as a stalled binary. Famously, Begelman et al. (1980) described the dynamical evolution of the SMBH pair following a galaxy merger, distinguishing three main phases:

1. Pairing phase: At the onset of the merger, both SMBHs are surrounded by a dense stellar system denoting the central cores or cusps of their respective galaxies. During the merger the cusps sink towards the center of the remnant due to the effect of dynamical friction from the background stars, gas and dark matter. The individual cusps subsequently merge and undergo violent relaxation on a characteristic galaxy timescale. The black holes themselves sink towards the center of the gravitational potential due to dynamical friction and once they enter each other's sphere of influence, they form a stable Keplerian binary system.
2. Stellar hardening phase: As the separation between the black holes decreases, dynamical friction becomes less and less effective. As effects from dynamical friction decrease, the binary starts to experience many strong three-body interactions with incoming stars that cross its orbit. Via the gravitational slingshot effect, the interacting star extracts energy and angular momentum from the binary, thereby increasing its own kinetic energy and is then ejected from the binary surroundings.
3. Gravitational wave inspiral: The stellar three-body interactions bring the binary to sub-pc separations, where effects from GW emission start to become measurable. The GW emission effectively takes away energy and angular momentum from the binary, rapidly bringing it to coalescence.

While the presence of gas can significantly affect the SMBH binary inspiral, it is omitted from the discussion at this point since the focus of the thesis is on dynamical, stellar hardening of the binary. The effect of gas, and other hardening mechanisms will be further discussed in Sec. 4.4. Let us now investigate each of the above phases in more detail:

### 4.2.1 Pairing phase

## Dynamical friction

The driving mechanism behind the pairing of two SMBHs following a galactic merger is the effect of dynamical friction. Dynamical friction is a well-known process that is crucial not just for SMBH pairing, but also for the orbital inspiral of satellite galaxies and mass segregation in star clusters. Chandrasekhar was the first to derive the theory of dynamical friction by examining the motion of a massive body embedded in an infinite, homogeneous, isotropic field of stars (Chandrasekhar, 1943). The field stars interact with the massive body as it moves throughout the field via small-angle scattering events and are deflected as a result. The deflected stars then form an overdensity of stars behind the massive body known as the gravitational wake. The massive body then feels a drag force from the wake opposite to the direction of its movement, resulting in the decrease in acceleration of the massive body, and therefore loss of energy and angular momentum. This drag force is opposite in the direction of the velocity vector of the massive body and is expressed by the Chandrasekhar dynamical friction formula (Binney and Tremaine, 1987):

$$
\begin{equation*}
\frac{d \vec{V}}{d t}=-\frac{16 \pi^{2}}{3} \ln \Lambda G^{2}(M+m) \frac{\int_{0}^{V} f(v) v^{2} d v}{V^{3}} \vec{V} \tag{4.1}
\end{equation*}
$$

where $\vec{V}$ and $M$ are the velocity vector and mass of the massive object affected by the drag force. $m$ and $v$ are the mass and velocity of a field star and $f(v)$ is the distribution function of field stars. In the above equation, $\Lambda$ is a factor known as the Coulumb logarithm, and is defined as:

$$
\begin{equation*}
\Lambda=\frac{b_{\max }}{b_{\min }} \tag{4.2}
\end{equation*}
$$

where $b_{\max }$ and $b_{\text {min }}$ are the maximum and minimum impact parameters for the gravitational encounters. For numerical studies, it is common to choose $b_{\min }$ as the value of the gravitational softening of the encounter (see Ch. 5), while the value of $b_{\max }$ is taken to be the typical length scale of the system. If $M \gg m$ and if the velocity distribution is Maxwellian, Chandrasekhar's formula takes the following, commonly used form:

$$
\begin{equation*}
M \frac{d \vec{V}}{d t}=-\frac{4 \pi^{2} \ln \Lambda G^{2} M^{2} \rho}{V^{3}}\left[\operatorname{erf}(X)-\frac{2 X}{\sqrt{\pi}} e^{-X^{2}}\right] \tag{4.3}
\end{equation*}
$$

where $\rho$ is the background density, $X=V /(\sqrt{2} \sigma)$ is the ratio of the velocity of the massive body and the velocity dispersion and erf is the error function. However, it should be noted that Chandrasekhar's formula makes some vastly simplifying assumptions, most notably the assumption of an infinite, isotropic and homogeneous background. Realistic galactic environments violate these assumptions since the background density is not homogeneous and isotropic, and the velocity distribution is not Maxwellian and isotropic (Arca-Sedda and Capuzzo-Dolcetta, 2014). Additionally, $\Lambda$ can significantly vary with the distance from the galactic center (Just et al., 2011) and additional semi-analytical models may need to be employed to properly model dynamical friction in rotating disks (Bonetti et al., 2020a, 2021) Despite these limitations, this formula has been proven to work remarkably well in a variety of different astrophysical contexts and is therefore widely used to estimate inspiral timescales of massive bodies such as black holes and satellite galaxies due to dynamical friction.

CHAPTER 4. BINARY SUPERMASSIVE BLACK HOLES

## Dynamical friction in galaxy mergers

During a galaxy merger the SMBHs which reside in the centers are embedded within the central cusp of each galaxy. At first the effect of dynamical friction on an SMBH is amplified due to the massive cusps surrounding it, which interacts with the surrounding matter as a single massive entity. Over time, the central cusp is stripped away by tidal forces, leaving isolated, wandering SMBHs. When this happens, the effect of dynamical friction diminishes and the inspiral slows down, since the drag force is proportional to the squared mass of the inspiraling body (Eq. 4.3). Nevertheless, eventually their separation will sufficiently decrease for the SMBHs to become bound and form a Keplerian binary system. This happens at separations comparable to the influence radius of the black holes $r \sim r_{\text {infl }}$, defined as:

$$
\begin{equation*}
r_{\mathrm{infl}}=\frac{G M_{\mathrm{BH}}}{\sigma^{2}} \tag{4.4}
\end{equation*}
$$

where $M_{\mathrm{BH}}$ is the combined mass of the two black holes and $\sigma$ is the one-dimensional velocity dispersion of the surrounding stars. An alternative definition of the influence radius, which I adopt throughout the thesis, is the radius at which the enclosed mass of stars is equal to twice the combined mass of the black holes:

$$
\begin{equation*}
M_{*}\left(r<r_{\mathrm{infl}}\right)=2 M_{\mathrm{BH}} . \tag{4.5}
\end{equation*}
$$

At this point the first phase of the SMBH binary evolution ends, and the newly-formed binary is often referred to as a soft binary since its binding energy per unit mass is still smaller than $\sim \sigma^{2}$.

The timescale of the dynamical friction inspiral of the SMBHs depends on their mass, velocities and the properties of the system. In minor mergers such as mergers with satellite galaxies with galaxy mass ratios $1: 10$, the individual cusp of the smaller galaxy will be tidally disrupted much faster, leaving behind an exposed SMBH and prolonging the inspiral timescale. However, if the satellite galaxy has a very compact central cusp, it can resist the tidal disruption and as a result amplify the effect of dynamical friction on the SMBH. If there is a significant fraction of gas present, it can be funneled towards the center and trigger a burst of star formation, increasing the density of the core which can resist the tidal forces (Callegari et al., 2009, 2011), resulting in successful pairing of the black holes. The presence of galactic bars makes the evolution more stochastic, and can result in either a faster decay, or a complete ejection of the SMBH (Bortolas et al., 2020, 2021). If the central remnant has a core with a mostly flat density profile, the core becomes harmonically stable and the effect of dynamical friction essentially drops to zero (Read et al., 2006) and the black hole will stall at separations comaparable to the core radius (Antonini and Merritt, 2012). This can then result in damped oscillatory motion of the SMBH and the density center, where the timescale for the damping of the oscillations may exceed Hubble time (Gualandris and Merritt, 2008). Studies of cosmological simulations have also found that the fraction of stalled binaries may be as high as $40 \%$ (Kelley et al., 2017a; Kulier et al., 2015). Bortolas et al. (2020) suggested that at higher redshift, dynamical friction may not be the main driver of SMBH pairing, but rather global gravitational torques. In any case, the higher than expected number of wandering SMBHs in galaxies could then be observed as luminous X-ray sources, offset from the center of the galaxy (McWilliams et al., 2014).

### 4.2.2 Stellar hardening

The newly formed SMBH binary formed at the end of the previous phase can now be characterized in terms of some well-known Keplerian properties. Let us assume the binary consists of SMBHs with masses $M_{1}$ and $M_{2}$, where $M_{1}$ is the more massive $\mathrm{SMBH}, M_{1}>M_{2}$. The mass ratio of the binary is then defined as $q=M_{2} / M_{1} \leq 1$. As above, we denote with $M_{\mathrm{BH}}=M_{1}+M_{2}$ the total mass of the binary, and $\mu=M_{1} M_{2} / M_{\mathrm{BH}}$ represents the reduced mass. The orbital energy of the binary can then be expressed in terms of its semi-major axis (Binney and Tremaine, 1987):

$$
\begin{equation*}
E_{b}=-\frac{G M_{1} M_{2}}{2 a}=-\frac{G \mu M_{\mathrm{BH}}}{2 a}<0 . \tag{4.6}
\end{equation*}
$$

Since the binary is bound, the binary orbital energy must be negative. The orbital angular momentum then takes the form of (Merritt, 2013a):

$$
\begin{equation*}
L=\mu\left[G M_{\mathrm{BH}} a\left(1-e^{2}\right)\right] \tag{4.7}
\end{equation*}
$$

where $e$ is the orbital eccentricity. The energy and angular momentum are often expressed in terms of the specific energy and angular momentum:

$$
\begin{equation*}
\epsilon_{\mathrm{b}}=\frac{E_{\mathrm{b}}}{\mu}, \quad l=\frac{L}{\mu} . \tag{4.8}
\end{equation*}
$$

For a circular binary, when $e=0$ the relative velocity of the two SMBHs takes the form of the circular velocity:

$$
\begin{equation*}
V_{\mathrm{circ}}=\sqrt{\frac{G M_{\mathrm{BH}}}{a}} . \tag{4.9}
\end{equation*}
$$

If the binary is eccentric, $e>0$, the closest and farthest approaches of the binary are defined by the apocenter and pericenter, respectively:

$$
\begin{equation*}
r_{\mathrm{a}}=a(1+e), \quad r_{\mathrm{p}}=a(1-e) \tag{4.10}
\end{equation*}
$$

At this point in time, dynamical friction continues to drive the SMBH inspiral, although it becomes less and less effective. Instead, the dominant mechanism of energy loss becomes close three-body interactions with individual stars. Namely, it can also happen that individual stars, of mass $m_{*}$, cross the binary orbit, resulting in a three-body scattering event. Three body interactions are complex and chaotic interactions, which will most likely result in the ejection of the incoming star. Then the encounter can go in two different ways:

- The incoming star with velocity $v_{i}$ can extract orbital energy from the binary, and as a result, get a boost in its own kinetic energy so that $v_{\mathrm{f}}>v_{\mathrm{i}}$ and is then scattered out to spatial infinity. As a result of the exchange, the orbital energy of the binary further decreases $E_{\mathrm{b}, \mathrm{f}}<E_{\mathrm{b}, \mathrm{i}}$ and the binary semi-major axis shrinks. This effect is known as the gravitational slingshot effect, often used in the context of artificial satelites.
- The incoming star loses some kinetic energy, so that $v_{i}>v_{f}$. As a result, the binary increases its orbital energy $E_{\mathrm{b}, \mathrm{i}}<E_{\mathrm{b}, \mathrm{f}}$, and the binary orbit widens. After the exchange, if the total energy of the star is higher than the binary orbital energy, it will still be ejected away, despite losing energy in the interaction.

While it is possible that a three-body encounter results in an exchange, so that body $M_{2}$ is
ejected, and a new binary with bodies $M_{1}$ and $m_{*}$ is formed, in the context of SMBH binaries, this is not expected since it usually happens when $M_{2}<m<M_{1}$, which is not true in our case.

The type of interaction according to the above two distinctions depends on the hardness of the binary, namely the ratio of its orbital velocity $V$ to the one-dimensional velocity dispersion of the stars $\sigma$. In this regard, we can distinguish between hard and soft binaries. A binary is then called hard when:

$$
\begin{equation*}
-E_{\mathrm{b}} \geq \frac{1}{2} m \sigma^{2} . \tag{4.11}
\end{equation*}
$$

In turn, a binary is called soft if the above relation is not fulfilled. When a binary is soft, its two components still largely interact with surrounding stars as individual bodies, and not as a single entity (Merritt, 2013a). Heggie's law states that averaged over a large number of interactions, soft binaries tend to become softer, meaning that they tend to gain energy during three-body interactions. Similarly, hard binaries tend to become harder, meaning that they tend to lose energy during three-body interactions (Heggie, 1975). Another, more robust definition of hard binaries is often used, where the binary can be considered hard if the semi-major axis satisfies the relation (Quinlan, 1996):

$$
\begin{equation*}
a \leq a_{h}=\frac{G M}{4 \sigma^{2}} . \tag{4.12}
\end{equation*}
$$

In the soft binary regime, when $a_{h}<a<r_{\text {inf }}$ both dynamical friction and three-body interactions play a role in the SMBH binary energy loss, therefore this can be seen as an additional, intermediate phase of SMBH binary evolution. When $a \leq a_{h}$, however, dynamical friction becomes no longer effective and the dominant mechanism of energy loss for the binary is solely through the three-body gravitational slingshot effect, referred to as stellar hardening.

Stars that come within several $a$ can interact strongly with the binary, since those stars will feel the gravitational interaction from both of the SMBHs, and not just as a single massive body. Even if the interaction results in the decrease in energy of the star, the star would likely remain in the binary surroundings, where it would come back for subsequent interactions before being ejected, extracting energy from the binary (Sesana et al., 2008). An example of this interaction is shown on Figure 4.1. Typically, a star will primarily interact with the less massive SMBH, $M_{2}$, since the more massive black hole acts as a fixed potential. After the energy exchange, the change in the specific energy of the star is given as (Merritt, 2013a):

$$
\begin{equation*}
\Delta \epsilon_{*} \approx\left(\frac{M_{2}}{M}\right) V_{\mathrm{circ}}^{2}, \tag{4.13}
\end{equation*}
$$

under the assumption of a circular binary. Then, a dimensionless coeffiecient can be defined which denotes the energy change of the binary (Hills, 1983):

$$
\begin{equation*}
C=\frac{M}{2 m_{*}} \frac{\Delta \epsilon_{\mathrm{b}}}{\epsilon_{\mathrm{b}}}=\frac{a \Delta \epsilon_{*}}{G \mu} . \tag{4.14}
\end{equation*}
$$

Scattering experiments of isolated three-body interactions have been crucial to constraining the value of $C$ for different binary configurations, finding that the value of $C$ is on the order of unity (Quinlan, 1996; Sesana et al., 2006). After the interaction the star gets a velocity kick comparable to the binary orbital velocity. For hard binaries, this kick is likely sufficient to eject the star beyond the influence radius of the binary, making it unlikely that the star would return for a repeated interaction.


Figure 4.1: An example of a multiple interaction and subsequent ejection of stellar particle obtained in a scattering experiment. The mass ratio $q$ and binary eccentricity $e$ are denoted in the top right corner. The initial eccentricity of the star is denoted by $e_{*}$. The binary orbit is denoted by dashed lines, and the position of the more massive black hole is denoted by a dot. The zoom-ins at the lower-left corner show the moment of scattering of the star. Image credit: Sesana et al. (2008).

The secular changes in the binary semi-major axis due to many three-body encounters can then be defined as the dimensionless binary hardening rate:

$$
\begin{equation*}
H=\frac{\sigma}{G \rho} \frac{d}{d t}\left(\frac{1}{a}\right), \tag{4.15}
\end{equation*}
$$

where $\rho$ is the stellar density and $\sigma$ the one-dimensional velocity dispersion. In N -body studies, the hardening rate is often expressed as $s=d a / d t$ due to ease of computation of the parameter. The hardening rate of a binary is roughly constant, and only weakly depends on the mass ratio of the black holes (Quinlan, 1996).

Two more dimensionless parameters can be introduced to characterize the binary evolution. These are the rate of mass ejection $J$ and rate of eccentricity change $K$ :

$$
\begin{equation*}
J=\frac{1}{M_{\mathrm{BH}}} \frac{d M_{\mathrm{ej}}}{d \ln (1 / a)} \quad \text { and } \quad K=\frac{d e}{d \ln (1 / a)}, \tag{4.16}
\end{equation*}
$$

where $M_{\mathrm{ej}}$ is the total mass of ejected stars.
The changes in the binary eccentricity denoted by the parameter $K$ are a consequence of the change in the angular momentum of the binary, or more specifically, the amplitude of its angular momentum. The positive or negative change in eccentricity depends on whether the incoming orbits are prograde or retrograde with respect to the binary. While the population of prograde and retrograde orbits depends on the degree of rotation in the system, in most cases, evolution results in an increase in eccentricity, when $K \geq 0$. For equal mass binaries with $e=0.75$, the value of $K$ grows as the binary hardens, reaching $K \approx 0.2$. However, when $e=0$ and $e=1$, the value of $K$ falls to zero (Merritt, 2013a).

The three dimensionless parameters $H, J$ and $K$ are constrained by fits performed using scattering experiments (Quinlan, 1996; Sesana et al., 2006, 2008, 2011; Rasskazov and Merritt, 2017; Rasskazov and Kocsis, 2019; Bonetti et al., 2020b). However, scattering experiments often assume an infinite supply of closely interacting stars, which may not be the case in realistic nuclei, which will be further discussed in the next section.

### 4.2.3 Gravitational wave inspiral

Once the separation of the black holes decreases to about $a \sim 0.001-0.01 \mathrm{pc}$, either by stellar hardening or some other process, the GW emission becomes the dominant mechanism of energy loss. The GW emission proceeds according to the analytical formulas described in the previous chapter (Eqs 3.18 and 3.33) and the binary is quickly brought to coalescence on a Peters timescale (Peters, 1964):

$$
\begin{equation*}
T_{\mathrm{GW}}=\frac{5}{256} \frac{c^{5} a_{0}^{4}}{\left.G^{3} M_{1} M_{2} M_{\mathrm{BH}} f\left(e_{0}\right)\right)} \tag{4.17}
\end{equation*}
$$

where $a_{0}$ is the initial semi-major axis and $f\left(e_{0}\right)$ is expressed as:

$$
\begin{equation*}
f(e)=\left(1+\frac{73}{24} e^{2}+\frac{37}{96} e^{4}\right)\left(1-e^{2}\right)^{-7 / 2} \tag{4.18}
\end{equation*}
$$

This timescale can be rewritten in a simpler form, under the assumption of a circular binary (Gualandris et al., 2017):

$$
\begin{equation*}
T_{\mathrm{GW}} \approx 5.8 \times 10^{8}\left(\frac{a}{10^{-3} \mathrm{pc}}\right)^{4}\left(\frac{10^{6} \mathrm{M}_{\odot}}{M_{\mathrm{BH}}}\right)^{3} \mathrm{yr} \tag{4.19}
\end{equation*}
$$

While the standard Peters timescale has remained in widespread use, recent studies introduced PN1 pertubation and eccentricity evolution correction factors to the Peters timescale, with the full expression given as (Zwick et al., 2020, 2021):

$$
\begin{equation*}
T_{\mathrm{GW}}^{\prime}=T_{\mathrm{GW}} 8^{1-\sqrt{1-e_{0}}} \exp \left(\frac{2.5 r_{\mathrm{sch}}}{a_{0}\left(1-e_{0}\right)}\right), \tag{4.20}
\end{equation*}
$$

where $r_{s c h}$ is the effective Schwarzschild radius of the binary.
The merger itself will form a new SMBH, which will receive a velocity recoil kick ranging up to $5000 \mathrm{~km} / \mathrm{s}$ (Campanelli et al., 2007; Lousto and Zlochower, 2007; Lousto et al., 2012; Nasim et al., 2020). These kicks can result in the SMBH being ejected out of its core region, leading to oscillatory motion through the central region which will be slowly damped by dynamical friction (Gualandris and Merritt, 2008).

### 4.3 FINAL PARSEC PROBLEM

During the stellar hardening phase, the black holes will quickly clear the inner region from loss cone stars on radial orbits in an effect known as core scouring. The ejected stars will cause a mass redistribution within the inner region, comparable to $r_{\text {inff }}$. As a result, the stellar density within the inner region will decrease, and the density profile will flatten, resulting in a core rather than a cusp profile. This effect is supported by observational evidence in massive elliptical galaxies, which demonstrate flat inner regions in their light profiles (e.g. Rusli et al., 2013; Dullo
et al., 2017). The radius of the core is correlated with the mass of the black hole and is typically $r_{c} \sim 50-500 \mathrm{pc}$, but can range up to kpc scales (Rantala et al., 2018). The ejected stars within the inner $\sim r_{\text {infl }}$ correspond to the low angular momentum stars and their ejection will leave a gap in the phase space structure of the galaxy. As discussed in section 2.5.2, in equilibrium spherical systems the only mechanism of loss cone refilling is via two-body relaxation effects. The time required for refilling the loss cone can range up to $10^{10} \mathrm{yr}$ in bright elliptical galaxies (Merritt and Wang, 2005). With the loss cone section of phase space largely empty at a given time, the SMBH binary will harden in this empty-loss cone regime, leading to stalling at parsec separations. In this regime, GW emission is not significant enough to efficiently extract energy from the binary leading to merger timescales of the SMBH binary times longer than the Hubble time. This issue is widely known in the literature as the Final Parsec Problem.

The FPP arose as a theoretical bottleneck at the start of the $21^{\text {st }}$ century as a result of numerical studies that investigated loss cone refilling mechanisms. Under the assumption of collisional loss cone refilling mechanisms in spherical galaxies, the hardening rate of the binary, and therefore the loss cone refilling rate should scale with the number of particles in the simulation $T_{\text {rel }} \sim N$. However, in order to achieve this, a sufficiently high number of particles needs to be used so that the relaxation time is much longer than the dynamical time of the system (Vasiliev, 2016). Early studies, such as Milosavljević and Merritt (2001) reported hardening rates independent of the number of particles $N$, pointing to the full loss cone hardening regime. However, Milosavljević and Merritt (2003a) reported that this was due to insufficient particle numbers employed, and that particle numbers on the order of $N \lesssim 10^{6}$ are required to avoid artificial effects originating from low particle numbers. Berczik et al. (2005) utilized the parallel computation ability of GRAPE cards (see description in Ch. 5) to generate Plummer models of $N \sim 0.5 \times 10^{6}$ particles. They found that the hardening rate strongly depends on N , as expected from collisional loss cone repopulation (see Fig. 4.2 ). The binaries were found to be in the empty loss cone regime, suggesting that it is unlikely that SMBH binaries would merge within a Hubble time in gas-poor mergers.

The prospect of stalling SMBH binaries would pose a problem for models of efficient SMBH growth through mergers, as well as future GW searches from these systems. Furthermore, observational evidence suggests short coalescence times when compared to the Hubble time, due to the proportionally low number of detected periodic motions of the binary in galactic nuclei.

### 4.4 SOLUTIONS TO THE FINAL PARSEC PROBLEM

Today, the FPP is usually thought of as a relic of the past, and a consequence of idealized approximations that do not necessarily reflect realistic galaxies. In recent years a number of physical effects have been discussed as potential solutions to the FPP. Here, I will discuss the main processes which can effectively resolve the FPP and lead to effective SMBH hardening up to the GW-dominated regime.

### 4.4.1 Collisionless loss cone refilling

One mechanism of resolving the FPP is through collisionless loss cone refilling, which is explored in more detail in Ch. 7 of this thesis. In spherical nuclei, the only way to repopulate the loss cone is through collisional relaxation effects. However, as discussed in Sec. 2.5.3


Figure 4.2: Mean binary hardening rates as a function of particle number in idealized, spherical Plummer models. Crosses show the theoretical predictions, while circles correspond to results from simulations (open circles correspond to a more massive binary, while filled circles represent a low mass binary). The lines are obtained as least square fits to the data. Image credit: Berczik et al. (2005).
the situation is quite different in axisymmetric or triaxial nuclei, when the notion of spherical symmetry is abandoned. Giant elliptical galaxies are largely thought to be triaxial in shape, and galactic mergers can drastically change the shape of the remnant, even if the original host galaxies were spherical. Therefore, there is no physical justification for restricting the problem to only spherical cases.

Merritt and Poon (2004) constructed self-consistent triaxial models with a central SMBH to investigate collisionless loss cone refilling rates. They found that presence of centrophilic chaotic orbits coming from outside of the influence radius resulted in feeding rates of the SMBH consistent with the full loss cone regime. As a result, they estimated that chaotic orbits corresponding to only a few percent of galaxy's mass were sufficient to overcome the FPP and lead to coalescence of an SMBH binary. Berczik et al. (2006) were the first to perform full direct N -body simulations in rotating, non-axisymmetric galaxy models. They found no dependence on N in the hardening rates, pointing to collisionless loss cone repopulation. This suggested that the stalling of the binaries observed in previous studies was a consequence of idealized models assuming spherical symmetry, and that more realistic galaxy models provide a natural way to repopulate the loss cone via purely dynamical means. Preto et al. (2011) and Khan et al. (2011) started from spherical galaxy models, but found that the merger naturally results in a triaxial galaxy merger remnant. They found that even a mild amount of triaxiality was sufficient to bypass the FPP, showing higher hardening rates with respect to purely spherical merger remnants. The efficient hardening of the binary suggested that prompt mergers of SMBH binaries might be common, even in the absence of gas torques. Additionally, Vasiliev et al. (2015) used a Monte Carlo method and Gualandris et al. (2017) used the fast multipole code GRIFFIN to investigate collisionless loss cone repopulation. Both studies found that even a slight deviation from axisymmetry is sufficient to resolve the FPP. In the case of axisymmetric galaxies however, the picture is less clear. A solution to the FPP was reported in the axisymmetric case for galaxies
in equilibrium (Khan et al., 2013), as well in rotating galaxies (Khan et al., 2020; Mirza et al., 2017; Holley-Bockelmann and Khan, 2015). On the other hand, Vasiliev et al. (2014) finds that axisymmetry alone is not enough, but that even small deviations from axisymmetry can lead to coalescence. Finally, Kh16, used cosmological simulation data as initial conditions for direct N -body simulations of the entire evolution of an SMBH binary, from formation until coalescence. They report a coalescence timescale on the order of $\sim 10 \mathrm{Myr}$, suggesting fast coalescence in gas-poor mergers. The system and results of this study are given in more detail at the end of this chapter.

### 4.4.2 Gas and accretion

So far the discussion has been restricted to purely dynamical SMBH binary hardening mechanisms. However, the presence of gas can impact the evolution of the binary in crucial ways. Following galaxy mergers, gas inflows can bring large quantities of gas to the very central region of the remnant (Mayer et al., 2007). This can lead to the formation of massive circumnuclear gaseous disks with radius of $\sim 100 \mathrm{pc}$ and thickness of $\sim 10 \mathrm{pc}$. As the binary hardens, the large amount of background gas in the circumnuclear disk can exert gravitational torques on the SMBH binary, accelerating its coalescence. Escala et al. (2005) found that the effect of the torques was sufficient to bring the binaries to coalescence for different model parameters within $\mathrm{a} \sim 10^{7}$ yr timescale. On smaller, sub-pc scales, gas inflows can form a common circumbinary accretion disk around the black holes. The gravitational torque from the motion of the SMBHs will open a cavity within the innermost region. Accretion onto the SMBHs is then driven by streams, from the circumbinary disk, onto each SMBH, forming a mini-disk around it (Roedig and Sesana, 2014). As the black holes accrete, they can episodically eject clumps of gas outward, injecting angular momentum into the circumbinary disk. Due to its dissipative nature, gas is very efficient in angular momentum transport, which is then transported outward throughout the disk, leading to the shrinking of the binary orbit. Cuadra et al. (2009) found that the circumbinary disk can dominate the dynamics of the binary at sub-pc scales. As the binary separation decreases, the torque the binary exerts on the disk will be stronger, resulting in more efficient transfer of angular momentum. They found that this mechanism is sufficient to coalesce the black holes within a Hubble time if the mass of the binary is $M \leq 10^{7} \mathrm{M}_{\odot}$. Roedig and Sesana (2014) investigated the impact of a retrograde self-gravitating circumbinary disk on the binary orbital parameters. They found no effect on the disks being prograde or retrograde on the evolution of the binary semi-major axis. They also found that the gas flows ejected back into the disk followed the dynamics of three-body scattering.

It can occur that gas clumps can detach from the circumnuclear gaseous disk and infall radially towards the center, potentially forming molecular clouds along the way. This can result in incoherent, episodic infall of the gas towards the binary from arbitrary directions. The infalling gas clumps can boost the binary accretion rate, as well as affect the binary dynamics. Goicovic et al. (2017) simulated the infall of a single molecular cloud towards the binary. They found that the shrinking of the hardening rate of the binary depends on initial orbital configurations with the molecular cloud, as well as with the fraction of total mass acrreted. Goicovic et al. (2018) explored the issue further, by simulating a larger number of stochastic infall events of gas clumps. They found mass accretion is significantly enhanced following the infall and that the gravitational torques are efficient in transporting outward the angular momentum lost by the binary by slingshots of gaseous streams following the infall. This makes this mechanism a
viable option to circumventing the FPP. Finally, Souza Lima et al. (2020) followed the evolution of the binary over scales of hundreds of parsecs, from the large cicrumnuclear disk scales, down to the circumbinary scales. They found the decay of the binary to be rather stochastic, and dependent on various model parameters. Nevertheless, they identified three distinct phases during the decay, resulting in efficient hardening down to scales where GW emission becomes dominant.

### 4.4.3 Massive stellar perturbers

Perets and Alexander (2007) showed that the presence of massive perturbers, such as giant molecular clouds or stellar clusters in galactic nuclei can significantly shorten the relaxation timescale in the inner region, driving stars onto loss cone orbits and resulting in binary merger timescales within a Hubble time. Bortolas et al. (2018b) investigated the effect of a massive stellar cluster infalling on a SMBH binary with parsec scale separations. They placed the stellar cluster on radial and eccentric orbits, and in orbits perpendicular and coplanar with respect to the SMBH binary orbital plane. They found that clusters placed on eccentric orbits do not measurably increase the hardening rate, while clusters on radial orbits can result in effective refilling of the loss cone when the cluster becomes tidally stripped. Similarly, Arca Sedda et al. (2019) explored repeated interactions of a globular cluster with an SMBH binary. They found that the interactions with a cluster on a retrograde orbit can significantly impact the orbital parameters of the binary, such as a rise in eccentricity, resulting in shorter merger timescales. The disruption of the cluster repopulated the loss cone phase space, and repeated interactions with the cluster would cause the binary to coalesce within a Hubble time in the case of when the total mass of the binary is $M=10^{7} \mathrm{M}_{\odot}$. While the disruption of stellar clusters is not expected to be a common occurrence, this mechanism does provide a way to boost SMBH hardening in a system where it would otherwise stall.

### 4.4.4 Triple systems

When a binary stalls within a merger remnant, it is reasonable to assume that during the binary lifetime, the galaxy would experience another merger which would bring in a third massive black hole into the system, forming a massive black hole triplet. The evolution of such a three-body system would be highly chaotic and dependent on initial conditions. In all but some special cases, the triple system would be unstable and would result in the ejection in one of the black holes (usually the ejected black hole would be the least massive one), leaving behind a two-body Keplerian binary. The single-binary interactions before the ejection of the third body could then increase the orbital eccentricity of the surviving binary, thus significantly shortening the GW inspiral timescale, since GW emission is much more effective for higher eccentricities. When combined with other hardening mechanisms, such as stellar hardening or gas torques, this could lead to the coalescence of the surviving binary within a Hubble time.

Another method of increasing the eccentricity is via Kozai-Lidov oscillations (Kozai, 1962; Lidov, 1962). Namely, in the case when the black holes form a hierarchical triple system, with a well-defined inner binary and an outer black hole, Kozai-Lidov resonances can induce periodic variations in the orbital elements of the inner binary, including the eccentricity. Similar to the previous mechanism, the growth in eccentricity can significantly shorten GW-induced merger timescales.

Iwasawa et al. (2006) placed three SMBH particles in a single galaxy model and inves-
tigated their subsequent evolution. They found that if the triple orbits are coplanar, the inner binary hardens through binary-single interactions, while in the non-coplanar case, Kozai-Lidov oscillations of eccentricity drive the hardening rate. They found that in most cases the inner binary mergers before the ejection of the third black hole, providing a potential solution of the FPP. However, they found also a significant number of ejected SMBHs, which could potentially be detected as wandering black holes. Hoffman and Loeb (2007) investigated mergers between massive ellipticals at high redshift. They also found a high fraction of merging SMBHs supporting triplets as a valid solution to the FPP, but for smaller mass black holes an ejection is more likely leaving behind an uncoalesced binary. On the other hand, Tanikawa and Umemura (2011) found that including precession effects arising from the PN1 correction to the equations of motion destroys the Kozai-Lidov resonances, making this mechanism ineffective in incresing the binary eccentricity. However, the single-binary interactions could still bring the binary to coalescence. Finally, Bonetti et al. (2018) used a three-body PN-corrected integrator (Bonetti et al., 2016) to investigate triplet evolution for a variety of mass ratios and for black hole masses of $10^{5} \mathrm{M}_{\odot} \leq M \leq 10^{10} \mathrm{M}_{\odot}$, giving a comprehensive overview of the parameter space. They found the merger fraction to be $30 \%$, with the vast majority of mergers induced during the single-binary interaction, while $1 / 5$ of mergers were delayed following the ejection of the third black hole. They investigated the importance of Kozai-Lidov oscillations and found they are successful at inducing the merger, except for low mass ratios between the inner and outer binary, when the resonances are destroyed by the 1PN term, resulting in a failure of the binary to merge. The above mentioned results solidify triple interactions as a viable solution to the FPP, especially when combined with other mechanisms.

### 4.4.5 Other effects

Along with above described solutions to the FPP, several other approaches have been put forth that may influnence the SMBH binary orbital evolution. Brownian motion of the SMBH binary can result in additional diffusion of stars in the loss cone (Bortolas et al., 2016). Additionally, the presence of a rotating stellar cusp can affect the SMBH binary properties, as well as its interactions with incoming stars (Rasskazov and Merritt, 2017; Wang et al., 2014; Li et al., 2012). Most recently, Ogiya et al. (2020) showed that tidal effects from merging nuclear star clusters can also significantly shorten the SMBH merger timescale. Additionally, the development of a galactic bar can significantly accelerate the inspiral (Bortolas et al., 2020). As a result from efficient collisionless loss cone refilling, as well as other effects listed above, merger timescales are now estimated to be $t_{\text {merger }} \lesssim 1$ Gyr (Biava et al., 2019; Khan et al., 2018b,c; Rantala et al., 2017).

### 4.5 KHAN ET AL. (2016)

Much of the work done in this thesis uses the system from Kh16 as a starting point, specifically chapters 5,6 and 7 . Therefore, in this section I will describe the results of the study and properties of the system in more detail. In that work, a massive galaxy merger at redshift $z \sim 3.5$ was identified and followed using the Argo cosmological simulation (see Fig. 4.3, Feldmann and Mayer, 2015; Fiacconi et al., 2015). At a time which we will refer to as the initial time $t_{\text {ini }}$ throughout the text, a static particle splitting procedure was performed in order to increase the particle number and two SMBH particles, with masses $M_{B H 1}=3 \times 10^{8} M_{\odot}, M_{B H 2}=8 \times 10^{7} M_{\odot}$, were introduced at the local minima of the gravitational potential of the galactic cores.


Figure 4.3: Mock photometric image of the galaxy group in the Argo cosmological simulation at $z=3.6$. The white circle marks the virial radius of the group halo and the green circles show the merging galaxies of interest. Panels on the right show the central galaxy of the group (top), and its merger companion (bottom). Image credit: Khan et al. (2016).

The system was evolved further using the GASOLINE code (Wadsley et al., 2004) and during the final stages of the merger, the galaxy merger remnant had a gas fraction of only $5 \%$. At time $t_{P N}=t_{i n i}+21.5 \mathrm{Myr}$ the remaining gas particles were turned into star particles, a spherical region of 5 kpc around the most massive SMBH was extracted, the softening was further reduced and the PN terms were turned on. At this stage, the separation between the black holes was $\sim 300 \mathrm{pc}$. The final particle number after these procedures was $N \sim 6 \times 10^{6}$ particles, consisting of $N \sim 6 \times 10^{6}$ particles, consisting of 2 SMBH particles, 414,414 dark matter particles, and $5,511,152$ star particles. The entire system has a mass of $9.18 \times 10^{10} M_{\odot}$, while the dark matter and typical stellar particle mass is $1 \times 10^{5} M_{\odot}, 9.1 \times 10^{3} M_{\odot}$, respectively. This system was then further evolved using the direct N -body code $\varphi$-GPU (Berczik et al., 2011). For more details on the simulation setup, I refer the reader to Kh16.

After the start of the direct N -body run, dynamical friction is efficient in bringing the black holes close enough to form a Keplerian binary within 2 Myr . A hard binary is subsequently formed within a Myr, and then the evolution of the binary is dominated by stellar interactions. The hardening phase continues for 8 Myr , after which the GW emission becomes important. Integration was continued until the merger of the SMBH particles 2 Myr later, induced by the PN corrections (up to order 3.5) in the equations of motion. On left panel of Fig. 4.4, the binary separation is shown as a function of time. The fast coalescence of the binary was attributed to a large population of stars on centrophilic orbits, since the merger remnant remained slightly triaxial throughout the run (see Fig. 4.4, middle panel). The evolution of the binary from its formation until coalescence was 10 Myr . This was the first study in the literature to model the entire evolution of a SMBH binary, starting from cosmological initial conditions, down to the Post-Newtonian plunge of the black holes.


Figure 4.4: Left: separation of the SMBH binary as a function of time. The different colored lines represent the hydrodynamical run (blue) and the direct N -body run without (red) and with PN corrections (green). Faded versions of the same lines represent the continuation of those respective runs. The horizontal line denotes the value of the softening in the hydrodynamical run. Middle: Ratios of the principal axes of the moment of inertia tensor as a function of radial distance. The different line styles correspond to different times. Right: Probability density function of the radial distance of stars with large energy changes. Different colors correspond to different times throughout the run. Image credit: Khan et al. (2016).

## NUMERICAL DESCRIPTION

The gravitational force dominates the distribution and evolution of all matter in the Cosmos across all but the smallest of scales. Under the influence of gravity, stars are brought together to form large-scale systems such as galaxies, clusters and planetary systems. To study these systems, we can think of them as collections of N massive bodies (or particles), where one such body moves under the influence of all the collective gravitational interactions coming from the other $\mathrm{N}-1$ massive bodies. This is known as the N -body problem, where the gravitational force exerted on body $i$ from body $j$ takes the form (Binney and Tremaine, 1987):

$$
\begin{equation*}
\vec{F}_{i, j}=-\frac{G m_{i} m_{j}\left(\vec{x}_{i}-\vec{x}_{j}\right)}{\left|\vec{x}_{i}-\vec{x}_{j}\right|^{3}}, \tag{5.1}
\end{equation*}
$$

where $G$ is the gravitational constant, $m_{i}$ and $m_{j}$ are the masses and $\vec{x}_{i}, \vec{x}_{j}$ are the position vectors of bodies $i$ and $j$, respectively. Then, we can write the collective gravitational force felt by body $i$ as the following sum:

$$
\begin{equation*}
\vec{F}_{i}=\sum_{\substack{j \neq i \\ j=1}}^{N-1} \vec{F}_{i, j}=-\sum_{\substack{j \neq i \\ j=1}}^{N-1} \frac{G m_{i} m_{j}\left(\vec{x}_{i}-\vec{x}_{j}\right)}{\left|\vec{x}_{i}-\vec{x}_{j}\right|^{3}} . \tag{5.2}
\end{equation*}
$$

In order to solve the problem, at each time we need to calculate the sum in Eq. 5.2 for particles $i=1, \ldots, N$.

Since we can relate the acceleration with the force with $\frac{\partial^{2} \vec{r}_{i}}{\partial t^{2}}=\vec{F}_{i} / m_{i}$, it is evident that the problem is a set of $N$ coupled, non-linear second order differential equations. These equations are not possible to solve by analytic means for $N>2$, and require numerical integration in order to find a solution. Additionally, special care must be taken to ensure accuracy as well as efficiency of the calculation, since at distances that approach zero the gravitational force diverges, leading to singularities as well as increasingly worse performances due to more frequent time integration required by close interactions. Therefore, in order to ensure physical results, commonly an additional parameter is introduced, termed the gravitational softening parameter, $\epsilon$. The softening represents the minimum relative distance the particles can reach in
the simulation, and therefore modifies the gravitational interaction in the following way:

$$
\begin{equation*}
\vec{F}_{i}=-\sum_{\substack{j \neq i \\ j=1}}^{N-1} \frac{G m_{i} m_{j}\left(\vec{x}_{i}-\vec{x}_{j}\right)}{\left.\left|\vec{x}_{i}-\vec{x}_{j}\right|^{2}+\epsilon^{2}\right)^{3 / 2}} \tag{5.3}
\end{equation*}
$$

As such, the softening length is a standard and crucial parameter in N -body modeling, and when appropriately chosen, can improve performance by preventing bottlenecks resulting from the formation of tight binary systems, without greatly sacrificing accuracy of the calculation.

In this chapter, I will detail three main force calculation approaches that are commonly used today in order to resolve the above described equations. Then, I will proceed by describing all of the different N -body codes which have been used in the research carried out for this thesis. This will serve as an introduction to the final part of the chapter, where I will present a series of numerical tests and benchmarks that I have performed using the novel N-body code $\varphi$-GRAPE-hybrid. I will give an overview of the optimal numerical parameters for use of $\varphi$-GRAPE-hybrid in galactic simulations. More specifically, I will discuss different maximum orders in the multiple expansion series, our analysis of optimal compilers, benchmarks and investigations of optimal numerical parameters for simulations of galactic nuclei, such as the softening, integration timestep and centering strategy.

### 5.1 FORCE CALCULATION

### 5.1.1 Direct $N$-body

The most straight-forward approach to solve the N -body problem is via direct N -body simulations. In a direct N -body simulation, Eq. 5.3 is simply solved directly for each particle at a certain time determined by the individual block-timestep of the particle (described in Sec. 5.2.1) and the system is then integrated forward in time using a numerical integration scheme. While highly accurate, this method comes at a very high computational cost since the number of operations required at each time is on the order of $O\left(N^{2}\right)$.

The history of direct N -body simulations began with the pioneering work by (Holmberg, 1941), who followed the evolution of a stellar system consisting of 37 particles using lightbulbs as individual stars, where the amount of light was proportional to stellar mass. Naturally, the invention of computers has caused a revolution in N -body studies, with the first computational N-body simulation performed by von Hoerner (1960) with 16 particles, followed by Aarseth (1963) with up to 100 particles. The subsequent fast development of hardware was closely followed by improved direct integration methods, such as regularization techniques invented for the purpose of accurate treatment of binaries and bound systems (e.g. Kustaanheimo-Steifel (KS) regularization, Kustaanheimo and Stiefel 1965 and the chain regularization method, Mikkola et al. 1990). Furthermore, the appearance of dedicated hardware such as GRAPEs (GRAvity PipE, Ito et al. 1990), optimized specifically for computation of gravitational interactions as well as the emergence of parallel computing (OpenMP and MPI (Message Passing Interface)) have enabled direct N -body studies to reach $N \sim 10^{6}$ particles with $\sim$ Tflop (i.e. one Trillion FLoating Point OPerations per second) performance (Harfst et al., 2007). Finally, performing computations on GPUs (Graphics Processing Unit) instead of CPUs (Central Processing Unit), such as those using NVIDIA's CUDA architecture (Compute Unified Device Architecture, Hamada and Iitaka 2007; Nyland et al. 2007; Belleman et al. 2008) has resulted in very
significant acceleration of the simulations, making GPU-accelerated direct N -body studies the norm today.

Today, direct N -body methods have successfully reached the particle numbers and efficiency necessary to construct realistic simulations of large stellar systems such as globular clusters (Wang et al., 2016). However, in larger systems such as galaxies with typical numbers of stars on the order of $\sim 10^{10}$, individual encounters between the particles do not contribute measurably to the evolution of the system as a whole. This is due to the fact that the relaxation timescale of such systems (i.e. the time needed for two-body particle interactions to considerably change a particle's velocity ) is larger then the Hubble time. Therefore, these systems unlike stellar clusters, are referred to as collisionless (see Sec. 2.5.2) and are usually treated with other, indirect (collisionless) N-body methods. We will describe below two examples of such methods.

### 5.1.2 Self-consistent field method

Since a galaxy can be considered a collisionless system for timescales longer than the Hubble time, the motion of individual stars in the galaxy will not be governed by direct interaction with other bodies, but rather by the mean, collective gravitational potential generated by all of the other bodies (except in the centers of galaxies where two-body relaxation effects become non-negligible). This means that a star moves in a smooth gravitational field, unpertubed by individual interactions. Therefore, the idea behind multipole expansion methods, and specifically the below-described self-consistent filed method (SCF) is that instead of computing all individual interactions, one can simply compute the mean gravitational field from a collection of particles, thereby reducing the computational cost significantly.

This can be accomplished by solving the Poisson equation:

$$
\begin{equation*}
\Delta \Phi(\vec{r})=4 \pi G \rho(\vec{r}) \tag{5.4}
\end{equation*}
$$

While the Poisson equation can in principle be reduced to Eq. 5.3, the difference with the direct N -body approach comes from the fact that instead of discretizing $\rho(\vec{r})$ as a collection of individual massive bodies, we can expand the potential and density as a set of basis functions. If the zeroth order basis functions are chosen carefully, the entire expansion series can be safely truncated at some pre-determined low order without significant loss of precision.

The first implementation of what is now known as the SCF method was by Clutton-Brock (1972) who constructed a set of bi-orthogonal pairs of basis functions which could be used for the calculation of gravitational fields of flat galaxies. This method was then expanded for three-dimensional mass distributions in Clutton-Brock (1973). The first modern implementation was by Hernquist and Ostriker (1992), who also coined the term: self-consistent field method. We below detail the SCF method as described in Hernquist and Ostriker (1992).

In many cases galaxies can be considered spherical or spheroidal in shape. Even in the case of highly flattened galaxies, there is a spherical dark halo component to a galactic system. Therefore, it is most appropriate to choose a spherical model as the zeroth order term for the subsequent multipole expansion. While different spherical models can be chosen for this purpose, similar to Hernquist and Ostriker (1992) we will expand the potential-density pair around the Hernquist density profile (Hernquist, 1990):

$$
\begin{array}{r}
\rho(r)=\frac{M}{2 \pi} \frac{a}{r} \frac{1}{(r+a)^{3}}, \\
\Phi(r)=-\frac{G M}{r+a} \tag{5.6}
\end{array}
$$

where $M$ is the total mass of the model and $a$ is the scale radius. Then, we can assume the existence of two bi-orthogonal basis sets and express the quantities in the form of a multipole expansion:

$$
\begin{align*}
& \rho(r)=\sum_{n}^{\infty} \sum_{l}^{\infty} \sum_{m=-l}^{+l} A_{n l m} \rho_{n l m}  \tag{5.7}\\
& \Phi(r)=\sum_{n}^{\infty} \sum_{l}^{\infty} \sum_{m=-l}^{+l} A_{n l m} \Phi_{n l m} \tag{5.8}
\end{align*}
$$

where $A_{n l m}$ are the coefficients of the expansion and $\rho_{n l m}$ and $\Phi_{n l m}$ are the basis functions of the density and potential which are pre-determined and must also satisfy the Poisson equation $\Delta \Phi_{n l m}=4 \pi G \rho_{n l m}$. The three integers $(n, l, m)$ in the equation above correspond to the radial expansion number in the case of $n$ and the angular expansion numbers in the cases of $l$ and $m$. Since two of the sums are infinite, they need to be cut off at some order of ( $n_{\max }, l_{\max }$ ). Naturally, higher orders in $\left(n_{\max }, l_{\max }\right)$ provide greater accuracy at the cost of sacrificing performance. The standard choice for these values is $(10,6)$ (Meiron et al., 2014).

The zeroth order functions $\rho_{000}$ and $\Phi_{000}$ (when $n=l=m=0$ ) then correspond to Eqs. 5.5-5.6 and higher orders in $n$ and $l$ correspond to further deviations from spherical symmetry. The angular part of the basis functions, determined by expansion numbers $(l, m)$ in the case of $n=0$ can be easily computed using spherical harmonics:

$$
\begin{equation*}
\Phi_{0 l m}=-\frac{r^{l}}{(1+r)^{2 l+1}} \sqrt{4 \pi} Y_{l m}(\theta, \varphi) \tag{5.9}
\end{equation*}
$$

where $Y_{l m}$ are the standard spherical harmonics and $\theta$ and $\varphi$ are the polar and azimuthal angle in spherical coordinates, respectively. The $\rho_{0 l m}$ term is found correspondingly from the Poisson equation.

In the case of $n \neq 0$ however, we need to adopt a radial basis. The choice of the radial basis is not unique and a basis can be constructed using various orthogonal polynomials. For our purpose we will adopt Gegenbauer (ultraspherical) polynomials (Szego, 1975):

$$
\begin{equation*}
\Phi_{n l m}=-\frac{r^{l}}{(1+r)^{2 l+1}} C_{n}^{2 l+3 / 2}(r) \sqrt{4 \pi} Y_{l m}(\theta, \varphi) \tag{5.10}
\end{equation*}
$$

where $C_{n}^{(\alpha)}(r)$ are the Gegenbauer polynomials.
With the basis set now known, the potential of the system is only dependent on the coefficients $A_{n l m}$, while the basis functions are calculated beforehand. Therefore, in order to solve Eq. 5.4 , it is only needed to compute $A_{n l m}$ using the mass density of the matter distribution and the bi-orthogonality of the basis functions:

$$
\begin{equation*}
A_{n l m}=\frac{1}{I_{n l}} \int \rho(\vec{r})\left[\Phi_{n l m}\right]^{*} \tag{5.11}
\end{equation*}
$$

where $I_{n l}$ is a normalization factor and $\left[\Phi_{n l m}\right]^{*}$ is the complex conjugate of the potential basis functions.

For a more detailed derivation of the above expressions I refer the reader to Hernquist and Ostriker (1992). The above description demonstrates the increased efficiency of the SCF method with respect to direct N-body. Since the basis functions are calculated only once, the only calculation needed for the computation of the potential is that of the coefficients $A_{n l m}$, therefore reducing the scaling of calculations required at each timestep from $O\left(N^{2}\right)$ to $O(N)$. This has a tremendous impact on the performance, making the SCF method ideal for simulations of collisionless systems.

### 5.1.3 Tree algorithm

The most commonly used method in galactic simulations is the tree algorithm. This technique has two main parts and revolves around organizing the particle distribution into a tree structure. The first main part of the algorithm is the construction of the tree itself. This is accomplished by partitioning the entire simulation space into subsequently smaller subvolumes (cells) that correspond to nodes of the tree. Each node contains a collection of particles. If a node has no particles, it is not memorized. The hierarchical subdivision of each node into smaller child nodes continues until each node contains exactly one particle, which represents the leaf of the tree. While a variety of tree-building algorithms have been developed, the two most commonly used are the bi-tree (Appel et al., 1985) and the oct-tree (Barnes and Hut, 1986). In an oct-tree, the tree is constructed in a top-down fashion, where each cube of the volume is further divided into eight sub-volume cubes. This procedure proceeds until the leaf level is reached.

The second main part of the algorithm consists of walking the tree and calculating the gravitational interactions between the nodes. Instead of calculating the interactions between all particles individually, only a single interaction is computed between our particle of interest and a node of the tree, where one node typically contains a set of particles. The idea is that if a node is far enough from the particle we are interested in, the gravitational force of all of the particles in the node can be approximated by the gravitational force of the summed total mass of all particles in the node. The criterion of whether or not a node is considered "far enough" is determined by the following condition which is employed while walking the tree:

$$
\begin{equation*}
\frac{l}{d}<\theta \tag{5.12}
\end{equation*}
$$

Where $l$ is the length of the node, $d$ is the distance between the node and our particle of interest and $\theta$ is a numerical parameter termed the opening angle. If condition 5.12 is satisfied, the node is deemed far enough, and the interaction with the node is computed using the multipole expansion to a pre-defined order, where the mass of the node is taken as the summed mass of all particles within. On the other hand, if the condition 5.12 is not satisfied, the node is "opened", and the same condition is evaluated for the eight child nodes that are within. The whole procedure is repeated until condition 5.12 is satisfied, or a leaf of the tree is reached. Naturally, the smaller the opening angle $\theta$ is set, the force calculation will be significantly more accurate, but at the cost of greatly sacrificing performance, since more nodes will need to be
"opened" each time.
Using the tree algorithm, the number of operations needed to be performed in order to calculate the accelerations of all particles scales as $O(N \log N)$, a significant decrease compared to the $O\left(N^{2}\right)$ scaling of direct N -body.

### 5.2 NUMERICAL CODES

In this section I will briefly describe the different numerical codes used throughout this thesis for the study of evolution of massive black hole binaries in galactic nuclei. All of the below described codes are N -body codes which employ different methodologies and have considerably different uses and limitations. Additionally, all of the codes I describe use at least one of three force calculation methods I have described above. However, the majority of the research I describe in this thesis was performed using the N -body code $\varphi$-GRAPE-hybrid.

### 5.2.1 $\varphi$-GRAPE and $\varphi$-GPU

$\varphi$-GRAPE
$\varphi$-GRAPE is a direct N-body code, first described in Harfst et al. (2007). As its name suggests, it was made specifically for use on the GRAPE special-purpose-computers (Makino et al., 1998). The $\varphi$-GRAPE uses an individual block-timestep scheme and utilizes a $4^{\text {th }}$ order Hermite integration scheme for time integration. The Hermite integration scheme (Makino, 1991) is a PEC (predictor-evaluator-corrector) integration scheme which has become a standard in direct N -body codes. I now briefly summarize it, as described in Makino and Aarseth (1992). In the integration scheme, a particle $i$ has its own time $\left(t_{i}\right)$, timestep $\left(\Delta t_{i}\right)$ position $\left(\vec{r}_{i}\right)$, velocity $\left(\vec{v}_{i}\right)$, acceleration $\left(\vec{a}_{i}\right)$ and jerk $\left(\dot{\vec{a}}_{i}\right)$. The minimum value of $t_{i}+\Delta t_{i}$ is found, which becomes the new global time. Then, all particles $i$ are selected, whose individual time matches the new global time. These particles are called the active particles. Then, the subsequent positions and velocities of all active particles are predicted using the following relations:

$$
\begin{align*}
& \vec{r}_{p, j}=\vec{r}_{j}+\vec{v}_{j} \Delta t+\vec{a}_{j} \frac{\Delta t^{2}}{2}+\dot{\vec{a}}_{j} \frac{\Delta t^{3}}{6}  \tag{5.13}\\
& \vec{v}_{p, j}=\vec{v}_{j}+\vec{a}_{j} \Delta t+\dot{\vec{a}}_{j} \frac{\Delta t^{2}}{2} \tag{5.14}
\end{align*}
$$

where $j \in 1 . . N$, including particle $i$. Then proceeds the second step in the PEC scheme, the evaluation of the acceleration and jerk of particle $i$ using the predicted positions and velocities:

$$
\begin{align*}
& \vec{a}_{i}=\sum_{\substack{j \neq i \\
j=1}} \frac{G m_{j} \vec{r}_{i j}}{\left(r_{i j}^{2}+\epsilon^{2}\right)^{3 / 2}},  \tag{5.15}\\
& \dot{\vec{a}}_{i}=\sum_{\substack{j \neq i \\
j=1}}\left[\frac{\vec{v}_{i j}}{\left(r_{i j}^{2}+\epsilon^{2}\right)^{3 / 2}}+\frac{3\left(\vec{v}_{i j} \cdot \vec{r}_{i j}\right) \vec{r}_{i j}}{\left(r_{i j}^{2}+\epsilon^{2}\right)^{5 / 2}}\right], \tag{5.16}
\end{align*}
$$

where $\epsilon$ is the grav. softening, $\vec{r}_{i j}=\vec{r}_{p, j}-\vec{r}_{p, i}$ and $\vec{v}_{i j}=\vec{v}_{p, j}-\vec{v}_{p, i}$.

Then, we use the newly evaluated acceleration and jerk to calculate the higher order derivatives of the acceleration:

$$
\begin{align*}
& \ddot{\vec{a}}_{0, i}=\frac{-6\left(\vec{a}_{0, i}-\vec{a}_{1, i}\right)-\Delta t_{i}\left(4 \dot{\vec{a}}_{0, i}+2 \dot{\vec{a}}_{1, i}\right)}{\Delta t^{2}},  \tag{5.17}\\
& \dddot{\vec{a}}_{0, i}=\frac{-12\left(\vec{a}_{0, i}-\vec{a}_{1, i}\right)+6 \Delta t_{i}\left(\dot{\vec{a}}_{0, i}+\dot{\vec{a}}_{1, i}\right)}{\Delta t^{3}} \tag{5.18}
\end{align*}
$$

where $\vec{a}_{0, i}$ is the acceleration at time $t_{i}$, while $\vec{a}_{1, i}$ is the acceleration at time $t_{i}+\Delta t_{i}$.
Finally, in the corrector part of the integration scheme, we use the higher derivatives of the acceleration to calculate the correct positions and velocities of all of the active particles:

$$
\begin{align*}
& \vec{r}_{i}\left(t_{i}+\Delta t_{i}\right)=\vec{r}_{p, i}+\frac{\Delta t_{i}^{4}}{24} \ddot{\vec{a}}_{0, i}+\frac{\Delta t_{i}^{5}}{120} \ddot{\vec{a}}_{0, i}  \tag{5.19}\\
& \vec{v}_{i}\left(t_{i}+\Delta t_{i}\right)=\vec{v}_{p, i}+\frac{\Delta t_{i}^{3}}{6} \ddot{\vec{a}}_{0, i}+\frac{\Delta t_{i}^{4}}{24} \dddot{\vec{a}}_{0, i} \tag{5.20}
\end{align*}
$$

After the positions and velocities have been updated at time $t_{i}$, the new timesteps $\Delta t_{i}$ are determined using the standard formula (Aarseth, 1985; Makino and Aarseth, 1992):

$$
\begin{equation*}
\Delta t_{i, 1}=\sqrt{\eta \frac{\left|\vec{a}_{i, 1}\right|\left|\ddot{\vec{a}}_{i, 1}\right|+\left|\dot{\vec{a}}_{i, 1}\right|^{2}}{\left|\dot{\vec{a}}_{i, 1}\right|\left|\ddot{\vec{a}}_{i, 1}\right|+\left.\ddot{\vec{a}}_{i, 1}\right|^{2}}} \tag{5.21}
\end{equation*}
$$

where $\eta$ is a parameter that controls the accuracy, typically set as 0.02 or 0.01 (Nitadori and Makino, 2008). However, in order to make the timesteps efficient for parallelization, the individual timesteps $\Delta t_{i}$ are then grouped and replaced with a block timestep, expressed in terms of powers of 2 : $\Delta t_{i, b}=(1 / 2)^{n}$. After the computation of the new timesteps, the code once again searches for the minimum timestep and then selects the new active particles.

The $\varphi-G R A P E$ is fully parallelized through MPI and remains in use today. Even though it was originally intended for use on the GRAPE machines, today it can be used on modern GPU computer clusters through the use of special libraries which emulate the GRAPE machines on GPUs, such as the yebisu (Nitadori, 2009) and sapporo libraries (Gaburov et al., 2009). These libraries are responsible for computing the force of every particle on the GPUs, while the $\varphi$-GRAPE itself is responsible for integrating the particles using the Hermite scheme, on the CPU level.

## $\varphi$-GPU

$\varphi$-GPU is a direct N-body code which can be seen in many ways as an evolution of $\varphi$-GRAPE. It features many of the same characteristics as $\varphi$-GRAPE, but is rewritten from scratch in $c++$ using the NVIDIA CUDA architecture (Berczik et al., 2011). It is based on an earlier CPU serialized N-body code (Nitadori and Makino, 2008) and therefore introduces time integration with $4^{t h}, 6^{\text {th }}$ and $8^{\text {th }}$ order Hermite schemes. The MPI parallelization is done in a similar way as in $\varphi$-GRAPE, dividing particles into active (" i ") particles and non-active (" j ") particles, with only the " i " particles integrated at a given time. An important distinction of the
$\varphi$-GPU is its individual softening procedure, allowing the user to specify different values of the softening per particle type. Since the presence of dark matter particles can result in unwanted relaxation effects due to their typically larger mass, this feature gives an important advantage for galactic-scale simulations. Unlike the $\varphi$-GRAPE, it requires no external emulation libraries, since it was written specifically for use on GPU systems.

### 5.2.2 AR-CHAIN

## Regularization

In a general $N$-body system, close encounters between particles can be very problematic for the integration. This is evident especially in the case of the formation of tight binary systems or pericenter passages of highly eccentric binaries. These cases not only cause significant slowdown of the calculation, due to the much smaller timesteps required for the integration, but can also introduce large errors in the calculation. While these problems can be somewhat diminished with the appropriate choice of the gravitational softening and individual timestep schemes, to truly remove them one needs to adopt a regularization method for the treatment of close encounters. The basic idea behind the concept of regularization is the introduction of different coordinate transformations in the equations of motion which result in a more suitable form of the equations for numerical calculations.

This can be demonstrated most effectively in the simplest toy example of the pertubed two-body problem, as described in Aarseth (2003). Let us examine the relative equation of motion of a tight binary, with component masses $m_{1}$ and $m_{2}$ :

$$
\begin{equation*}
\ddot{\vec{R}}=-\left(m_{1}+m_{2}\right) \frac{\vec{R}}{R^{3}}+\vec{F}_{e x t}, \tag{5.22}
\end{equation*}
$$

where $\vec{F}_{\text {ext }}$ is the external force (pertubation) exerted by the other $N-2$ bodies. Out of the two force terms on the right side of the above equation, let us assume the two-body motion is the dominant term. Then, the main culprit for the numerical problems in the integration will be the first term in the above expression. This is because the term becomes singular for close approaches $R \rightarrow 0$, leading to divergences in the expression.

We can then introduce a time coordinate transformation in the form of:

$$
\begin{equation*}
d t=R^{n} d \tau \tag{5.23}
\end{equation*}
$$

where $n$ depends on the choice of the temporal transformation. It is easy to show that then the derivatives are :

$$
\begin{align*}
\frac{d}{d t} & =\frac{1}{R^{n}} \frac{d}{d \tau}  \tag{5.24}\\
\frac{d^{2}}{d t^{2}} & =\frac{1}{R^{2 n}} \frac{d^{2}}{d \tau^{2}}-n \frac{R^{\prime}}{R^{2 n+1}} \frac{d}{d \tau} \tag{5.25}
\end{align*}
$$

where we denote with primes derivatives with respect to the new time variable $\tau$. Then, we can
substitute the second order derivative in Eq. 5.22:

$$
\begin{equation*}
\vec{R}^{\prime \prime}=\frac{n R^{\prime} \vec{R}^{\prime}}{R}-\frac{(m 1+m 2) \vec{R}}{R^{3-2 n}}+R^{2 n} \vec{F}_{\text {ext }} \tag{5.26}
\end{equation*}
$$

If we substitute $n=1$, we see that the singularity $1 / R^{2}$ in Eq. 5.22 has been replaced with $\vec{R} / R$, which significantly improves the behavior when $R \rightarrow 0$.


Figure 5.1: Example of a chain structure with 12 bodies. In this example in order to update the chain the interparticle distance between bodies 5 and 7 is compared with the distances marked with $*$. The distance between bodies 4 and 10 is similarly compared with distances marked with $\times$. Image credit: Mikkola and Aarseth (1993).

While the above described example employs transformation of the time coordinate, true regularization requires the transformation of both time and the three spatial coordinates. This was achieved for the first time by Kustaanheimo and Stiefel (1965) in a method now well known as the KS-regularization method. KS regularization has since proven to be very successful in the treatment of close binary interactions. However, the limitation of two-bodies of the method meant that situations such as close approaches by a third perturber of close interactions between two binary systems could not be treated in a regularized way. The next big step forward came with the introduction of the chain regularization method, which was at first limited to $N=3$ systems (Mikkola et al., 1990), but was later expanded for generalized systems of N bodies (Mikkola and Aarseth, 1993). The chain method enables regularization of N-bodies by structuring all particles in a single uninterrupted chain structure. The construction of the chain starts by finding the shortest distance between two particles which becomes the first chain element. Then, the chain is further expanded by finding the particle closest to either end of the chain and adding it to the structure. In order to update the chain, interparticle distances are checked at every timestep. If a distance between two non-chained particles is shorter than the existing chained distances of either of the two particles, the chain is switched. The chain structure and the switching condition evaluation is given on Fig. 5.1. After the chain is constructed, pairwise interactions between chain elements are then treated with the KS regularization formalism.

KS regularization was finally outclassed with the introduction of algorithmic regularization (AR, Mikkola and Merritt, 2006). Unlike KS, AR did not encounter problems with very large mass ratios and included pertubations from velocity-dependent forces. It employed the timetransformed leapfrog method (Mikkola and Aarseth, 2002) which was then finally combined
with the chain method to result in the AR-CHAIN code (Mikkola and Merritt, 2008).
Until recently, the AR-CHAIN code was the state-of-the-art in few body regularization. It also includes the PN corrections to the equations of motion up to order PN2.5, for treatment of relativistic systems. While the code is not limited in terms of the number of bodies that are regularized, if more than a few bodies are employed in the regularization scheme the resulting loss in computational speed is very significant and quickly grows with N. We use the AR-CHAIN code for our high resolution study of three-body encounters with a massive black hole binary, as described in Chapter 6. A new approach, termed MSTAR, promises to significantly increase the number of regularized particles without sacrificing performance (Rantala et al., 2020).

### 5.2.3 Bonsai

Bonsai and its continuation, bonsai2 (Bédorf et al., 2012a,b) are N -body codes which utilize the hierarchical oct-tree code algorithm introduced by Barnes and Hut (1986). The implementation of bonsai is executed completely on GPUs, enabling fully MPI parallelized runs on dedicated GPU clusters with the use of NVIDIA CUDA architecture. As with other tree codes, the value of the opening angle $\theta$ represents the trade-off between performance and accuracy in the force calculation. In order to fully take advantage of GPU parallelization and block timestep schemes, the tree traversal is done in a breadth-first fashion, and not depth-first like many other tree codes. The unopened nodes of the tree are treated with the multipole expansion for force calculation up to the quadrupole order. While the code proper has a global softening scheme, for the work done in this thesis, I use a custom made version of bonsai2 which adopts an individual softening scheme.

### 5.2.4 ETICS

ETICS (Expansion Techniques in Collisionless Systems, Meiron et al., 2014) is an N-body code that uses collisionless expansion methods for the force and potential calculation. Like other codes described in the thesis, it is parallelized for use on GPUs, using NVIDIA CUDA architecture. It features two different expansion methods, the SCF method, described above in detail, and the multipole expansion method (MEX, also known in the literature as the Spherical Harmonics method). While these two methods are essentially different, they both utilize multipole expansion to expand the potential as a series of terms. The difference comes from the way the expansion is done. Within the SCF method, the density is expanded in a Fourierlike fashion, includes expansion of the radial part and performs the calculation by calculating coefficients within a set of pre-defined basis vectors. On the other hand, MEX revolves around locally expanding the Green function in a Taylor-like series. Since the expansion is done locally, the coefficients are known in advance, while the calculation revolves around calculating the local matter distribution. The maximum order of the expansion terms $\left(\left(n_{\max }, l_{\max }\right)\right.$ in the case of SCF, $l_{\text {max }}$ in the case of MEX) represents the trade-off between accuracy and performance of the code, but this choice also depends on the degree of deviation from sphericity of the system.

As such, ETICS is not well suited for highly flattened systems, or systems where two-body relaxation effects are expected to be measureable. As a collisionless code, ETICS is best used for systems with a well defined center and where the potential does not change drastically, such as the study of the secular evolution of near-equilibrium systems.

### 5.2.5 $\varphi$-GRAPE-hybrid

The $\varphi$-GRAPE-hybrid code (which we will throughout the text refer to as simply "the hybrid") represents a marriage between $\varphi$-GRAPE and ETICS and will be detailed in an upcoming publication (Meiron et al., 2021). The code represents an important next step in the N-body approach and is termed as hybrid since it boasts both collisionless and collisional force calculation methods, which are employed in parallel with each other on different subsets of particles. In principle, the collisionless part of the hybrid, which utilizes the SCF method for force calculation, can be performed not only by ETICS, but also any other collisionless code, but usage so far has been restricted to ETICS. The code is available in $c$ using the original $\varphi$-GRAPE code, but $\varphi$-GRAPE has also been streamlined and rewritten in $c++$, specifically for its use as a hybrid. The approach adopted in the hybrid bears many similarities with the EuroStar code (Hemsendorf et al., 2002), a hybrid N -body code that combined the SCF method with the collisional code NBODY6++ (Spurzem, 1999).

The hybrid code utilizes a special GRAPE-emulating library called GRAPite which serves as an intermediator between $\varphi$-GRAPE and ETICS. This enables the direct code itself to remain unmodified and it can still be used in a purely direct way by turning off the hybrid function, if the user so desires. The code still requires the use of a standard GRAPE-emulating library such as yebisu (Nitadori, 2009) and sapporo libraries (Gaburov et al., 2009). The primary function of GRAPite is to divide particles based on pre-determined tags into particles which are treated with the SCF force, and particles which are treated directly. Then, GRAPite forwards the information for particles treated with the SCF force to ETICS, and the information of particles treated in a direct way to the GRAPE-emulating library. After the force calculation is complete, the data is sent back into GRAPite, which combines the forces of all particles calculated using both ETICS and the GRAPE library, and feeds the information further back to $\varphi$-GRAPE for the Hermite time integration, performed on the CPU. This setup is demonstrated in Fig. 5.2.


Figure 5.2: Left: Schematic representation of the workflow of the standard version of $\varphi$-GRAPE. Right: Schematic representation of the workflow in $\varphi$-GRAPE-hybrid. Image credit: Yohai Meiron.

The hybridization is performed by dividing particles into three distinct classes: core particles, halo particles and black holes. Despite the nomenclature, these classes are not necessarily related to the cores or halos of galaxies. Rather, core particles is the collective name of all of the particles whose forces are calculated in a direct way, while halo particles is the collective name for particles which are treated with the SCF force through ETICS. This
means that core particles have direct interactions among themselves, while halo particles interact among themselves, as well as with the core particles, through the SCF force. Black holes belong to a special particle type, and always have mutual direct interactions with all particles. The core-halo particle division is determined only once by the user at the start of the run, and the criterion by which the division is performed can be freely defined with respect to the goal of the research. This means that the code requires a certain level of pre-existing insight by the user on the expected behavior of the system before the start of the run, since the code still does not support adaptive adjustment of core-halo particles throughout the run. Therefore, the importance of the selection of core-halo particles at the start of the run should not be underestimated, since it can significantly impact the results.

The main benefit of the hybrid approach is the very large amount of computational time that is saved by reducing the number of interactions which need to be computed directly. The scaling of the force calculation with the number of particles is of the order $O\left(N_{\text {core }}^{2}\right)+O\left(N_{\text {halo }}\right)$, assuming that the number of black hole particles is of order unity. If there is only a small fraction of core particles, the speed-up obtained over the direct-only approach is very significant. Similar to ETICS itself, it is ideally suited for near-equilibrium systems where the majority of particles have very long relaxation timescales and the shape and center of the system itself is well defined.

### 5.3 NUMERICAL TESTS AND BENCHMARKS OF THE $\varphi$-GRAPE-HYBRID CODE FOR GALACTIC SIMULATIONS

In this section I will present a series of numerical tests, benchmarks and parameter investigations I performed using the $\varphi$-GRAPE-hybrid. The goal of the investigations was twofold. The first goal was to test the effectiveness of the hybrid on different computation systems, make comparisons with direct-only N-body codes and to detect and remove bugs that might appear using different software or hardware configurations. The second goal of the investigations was to explore the necessary parameter values needed for effective usage of the code for studying the evolution of massive black holes in galaxies. These parameters include the value of the gravitational softening, centering strategies, minimum integration timesteps and others. While the hybrid has already been used once in an astrophysical scenario (Perets et al., 2018), numerical tests such as the ones I describe here have not yet been published in the literature. I start by noting that the $\varphi$-GRAPE-hybrid code remains a code in active development. Therefore, the results presented below have been made using different versions of the code over a period of several years and they may or may not reflect the results based on the final version of the code which will be published in the upcoming publication (Meiron et al., 2021). The code itself has gone through several major revisions over the years and therefore the results presented below can be seen more as an evolution of the code performance throughout its development.

I performed the numerical tests on a host of different computer clusters (JUWELS in Jülich, Kepler \& Kepler2 in Heidelberg, binAC in Tübingen, Germany, "hansolo" and "chewbacca" in Beijing, China). Additional testing has been performed by our collaborators on computer clusters in China, Ukraine and Canada. The galactic models I used for the tests come in two different flavours. The first is a series of simple, equilibrium, spherical Plummer models with variable particle numbers which I use for debugging, testing of compilers and benchmarking. The second flavour is a system more suitable for large-scale galactic simulations, and for this purpose I use the same system of Kh16, described in Section 4.5. I now present below the main
findings of the testing procedure.

### 5.3.1 Benchmarks

One of the most important aspects of a modern N -body code is its computational efficiency. Due to the difficulty of obtaining large amounts of computational time on large computing clusters, one of the most important features of the hybrid code is in its promise of greatly reducing computational cost when compared to the pure direct N -body approach. This is easier said than done however, since the hybrid combines multiple codes and libraries and requires constant communication between them. This communication between different aspects of the code needs to be optimized well, in order to avoid bottlenecks in the computation that might result in the loss of the computational advantage gained by the hybrid approach. Therefore, proper benchmarking represents an important aspect of testing the hybrid code and it is still in progress at the time of writing. Most notably, due to the nature of the hybrid method, it is important to demonstrate how the hybrid performs with respect to the purely direct version.

## Scaling

The scaling behavior of an N -body code is a term used to denote how a code performs when run on an increasing number of GPU or CPU devices. The benefit of a larger number of devices is apparent. With a larger device number, a smaller number of particles will be assigned to each device, resulting in a smaller number of calculations performed at each time and therefore reducing computational time. However, in real applications, bigger is not always better. Firstly, more devices means a bigger drain on computational resources, which might be limited. Secondly, these devices need to communicate information to each other through MPI. If the number of devices is too large, the time taken for the MPI communication of the devices can even exceed the computation time of the gravitational interactions themselves, in which case the code becomes ineffective and wastes computational resources. Therefore, the scaling of an N-body code represents the efficiency of parallelization and gives insight into the ideal number of devices the code should be run on to achieve maximum efficiency.

Since the scaling tests of the current version of the hybrid are still a work in progress at the time of writing, I present on Fig. 5.3 the results of scaling tests done with an early and now outdated version of the hybrid. These runs show that in this early version, runs with up to 1 million particles are best suited for 4 or 8 GPU runs ( 1 or 2 nodes, each with 4 Nvidia Volta V100 GPU cards). For higher numbers of devices, we can see that the code had become ineffective, showing no measurable speed-up and even occasionally an increase in the total computational time. Current tests show that this behavior is improved on significantly in the new version.

## Timing

The speed of the hybrid code is affected by many different parameters. Some are dependent on the hardware (speed of CPUs and GPUs, slow network communication on computer clusters), while some are dependent on the model being simulated, such as the number of core and halo particles, integration accuracy and the maximum orders in the SCF force calculation, denoted by ( $n_{\max }, l_{\max }$ ) parameters. This makes it difficult to make robust predictions of the performance, since they will inevitably differ and depend on the type of the system being simulated and the properties of the computer cluster. However, we can estimate which parameters affect the


Figure 5.3: Scaling plot using an early build of $\varphi$-GRAPE-hybrid (2018 version). The runs were performed for one N-body time unit on the JUWELS cluster in Jülich using a Plummer spherical galaxy model with variable particle number, corresponding to different symbols on the plot. The y-axis represents the total wallclock running time, while the x -axis represents the number of GPU devices used (Nvidia Volta V100 GPUs).
performance the most. For that purpose I show on Fig. 5.4 timing results of a set of runs using different maximum orders in the angular multipole expansion $l_{\max }$ and with and without core particles. The runs were performed on the system from Kh16, with the core run using $3.3 \%$ of all particles (excluding black holes) as core. We can immediately notice that the presence of core particles, even a small percentage like in our case, has a much bigger impact on the performance than the maximum expansion order $l_{\max }$. This points to the fact that the fraction of collisional particles has the most significant effect on the performance. For high collisional fractions, the resulting overhead can make the run even slower than a pure direct N -body code.

In direct N -body codes, the vast majority of the computational time is spent on the gravity calculation of the particles. Since most of the gravity calculation in the hybrid is performed by the SCF force, this may no longer be the case. For this purpose, I present on Fig. 5.5 the pie chart distribution of different code routines, performed using the Kh16 data with $3.3 \%$ core particles on the binAC cluster, using the early 2020 version of the hybrid. We notice that in all of the runs the timing is dominated not by the gravity calculation, but by the active particle search. The reason for this is that the active particle search is performed on the CPU, while the gravity calculation is performed on multiple GPUs in parallel. Therefore, the active particle search presents a bottleneck. For this reason, in the published version of the hybrid the active particle search will also be performed by the GPUs, to maximize efficiency.

Finally, we can investigate how the code performs with a varying number of core particles. Therefore, I present on Fig. 5.6 a benchmark of the code performed on 2 x GeForce RTX 2080 Ti devices on the Chinese computer "han". We can see that all runs show a very significant speedup of the hybrid code when compared to the direct-only version, denoted by the red line. The speed-up for $N=2 \times 10^{6}$ particles ranges from 2.5 for the $50 \%$ core particle case, to an


Figure 5.4: Representation of the total running time of the code ( $y$-axis) with the total time integrated, given in N -body units. The different lines correspond to different maximum orders in the multipole expansion, denoted by $l_{\max }$ and whether or not core particles are present. The total particle number was $N=6 \times 10^{6}$, and the fraction of core particles used for the orange and red lines was $3.3 \%$. All runs were performed on 16 Nvidia Volta V100 cards.
impressive factor of 28 speed-up when using only $1 \%$ core particles. Since most applications would have a few percent of particles treated as core, we estimate that for most uses the speed-up would be between 7 and 28 times faster than the direct code, based on the timing from the blue and green lines on the plot, respectively.

## Compilers and GRAPE libraries

In order to obtain a good estimate of the code benchmarks, I have also tested how the $c++$ version of the code performs using different software. Most notable, I wanted to see if the choice of the compiler, as well as the GRAPE emulation library, affects the performance. For this purpose I used the JUWELS cluster, which features two families of compilers: The Intel c++ compiler (ICC, version 19.1.2.254) and the GNU c++ compiler (GCC, version 9.3.0). In terms of the GRAPE libraries, I use the previously mentioned yebisu (Nitadori, 2009) and sapporo libraries (Gaburov et al., 2009).

To perform the test I used a $N=256 \mathrm{k}$ particle Plummer model and the direct-only version of $\varphi$-GRAPE ( $100 \%$ core particles). I limited the runs to 1 GPU node, and varied the number of GPU devices from 1 to 4 (Nvidia Volta V100 GPU devices).

On Fig. 5.7 we can see that both the Intel and GNU compiler perform very similarly when using the yebisu GRAPE emulation library, therefore we can conclude that the choice of the compiler should not have a significant effect on the performance. On the other hand, the GPU device scaling of the sapporo run points to an underlying issue with the currrent version of the code. Namely, there is no visible performance boost gained from using multiple GPU devices, suggesting that there is a problem with how the code in combination with sapporo distributes particles over multiple GPUs. Since then, this issue has been resolved and the code can be used in combination with sapporo as well.


Figure 5.5: Pie chart of the fraction of time taken by different parts of the code, performed on the binAC cluster. The three donuts correspond to 1,2 and 4 nodes, respectively (each with 2 Nvidia Tesla K80 GPUs) The presented code procedures correspond to: dt_act_def1 signifies the time spent searching for the minimum integration timestep, dt_act_def2 represents the time spent creating the active particle list, dt_act_grav represents the time spent on the gravity calculation of all particles and finally dt_act_reduce represents the time needed for the communication time needed for the particle information to be collected from different devices. The other timing components correspond to less than $2 \%$ and thus were not included.

### 5.3.2 Orders in the multiple expansion

Moving on from purely numerical benchmarks, we now want to investigate how different parameters of the code affect astrophysical applications of the code. Specifically, I will focus further testing on a setup that involves a hard SMBH binary system embedded in a triaxial galactic nucleus. For this reason, I will use the system from Kh16 for all further tests, and I will compare the results to the ones in that study, as a consistency check. This is done in preparation for scientific runs of the same system using the $\varphi$-GRAPE-hybrid, described in Chapter 7.

The hybrid code by definition relies on the SCF force calculation for the treatment of the majority of its particles. Therefore, it is important to have a good understanding of how well the SCF force approximates the real potential of the system and which orders ( $n_{\max }, l_{\max }$ ) in the two infinite series in Eq. 5.7 are necessary to achieve the needed precision. Since the zero order terms $\left(n_{\max }, l_{\max }\right)=(0,0)$ correspond to the spherically-symmetric Hernquist profile seen in Eq. 5.5, it is reasonable to assume that nearly spherical systems would be represented to a high degree of accuracy. However, for axisymmetric or triaxial systems it is not clear if a SCF treatment would be justified. Therefore, for this purpose I investigate the treatment of the potential in the galaxy merger remnant of Kh16. As seen on figure 4.4, the system is significantly flattened, and slightly triaxial. The flattening is large enough to present a significant deviation from spherical symmetry, and in principle this deviation should be accounted for by the angular part of the SCF potential expansion, denoted by the expansion number $l$.

For this purpose I present on figure 5.8 a comparison of the potential of the system obtained in a direct way, with the potential calculated using different orders in the multipole expansion. While the simulation itself was performed with $\left(n_{\max }, l_{\max }\right)=(10,6)$, we use the coefficient output option in the hybrid code which allows us to save the coefficients $A_{n l m}$ from Eq. 5.11 at each snapshot of the integration. These lists of coefficients then allow us to reconstruct the SCF force and potential, up to a desired order. In the figure we immediately notice that the


Figure 5.6: Benchmark of the hybrid code performed on the Beijing computer "han" using a Plummer galactic model. The x -axis corresponds to the particle number, given in thousands. The y -axis corresponds to the total running time of 1 N -body time unit. The different lines correspond to varying fractions of core particles, from $1 \%$ to $50 \%$, while the red line corresponds to the direct-only version ( $100 \%$ core particles). Image credit: Peter Berczik.
assumption of spherical symmetry (corresponding to the line denoted by $l=0$ ) results in the biggest deviation from the actual measured potential. On the other hand, higher orders ( $l_{\max }>0$ ) all peak at the relative error on the order of -3 and there seem to be no significant differences between the cases of $l \leq 2, l \leq 4, l \leq 6$.

The differences between the different orders of the expansion can be further highlighted by Figure 5.9. Here I have presented the potential calculated from the SCF coefficients within logarithmic-spaced spherical shells. We can see both in the $\varphi$ and $\theta$ distributions that near the center when $r$ is small, the higher order contributions $(l>2)$ do not play a significant role since they are several orders of magnitude smaller than the $l=2$ term. However, in the farther regions $r>0.1 \mathrm{kpc}$, we notice that the $l>2$ contributions become more significant, and comparable to the $l=2$ term. Therefore, for outer regions of the galaxy where the angular anisotropy is more noticeable, the higher order terms become more relevant and should be included in the multipole expansion.

From the analysis we can conclude that despite the non-neglible flattening of the system, the SCF force does a great job of representing the potential, with respect to the one obtained with direct integration.

### 5.3.3 Gravitational softening

N -body studies need to take special care when choosing the value of the gravitational softening, since a larger value of the softening will result in the closest encounters being unresolved, but a smaller value of the softening would result in a higher likelihood that a close stellar binary would form, causing a bottleneck in the integration, or increase the likelihood that dark matter particles (which are typically non-physically massive) introduce spurious relaxation effects by


Figure 5.7: Left: Total running time for 1 N -body time unit of a direct-only run on the JUWELS supercomputer, as a function of GPU number. I used a Plummer model with 256 k particles to perform the test. The different lines correspond to different combinations of compilers and GRAPE emulation libraries. Right: Computational speed expressed in GFlops as a function of number of GPUs. Other elements are the same as on the left figure.


Figure 5.8: Histograms showing the relative error in the potential calculation $\left|\Delta \Phi / \Phi_{d}\right|=\left|\left(\Phi-\Phi_{d}\right)\right| / \Phi_{d}$, where $\Phi_{d}$ is the potential obtained using the direct-only version of phi-GRAPE. Different colors correspond to different maximum orders in the multipole expansion.
closely interacting with the other particles. The second issue can be resolved by adopting an individual softening procedure, where each particle type has its own value of the softening. However, large, computationally expensive runs, might not be able to properly investigate the ideal parameter selection due to to the inability to do extensive pilot runs and testing because of limited computational resources. This makes the softening an extremely important numerical parameter, since an inappropriately chosen value can affect the evolution of the system and result in spurious effects. This is especially true for studies of SMBH binaries in galactic nuclei, where exceedingly close approaches of stars to the binary play a crucial role in the evolution of the system. Therefore, in this section I present an investigation into the appropriate value of the softening for such systems.

As described in section 5.2.1, one of the differences between $\varphi$-GPU and $\varphi$-GRAPE is the fact that $\varphi$-GPU features an individual softening procedure, where each particle type is assigned their own individual softening. Then, the softening for individual interactions is calculated


Figure 5.9: Top six figures: The contribution of different orders in the multiple expansion to the potential as a function of the spherical coordinate $\varphi$. The six different figures correspond to particles within log-spaced spherical shells, up to $r=1 \mathrm{kpc}$. Bottom six figures: The contribution of different orders in the multiple expansion to the potential as a function of the spherical coordinate $\theta$. The six different figures correspond to particles within log-spaced spherical shells, up to $r=1 \mathrm{kpc}$.
according to the following formula:

$$
\begin{equation*}
\epsilon_{i, j}^{2}=\epsilon_{c} \frac{\left(\epsilon_{i}^{2}+\epsilon_{j}^{2}\right)}{2} \tag{5.27}
\end{equation*}
$$

where $i, j$ correspond to different particle types (stars, black holes or dark matter) and $\epsilon_{c}$ is the softening correction factor. However, $\varphi$-GRAPE, and by extension $\varphi$-GRAPE-hybrid, have no such feature and instead utilize one global softening parameter for all particle types $\epsilon_{g l o b}$ (except the black holes which have zero softening in interactions with each other). This can make comparisons of the impact of the softening between the codes inherently difficult, simply due to the different ways the codes were designed. The original $\varphi$-GPU run featured in Kh16 used $\epsilon_{B H}=0$ for the black holes, $\epsilon_{s t}=0.1 \mathrm{pc}$ for stars and $\epsilon_{d m}=125 \mathrm{pc}$ for the dark matter. The softening correction factor in Eq. 5.27 was only used for star-black hole interactions, otherwise it was ignored. With the value of $\epsilon_{c}=0.01$, the black hole-stellar softening results in $\epsilon_{B H-s t}=0.007 \mathrm{pc}$, corresponding to $\epsilon_{B H-s t}=7 \times 10^{-6}$ in N-body units. The description of N -body units is given in Table 6.1. The correction factor is implemented in order to allow close interactions of stars with the binary to properly account for stellar hardening. Keeping the value of the softening in orders of 10 , the closest corresponding global value of the softening for $\varphi$-GRAPE would then be $\epsilon_{g l o b}=0.01 \mathrm{pc}$, corresponding to $10^{-5}$ in N -body units.


Figure 5.10: Left: Time evolution of the inverse of the SMBH binary semi-major axis, given as a measure of black hole hardening. The blue dashed line corresponds to the Post-Newtonian corrected run used in Kh16, while the red dashed line corresponds to the Newtonian run done with the same code. The full lines correspond to lines done with the hybrid code which features global softening. Right: Histogram of the specific energy changes of the stars as a result of 3-body scattering experiments, performed using the AR-chain code (green line) and the phi-GRAPE using different softening (blue and red lines). All units on the plots are given in N -body units.

However, on the left plot of Fig. 5.10 we can see that this value of the softening fails to reproduce the 2016 data in the Post-Newtonian case. While lowering the softening to $10^{-6}$ somewhat reduces the deviation, the original 2016 data still show a much faster evolution of the binary, resulting in a merger already at $t \approx 6.5$. However, this discrepancy is caused by another parameter, detailed in the following section, while here we only focus on the effect of the softening. Namely, the mismatch between the lines corresponding to softening of $\epsilon=10^{-6}$ and $\epsilon=10^{-5}$ demonstrates that the hardening rate is dependent on the value of the softening. Since the hardening rate is caused by the collective effect of a larger number of close stellar approaches, this suggests that in runs with a larger value of the softening, the closest stellar encounters remain unresolved which results in overall lower hardening rates. This is further
demonstrated by the right plot on the same Figure, where we present the results of a series of 3-body scattering experiments I performed to investigate the effect of the softening on strong stellar interactions. I compare the results obtained in 3-body runs using $\varphi$-GRAPE, starting at initial time $t=5$, with the results of the scattering experiments obtained using the AR-chain code, which are detailed in Chapter 6. Since the AR-chain features zero softening, its results are not affected by this numerical parameter, enabling accurate comparisons with $\varphi$-GRAPE. The 3-body runs show that at least the value of $\epsilon=10^{-6}=10^{-3} \mathrm{pc}$ is necessary to properly account for all of the energetic changes of the stars at this phase of the SMBH binary evolution, and likely even smaller values of the softening are required for later phases of the merger, when the semi-major axis of the binary is much smaller.

Finally, I want to underline that this issue is not exclusive to $\varphi$-GRAPE, since similar behavior is observed using the current version of $\varphi$-GPU. Testing runs using the current version of $\varphi$-GPU, performed by Peter Berczik, are presented on Fig. 5.11. The figure clearly shows that the softening correction factor of $\epsilon_{c}=0.01$, which was used in the original run is not sufficient to properly account for the obtained stellar hardening. The plot shows us that the hardening converges only for values of $\epsilon_{c}=10^{-8}$, which according to formula 5.27 corresponds to a global softening value of $\epsilon \approx 10^{-7}=10^{-4} \mathrm{pc}$ in the case of $\varphi$-GRAPE. Therefore, we can conclude that regardless of the code used, in order to resolve all of the energetic interactions which result in black hole hardening, the value of the softening for stellar-black hole interactions should be constrained by the following relation:

$$
\begin{equation*}
\epsilon_{B H-s t a r} \lesssim 10^{-4} \mathrm{pc} \tag{5.28}
\end{equation*}
$$

However, in reality this value depends on the binary semi-major axis.
The full run of the system using the hybrid, described in Chapter 7, showed that the semimajor axis in the hardening phase, before the GW-driven inspiral, takes the values $0.06 \mathrm{pc} \leq$ $a_{B H} \leq 0.01 \mathrm{pc}$. This suggests that the value of the softening for stellar-black hole interactions should be two orders of magnitude smaller than the value of the semi-major axis at the start of the GW-dominated regime, in order to properly resolve all of the strong stellar interactions. This value is much lower than many past studies of close black hole binaries, and can have important implications for future studies of such systems.

### 5.3.4 Black hole integration timestep

Another aspect that can significantly affect the evolution of a close SMBH binary is the black hole integration timestep. As of the time of writing, the code does not feature regularization for the black holes. Instead, the value of the black hole integration timestep is determined primarily by two numerical parameters: the minimum integration timestep $\Delta t_{\text {min }}$ and the $\eta_{B H}$ parameter which originates from the $\eta$ accuracy parameter in Eq. 5.21 . While $\eta$ is specified globally, $\eta_{B H}$ can be set separately so it is only used in interactions of particles with the black holes. This has the benefit of increased accuracy in the black hole integration without significant loss of computational time. On the other hand, $\Delta t_{\min }$, usually given as a power of 2 , represents the minimum possible timestep any particle can have that is allowed by the code. Therefore, when the individual timestep of a particle $\Delta t_{i}$ is calculated according to Eq. 5.21 , if it is smaller than the minimum integration timestep so that $\Delta t_{i}<\Delta t_{\text {min }}, \Delta t_{i}$ will take the value of $\Delta t_{i}=\Delta t_{\text {min }}$ instead. This is done in order to avoid computational bottlenecks that would appear if $\Delta t_{i}$ is too small, as well as to avoid larger errors in the calculation that would arise from calculations


Figure 5.11: Time evolution of the inverse semi-major axis of the binary, for different values of the softening correction parameter $e_{c}$ performed using the current version of $\varphi$-GPU. The red line corresponds to the Newtonian run performed using the 2016 version of the code. Plot credit: Peter Berczik.
of extremely small timesteps that could reach the precision limits of floating point operations. However, if the $\Delta t_{\text {min }}$ parameter is chosen too large, the timestep of particles experiencing close encounters will constantly be artificially limited by $\Delta t_{\text {min }}$ causing large errors in the integration and making the orbits and dynamics of those particles unreliable.

The minimum integration timestep becomes especially relevant when the softening is drastically reduced (which we found was necessary in the previous section), since smaller values of the softening would result in closer approaches between particles, which in turn demand lower integration timesteps in the pericenter of the approach to properly account for the dynamics of the system. Therefore, it becomes extremely important to explore how the calculation of the black hole integration timestep affects the evolution and hardening of the system.

The original 2016 run performed by $\varphi$-GPU utilized $\Delta t_{\text {min }}=2^{-30}$ and did not include the option to specify the $\eta_{B H}$ parameter. Instead, a single global $\eta$ was utilized for all particles. One caveat of further reducing the black hole integration timestep is that it increases the likelihood that the minimum integration timestep will be reached. However, the current versions of the codes have an additional feature which enables the user to receive warnings when the minimum possible timestep $\Delta t_{\text {min }}$ is reached for any particles. These warnings enabled me to verify that, as suspected, reducing the black hole timestep via the $\eta_{B H}$ correction requires further reducing the minimum integration timestep by many orders of magnitude. In fact, I found that at least the minimum integration timestep with the value of $\Delta t_{\text {min }}=2^{-36}$ is required in the time period between $4.0<t<7.0$, corresponding to the semi-major axis range $6.03 \times 10^{-2} \mathrm{pc}>a_{\mathrm{BH}}>$ $2.55 \times 10^{-2} \mathrm{pc}$. to avoid the appearance of the warnings and therefore the artificial limitation
of the black hole integration timestep. However, at $t \approx 7$ the code again enters an inaccurate regime, and the black hole integration is once more limited by $\Delta t_{\min }$. Therefore, I found that the value of $\Delta t_{\min }=2^{-44}$ is required to avoid the warnings in the later part of the SMBH evolution. However, great care should be taken, since further reducing this parameter may result in loss of precision, due to the calculation entering a regime where double floating point operations are no longer reliable ( $2^{-44}=5 \times 10^{-14}$ and double values have 16 significant digits). For this reason, the value of $\Delta t_{\text {min }}=2^{-44}$ presents the lower limit of possiblity for this present configuration and should not be reduced further.

In Fig. 5.12 we can see if the $\eta_{B H}$ correction has an effect on the SMBH binary evolution. We notice that employing a smaller timestep criterion for black holes e.g. $\eta_{B H}=\eta / 4$ has a very significant effect on the hardening, as well as the merger timescale. This effect is found only in the Post-Newtonian runs, while the Newtonian runs match very well with the old data. This seems to suggest that in the case when the Post-Newtonian corrections are implemented, additional accuracy in the black hole integration is required. Otherwise, the larger timestep used for the black hole integration may result in a slight over-estimation of the PN terms, causing slightly higher hardening rates. However, this will then cause a "snowball" effect of sorts, where this slight over-estimation will cause even larger hardening rates, ultimately causing a premature PN-induced plunge of the SMBH binary. The fact that a premature PN plunge was observed is further shown by the right plot on Fig. 5.12. Namely the dependence of the hardening rate $s$ with the inverse of the semi-major axis is uniquely determined in the GW regime by the formulae given in Eq. 3.33, given a constant stellar hardening rate. In light of this, using a standard Runge-Kutta 4th order numerical integrator, I plotted on the figure in dash-dotted lines the expected hardening of the binary for different values of the stellar hardening rate $s$. We can immediatelly notice that the original 2016 run does not follow the expected evolution at all, instead showing a premature plunge. The orange line, corresponding to the hybrid run with $\Delta t_{\min }=2^{-36}$ and $\eta_{B H}=\eta / 4$ does a good job of following the expected behavior in the beginning, but afterwards also drifts away from the Runge-Kutta estimates. The blue line, corresponding to the hybrid run with $\Delta t_{\text {min }}=2^{-44}$ and $\eta_{B H}=\eta / 8$ also shows some small deviation in the final stages, but overall does the best job of following the expected evolution.


Figure 5.12: Left: Time evolution of the inverse of the SMBH binary semi-major axis, given as a measure of black hole hardening. The green dashed line corresponds to the PN corrected run used in Kh16, while the full lines correspond to runs of the hybrid code with different values of the minimum integration timestep and the black hole accuracy parameter $\eta_{B H}$. The dash-dotted lines correspond to analytical estimates of the SMBH binary evolution using a constant hardening rate and the orbital formulae in Peters and Mathews (1963). Right: The hardening rate $s$ of the SMBH binary as a function of the inverse of the semi-major axis. Other elements are the same as on the left plot.

Therefore, we can conclude that the black hole integration timestep, determined by numerical parameters $\eta_{B H}$ and $\Delta t_{m i n}$, is a very significant parameter that can drastically alter the evolution of the binary in the PN regime. However, drastically reducing it to the values shown here results in a very significant slowdown of the code, even with the hybrid approach. For example, reducing the minimum integration timestep from $\Delta t_{\min }=2^{-30}$ to $\Delta t_{\text {min }}=2^{-36}$ resulted in a $500 \%$ slowdown of the code. Despite this, I showed that such drastic reduction is absolutely necessary to avoid numerical errors significantly influencing the value of the merger timescale.

### 5.3.5 Centering strategy

When using the hybrid code, one needs to carefully consider the appropriate centering strategy. This is due to the fact that by definition, the expansion of the SCF collisionless force is computed in the origin of the reference frame of the simulation. If the origin is not aligned with the stellar density center to a high degree of accuracy, the overall particle distribution as seen by ETICS will not be symmetric, but rather skewed in some preferred direction. This asymmetry will then result in a non-physical bias in the SCF force calculation. This aspect may seem relatively straight-forward to implement in systems with a well-defined and stationary density center, but in real astrophysical scenarios this may not be the case.

In our system hosting a hard SMBH binary, the stellar density center does not align with the overall center of mass of the system, but rather with the center of mass of the black holes, since the black holes are surrounded by a dense, inner stellar cusp. The black holes themselves have their own accelerated, proper motion with respect to the overall center of mass of the system, and therefore the SMBH binary center of mass represents a non-inertial reference frame. A non-inertial reference frame is not an acceptable choice for the origin of the simulation, since this would then introduce fictitious (inertial) forces acting on all bodies. Newtonian mechanics teaches us that this would result in Newton's second law of motion no longer being valid in this non-inertial reference frame, disrupting the global angular momentum and energy conservation.


Figure 5.13: Left: Distance of the SMBH binary center of mass with respect to the origin of the simulation, as a function of time. The blue line corresponds to an early hybrid run, while the orange line represents the data from Kh16. Right: The hardening rate $s$ of the SMBH binary as a function of time. The same data is featured as on the left plot, with the addition of the red line which corresponds to the $\varphi$-GPU 2016 Newtonian run.

On Fig. 5.13 I present the result of one of my early hybrid runs, when the origin of the reference frame is positioned on the stationary, global center of mass of the system (at the time of the start of the simulation). We can notice on the figure that quickly after the start of the run, the SMBH binary sinks towards the origin, due to the bias in the SCF force. This unphysical
sinking of the binary is then also reflected on the right plot, showing the binary hardening rate. The plot demonstrates that an improper centering strategy results in artificial spikes in the hardening rates, as the black holes interact with stars during their sinking towards the center. As a result, neither the global center of mass nor the density center (which alignes with the black hole binary center of mass) are appropriate choices for the origin of the reference frame in our system.

In order to resolve the issue, I decided to switch to an inertial reference frame that is comoving with the binary. Specifically, instead of aligning it exactly with the density center, I assign a constant velocity to the origin that would follow the general, mean motion of the black holes throughout the run. The general idea of this strategy is that small deviations from the actual density center would not be significant enough to introduce a bias in the SCF force, while keeping the simulation origin in an inertial reference frame. For this purpose, I use the original 2016 data to find the mean direction and amplitude of the velocity of the binary center of mass over a period of several Myr. Then, I perform the following coordinate transformation on all particles. This transformation is performed only once at the start of the hybrid run:

$$
\begin{equation*}
\vec{r}^{\prime}=\vec{r}-\vec{r}_{\text {com }}, \quad \vec{v}^{\prime}=\vec{v}-\left\langle\vec{v}_{\text {com }}\right\rangle \tag{5.29}
\end{equation*}
$$

where $\vec{r}_{\text {com }}$ is the position of the SMBH binary center of mass at the start of the run and $\left\langle\vec{v}_{c o m}\right\rangle$ is the mean velocity of the SMBH binary center of mass in the original 2016 run (starting from $t=4$ until the SMBH merger).


Figure 5.14: Deviation between the binary SMBH center of mass with our comoving, inertial reference frame throughout the run. The position of the center of mass is given in units of the binary semi-major axis at the start of the run $a_{\mathrm{BH}, 0}=6.02 \times 10^{-5}$.

Since this correction is only applied at the start of the run, it may happen that during the
evolution the SMBH binary drifts away from our comoving, inertial reference frame. Therefore, I check the movement of the binary with respect to the origin throughout the run, shown on Fig. 5.14. As seen on the plot, the deviation of the actual binary center of mass (and therefore also stellar density center) with respect to the origin does not exceed more than $25 a_{B H, 0} \approx 1.5 \mathrm{pc}$. This drift is too small to introduce a bias in the SCF force calculation, therefore resolving the above described issue successfully. In this section, I demonstrated how an improper centering strategy can significantly impact the evolution of the system with the hybrid code. For this reason, the hybrid is best used for stationary systems with well defined density centers. For more complex applications, one needs to adopt a special centering strategy, such as the one presented here, with the comoving, inertial reference frame.

### 5.3.6 Summary and conclusions

In this chapter, I showed an overview of the most relevant numerical parameters of the $\varphi$ -GRAPE-hybrid code for astrophysical applications. I present results obtained using idealized, spherical Plummer stellar distributions for the purposes of benchmarking, as well as in the case of a more complex and realistic system, for which I utilized the slightly triaxial, rotating galaxy merger remnant system which hosts a hard, SMBH binary system, as described in Kh16. While my investigation was focused on the use of the hybrid for galactic-scale simulations of close SMBH binary systems, the results and conclusions presented here can be of great use for any future use of the $\varphi$-GRAPE-hybrid.

In the first part of the chapter, I presented the results from a series of benchmarking runs, where I aimed to give a comprehensive overview of the different aspects of the hybrid that can affect its computational speed. However it should be noted that the benchmarks presented here were based on different versions of the code throughout its development. For more conclusive benchmarks, I refer the reader to the upcoming publication Meiron et al. 2021. Benchmarks showed that out of all the parameters, the greatest effect on the performance by far is the fraction of core particles. While this fraction depends on the type of system the code is being applied to, low fractions of core particles ( $\lesssim 10 \%$ ) should be kept in order to fully utilize the gain in computational speed of the hybrid. The core-halo fraction of particles also affects the performance with respect to the direct-only approach. Benchmarks showed that an impressive 28 factor of the speed-up is obtained when using only $1 \%$ of core particles, but this value decreases to 2.5 when using $50 \%$ of core particles. On the other hand, I found that the maximum order in the multipole expansion $l_{\max }$ does not impact the performance significantly. At the time of writing, the hybrid code can be used in combination with both the yebbisu GRAPE-emulation library (Nitadori, 2009) and the sapporo GRAPE emulation library (Gaburov et al., 2009).

In the second part of the chapter, I presented an overview of the most important numerical parameters of the hybrid and how they can affect the scientific results if not chosen carefully. While this analysis focused on the use of the hybrid for the study of close SMBH binaries in galactic nuclei, many of the results presented here are applicable for studies of binary SMBH systems using other codes and methods as well, especially the results concerning the softening and black hole integration timestep. Most notably, Fig. 5.6 shows a similar analysis of the appropriate softening, performed by Peter Berczik using the $\varphi$-GPU, showing that the results are relevant for studies of such systems in general.

The combined analysis using both $\varphi$-GRAPE-hybrid and $\varphi$-GPU demonstrates the dependence of the hardening rate on the value of the gravitational softening if a larger than necessary
value of the softening is used. This results in some energetic stellar interactions being softened, thereby artificially reducing the hardening rate. In order to avoid this, a significantly lower value of the softening is required, $\epsilon \sim 10^{-4} \mathrm{pc}$ in order to properly resolve all of the interactions. This value is two orders of magnitude smaller then the binary semi-major axis at the onset of the GW-dominated phase. Most N -body studies so far used values of the softening larger by at least an order of magnitude (Nasim et al., 2020; Khan et al., 2016; Gualandris et al., 2017; Khan et al., 2011; Preto et al., 2011, and others), suggesting that the hardening rate may have been somewhat underestimated in these studies. The best results would without a doubt be obtained when using zero softening for the stellar-black hole interactions, provided the code supports chain regularization for particles around the SMBH, like in the case of Rantala et al. (2017) and Vasiliev et al. (2014). However, the use of chain regularization comes with a caveat, since only a very limited number of stars may be regularized at a time using the AR-chain method. However, new algorithmic regularization techniques should drastically improve this (Rantala et al., 2020).

I demonstrated the importance of the black hole integration timestep, and how insufficient accuracy in the black hole integration in combination with the PN terms in the equations of motion can lead to a premature GW-driven plunge and the underestimation of merger timescales of the system. Out of all the parameters presented, the results show that this one is the one that impacts the evolution of the SMBH binary the most. In the case of Kh16, this led to a premature SMBH merger, with the actual expected merger timescale being a factor of 2 larger. I demonstrated that a good way to avoid this issue is by looking at the evolution of the hardening rate $s$ with respect to $1 / a$ and comparing this with the expected values using constant hardening rates and analytical formulae of GW emission (Peters and Mathews, 1963). If there is a large discrepancy present, this can be evidence of insufficient accuracy in the black hole integration.

In the last section, I underlined the importance of a proper centering strategy when using the $\varphi$-GRAPE-hybrid code. Unlike many other N -body codes which can specify an arbitrary origin of the reference frame, by definition, the hybrid needs to be centered on the density center of the system. Otherwise, the resulting bias in the SCF force will result in non-physical results. In more complex systems, however, using the density center as the origin while remaining in an inertial frame of reference may be easier said than done. For this purpose, I present an example of a solution for such cases, so that the origin is centered very near the density center, while remaining in an inertial frame.

The biggest advantage of $\varphi$-GRAPE-hybrid by far is the great gain in computational speed over purely direct approaches, while retaining accuracy of direct integration for a subset of particles of interest. However, one should also be aware of the limitations of the code, since it is only meant to be used for well-centered, equilibrium systems, with a relatively low fraction of core particles. As such, it is only applicable in these very specific scenarios.

## 6

## NUMERICAL INVESTIGATION OF THREE-BODY SCATTERING EVENTS WITH A SMBH BINARY IN THE POST-NEWTONIAN REGIME

In this chapter, I perform a series of high-resolution 3-body scattering experiments to investigate the Post-Newtonian corrected energy balance of a hard SMBH binary during strong interactions with incoming stars. The simulations were performed at the Kepler computer cluster, at the University of Heidelberg.

### 6.1 INTRODUCTION

During the hardening phase of a SMBH binary merger, described in Chapter 4, the main mechanism of energy loss for the binary is via energetic stellar interactions, during which incoming stars on radial orbits are able to extract energy from the binary with the gravitational slingshot effect. In order for the energy extracted from the binary to be significant enough to measurably contribute to the hardening, the star needs to experience very close interactions with the binary (with the closest approach distance on the order of the binary semi-major axis, $r_{p} \lesssim 3 a_{b h}$ ). The proper treatment of this physical process is of crucial importance since this is the primary method of bringing the black holes close enough in order to reach coalescence. However, it may be problematic and cumbersome to include in galactic scale simulations, due to the very high spatial resolution which is necessary to properly resolve all of the close interactions (compared to galactic scales which are orders of magnitude larger). Therefore, direct treatment of these interactions might be out of reach for studies that do not have access to large and efficient computational resources. Instead, they may use semi-analytical estimates of hardening rates which can then be used to model the evolution of SMBH binaries without actually resolving the encounters themselves (e.g. Sesana and Khan, 2015).

On the other hand, direct N -body codes are able to calculate forces during the encounters up to a high degree of accuracy, but are often unable to accurately analyze the individual encounters between the stellar and BH particles, due to resolution constraints and exceptionally high computational cost. Therefore, they are usually unable to give precise estimates of the specific energy changes in a single encounter, instead focusing on cumulative effects from many interactions.

Instead, 3-body scattering experiments provide a computationally efficient way to study the nature of these interactions in a multitude of different configurations and scenarios and to investigate these effects for different masses of the binary members and orbital configurations (see Sec. 4.2.2). They can be especially useful as a precursor to N -body runs, as a way to gain insight into the cumulative, as well as average energy changes from stellar encounters, without the presence of other physical effects from the galactic environment which may affect the result, such as gravitational torques from overdensities in the distribution, two-body relaxation effects and the gravitational impact of the system itself.

In particular, in the Kh16 study, there was a mismatch between the overall SMBH binary energy change and the cumulative energy changes of the stars (Ikape, 2016), pointing to the presence of either spurious numerical effects, or other physical hardening processes which were not accounted for. For example, it was not fully understood if the introduction of PostNewtonian terms in the equations of motion will affect the star-binary energy exchange, and if so, if the effect would be measurable. This is especially interesting to consider during the phase of the merger when gravitational wave emission becomes comparable to the binding energy gained from stellar interactions. During this transitional period, both stellar hardening and PN terms induce secular, as well as periodic changes in the orbital motion of the binary and the interplay between these two effects in N -body studies has not yet been thoroughly explored in the literature.

Therefore, in this chapter I will present the results of a number of three-body scattering experiments, performed using the state-of-the-art AR-chain integration method (Mikkola and Merritt, 2006, 2008). The goal of these experiments was to provide valuable insight into the energy exchange at a time when the PN effects are non-negligible, enabling an overview of dominant terms in the energy balance, as well as a useful check in order to see if the mismatch between stellar hardening and the total energy change of the binary can be reproduced (Ikape, 2016).

Additionally, the simulation run in Kh16 was unable to evaluate the complexity and nature of the interaction, including the closest approach of the star to the binary, the number of stars which would directly plunge into one of the black holes, and whether or not a star experiences multiple interactions before ejection. Therefore, I will present a distribution of the evaluated pericenter distance of the interacting stars, as well as an estimate of the fraction of direct plunges of stars into black hole, termed the merger rate throughout the chapter.

The chapter is structured as follows. In Section 6.2 I describe the simulations parameters and describe the inital setup of the code. In Section 6.3 I present the derivation of the condition employed for the inital velocity of the stellar particles. In Section 6.4.1 I briefly describe the merger rate detected in the runs. In Section 6.4.2 I analyze the pericenter distances of the stellar encounters and discuss their connection to the energy change of the star. In Section 6.4.3 I discuss the energy balance of the system and identify the energy discrepancies within. Section 6.4.4 contains the main result, where PN corrections are introduced to the energy balance and a full description of the energy balance within a scattering event is given. Finally, Section 6.5 contains the conclusions and the discussion of the results.

# CHAPTER 6. NUMERICAL INVESTIGATION OF THREE-BODY SCATTERING EVENTS WITH A SMBH BINARY IN THE POST-NEWTONIAN REGIME 

### 6.2 INITIAL CONDITIONS AND SETUP

In the following, I describe the numerical setup employed for the investigation of the three-body encounters in the hardening regime of an SMBH binary. Each simulation run consists of three particles in total, two SMBH particles, situated near the centre of mass of the system and a stellar particle, acting as a distant third body. For the initialization of the SMBH binary I use the original data from Kh16, at different times throughout the run. The black hole particles are part of a hard Keplerian binary system, with equations of motion corrected for PN effects up to order PN 2.5 (leading radiation-reaction term). It is important to note that all of the units in this chapter do not reflect physical units and are given in N-body units, defined by setting the speed of light as $c=477.12$. For the sake of clarity, I present the N -body units with respect to their physical unit equivalents in Table 6.1.

| M.U. $\left[M_{\odot}\right]$ | T.U. $[\mathrm{Myr}]$ | L.U. $[\mathrm{kpc}]$ | V.U. $[\mathrm{km} / \mathrm{s}]$ | E.U. $\left[M_{\odot}(\mathrm{km} / \mathrm{s})^{2}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| $9.18 \times 10^{11}$ | 1.55 | 1 | 628.3 | $3.62 \times 10^{16}$ |

Table 6.1: Table of N-body units with respect to physical units, used throughout the chapter. The columns correspond to: mass unit, time unit, length unit, velocity unit and energy unit, respectively.

The stellar particle is assigned a mass several orders of magnitude smaller than the mass of the less massive black hole (see Table 6.2), and is positioned at a significant initial distance from the binary system $D_{0}=0.1$. Every stellar particle is assigned the same mass value of $m_{*}=10^{-6}$, which corresponds to $91,800 M_{\odot}$. One advantage of the AR-chain integration method is that implementing the softening is optional, since the interactions between the particles are regularized to avoid singularities when $R \rightarrow 0$. Therefore, in the code the softening between the star and the black holes, as well as between the black holes themselves is zero, allowing for arbitrarily close approaches.

Two different sets of scattering experiments were performed, corresponding to different times of the original N -body run. The first set of runs is initialized when the binary semi-major axis is $a_{0}=4.6 \times 10^{-5}$, corresponding to time $t_{0}=5$ of the original run. At this point in time, we expect the gravitational wave emission to be measurable, but not dominant with respect to stellar hardening. The second set of runs is initialized when the binary semi-major axis is $a_{0}=3.15 \times 10^{-5}$, corresponding to time $t_{0}=6$ in the original run. At this point in time we expect gravitational wave emission to be dominant with respect to stellar hardening.

A simulation run is ended if the stellar particle becomes unbound. A stellar particle is considered unbound if its total energy becomes positive, $E_{*}>0$, and if it is at a distance $D>2 D_{0}$ from the center of mass. Both of these conditions need to be met in order to stop the run. Otherwise, a run is stopped if the star does not experience large energy changes over a sufficiently large timescale $t>t_{f}=10$, or if there is a merger event between the star particle and the black hole binary. After each encounter, the system is reset, the binary is given the same initial conditions and orbital parameters as before, and the next stellar particle is generated.

The initial conditions for stellar particles are calculated in such a way so that the stellar particles are isotropically distributed around the SMBH binary. Using standard random number generation, stars are distributed evenly on a spherical shell surrounding the binary with a radius $R=D_{0}$. The Cartesian coordinates of each star particle were then calculated in the following
way:

$$
\begin{array}{r}
x_{i}=r_{i} \cos \left(\phi_{i}\right), \\
y_{i}=r_{i} \sin \left(\phi_{i}\right), \\
z_{i}=D_{0} \cdot R_{1}, \tag{6.3}
\end{array}
$$

where $R_{1} \in[-1,+1]$ is a randomly generated number. The coordinates $r_{i}$ and $\phi_{i}$ were calculated using:

$$
\begin{array}{r}
\phi_{i}=2 \pi R_{2}, \\
r_{i}=\sqrt{D_{0}^{2}-z_{i}^{2}}, \tag{6.5}
\end{array}
$$

where $R_{2} \in[0,+1]$ is another randomly generated number. The initial velocity conditions are covered in detail in the next subsection.

The first set of runs, corresponding to initial time $t_{0}=5$, consisted of 1000 scattering experiments with output generated at the timestep of $\Delta t=10^{-3}$. The second set of runs consisted of 2000 encounters in total, and the output frequency was lowered since snapshots were generated at the timestep of $\Delta t=10^{-2}$. The sample size for the second set of runs was increased by a factor of 2 in order to investigate if the results are affected by the low number statistics. It is important to note that the output frequency for both sets of runs is several orders of magnitude lower than the output frequency needed to actually resolve the orbit of the binary. This can be easily verified with Kepler's third law of motion, which we can use to calculate the orbital period of the binary, which we find to be $T \sim 10^{-5}$. This means that while the time resolution is significantly increased with respect to the full N -body run, it is still insufficient to resolve the energetic encounter itself.

| $N$ | $\Delta t$ | $t_{0}$ | $t_{\max }$ | $m_{B H, 1}$ | $m_{B H, 2}$ | $m_{*}$ | $D_{0}$ | $a_{0}$ | $e_{0}$ | $T_{0}$ | PN terms |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1000 | $10^{-3}$ | 5 | 10 | $3.3 \times 10^{-3}$ | $8.7 \times 10^{-4}$ | $10^{-6}$ | 0.1 | $4.6 \times 10^{-5}$ | 0.13 | $3.21 \times 10^{-5}$ | $1+2+2.5$ |
| 2000 | $10^{-2}$ | 6 | 10 | $3.3 \times 10^{-3}$ | $8.7 \times 10^{-4}$ | $10^{-6}$ | 0.1 | $3.15 \times 10^{-5}$ | 0.15 | $1.73 \times 10^{-5}$ | $1+2+2.5$ |

Table 6.2: In this table we present the initial conditions and parameters of the runs. All units are in N -body units. The columns represent in left-to-right order: number of runs per simulation set, output frequency of run, initial time of run expressed in the original data timing scheme, maximum possible time of run, major black hole mass, minor black hole mass, stellar mass, initial stellar distance from the binary center of mass, initial semi-major axis of binary, initial orbital eccentricity of binary, initial orbital period of binary, order of PN terms included.

The numerical values of the parameters described so far are given in Table 6.2.

## 6.3 initial velocity condition

The closest approach of the stellar particle to the binary (its pericenter distance $r_{p}$ ) depends on its initial velocity amplitude $V_{i}$. Therefore, in order to make sure that our encounters experience strong interactions with the black hole binary, we need to carefully choose the initial velocity of the stellar particles. We are interested in the particles which have closest approaches comparable
to the initial semi-major axis of the binary:

$$
\begin{equation*}
r_{p}<2 a_{0} . \tag{6.6}
\end{equation*}
$$

Using a standard equilibrium velocity distribution, e.g. the Plummer distribution is not appropriate in this case, since we would expect that the stars to come beyond the influence radius on on highly radial, centrophilic orbits. Therefore, in this section I derive a relation that determines the inital stellar velocity in the following way:

Since the system is an isolated 3-body system, the total energy and angular momentum of the stellar particle does not change until the energy exchange with the SMBH binary. Therefore, the initial energy of the stellar particle is equal to its energy at the point of closest approach to the binary (before energy exchange). The same can be said for the angular momentum of the particle, so we can write:

$$
\begin{array}{r}
\left.\left.E_{*}\right|_{t_{i}}=\frac{1}{2} \mu V_{i}^{2}+\frac{G M \mu}{r_{i}}=\frac{1}{2} \mu V_{f}^{2}+\frac{G M \mu}{r_{f}}=E_{*} \right\rvert\, t_{f}, \\
L_{*}\left|t_{i}=\left|\mu \vec{r}_{i} \times \overrightarrow{v_{i}}\right|=\left|\mu \overrightarrow{r_{f}} \times \overrightarrow{v_{f}}\right|=L_{*}\right|_{t_{f}} \tag{6.8}
\end{array}
$$

where $t_{i}$ denotes the initial time, $t_{f}$ denotes the time of closest approach to the binary, $\mu$ is the relative mass in the star-binary two-body Keplerian approximation and $M$ is the total mass of the system. Here I assume that we can approximate the black hole binary as a point mass with a total mass of $m_{B H}=m_{B H, 1}+m_{B H, 2}$, in order to reduce the system to a standard 2-body Kepler problem. Substituting the quantities for our system we get:

$$
\begin{gather*}
\left.E_{*}\right|_{t_{i}}=\frac{1}{2} \frac{m_{*} m_{B H}}{m_{B H}+m_{*}} V_{i}^{2}-\frac{m_{*}\left(m_{B H}\right)}{D_{0}}=\frac{1}{2} \frac{m_{*} m_{B H}}{m_{B H}+m_{*}} V_{f}^{2}-\left.\frac{m_{*} m_{B H}}{r_{p}} E_{*}\right|_{f},  \tag{6.9}\\
\left.L_{*}\right|_{t_{i}}=V_{i} D_{0} \sin \alpha=r_{p} V_{f}=L_{*} \mid t_{f} \tag{6.10}
\end{gather*}
$$

where $\alpha$ is the initial angle between vectors $\vec{v}$ and $\vec{r}$. The gravitational constant $G$ is taken as $G=1$, as is standard for N -body units. Here I also assume that $D_{0} \gg a_{0}$. By definition, at pericenter the velocity is orthogonal to the position vector, so the amplitude of the angular momentum at that time is simply the product of the amplitudes of the position and velocity vectors. Combining equations 6.9 and 6.10 by eliminating $V_{f}$, we can rewrite condition 6.6 as:

$$
\begin{equation*}
r_{p}=\frac{\sqrt{1+\frac{2 V_{i}^{2} D_{0}^{2} \sin ^{2} \alpha}{m_{t o t}}\left(\frac{V_{i}^{2}}{2 m_{t o t}}-\frac{1}{D_{0}}\right)}}{2\left(\frac{V_{i}^{2}}{2 m_{t o t}}-\frac{1}{D_{0}}\right)}-1 \leq 2 a_{0}, \tag{6.11}
\end{equation*}
$$

where $m_{\text {tot }}$ is the total mass of the 3-body system $m_{t o t}=m_{B H}+m_{*}$. This allows us to easily get a condition for the initial velocity amplitude, with only one unknown variable, the angle $\alpha$ :

$$
\begin{array}{r}
\quad V_{i}^{2} \leq \frac{4 a_{0}\left(D_{0}-2 a_{0}\right) m_{t o t}}{D_{0}\left(D_{0}^{2} \sin ^{2} \alpha-4 a_{0}^{2}\right)} \\
\rightarrow\left(\frac{V_{i}}{V_{e s c}}\right)^{2} \leq \frac{2 a_{0}\left(D_{0}-2 a_{0}\right)}{D_{0}^{2} \sin ^{2} \alpha-4 a_{0}^{2}} \tag{6.13}
\end{array}
$$

where we have expressed velocity in terms of the escape velocity needed for the star to be ejected from the system, $V_{e}=\sqrt{\frac{2 m_{B H}}{D_{0}}}$.

The angle between two vectors is independent of their amplitude. Therefore, in order to calculate the angle $\alpha$, we first generate a randomly oriented normalized velocity vector $\hat{v}_{i}$, using a similar approach as the one in Eqs. 6.1 to find the cartesian components:

$$
\begin{array}{r}
v_{x, i}=v_{t, i} \cos \left(\phi_{i}^{\prime}\right), \\
v_{y, i}=v_{t, i} \sin \left(\phi_{i}^{\prime}\right), \\
v_{z, i}=R_{3}, \tag{6.16}
\end{array}
$$

where $R_{3} \in[-1,+1]$ is a randomly generated number. The quantities $v_{t, i}$ and $\phi_{i}^{\prime}$ were calculated using

$$
\begin{array}{r}
\phi_{i}^{\prime}=2 \pi R_{4}, \\
v_{t, i}=\sqrt{1^{2}-V_{z, i}^{2}}, \tag{6.18}
\end{array}
$$

where $R_{4} \in[0,+1]$.
With the normalized velocity vector calculated, we can find the angle $\alpha$ using the standard scalar product:

$$
\begin{equation*}
\left.\cos \alpha=\frac{\vec{r}_{i}}{\left\|\vec{r}_{i}\right\|} \cdot \hat{v}_{i}=\frac{\left(x_{i} v_{x, i}+y_{i} v_{y, i}+z_{i} v_{z, i}\right.}{D_{0}}\right) \tag{6.19}
\end{equation*}
$$

With the angle $\alpha$ calculated, we can substitute the above relation in Eq. 6.13 in order to finally obtain our initial velocity amplitude condition. Then, we simply multiply the obtained velocity amplitude with the already generated unit velocity vector $\hat{v}_{i}$ :

$$
\begin{equation*}
v_{i}=V_{i} \hat{v}_{i} . \tag{6.20}
\end{equation*}
$$

On Fig. 6.1, the distribution of initial velocities obtained with this method is shown. As seen on the figure, most of the encounters are slow with respect to the local escape velocity.

### 6.4 RESULTS

### 6.4.1 Merger rate

Previously described parameter values are set up in such a way that is expected to be ideal for highly effective energy exchange between the stellar and SMBH particles. This is in large part due to the fact that the initial velocity condition given by Eq. 6.13 guarantees close approaches


Figure 6.1: Histogram of the initial velocity amplitude normalized to the escape velocity $V_{e}$ at radius $D_{0}$ for the simulation set with $t_{0}=5$.
to the binary. Normally, the value of the softening determines the closest possible approach between the particles. Since the softening in the AR-chain is set to zero for all particles, this artificial limit is not present and allows for arbitrarily close interactions between all particles. However, this can also lead to merger events, which should be excluded from any energy exchange analysis. A merger between a stellar and black hole particle is registered as the moment when their separation becomes smaller than, or equal to $\leq 4 R_{\text {sch }}$, where $R_{\text {sch }}$ is the Schwarzschild radius of the black hole involved in the interaction. The merger rates obtained from the simulations for the cases of $t_{0}=5$ and $t_{0}=6$, respectively are $2.01 \%$ and $2 \%$, and these events are therefore excluded from further analysis, since in reality they would result in direct plunges of stars into the black hole.

### 6.4.2 Pericenter distribution

Large, galactic-scale N -body simulations require set values of the gravitational softening parameter $\epsilon$ for interactions between the particles (i.e star-star, star-black hole). If the value of the softening parameter is not chosen carefully, it can result in under- or over-estimating the hardening rate of the binary, which in turn determines the merger timescale (see the discussion in Ch. 5). Therefore, it is relevant to estimate the pericenter distribution of the incoming stars, which would give insight into the appropriate value of the softening parameter to be used. The pericenter distance of the star particle is calculated according to Eq. 6.11. However, as previously mentioned, this equation approximates the black hole binary as a single point mass, and calculates the pericenter in the two-body star-black hole binary system. While we use the two-body pericenter as a measure of the closest approach, during the actual three-body interaction the closest approach of the star does not coincide with the Keplerian two-body pericenter. Therefore, we check if the derived initial $r_{p}$ with respect to the SMBH binary center of mass corresponds to the actual resolved closest approach of the star from the simulation and we find very good agreement.

The resulting pericenter distribution for the $t_{0}=5$ set of runs is given in Figure 6.2, where $\Delta E_{*} / m_{*}$ is the specific total energy change of the stellar particle. The initial pericenter
distributions for runs with initial time $t_{0}=6$ show the same behavior, and therefore are not given here.


Figure 6.2: Left: Histogram of the initial pericenter distance in units of initial binary semi-major axis $r_{p} / a_{0}$. Right: Scatter plot of the pericenter distance $r_{p} / a_{0}$ as a function of $\Delta E_{*} / m_{*}$,

Using the left plot on Figure 6.2 we can evaluate the pericenter distribution within the radius of $2 a_{0}$ from the binary. It is clear that, out of 1000 total encounters, the vast majority of encounters (around $\sim 300$ ) comes as close as $0.25 a_{0}$ to the binary, likely crossing the orbit of the binary.

On the other hand, the right panel of Figure 6.2 tells us how energetic each encounter is, represented by the specific energy change of the particle $\Delta E_{*} / m_{*}$. The most energetic encounters fall on the right side of the plot, while the less energetic ones are represented in the far left side. In reality, most of the encounters (those which satisfy $\Delta E_{*} / m_{*}<1$ ) do not contribute significantly to the hardening rate of the binary, as their specific energy changes are too low. However, the high-energy tail, even when it only contains a fraction of the total population of encounters, can significantly increase the hardening rate. Therefore, regarding large-scale N -body runs, it is important to understand which properties of the star particles result in the most energetic exchanges which would fall in the high-energy tail (in this consideration taken to be $\Delta E_{*} / m_{*} \geq 1$ ). We can see from the plot that even though there is a clear tendency for more energetic encounters to come close to the black hole binary $\left(r_{p}<a_{0}\right)$, there are a few energetic outliers that do not follow the trend. These outliers are also the most energetic encounters obtained from these 1000 runs, hinting that the most significant encounters for the hardening rate may have complex interactions with the binary, with multiple orbits, resulting in a large energy increase, which would not be reflected in the initial pericenter distance $r_{p}<a_{0} / 2$. However, as seen on the figure, these cases are rare.

### 6.4.3 Energy balance

In this section, I will analyze in detail the energy balance of the system by examining the different energy terms which constitute the total energy of the three-body system for each run.

The equations of motion of the two black hole particles have been corrected for PostNewtonian effects up to order PN 2.5, according to the formulas found in Blanchet and Iyer (2003). However, it is important to note that the treatment of stellar particles remains strictly Newtonian. The only dissipative term in the equations of motion of the black holes is the PN 2.5 term, corresponding to the GW radiation-reaction term (Peters, 1964), while the other PN terms (namely PN 1 and 2) terms are conservative and maintain the conservation of energy of the SMBH binary. The simulation employs black holes without spin, so the PN 1.5 term is equal
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to zero. Because of this, we expect the PN 2.5 term to be the only one to effectively take away net energy from the system.

The relative energy error of our simulation runs $\delta E / U$ is in the range of $10^{-13}-10^{-9}$, several orders of magnitude smaller than the values of the energy components of the system. Therefore, we expect that when corrected for the PN 2.5 term, the total energy of the simulated 3-body system is conserved to a high degree, and the energy exchange is well resolved. Let us now provide a simplified overview of all the energy components. We will assume the binary center of mass is at rest at the origin and treat the binary as a single massive body when computing the potential exerted by the binary on the star. This is a justified approximation since the initial $\left(D_{0}\right)$ and final distance of the star $\left(>2 D_{0}\right)$ is much larger than the binary orbital separation. Additionally, at this point in the analysis, we will only consider the Newtonian expression for the binary orbital energy.

The binding energy of the black hole binary is then given by the standard orbital energy formula (Binney and Tremaine, 1987):

$$
\begin{equation*}
E_{B E}=\frac{G m_{1} m_{2}}{2 a} . \tag{6.21}
\end{equation*}
$$

Before the interaction the total energy of the system can be written as:

$$
\begin{equation*}
E=E_{B H}+E_{*}, \tag{6.22}
\end{equation*}
$$

where $E_{B H}=-E_{B E}<0$ is the total orbital energy of the black hole binary, and $E_{*}=E_{*, k i n}+U<0$, is the total energy of the star, with $E_{*, \text { kin }}$ designating kinetic energy and $U$ designating potential energy. After the interaction and energy exchange, corresponding to the end of our simulation run, the energy of the system can be written as:

$$
\begin{equation*}
E^{\prime}=E_{B H}^{\prime}+E_{*}^{\prime}+E_{G W}, \tag{6.23}
\end{equation*}
$$

where $E_{G W}$ is the energy emitted by gravitational radiation during the simulation. Since energy is conserved to a high order, we can equate these two expressions to get:

$$
\begin{align*}
E_{B H}+E_{*} & =E_{B H}^{\prime}+E_{*}^{\prime}+E_{G W},  \tag{6.24}\\
\rightarrow-\left(E_{B H}^{\prime}-E_{b h}\right) & =E_{*}^{\prime}-E_{*}+E_{G W},  \tag{6.25}\\
\rightarrow-\Delta E_{B H} & =\Delta E_{B E}=\Delta E_{*}+E_{G W}, \tag{6.26}
\end{align*}
$$

where the SMBH binary energy change $\Delta E_{B H}$ is given by:

$$
\begin{equation*}
\Delta E_{B H}=-\frac{G m_{1} m_{2}}{2} \cdot \Delta\left(\frac{1}{a}\right)<0 . \tag{6.27}
\end{equation*}
$$

Equation 6.26 tells us that we expect that the binding energy change of the binary corresponds to a high degree of accuracy to the sum of the energy change of the star particle and the energy emitted by gravitational radiation. Additionally, the total energy change of the star can
be calculated easily from the data using:

$$
\begin{align*}
\Delta E_{*} & =\left(E_{*, k i n}^{\prime}+U^{\prime}\right)-\left(E_{*, k i n}+U\right)  \tag{6.28}\\
& =\frac{m_{*}}{2}\left(v^{\prime 2}-v^{2}\right)-m_{*} G\left(m_{1}+m_{2}\right)\left(\frac{1}{D}-\frac{1}{D_{0}}\right) . \tag{6.29}
\end{align*}
$$

The energy emitted via gravitational waves $E_{G W}$ is calculated using the radiation-reaction term from Eq. 3.14, and cross-checked with the orbit-averaged formulas (see Eq. 3.33):


Figure 6.3: Cumulatively summed energy terms as a function of specific energy change for the simulation set with initial time $t_{0}=5$ (left) and $t_{0}=6$ (right). The different colors correspond to different combinations of terms from Eq. 6.26. The energy discrepancy not accounted for in the energy balance equation is shown as a dash-dotted gray line. In the absence of energy discrepancy, the blue and purple lines should match, as well as the red and green lines, according to Eq. 6.26.

An overview of the cumulatively summed different energy terms for both sets of simulation runs can be seen on Figure 6.3, as a function of specific energy change. If Eq. 6.26 is satisfied, the blue and dashed magenta line, as well as the red and dashed green lines should match to a very high degree. Then, we would expect that the energy difference between all terms (gray dash-dotted line) remains at zero at all energies. However, we notice from the figure that this is not the case. In both simulation sets, there is a non-negligible energy discrepancy denoted by the gray dash-dotted line, which represents energy not accounted for by the energy balance equation. In the case of $t_{0}=5$, the cumulative sum of the energy discrepancies is positive, while when $t_{0}=6$ the summed energy discrepancies are negative. This energy discrepancy is at the same order of magnitude as the other energy terms. As previously noted, the energy error of the simulation is a few orders of magnitude smaller than any value of the energy terms, and therefore cannot be responsible for the energy discrepancy.

### 6.4.4 PN energy correction terms

In order to resolve the energy discrepancy problem, we need to carefully look at the assumptions and energy terms used in Eq. 6.26. In that analysis, we have used strictly Newtonian definitions
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of the binary orbital energy, except for the GW emission term. However, at this point of the SMBH binary evolution, when the separation between the black holes is comparable to their Schwarzschild radii, Post-Newtonian corrections must also be added to the total energy calculation, since standard Newtonian notions of energy no longer apply.

Let us remind ourselves of the considerations made in Ch. 3.3.3. We previously mentioned that the even PN terms are non-dissipative and we did not previously include them in the equation denoting the energy changes (Eq. 6.26). Nevertheless, I will now show that they must still be included in order to properly account for all energy changes. These terms, while not effectively carrying away energy from the system, can cause instabilities and oscillations with respect to the Newtonian total energy. These instabilities, which can be neglected over long timescales and a large number of interactions, do however play a role in the energy balance of an individual encounter. We can perhaps, illustrate this better using the following analysis:

If we omit the odd PN2.5 radiation reaction term (Eq. 3.14), the total PN-corrected energy of the black hole binary $E_{B H}$ is fully described by Eq. 3.12. We can separate this energy into a Newtonian term and the PN correction term:

$$
\begin{equation*}
E_{B H}=E_{\text {Newt }}+E_{P N}, \tag{6.30}
\end{equation*}
$$

where the Newtonian part is given by:

$$
\begin{equation*}
E_{\text {Newt }}=\frac{\mu v^{2}}{2}-\frac{\mu(m)}{r} . \tag{6.31}
\end{equation*}
$$

The Post-Newtonian term corresponds to the effect of the even PN terms:

$$
\begin{equation*}
E_{P N}=E_{P N 1}+E_{P N 2}+\ldots \tag{6.32}
\end{equation*}
$$

The leading correction term is repeated here for the sake of clarity (Blanchet and Iyer, 2003):

$$
\begin{equation*}
E_{P N 1}=\frac{\mu}{c^{2}}\left\{\frac{3 v^{4}}{8}-\frac{9 m_{1} m_{2} v^{4}}{8 m^{2}}+\frac{m}{r}\left(\frac{m_{1} m_{2}(\vec{n} \cdot \vec{v})^{2}}{2 m^{2}}+\frac{3 v^{2}}{2}+\frac{m_{1} m_{2} v^{2}}{2 m^{2}}\right)+\frac{m^{2}}{2 r^{2}}\right\} . \tag{6.33}
\end{equation*}
$$

If the equations of motion are corrected up to the 2PN term, the energy of the binary $E_{B H}$ is fully conserved. However, since the equations of motion also include the dissipative 2.5PN term, this energy is conserved only in the sense that its time derivative computed through the fully PN-corrected equations of motion is exactly equal to the effect of the PN2.5 term (Blanchet and Iyer, 2003). Then, in the absence of stellar interactions, the total change in the binary energy can be expressed as:

$$
\begin{equation*}
\left|\Delta E_{B H}\right|=\left|\Delta E_{\text {Newt }}+\Delta E_{P N}\right|=\Delta E_{G W} . \tag{6.34}
\end{equation*}
$$

When a star extracts energy from the binary, this additional term can be added to the right side of the above equation:

$$
\begin{equation*}
\left|\Delta E_{\text {Newt }}+\Delta E_{P N}\right|=\Delta E_{*}+E_{G W} . \tag{6.35}
\end{equation*}
$$

The important distinction here with respect to Eq. 6.26 is the addition of the $\Delta E_{P N}$ term, which
was previously neglected. This leads to the final expression for stellar energy change:

$$
\begin{equation*}
\Delta E_{*}=\left|\left(\Delta E_{\text {Newt }}+\Delta E_{P N}\right)\right|-E_{G W} . \tag{6.36}
\end{equation*}
$$



Figure 6.4: Top: Cumulative energy terms as a function of specific energy change, for the simulation set at initial time $t_{0}=5$, without (left) and with (right) the $E_{P N 1}$ correction term. Bottom: Cumulative energy terms as a function of specific energy change, for for the simulation set at initial time $t_{0}=6$, without (left) and with (right) the $E_{P N 1}$ correction term. Other elements are the same as Fig. 6.3.

In Fig. 6.4 we can see the updated cumulative energy term plots. The figures on the left are the same as in Fig. 6.3. The figures on the right include the correction for the leading order PN 1 energy term to the energy balance. This first order correction is clearly sufficient to successfully resolve the energy discrepancy that was obtained earlier. This is shown by the gray dash-dotted line which is now consistently at zero for all encounters, proving that Eq. 6.35 is sufficient to properly account for all of the energy changes in the runs.

This is also illustrated in Fig. 6.5, where we can see on the left side the value of the energy discrepancy for each individual run, as shown by the vertical distance of the points from the black line. The black line corresponds to an ideal situation with no energy losses, when the
energy change of the binary is exactly equal to the stellar energy changes. The color coding corresponds to Newtonian orbital eccentricity changes of the SMBH binary, calculated using the Runge-Lenz vector. The color coding shows that the value of the energy discrepancy is correlated to the eccentricity change of the binary. Positive values of the the discrepancy result in largely negative changes in eccentricity, and vice versa. The right side of the plot shows that the energy discrepancies seen in the left side of the plot come from the $E_{P N 1}$ correction term, and after the correction we obtain much better energy conservation, with all points falling almost exactly on the black line. We can conclude that the energy discrepancy is resolved simply by the inclusion of the leading PN1 correction to the energy of the binary.

### 6.5 SUMMARY AND CONCLUSIONS

In this chapter I have described two sets of three-body simulations that were performed using the highly accurate AR chain regularization integration method (Mikkola and Merritt, 2006,


Figure 6.5: Top: Specific binary orbital energy change, corrected for GW emission, as a function of specific energy change of the star, for initial time $t_{0}=5$, without (left) and with (right) the $E_{P N 1}$ correction term. Each point corresponds to one scattering experiment. The black line shows the ideal case when the quantity on the $y$-axis is identical to the quantity on the $x$-axis, corresponding to no energy losses of any kind. Bottom: Binding energy change, corrected for GW emission, as a function of specific energy change of the star, for initial time $t_{0}=6$, without (left) and with (right) the $E_{P N 1}$ correction term. Other elements are the same as in the top plots.
2008). The goal of the simulations was to explore the interaction and study the energy exchange between a stellar particle and a SMBH binary in the final phase of the merger with the star acting as an incoming third body. More specifically, I aimed to analyze the energy balance of individual interactions and provide insight into the mismatch between the energy change of the binary and the stars, found in previous work (Ikape, 2016). The scattering experiments were done in preparation for future full N -body runs of the system, described in the next chapter.

The initial conditions for the SMBH binary system were obtained from earlier, large-scale simulations which are detailed in Kh16. The equations of motion of the binary were corrected for PN effects up to term 2.5 , corresponding to the leading radiation-reaction term. This provided insight into the close encounters between the binary and stars from the loss cone, at a time when Post-Newtonian effects are already significantly contributing to the orbital decay. Two different sets of runs were performed, depending on the initial times $t_{0} \in\{5,6\}$. The first set of runs had more frequent output interval and consisted of 1000 total scattering experiments, while the second set of runs was characterized by greater number statistics, consisting of 2000 runs in total, but with lower output frequency compared to the first set. The stellar particle distribution was generated isotropically on a spherical shell at a distance of $D_{0}=1 \mathrm{kpc}$ from the binary center of mass. The initial conditions were set up in such a way that was ideal for close and energetic encounters between the stellar and black hole particles. The goal was to get an estimate of the parameters and properties of the high-energy tail which consists of stellar particles that experience large energy boosts during their interaction with the binary, thus increasing the SMBH binding energy. This was done by deriving an initial velocity condition, given by Eq. 6.13, that guarantees very close approaches between the star and black hole particles.

While the closest approach of the star is not resolved, the velocity condition allowed for an estimate of the Keplerian pericenter distribution of the stellar particles, in the approximation where the SMBH binary acts as a single massive body on a star at the distance of $R=D_{0}$ from the binary. The obtained pericenter distribution is given in Figure 6.2, as a histogram (left) and as a function of spec. energy change of the star (right). The estimation of the initial pericenter suggests that the vast majority of the encounters crosses the SMBH binary orbit during the interaction. While the general trend shows that smaller initial pericenter typically results in higher specific energy changes after the interaction, there is also a non-neglible number of energetic events at $a_{0} / 2<r_{p}<2 a_{0}$. These results should be taken in consideration when setting the value of the softening parameter for future runs of galaxy mergers. While the number statistics of encounters is not particularly high, the results point to the fact that with a much larger particle number, the majority of strong encounters would take place significantly close to the binary and suggesting that the value of the softening employed should not be higher than $\epsilon=0.2 a_{0}$, and ideally several orders of magnitude lower than that. Additionally, using our sample we estimated the merger rate for this set of initial parameters, finding it to be $\approx 2 \%$.

The energy balance analysis showed that there is a significant error in the energy balance of the system when the Newtonian definition of binary orbital energy is used. The detected energy discrepancy was comparable to the other energy changes of the system and was orders of magnitude larger than the energy error of the code. The introduction of the PN1 term to the energy definition has proven sufficient to account for all energy discrepancies. For this reason, the orbital energy of the binary must be modified by at least the leading PN order in order to properly account for all energy changes in the system. The Newtonian approximation is shown to fail even in the regime when GW emission is not the dominant effect driving the binary evolution. Alternatively, a quasi-Keplerian definition of orbital elements can be used to avoid
the issue (see Sec. 3.3.4). The PN1 term - Eq. 6.33, while not effectively carrying away energy from the system, does produce variations in the energy and the binary orbital parameters. Fig. 6.5 shows that the sign of the PN1 energy term is correlated with the Newtonian eccentricity change of the SMBH binary orbit. This is likely correlated to the fact that while PN dynamics admit the conservation of angular momentum, the magnitude of the vector $\vec{r} \times \vec{v}$ is no longer conserved (Will, 2011), resulting in the observed changes in the eccentricity.

## 7

## PROPERTIES OF LOSS CONE STARS IN A COSMOLOGICAL MERGER REMNANT

In this chapter, I present the results of an N-body simulation of a close SMBH binary embedded in a slightly triaxial, rotating galactic merger remnant. I study in detail individual stellar hardening interactions with a hard SMBH binary and investigate properties of loss cone stars. This chapter has been adapted from the publication Avramov et al. (2021), which has been published in Astronomy \& Astrophysics. B. Avramov performed the below described simulations, analyzed the data, wrote the text and performed all of the calculations. A. Acharya contributed by performing the fitting described in Eq.7.3, and the other co-authors contributed with numerical support, ideas, discussions and comments.

### 7.1 INTRODUCTION

Cosmological context and a cosmological environment can be crucial factors that affect galaxy morphology and dynamics in a merger and therefore determine the orbital nature of loss cone stars and the evolution of the SMBH binary system. Recently, several studies have explored the conditions for the formation of an SMBH pair in a cosmological context (Bortolas et al., 2020; Pfister et al., 2019; Tremmel et al., 2018a,b), showing that along with dynamical friction, additional more complex effects might be in play in the early evolution of an SMBH binary. Nevertheless, Kh16 was the first example in the literature to model the entire evolution of an SMBH binary, starting from a cosmologically-formed galaxy merger, down to the PN plunge of the black holes themselves. This study was therefore in a unique position to explore the properties of the orbits of the stars which contributed to the binary hardening and to investigate loss cone refilling mechanisms originating from a robust, cosmological environment. However, like many direct N -body studies that came before, this study fell short of exploring this aspect.

The reason for this lies in the nature of the standard N -body approach. Along with high computational cost, one of the main drawbacks of N -body is that since the number of particles that can be simulated is significantly smaller than a realistic galaxy, non-physically massive particles may cause artificially enhanced two-body relaxation effects, thus unintentionally increasing the effect of collisional hardening processes and making it inherently difficult to consistently study mechanisms of loss cone refilling. It should also be noted that in a similar fashion, Brownian motion of a binary in an N -body system can be enhanced because of
insufficient particle numbers and can artificially increase the hardening rate (Milosavljević and Merritt, 2003a), but this effect is not expected to be significant in simulations with $N>10^{6}$ particles (Bortolas et al., 2016). Therefore, to circumvent the issue, a sort of hybrid approach is needed, which would retain the accuracy of direct summation for particles interacting with the SMBH binary, but would be able to use collisionless expansion techniques (or sufficiently large particle numbers) to accurately model the outer regions of the system. Recently, several similar approaches using different methodologies have been proposed in the literature. Mannerkoski et al. (2019) and Rantala et al. (2018) utilize a hybrid-tree code (Rantala et al., 2017), combining GADGET-3 (Springel, 2005) with algorithmic regularization (Mikkola and Merritt, 2008) to investigate SMBH merger timescales. Lezhnin and Vasiliev (2019) used a Monte-Carlo approach (Vasiliev et al., 2015) to investigate tidal disruption rates and ejection of stars from the loss cone. Finally, Nasim et al. (2020); Gualandris et al. (2017) used a Fast Multiple Method code combined with direct summation to simulate SMBH binary evolution.

### 7.2 INITIAL CONDITIONS

The data was obtained by resimulating the final stages of the merger in the Kh16 system, for which I utilize the $\varphi$-GRAPE-hybrid code. In this way, sufficient integration accuracy is ensured for particles of interest, while avoiding the high computational cost and enhanced relaxation effects that typically plague pure direct N-body approaches. I include Post-Newtonian effects in the equations of motion up to order 2.5 (Blanchet, 2014), in order to account for GW emission.

In order to resimulate the final stages of the merger, we initialize our simulations at $t_{0}=t_{\mathrm{ini}}+27.7 \mathrm{Myr}=t_{\mathrm{PN}}+6.2 \mathrm{Myr}=4[\mathrm{NB}]$, which we will refer to as the resimulation time. At this time the SMBH binary is well into the hardening phase of the merger with no measureable PN effects and the binary semi-major axis is $a_{\mathrm{bh}} \sim 0.06 \mathrm{pc} \sim 1650 R_{\text {sch }}$, where $R_{\text {sch }}=3.6 \times 10^{-5}$ pc is the Schwarzschild radius of the combined mass of the binary. The particle number and mass resolution was the same as in the original study, described in Sec. 4.5.

The particles which are treated in a direct way (core particles) need to be selected before the initialization of the run. In our system, while relaxation effects are negligible in the outer regions of the system, they become important in the central region. We therefore choose core particles to reflect that. In order to estimate the region of influence of the SMBH binary, we use the cumulative radial mass profile of the GMR. Namely, we define the influence radius of the SMBH binary, as the radius at which the following condition is satisfied:

$$
\begin{equation*}
M_{\mathrm{cum}}\left(R_{\mathrm{infl}}\right)=2 M_{\mathrm{BH}} \tag{7.1}
\end{equation*}
$$

where $M_{\mathrm{cum}}(r)$ is the cumulative mass of all of the particles (excluding the SMBHs) within the sphere of radius $r$ and $M_{\mathrm{BH}}$ is the total mass of the SMBH binary $M_{\mathrm{BH}}=M_{\mathrm{BH} 1}+M_{\mathrm{BH} 2}$. This corresponds to the radius of $R_{\text {infl }}=13.15 \mathrm{pc}$. In order to ensure that we select particles which have the potential to interact strongly with the binary, we determine stellar particles to be core if they fulfill at least one of the following criteria:

$$
\begin{equation*}
r_{\mathrm{p}}<0.5 R_{\mathrm{infl}} \quad \text { or } \quad r<R_{\mathrm{infl}} \tag{7.2}
\end{equation*}
$$

where $r_{\mathrm{p}}$ is the pericenter distance in the two-body Keplerian approximation of a star-BH binary system and $r$ is the radial distance of the particle at the start of the resimulation. This
selection is performed only with stellar particles and only once at the start of the run. Using this condition, we obtain $2 \times 10^{5}$ core particles which will be calculated in a direct way. This corresponds to $3.3 \%$ of our total particle number $N=6 \times 10^{6}$. We note however that as a result of the complex phase space structure of the GMR, there is a fraction of halo stars which will enter the inner region at a later time, and possibly even become centrophilic. This fraction of stars is low ( $\approx 18 \%$ of all stars in the inner region are halo at the end of the simulation) and has only a minor effect on the shape of the potential deep within the influence radius. These stars still have direct interaction with the black holes, and therefore can contribute to the overall hardening rate.

The criterion in Eq. 7.2 helps us to ensure that we represent the potential correctly at the time of resimulation in the transition between the Kepler-potential dominated region inside $R_{\text {infl }}$ and the outer region where the potential is dominated by the contribution of the GMR. Within the Kepler region, the potential of the system can be approximated to a high degree of accuracy by the analytical expression:

$$
\begin{equation*}
\Phi\left(r<R_{\mathrm{infl}}\right)=-\frac{G M_{\mathrm{BH}}}{R_{\mathrm{BH}}}+C \tag{7.3}
\end{equation*}
$$

where $C=$ const. approximates the contribution of the surrounding galactic system to the total potential within the Kepler region and $R_{\mathrm{BH}}$ is the distance to the SMBH binary center of mass. In order to estimate $C$, our collaborator A. Acharya performed a fitting procedure on the radial profile of the potential in the centre of mass of the black holes reference frame. The fitting is performed at resimulation time $t_{0}$ using the least squares method, over a radial range of $R=[0.119,2.9] \mathrm{pc}$, with the zero-point of the potential being at infinity. We obtain the value of $C=-1.983 \times 10^{6} \mathrm{~km}^{2} \mathrm{~s}^{-2}$ which corresponds to the minima of the residual of the fitting parameter. We find that within $0.3 R_{\text {infl }}$, Eq. 7.3 does a good job of approximating the potential. Additionally, we do not observe measureable deviations in the potential over time.

In order to be able to identify and study the strong interactions the stars experience with the SMBH binary, at every integration timestep we monitor each time a star enters and exits a sphere of radius $r=10 a_{\mathrm{bh}}$ around the black holes, where $a_{\mathrm{bh}}$ is the SMBH binary semi-major axis. This is done with additional, more frequent output of the black hole and interacting star paramaters. The time frequency of the additional output is 1,500 years, while the full snapshots are obtained every 12,000 years, a factor of 8 larger. This allows us to identify stars from the loss cone, by analyzing the energy and orbital changes of the stellar particle before and after interaction, while eliminating any other effects that could cause such significant energy changes. At this radius, the escape velocity is $V_{\mathrm{esc}}=3063 \mathrm{~km} \mathrm{~s}^{-1}$, corresponding to the potential of $\phi=-4.692 \times 10^{6} \mathrm{~km}^{2} \mathrm{~s}^{-2}$. The SMBH binary gravitational pull constitutes about $58 \%$ of this value, while the effect of the GMR is represented by the remaining $42 \%$.

### 7.2.1 Numerical parameters and performance

Because of the inherent difference between codes, as well as for increased accuracy, we change several simulation parameters from the setup used in Kh16. The numerical setup described here is based on the results of numerical tests, described in Ch. 5. Most notably, we employed a global softening parameter of $\epsilon=2 \times 10^{-4} \mathrm{pc}$, while the original simulation had an individual softening approach, depending on particle type. The smallest value of the softening was $\epsilon=0.007 \mathrm{pc}$, used for the black hole-star interactions. Our value is considerably smaller than the ones used in
the original simulation, since we found that larger values of the softening parameter affected the hardening rate of the SMBH binary, resulting in artificially lower hardening rates. Additionally, we considerably decrease the minimum black hole integration timestep in order to get better accuracy in the Post-Newtonian terms calculation. The minimum integration timestep has been decreased from $\Delta t_{\min }=10^{-3} \mathrm{yr}$ in the original run, to $\Delta t_{\min }=10^{-5} \mathrm{yr}$ in our resimulation. This level of accuracy was previously unreachable for direct-only N -body approaches due to the already extremely high computational cost for a system with particle numbers $N>10^{6}$. The relative energy error throughout our run is typically $\Delta E / E \approx 10^{-5}$. However we record higher errors upon each restart of the run (roughly every 0.8 Myr ), reaching up $\Delta E / E=4.7 \times 10^{-3}$. Therefore, for best results, frequent restarts should be avoided.

Finally, our pilot runs showed that the choice of the origin of the reference frame can significantly affect the results and produce non-physical hardening of the binary. This results from the fact that by design the SCF force is calculated at the origin of the reference frame. If the origin does not match with the density center of the system, the spatial asymmetry will introduce a bias in the SCF force, causing artificial sinking of the black holes towards the origin. For this reason, the comoving inertial reference frame, described in Ch. 5, was adopted as the reference frame of the simulation. Throughout the chapter, the results in the figures are centered to the SMBH binary center of mass, unless specified otherwise.

We find that changes to the numerical parameters listed in this section affect the overall evolution of the SMBH binary, which we discuss in Section 7.3.1.

Our benchmarks have shown that $\varphi$-GRAPE-hybrid has a speed-up of a factor of 16 over the direct-only version. This will be discussed in detail in an upcoming publication (Meiron et al. 2021, in prep). Our case in particular is very well suited for a hybrid approach due to the very large range of scales that need to be resolved in order to obtain the proper physics of the system. These scales range from 1 mpc for the close interactions, to 10 kpc for the outer ranges of the system. An even bigger performance issue is the range of timescales that are present in our system. The SMBH binary orbital period is on the order of $\sim 1$ yr, however the average crossing time of the system in on the order of $\sim 1 \mathrm{Myr}$. Therefore, the time resolution needs to be high enough in order to properly resolve the 3-body interactions with incoming stars, which happen on the SMBH binary orbital timescale, while also evolving the surrounding system for several crossing times in order to allow for proper refilling of the loss cone. This obstacle comes at a great computational cost, even with the hybrid approach. However, despite this, the comparatively small percentage of particles calculated in a direct way and efficiency of the hybrid code enabled us to maintain sufficient speed on 4 computational nodes, each equipped with 4 Nvidia V100 GPU devices.

### 7.3 RESULTS

### 7.3.1 SMBH binary properties

In this section we present the orbital evolution of the SMBH binary and compare our results to the ones obtained in Kh16. We start the resimulation at $t=t_{0}$ when the binary is hard and dynamical friction is no longer effective. At this point, the PN effects on the hardening are still insignificant, and the primary mechanism of energy loss for the binary is via the interactions with the stars from the loss cone. On Figure 7.1 we present the orbital evolution of the SMBH binary, compared to the original run (see left panel of Figure 4.4). The hardening rate of the


Figure 7.1: Left: Separation of the black holes, as a function of time since $t_{\text {ini }}$ (since the particle splitting procedure). The blue line corresponds to the original run in Kh16, while the orange line corresponds to our run. The light version of the blue line refers to the continuation of the original simulation data. The three dashed-dotted lines starting at 33.35 Myr correspond to analytical estimates of the merger time in the Post-Newtonian dominated regime using constant values of hardening rate. The vertical line marks the initial time of our run, $t_{0}$. The horizontal dashed line marks the separation of $100 R_{\text {sch }}$, where the $R_{\text {sch }}$ is the Schwarzschild radius of the combined mass of both black holes. Middle: Inverse of the binary semi-major axis, used as a measure of hardening rate. Plot elements are the same as on the left plot. Right: Eccentricity evolution of the SMBH binary. Plot elements are the same as on the left plot.
binary, defined as:

$$
\begin{equation*}
s=\frac{d(1 / a)}{d t} \tag{7.4}
\end{equation*}
$$

is approximately constant, which can be seen from the linear behaviour of $1 / a$ in the middle panel of Figure 7.1. In the same figure, in the left panel we see the black hole separation as a function of time since $t_{\text {ini }}$. The separation of the SMBH particles during our run is on the order of $\sim 1000 R_{\text {sch }}$. Up to resimulation time $t_{0}$, we plot the data obtained with the $\varphi$-GPU code in Kh16. The period between $t_{0}<t<32.35 \mathrm{Myr}$ corresponds to the time period of our resimulation of the system using $\varphi$-GRAPE-hybrid.

From $t=32.35 \mathrm{Myr}$ and onwards, we plot the analytical estimates of the hardening driven by stellar interactions and GW emission, using well known formulae in Peters and Mathews (1963) and a constant value of hardening rate $s=$ const. The estimates were performed using standard Runge-Kutta 4th order integration, for 3 different values of hardening rates: $s=4.5,5.56,6.4 \mathrm{Myr}^{-1} \mathrm{pc}^{1}$, where the middle value corresponds to the hardening rate that we measure at the end of the run (see Fig. 7.7, middle panel). From this, we estimate the SMBH merger timescale at $38.3 \pm 0.8 \mathrm{Myr}$ since $t_{\mathrm{ini}}$, or $16.8 \pm 0.8 \mathrm{Myr}$ since $t_{\mathrm{PN}}$. This value is a factor of two larger than the value reported in Kh16, who reported a merger timescale of under 10 Myr.

During our pilot runs presented in Ch. 5, we investigated different combinations of numerical parameter values to test how they affect the hardening rate. We found that the gravitational softening value and the minimum black hole integration timestep affected the hardening rate most significantly, resulting in the discrepancy between our merger timescale and the one in the original study. The value of the merger time in Kh16 might be underestimated primarily as a result of insufficient time resolution of the binary, determined by the minimum black hole integration timestep. This would have led to an overestimation of the PN terms in the equations of motion and a premature PN plunge. This is also visible in the eccentricity evolution, where we interpret the rise in eccentricity after $t=t_{0}$ in the original data as evidence of numerical


Figure 7.2: Ratios of the principal axes of the system up to 1 kpc , shown for different times. The figure in the bottom-right corner shows a zoomed-in region, ranging from 0.5 to 1 in the $y$-direction, and from 0 to $5 R_{\mathrm{infl}}=66 \mathrm{pc}$ in the x-direction, where $R_{\mathrm{inff}}$ is the SMBH binary influence radius.
artifacts. The decrease of the black hole minimum integration timestep reduced the effect of overestimation of the PN terms, and the hardening rate is now in agreement with analytical formulae of GW emission Peters and Mathews (1963), demonstrated by the dash-dotted lines on Figure 7.1.

Additionally, we performed convergence tests in an effort to see if further decreasing the value of the softening from the original run affects the hardening rate. These tests showed a dependence of the hardening rate on the value of gravitational softening both using the $\varphi$ -GRAPE-hybrid code, as well as the $\varphi$-GPU, which adopts an individual softening procedure and was used in the original study. We found that the hardening rate converged using both codes when the softening value for star-black hole interactions was set to $\epsilon \leq 2 \times 10^{-4} \mathrm{pc}$, which is why we adopted this value for our run. This suggests that the limited spatial resolution of the original run somewhat underestimated ${ }^{1}$ the hardening rate during close pericenter passages of stars.

### 7.3.2 Merger remnant properties

In this section we will present properties of the GMR. Our goal is to demonstrate the stationarity of the system, in terms of its shape and orientation. This is done to make sure that the stellar parameters we analyze are not affected by changes in the galactic system and that the system does not measurably change its properties at the time of resimulation. In this way, our results would not be affected by the sudden change in the gravitational potential of the system as a result of the switching of the codes, and therefore, the force calculation method.

[^0]In the classical loss cone regime inside of spherical nuclei, stars in the loss cone would interact with the SMBH binary on a crossing time timescale, after which the loss cone would be largely empty and the binary would stall (Milosavljević and Merritt, 2003b). The refilling of the loss cone by two-body relaxation effects would happen on a relaxation timescale $t_{\text {relax }}$ which may be larger than the Hubble time (Berczik et al., 2005). Therefore, collisionless refilling of the loss cone by stars on centrophilic orbits, originating from triaxial, or possibly axisymmetric orbits is necessary for efficient loss cone refilling and a constant hardening rate.

It is important to note that for the analysis of strong stellar interactions with the binary, we do not consider the first 1.8 average crossing times ( 1.55 Myr , which corresponds to 1 N -body time unit) and we only use the last 3.1 Myr of data for the analysis of energetic interactions. The reason for this is that, while the overall properties of the GMR do not change significantly at the moment we start the resimulation, owing to the potential switch, it is possible that some stars would artificially be perturbed and put on centrophilic orbits. Therefore, during the first 1.55 Myr we allow the system to relax and adjust to the new potential, in order to ensure that all of the encounters we obtain are physical.

In Fig. 7.2, we present a time evolution of the ratios of the principal axes of the system, $b / a$ and $c / a$ respectively, within a radius of 1 kpc , as well as the inner-most region $5 R_{\text {infl }}(\approx 66$ pc , zoomed-in region). The principal axes were obtained from the eigenvalues of the following tensor ${ }^{2}$ :

$$
\begin{equation*}
I_{j k}=\int \rho x_{j} x_{k} d^{3} x \tag{7.5}
\end{equation*}
$$

We find the axis ratios in cumulative spheres in the range of $3 \mathrm{pc}<r<5 R_{\text {infl }}$ for the main figure and in the range of $3 \mathrm{pc}<r<1 \mathrm{kpc}$ for the zoomed-in figure. The axes of the system were computed in the reference frame that is comoving with the SMBH binary (described in Section 7.2.1). Looking at the ratios of the medium and major axis we can see that the galaxy merger remnant is slightly triaxial at all times $(b / a<1)$. It is precisely this slight triaxility that we expect to efficiently refill the loss cone, pointing to the fact that we should expect a roughly constant supply of stars in the SMBH binary vicinity, and therefore a constant hardening rate of the black holes as well. This is in agreement with the findings of Kh16, so we can conclude that there is no change in the shape of the system at the time of resimulation. Fig. 7.2 also shows us that the GMR is significantly flattened at all values of $r$ with $\epsilon \approx 0.4$. We calculate the flattening in the standard form $\epsilon=1-c / a$, where $c / a$ is the ratio of the minor and major axis.

In order to investigate the orientation of the system, we first for each snapshot rotate the data so that the $z$-axis is aligned with the minor axis of the ellipsoid at $t_{0}$. We then look at the orientation of the orbital angular momentum vector of the SMBH binary, as well as the cumulative angular momentum of the GMR system. To define the cumulative angular momentum of the system, we sum the contribution of all particles which are contained within a sphere of a radius $r<5 R_{\text {infl }}$, excluding the black holes. We find that during the time period of 3 Myr used for the analysis of energetic interactions, the overall angular momentum vector of the system, and the smallest axis of the GMR ellipsoid match exceedingly well (the misalignment is always within $1^{\circ}$ ). This means that there is no misaligned rotation of the system, since the rotation of the GMR is aligned with the flattened shape and that the three-body encounters are

[^1]not scattered in a preferred direction because of this.
Additionally, the orientation of the SMBH binary orbit does not show significant changes during this period. The orientation of the SMBH orbit is misaligned to the overall system by $\theta \approx 15^{\circ}$ throughout the run. It is expected that the SMBH binary orbital plane would realign according to the rotation axis of the system (Rasskazov and Merritt, 2017; Wang et al., 2014; Li et al., 2017) on a timescale of several hundred orbital periods (Gualandris et al., 2012). This realignment is caused by the angular momentum exchange and interaction with stars in a rotating cusp. Unlike these studies, we do not measure visible changes in the SMBH binary orbital plane. However, we argue that this is due to the already significant alignment with the system, and full realignment is not necessarily expected (Gualandris et al., 2012). Additionally, the slight triaxiality and present rotation of our system might significantly reduce the alignment effect (Cui and Yu, 2014).

In order to properly characterize the orbits of stars from the loss cone, first we need to explore the properties of the overall system and understand the motion of stars within. Since the GMR is only slightly triaxial, we will assume axisymmetry for this part of the analysis. In the comoving reference frame, we switch to cylindrical coordinates, given by ( $R, \varphi, z$ ) and explore properties in the $(R, z)$ (meridional) plane.

In an oblate elliptical galaxy, the motions of the stars can be distinguished between a net streaming motion around the minor axis (rotation) and a random dispersion of velocities with respect to that streaming motion. The prevalence of one or the other motion type can give important clues to the orbital structure of the galaxy. With this in mind, we start with a reference frame centered on the SMBH binary center of mass at time $t=t_{0}$ (i.e., the comoving inertial reference frame described in Sec. 7.2.1). We then rotate the frame of reference according to the three axes of the ellipsoid, so that the minor axis is aligned with the overall angular momentum in direction $z$. Then, within $5 R_{\text {infl }}$ we divide the $(R, z)$ plane in a $10 \times 10$ grid of cylindric rings and find average values of kinematic properties of all particles in each ring. In our reference frame, the streaming motion corresponds to the rotation around the z -axis, denoted by the tangential component of the velocity $V_{\varphi}$. The random motion is characterized by the velocity dispersion along each axis: $\sigma_{R}, \sigma_{\varphi}$ and $\sigma_{z}$. On Fig. 7.3, we can see the ratio of rotational to mean random motion in the meridional plane, where $\sigma=\sqrt{\left(\sigma_{R}^{2}+\sigma_{\varphi}^{2}+\sigma_{z}^{2}\right) / 3}$. We find that there is considerable rotation throughout the meridional plane, especially towards the equatorial plane. Our analysis shows us that after the galactic merger and throughout our run the GMR remnant retains a well-defined rotation axis that coincides with the minor axis of the remnant. This is also reflected in the motion of stars in the inner region, with a prevalence of ordered to random motion in the direction parallel to the equatorial plane.

The strong rotation of the GMR undoubtedly plays a part in the significant flattening of the system that we measure, as shown on Fig. 7.2. In the past, rotation along the minor axis was considered the dominant contribution to the flattening of an axisymmetric system, however the discovery of giant elliptical galaxies not flattened by rotation showed that is not necessarily the case (Binney, 2005; Bertola and Capaccioli, 1977; Illingworth, 1977). In reality, the flattening of an elliptic galaxy can be supported by rotation, significant velocity anisotropy or a combination of both of those mechanisms (Mo et al., 2010). The prevalence of one or the other is often characterized by the anisotropy diagram, which relates the ratio of ordered and random motion $(V / \sigma)$ to the ellipticity of a galaxy. The tensor virial theorem, in the formalism of Binney and Tremaine (1987) gives us a relation between $(V / \sigma)$ and the flattening $(\epsilon)$ for an axisymmetric


Figure 7.3: Contour density plot of the tangential to random motion ratio $v_{\varphi} / \sigma$ in the meridional plane at the time of resimulation.
elliptical system that rotates about its symmetry axis (z-axis). This is accomplished with the $e^{\prime}$ parameter ${ }^{3}$ which only depends on ellipticity:

$$
\begin{equation*}
e^{\prime}=\sqrt{\left(1-(1-\epsilon)^{2}\right)} \tag{7.6}
\end{equation*}
$$

Then, the $(V / \sigma)$ relation takes the form (Binney and Tremaine, 1987):

$$
\begin{equation*}
(V / \sigma)^{2}=2(1-\delta) \Omega\left(e^{\prime}\right)-2 \tag{7.7}
\end{equation*}
$$

where $\delta<1$ and $\Omega(e)$ in the oblate approximation takes the form of (Cappellari et al., 2007):

$$
\begin{equation*}
\Omega\left(e^{\prime}\right)=\frac{0.5\left(\arcsin e^{\prime}-e^{\prime} \sqrt{1-e^{\prime 2}}\right)}{e^{\prime} \sqrt{1-e^{\prime 2}}-\left(1-e^{\prime 2}\right) \arcsin e^{\prime}} . \tag{7.8}
\end{equation*}
$$

The $\delta$ in Eq. 7.7 is a dimensionless global anisotropy parameter which quantifies the anisotropy between the symmetry axis and any direction orthogonal to it in an axisymmetric system (Binney and Tremaine, 1987).

Relation 7.7 enables us to see where our system falls on the anisotropy diagram, and to which extent is the flattening we observe supported by rotation around the minor axis (Fig. 7.4). We use the values of $\overline{v_{\varphi}} / \bar{\sigma}$ and $\epsilon$ at $R=5 R_{\text {inff }}$ and $z=0$ as local analogs of the global values $V / \sigma$ and $\epsilon$. We can see that our system falls near the $\delta=0.2$ line in the plot, suggesting that while the flattening in our system is partially rotationally supported, rotation alone is not significant enough to solely account for the flattening. Therefore, there is also a non-negligible degree of anisotropy-supported flattening present.

Additional insight of an axisymmetric galaxy's flattening mechanism can be gained with the $\gamma$ anisotropy parameter (Thomas et al., 2009), which we adopt from Cappellari et al. (2007), along with the formula for $\delta$ :

[^2]

Figure 7.4: $(V / \sigma, \epsilon)$ relation from the tensor virial theorem. The lines correspond to different levels of anisotropy $\delta$. Our system is denoted by the black cross.

$$
\begin{equation*}
\delta=1-\frac{2 \sigma_{z}^{2}}{\left(\sigma_{R}^{2}+\sigma_{\varphi}^{2}\right)} \quad \text { and } \quad \gamma=1-\frac{\sigma_{\varphi}^{2}}{\sigma_{R}^{2}} \tag{7.9}
\end{equation*}
$$

Using this formula for $\delta$, we obtain $\delta=0.205$ at $z=0$ for $R=5 R_{\text {inf }}$, in very good agreement with the value estimated in Fig. 7.4.


Figure 7.5: Contour density plot of the $\gamma$ anisotropy parameter, in the meridional plane at the time of resimulation.

We present on Figure 7.5 the anisotropy profile of the $\gamma$ parameter in the meridional plane, at the time of resimulation $t_{0}$. We immediately notice that $\gamma>0$ throughout the meridional plane, suggesting a flattening supported in part by radial anisotropy. This is expected in merger remnants (Thomas et al., 2007) because of a large population of central box orbits which cause the centres of the merger remnants to become triaxial (Thomas et al., 2009). Surrounding the SMBH binary, we see a prevalence of tangential orbits $(\gamma<0)$, a clear sign that strongly radial orbits in the region have been scattered out and suggesting that the higher flattening up to
$R_{\text {infl }}$ (Figure 7.2, zoomed-in section) is supported by tangential anisotropy. The abundance of tangential orbits near the SMBH binary is in agreement with other studies that found the vicinity of the SMBH binary to have measurable tangential anisotropy (Meiron and Laor, 2013, 2010; Milosavljević and Merritt, 2001) with a large fraction of counter-rotating orbits with respect to the SMBH binary.

### 7.3.3 Properties of centrophilic stars



Figure 7.6: Energy balance plots showing the SMBH binary orbital energy changes compared to the cumulative energy changes of stellar particles for different times. The blue lines represent the cumulative energy changes of all stars that come within $10 a_{\mathrm{bh}}$ of the SMBH binary during the specified time period. The green, thick line corresponds to the total SMBH binary orbital energy change for the same time period. The red dashed line corresponds to the cutoff value we use to define the high-energy tail.

In this section we will present our main findings and focus on exploring the parameters of the stars interacting strongly with the SMBH binary. During a strong interaction, the star experiences significant kinetic energy change, as it receives a strong velocity kick. Therefore, we only consider interactions where a star particle experiences large enough specific energy changes, which we refer to as the high-energy tail. We define the high-energy tail by finding stars with specific energy changes $\Delta E_{*} / m_{*}>(628.3)^{2} \mathrm{~km}^{2} \mathrm{~s}^{-2}$ during a single interaction. This value is about $3 \%$ of the total energy of the binary at resimulation time and is equal to 1 in N -body units. It was chosen since other effects produced from the overall evolution of the system could not reproduce such large energy changes. While relaxation effects could create changes of this value under certain conditions, in our simulation the vast majority of particles is treated with the SCF force, and the rest of the interactions are softened.

To identify the interactions, we register passages within a sphere of $10 a_{\mathrm{bh}}$ around the SMBH binary and monitor the energy changes. In this way, we identify a total of 13383 strong interactions during a period of 3.1 Myr . We make sure that these strong interactions correspond to star particles and that dark matter particles do not contribute to the SMBH hardening in a
measureable way. While most of the strongly interacting stars experience the potential in a direct way, we find that $20 \%$ of these stars are halo particles, and therefore the force they feel from other particles is calculated with the SCF method (except the force from the black holes which is always calculated directly). This fraction is in agreement with the $\approx 18 \%$ of halo particles we found in the inner region at the end of the run, as described earlier in the chapter. We acknowledge that the presence of these halo stars in the inner region is a consequence of the assumption of spherical symmetry in our core-halo criterion (Eq. 7.2), however we argue that this does not affect our results in a measurable way. The interactions with the black holes are unaffected by the core-halo division and we find no statistical differences in the properties of strong interactions between core and halo stars. We find that a star typically experiences multiple passages through the $10 a_{\text {bh }}$ sphere that result in small-angle and low-energy scatterings before finally experiencing a highly energetic interaction. With this in mind, we only consider the most energetic interaction per star for our analysis, unless explicitly stated otherwise.

Fig. 7.6 shows the cumulative energy changes of stellar particles during each passage through the $10 a_{\mathrm{bh}}$ sphere around the binary, including non-energetic interactions. The different plots correspond to different time intervals during the run, given in 0.5 Myr increments. We compare all the cumulative energy changes of stars in the high-energy tail (to the right of the red dashed line) to the total SMBH binary orbital energy change during the same time period in order to make sure we are correctly identifying the stellar interactions that contribute to the binary hardening. As we can see on the figure, the interactions we identify as the high-energy tail match incredibly well with the total orbital energy change of the SMBH binary at all times. Only in the final plot, just before we stop the run, we notice a measureable gap in the energy balance, likely as a result of insufficient accuracy in the black hole integration, caused by the minimum integration timestep (see Section 4.3 for further discussion). We calculate the GW energy emission for these time intervals using the formulae from Peters and Mathews (1963) and we find that while measureable, the energy change from GW emission is several orders of magnitude smaller than the cumulative stellar hardening energy and the GW emission alone cannot account for the gap on the plot. Overall, the total SMBH binary orbital energy change over the entire period of 3.1 Myr is $\Delta E_{\mathrm{BH}}=\Delta\left(-G M_{\mathrm{BH} 1} M_{\mathrm{BH} 2} / 2 a_{\mathrm{bh}}\right)=4.07 \times 10^{14} \mathrm{M}_{\odot} \mathrm{km}^{2} \mathrm{~s}^{-2}$, while the summed energy changes of stars in the high-energy tail is $E_{\text {cum }}=\sum_{i=1}^{13383} \Delta E_{\text {max }}=3.701 \times 10^{14} \mathrm{M}_{\odot} \mathrm{km}^{2} \mathrm{~s}^{-2}$, where $\Delta E_{\max }$ corresponds to the energy extracted during their most energetic interaction. Therefore, we can conclude that our setup enables us to define the population of stars which contribute to the SMBH orbital energy changes with a very high degree of certainty. While additional effects could contribute to the overall binary energy evolution, e.g., gravitational torques from overdensities in the mass distribution (Souza Lima et al., 2020), the good match between the energy extracted by interacting stars and the energy change of the binary show that stellar interactions can be considered the most important drivers of the binary hardening in the presented configuration, and other sources of energy change can be neglected.

The distribution of the amount of energy the star particle extracts during a single encounter peaks at about $5 \times 10^{6} \mathrm{~km}^{2} \mathrm{~s}^{-2}$, which corresponds to $\Delta V=2238 \mathrm{~km} \mathrm{~s}^{-1}$ in terms of velocity kicks (Figure 7.7, top panel). This is slightly higher than the median velocity of the major SMBH, $\left\langle V_{\mathrm{BH} 1}\right\rangle=1519 \mathrm{~km} \mathrm{~s}^{-1}$ and corresponds to $31 \%$ of the median velocity of the minor $\mathrm{SMBH}\left\langle V_{\mathrm{BH} 2}\right\rangle=5700 \mathrm{~km} \mathrm{~s}^{-1}$. The typical specific energy changes of a star are given in dashdotted lines for different times on the same figure and are determined by the relation (Merritt, 2013b):

$$
\begin{equation*}
\Delta E_{\mathrm{typ}}=\left(M_{\mathrm{BH} 2} / M_{\mathrm{BH}}\right) *\left\langle V_{\mathrm{rel}}\right\rangle, \tag{7.10}
\end{equation*}
$$



Figure 7.7: Top panel: In full lines, we present the distribution of specific energy changes of the interacting stars, where the colors correspond to different times throughout the run. The dash-dotted lines represent the expected typical specific energy changes of a star ejected by the binary at each time interval, given by Eq. 7.10. The red dashed line corresponds to the cutoff value we use to define the high-energy tail. Bottom panel: Time distribution of the most energetic interactions for each interacting star, given in Myr since $t_{0}$. In gray, the hardening rate $(s)$ is given, as a measure of energy extracted from the binary by the interaction. We notice that while the number of encounters decreases, the hardening rate remains largely constant.
where $M_{\mathrm{BH} 2}$ is the mass of the less massive black hole, $M_{\mathrm{BH}}$ is the totall mass of the binary and $\left\langle V_{\text {rel }}\right\rangle$, is the median relative velocity of the binary during that time interval. The bottom panel shows that the overall number of interactions decreases with time. However, as the binary semi-major axis shrinks with time, the energy per encounter increases, leading to a roughly constant hardening rate, as demonstrated by the gray line on the same plot.

We can estimate the incoming inclination of interacting stars entering the $10 a_{\mathrm{bh}}$ sphere with respect to the SMBH binary orbital plane from the orientation of their respective angular momentum vectors (top plot on Fig. 7.8). We find that there is a preference for prograde rotating stars with respect to the SMBH binary $(\cos (i) \geq 0)$, compared to the population of stars with retrograde rotation $(\cos (i)<0)$. While there are no significant changes in orientation just before the first and final interaction (green and blue lines in top panel of Fig. 7.8), we do notice that there are a number of retrograde stars that experience an angular momentum sign-flip change during their energetic interaction, resulting in them becoming prograde (orange line in the same


Figure 7.8: Top: Distributions of orbital inclination of the encounters, with respect to the black hole binary, at first passage (green), as well as before and after the energetic interaction (blue and orange lines, respectively). Middle: Cumulatively summed maximum energy changes of prograde (blue) and retrograde (orange) orbits as a function of specific energy change. Bottom: Two-dimensional histogram of the initial (x-axis) and final inclination (y-axis). The green points correspond to the 27 most energetic encounters (with $\Delta E / m_{*}>7.9 \times 10^{7}\left[\mathrm{~km}^{2} \mathrm{~s}^{-2}\right]$ ). The size of points is correlated with the total energy extracted.
plot).

However, let us focus our attention on the middle part of the same figure, which shows the cumulative energy change of prograde $\left(\cos \left(i_{\mathrm{i}}\right) \geq 0\right)$ and retrograde $\left(\cos \left(i_{\mathrm{i}}\right)<0\right)$ interactions as a function of specific energy change. While the prograde interactions are much larger in number, they account for only slightly more in the cumulative energy change than the retrograde group. This is because of the fact that the retrograde interactions dominate the high-energy tail of the distribution, as evidenced by the right side of the plot. Therefore, retrograde interactions, while lower in number, account for the highest energy changes. This is evident in the bottom panel of Fig. 7.8, where the 27 most energetic encounters are given as green points. Most interactions do not experience any visible changes in their inclination and therefore, fall on the diagonal on the plot. The most energetic interactions are almost all initially retrograde, and experience the largest inclination changes, orienting according to the SMBH binary orbital plane. This is due to the fact that the energy change of a star during the encounter is proportional to its change in angular momentum parallel to the SMBH binary orientation (Eq. 63 in Rasskazov and Merritt, 2017).


Figure 7.9: Density distribution of the inclination of the stellar orbit passage with respect to the SMBH binary orbital plane ( y -axis) and the Keplerian pericenter ( x -axis) at the time of the energetic interaction, normalized to the binary semi-major axis value. The distribution was smoothed using a Gaussian kernel density estimation.

The pericenter distance of a stellar orbit is a significant parameter that facilitates strong energy exchange. In order to experience a sufficiently strong energetic interaction it is expected that the star should come within several $a_{\text {bh }}$ of the SMBH binary. We can confirm this by looking at Fig. 7.9, where we see that for all of the energetic interactions the stars come within $3 a_{\mathrm{bh}}$ of the binary. Generally, the closer the encounter is to the binary, the more energetic it will be. It is then no suprise to see that the retrograde interactions have much lower pericenter values. In fact, we find that unlike the prograde group, almost all of the retrograde interactions cross the binary orbit $r_{\mathrm{p}}<a_{\mathrm{bh}}$. Additionally, we obtain no highly energetic interactions with $r_{\mathrm{p}}>3 a_{\mathrm{bh}}$. Therefore, we find this value to be a a hard boundary for the pericenter of the energetic interactions in our run. We note however, that the pericenter shown here is calculated from a Keplerian approximation which ignores the binarity of the SMBH system, and is meant only
as a proxy to estimate the shape and size of the stellar orbit from a distance of $10 a_{\mathrm{bh}}$ from the binary. The actual three-body interaction is far more complex and depends on the orbital phase of the binary.


Figure 7.10: Ejection velocity distribution of the interacting stars with respect to the SMBH binary. Blue and orange lines correspond to stars on prograde and retrograde orbits with respect to the binary orbital plane, respectively. The dashed lines represent the escape velocity from the overall galactic system at radius of $10 a_{\mathrm{bh}}$ from the binary center of mass, at the start and at the end of the run.

Similarly, we can look at the ejection velocity distributions of the prograde and retrograde interactions (Figure 7.10). The ejection velocities for both populations are peaked just beyond the escape velocity (with respect to the galactic system) at $r=10 a_{\mathrm{bh}}$ from the binary, which ranges from $V_{\mathrm{e}}=3410 \mathrm{~km} \mathrm{~s}^{-1}$ at the beginning of the analysis $\left(t-t_{0}=1.55 \mathrm{Myr}\right)$ to $V_{\mathrm{e}}=4093$ $\mathrm{km} \mathrm{s}^{-1}$ at the end of the run. We find that the prograde distribution is narrower and that the retrograde distribution extends up to $16,000 \mathrm{~km} \mathrm{~s}^{-1}$. This behaviour is in agreement with our results so far and the velocity distribution presented in Arca Sedda et al. (2019), although we obtain significantly higher velocities than in that study, likely as a result of our simulation having more massive SMBH particles with lower separation.

Loss cone orbits are defined in terms of their position in phase space, rather than in physical space. This is because even stars well outside the SMBH binary region of influence can be part of the loss cone if their angular momentum is low enough. However, it is still not clear out to which radii in physical distance can a potential loss cone orbit extend. In order to investigate this, we estimate the apocenter of the stellar orbits by assuming that energy is conserved along the orbit. This is a justified approximation since the orbits are highly eccentric and the kinetic energy at apocenter is negligible. We estimate the apocenter by finding the maximum radius a particle with that energy can have in the potential of the system, assuming spherical symmetry for the potential. In this way, our approximation of the apocenter is only dependant on the energy of the stellar particle, unlike our pericenter approximation which took into account both energy and angular momentum of the orbit. We present the estimates of the apocenters of the star at the time of the first (not necessarily energetic) interaction (y-axis) and at the time just before the most energetic interaction ( x -axis) in Fig. 7.11, top panel. In the 2-D histogram we notice three distinct populations, which are also evident on the top and right histograms. The two populations on the diagonal line (hereafter Populations I and II, from left to

| Total | $N$ | $\langle\Delta E / m\rangle$ <br> $\left[\mathrm{km}^{2} \mathrm{~s}^{-2}\right]$ | $\langle d t\rangle$ <br> $[\mathrm{yr}]$ | $d E_{\text {cum }}$ <br> $\left[M_{\odot} \mathrm{km}^{2} \mathrm{~s}^{-2}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| Population 1 | 13383 | $5.11 \times 10^{6}$ | 153.73 | $7.36 \times 10^{14}$ |
| Population 2 | 6680 | $4.51 \times 10^{6}$ | 177.57 | $1.77 \times 10^{14}$ |
| Population 3 | 3465 | $5.93 \times 10^{6}$ | 138.95 | 166.94 |

Table 7.1: General properties of stellar encounters of Populations I-III. The columns represent, from left to right: number of stars in the population, median specific energy change per encounter, median duration of most energetic encounter and cumulative energy change of the population. The values of the three rightmost quantities are calculated only from the most energetic interaction of each star.
right) consist of encounters where there is no visible change in the apocenter before the energetic interaction, either as a result of multiple low-energy interactions that do not change the orbital parameters significantly (Pop. I) or because they consist of single, energetic interactions (Pop. II). The gap between these populations shows us that the loss cone is essentially empty within $R_{\text {inff }}$, except for the population very close to the SMBH binary. The population outside of the diagonal (hereafter Population III) initially comes from within $R_{\text {infl }}<r_{\text {ap }}<5 R_{\text {infl }}$ and changes its orbital properties in a number of weak 3-body encounters, decreasing the energy, and as a result also the apocenter, until the pericenter falls below $3 a_{\mathrm{bh}}$ and it experiences an energetic interaction. While there are some outliers, we can see that almost all of the interactions come from a region within $5 R_{\text {inf }}$, or 66 pc in physical units and after this point the distribution drops quite sharply.

After the interaction, the stars get a kick in their orbital velocity and some gain enough energy to leave the system as a HVS. We find that a total of $72 \%$ of interacting stars have a positive total energy after the interaction $E_{\text {tot }}>0$, and thus can be ejected from the system completely. The remaining $28 \%$, or 3649 stars ( $\approx 1000$ in each population), still gain a significant velocity kick, and we estimate their new apocenters to investigate the nature of their orbits. On Fig. 7.11, in the bottom panel we see that the maximum of the distribution lies just beyond $5 R_{\text {infl }}$. Since the vast majority of our interactions are contained within the region of $5 R_{\text {inff }}$ at initial apocenter, we do not expect this population to be able to return and interact strongly with the binary another time. However, the population contained within $r_{\text {ap }}<5 R_{\text {inff }}$ still has that possibility, since the radial orbital timescale at $R=5 R_{\text {inf }}$ is $\sim 5 \times 10^{4} \mathrm{yr}$. Some stars, while still bound, are put on exceedingly extended orbits, with apocenters going up to 23 kpc in the high $r$ tail of the distribution.

In Table 7.1 we present the general characteristics of stellar encounters in the apocenter populations I-III. The 422 stars which do not belong to any population from Figure 7.11 (top panel) were not considered here because of their low number statistics and negligible contribution to the binary hardening. In the table we notice that Pop. II is the most populous, with 6680 stars. It also has the shortest median duration of the most energetic encounter. This population contributes most significantly to the hardening, with $45 \%$ of the overall energy exchange. Population III, while smaller in number, has the highest median specific energy change, suggesting more energetic interactions. On the other hand, Population I is the least populous, has the lowest median specific energy change per encounter and therefore contributes the least to the overall binary hardening.

The populations can be characterized by taking a look at their phase space distributions.


Figure 7.11: Top: Apocenter distribution of stellar orbits just before the first interaction ( y -axis) and just before the most energetic interaction ( x -axis), in log-spaced bins. The distribution was smoothed using a Gaussian kernel density estimation. Bottom: Apocenter distribution of stars still bound to the galactic system after the most energetic interaction with the SMBH binary.

Namely, the classical loss cone of an SMBH binary is typically characterized as the region populated by low angular momentum stars, which follow the condition (Yu, 2002):

$$
\begin{equation*}
L \leq L_{\mathrm{crit}}=\sqrt{\left(\eta 2 G M_{\mathrm{BH}} a_{\mathrm{BH}}\right.} \tag{7.11}
\end{equation*}
$$

where $\eta$ is a dimensionless factor on the order of unity and assuming spherical geometry. However, in non-spherical nuclei, there is an extended region in phase space, consisting of stars which, while not originally in the loss cone, may be driven into the classical loss cone by non-spherical torques. This region has previously been called the loss region (Vasiliev et al., 2014). We plot the distribution of the three apocenter populations (Pop. I-III) in the ( $L, L_{z}$ ) plane on Fig. 7.12, at the time of their first passage, taking the value $\eta=3$ (which is agrees with our pericenter investigations). The $z$ in $L_{z}$ corresponds to the minor axis of the GMR. We immediately notice that in all three cases, there is a large region of parameter space populated by stellar orbits, which are not yet in the classical loss cone at the time of their first passage (denoted by the bottom dashed square at $L / L_{\text {crit }}<1$ and $-1<L_{z} / L_{\text {crit }}<1$ ). These correspond to the stars which interact with the binary several times before their energetic interaction and consequent ejection. We find that at the time of their most energetic interaction, all of them satisfy condition 7.11 , with $\eta=3$.

The first population, situated close to the SMBH binary, shows significant positive rotation around the z-axis, corotating with the binary, as well as the system, during their first encounter. Interestingly, we see no visible difference in the phase space properties of the Pops. II and III, both of which have initial apocenters $\log \left(r_{\text {ap,ini }}\right)>-2.5[\mathrm{kpc}]$. Both populations are skewed towards positive $L_{z}$, suggesting a preference for corotating stars, in agreement with Fig. 7.8. However, unlike the first population, most of the stars have sufficiently low angular momentum to be considered proper loss cone stars. It is therefore puzzling, why only the second population will be promptly ejected at this time, while the third one will be captured by the binary. The answer to this lies in their energies with respect to the SMBH binary. We can see in the middle panels of Fig. 7.12 that the second population is almost completely unbound to the binary, and therefore represents a population of fast, parabolic and hyperbolic encounters. On the other hand, population three is captured by the binary during its first passage, most likely by chance due to the incoming orbital phase with respect to the binary, and the stars are put on eccentric orbits before their ejection, despite having the same phase space properties as Pop. II.

The bottom panels of Fig. 7.12 can give insight into which stars experience several interactions and which interact only once. For this purpose, we show histograms of the total interaction time per stellar particle, including all non-energetic interactions with the binary. Namely, the duration of the majority of single interactions would be quick slingshots with small pericenters, which should correspond to crossing times of stars on parabolic orbits, denoted by dashed lines on the figure. We see that Pops. I and III have typically long interaction times, ranging up to the entire duration of the run $\left(\sim 10^{6} \mathrm{Myr}\right)$ and suggesting that they have many multiple passages before experiencing a strong interaction. Pop. II on the other hand, shows the strongest peak at shortest interaction times, making this population characterized by single interactions, however there is also a second peak at $d t \sim 1 \mathrm{Myr}$. Unlike the other two populations, there is a prominent gap between the two peaks, which might signify that this group consists of stars which have already experienced a strong interaction, and have returned to interact once more, after a few crossing times of the system ( $\left.t_{\text {cross }} \sim 1 \mathrm{Myr}\right)$.

On Fig. 7.13 we present the spatial angular distributions of stars in an equal area projection,
of incoming stars at initial passage (top panels), and after the most energetic interaction (bottom panels), centered on the SMBH binary center of mass. We immediately notice that Pop. I is highly anisotropic in the azimuthal angle, both before and after interaction. Our investigations show that this is the result of the Brownian motion of the black holes around the centre of our comoving reference frame. Namely, we observe that the black holes experience a Brownian motion around the center of the system (in the comoving reference frame) with an amplitude of $\approx 1$ pc. Unlike Khan et al. (2020), we do not observe Brownian motion in a rotational fashion despite the rotation of our system. Instead, the Brownian motion we measure is in the form of a random walk. The stars in Pop. I belong to an inner, rotating stellar cusp. Stellar hardening is known to erode the central stellar cusp, leaving lower densities in the very center (Khan et al., 2012b). As a result, as the black holes move around the center in a random walk, they preferentially disrupt and capture the population that surrounds this inner region, which will be in the opposite direction from the origin, when viewed from the perspective of the black holes (Fig. 7.13, top-left panel). We therefore conclude that the presence of this population in the loss cone is the combined result of very high central densities of our system and the Brownian motion of the black holes.

In contrast, we find that Populations II and III are more isotropically distributed. These are the stars that come from outer regions on centrophilic orbits, and therefore the effect of random motion of the black holes does not play a role, like it does in the case of Pop. I. We notice that the third and especially second population show a prevalence of ejections along the SMBH binary orbital plane. This is in agreement with previous studies which find that HVS are primarily ejected near the SMBH binary orbital plane, e.g., Sesana et al. (2006), Wang et al. (2014); Zhong et al. (2014), when their SMBH orbital plane is aligned with the rotational place of the system, and more recently Lezhnin and Vasiliev (2019) and Rasskazov and Kocsis (2019). Our findings show that not all of our three populations are uniformly distributed in azimuthal direction. While there is some disagreement in the literature on the existence of a preferential ejection direction in eccentric binaries (Rasskazov and Kocsis, 2019), in the case of a circular SMBH binary like ours, previous studies report uniform distribution of ejected stars in the orbital plane (Rasskazov and Kocsis, 2019; Lezhnin and Vasiliev, 2019; Sesana et al., 2006). We argue that the motion of black holes around the center can result in anisotropic ejections for the central population of stars (Pop. I), while stars originating from outside of the SMBH binary influence sphere are uniformly distributed (Pop. II and III).

From the apocenter distribution on Fig. 7.11, we conclude that Populations II and III correspond to stars on centrophilic orbits that are responsible for repopulating the loss cone. Depending on the shape and the degree of non-sphericity of the nuclei (e.g., axisymmetric or triaxial), different orbital families may fulfil this role (Merritt, 2013b). We can distinguish between the different orbital families if we look at their angular momentum at a time significantly before the interaction. Namely, because of the symmetries of different geometries, we can distinguish between spherical, axisymmetric and triaxial orbits. Spherical orbits have conserved angular momentum, and in order to satisfy Eq. 7.11, are necessarily contained at all times within the bottom dashed square region of Fig. 7.12, top panel. Axisymmetric orbits, such as the saucer and tube orbits, in turn have conservation of the z-component of angular momentum and are therefore necessarily contained in the $\left|L_{z} / L_{\text {crit }}\right|<1$ region of phase space, denoted by vertical dashed lines on the same figures. And finally, triaxial orbits (pyramids, boxes or chaotic orbits) can have arbitrarily small or large values in the $\left(L, L_{z}\right)$ plane as a result of a lack of an integral of motion in that plane. This simple classification scheme is inspired by Fig. 6 of Vasiliev


Figure 7.12: Top: Phase space properties of Populations I-III at the time of their first interaction with the SMBH binary. The bottom rectangular region bounded by dashed lines of $L=L_{\text {crit }}$ corresponds to the classic loss cone, when $\eta=3$. Middle: Eccentricity distributions in the Keplerian star-SMBH binary approximation at the time of first interaction. Bottom panel: Total duration of all of the interactions per particle (including non-energetic interactions), given in years and calculated as the amount of time between the first registered entrance and final exit from the sphere of radius $r=10 a_{\mathrm{bh}}$ around the black hole binary. The dashed lines correspond to the central crossing time of a star on a parabolic orbit for different times.


Figure 7.13: Top: Angular ejection distribution of Populations I-III at the time of initial interaction with the binary. The figures are centered on the SMBH binary center of mass, with the gray line representing the projection of the SMBH binary orbit. The white cross corresponds to the direction of the origin of our comoving reference frame, where the potential is evaluated. The $\theta=0$ plane corresponds to the equatorial plane of the system. Bottom: Angular ejection distribution after the most energetic interaction. Other elements are same as above.

| Potential type | Fraction of encounters (\%) |
| :---: | :---: |
| Spherical | 0.0 |
| Axisymmetric | 23.8 |
| Triaxial | 76.2 |

Table 7.2: Fraction of orbital families of centrophilic stars depending on the shape of the potential. The classification is performed based on angular momentum changes of the stars throughout our run. Only stars in Populations II and III were considered.
et al. (2015), and we refer the reader to that study for more details. We can therefore estimate orbital type fractions of Populations II and III using these criteria by looking at their total and $z$-component of angular momentum at previous times throughout the run. We present these fractions in Table 7.2. We find that more than $76.2 \%$ of Pop. II-III orbits can only originate in triaxial nuclei, since only $23.8 \%$ show consistent conservation of $L_{z}$ so that $\left|L_{z} / L_{\text {crit }}\right|<1$ is fulfilled throughout the run. This clearly shows that our centrophilic orbits are dominated by triaxial orbits by a factor of 3, despite only a small deviation from axisymmetry of our system (Fig. 7.2).

### 7.4 DISCUSSION

### 7.4.1 Inclination of loss cone stars

We found an overabundance of stars on prograde (co-rotating) orbits interacting strongly with the SMBH binary. This is expected, since stars on prograde orbits have a higher chance of capture by the binary because of the larger orbital phase they have compared to the retrograde cases (Wang et al., 2014; Milosavljević and Merritt, 2001). This preference naturally results in an overabundance of counter-rotating orbits within close vicinity of the SMBH binary, as discovered by previous studies (Meiron and Laor, 2010, 2013). We have shown that retrograde orbits have a possibility of experiencing a sign flip change in angular momentum during the interaction, in agreement with Wang et al. (2014). These cases are also the most energetic events we measure, in agreement with Rasskazov and Merritt (2017) who assert that total energy change of the star is proportional to its change in the component of angular momentum parallel to the binary.

### 7.4.2 Hybrid integration approach

Our results have demonstrated that the hybrid integration approach is very well suited for systems like our own. The combination of the SCF force calculation for the outer regions with direct summation for inner particles of interest successfully resolves two of the biggest issues that typically plague N -body approaches. The first issue being, the artificial enhancement of two-body relaxation effects that originates from insufficient mass resolution of N -body codes when compared to real galaxies. This issue has always pervaded N -body simulations and has previously cast doubt on measured hardening rates in N-body (Vasiliev et al., 2015). The second issue resolved by the hybrid approach is the exceptionally high computational cost for simulations with $N \gtrsim 10^{6}$. The proportionally small fraction of particles integrated in a direct way results in a factor of 16 speed-up over the pure N -body approach and enables simulations of multi-million particle systems easily attainable even by smaller computing clusters with only a few computation nodes.

### 7.4.3 Merger timescale and numerical parameters

We noted that the merging time of the SMBH binary reported in Kh16 was underestimated by a factor of two as a result of numerical artifacts. Namely, we found that the rise in eccentricity of the binary in the original study was not due to stellar interactions, but a sign of insufficient integration accuracy in the black hole equations of motion, leading to an overestimation of the contribution of the PN terms and a premature PN plunge. We believe that this happened primarily because of two numerical parameters, insufficient spatial resolution (gravitational softening) and the minimum black hole integration timestep. Our convergence tests showed that at least the values of $\epsilon=2 \times 10^{-4} \mathrm{pc}$ for the softening and the minimum timestep of $\Delta t_{\min }=10^{-5}$ yr are necessary to accurately integrate the SMBH binary evolution in this phase of the merger. Similarly, we found that this value of $\Delta t_{\min }$ becomes insufficient for the later part of the merger, when $t-t_{0}>4.65 \mathrm{Myr}$, which is why we stop the run at this point. Therefore, this study focused only on the phase of the merger when no PN effects are measurably present, since even greater numerical accuracy would be necessary to accurately integrate the later phase of the merger when PN hardening becomes comparable to stellar hardening. This would result in a slowdown which would contribute to the already present and significant slowdown of the code in the PN regime. Because of this, accurate investigation of loss cone stars in this regime is inherently difficult and computationally intensive, even with the hybrid approach. Nevertheless, we plan to explore this regime in an upcoming publication.

We estimate the new merger timescale to be on the order of $\approx 20 \mathrm{Myr}$, which is still two orders of magnitude smaller than the Hubble time, thus avoiding the FPP. However, we note that the same limitations and uncertainties may apply as those that were discussed in Kh16.

Finally, we also note that our simulation does not take into account the possibility of direct plunges of stars into the black hole horizon. Since many of our stars are able to come exceedingly close to the binary $\left(<a_{\mathrm{bh}}\right)$, it is natural to assume that some of them would be lost in this way. This investigation is however beyond the scope of this study. Instead, we refer the reader to a few recent studies on tidal disruption events: Li et al. (2019); Lezhnin and Vasiliev (2019); Darbha et al. (2018)

### 7.5 SUMMARY AND CONCLUSIONS

In this chapter, we have presented an N-body simulation of an unequal-mass SMBH binary system embedded in a dense, slightly triaxial, rotating stellar cusp. Our system originated from a high-redshift major galactic merger in an ab initio cosmological simulation, as described in Kh16. With a particle number of $6 \times 10^{6}$, we have simulated the hardening phase of the SMBH binary merger and explored in detail the properties of the stellar particles which experience energetic interactions with the black holes. We utilize the $\varphi$-GRAPE-hybrid code, which combines direct integration with the collisionless SCF integration method to considerably reduce computational cost and spurious relaxation effects and enables exploration of the orbital parameters of stars in the loss cone with high accuracy. We now summarize our main conclusions:

- To a very high degree of accuracy, we are able to identify the exact stars that contribute to the SMBH binary hardening. Our energy balance plots (see Fig. 7.6) show that throughout the run, the cumulative energy changes of stars within the high-energy tail correspond almost exactly to the overall SMBH binary orbital energy change for the same time intervals. This demonstrates beyond any doubt that stellar hardening is the main driver
of SMBH binary energy loss in our system, and that other possible effects of energy loss can be neglected. This further implies that in gas-poor systems, proper treatment of stellar scattering interactions, either via simple analytic recipes derived on scattering experiments (e.g., Sesana and Khan, 2015; Sesana, 2010) or via direct summation, can be sufficient to properly characterize the evolution of SMBH binaries.
- We distinguish three populations of stellar encounters based on their apocenter distributions (see Fig. 7.11). Population I originates close to the binary, contributes to hardening the least and is a consequence of the Brownian random motion of the SMBH binary around the center. Population II originates from outside the influence radius, with apocenters $r_{\mathrm{ap}} \approx 5 R_{\text {infl }}$ and is characterized by fast, single hyperbolic and parabolic interactions. This population has the highest effect on the SMBH hardening by far, since it is the most populous. Population III has similar properties as Pop. II, but becomes bound to the binary and is put on eccentric orbits.
- We identify Pops. II and III as the centrophilic orbits responsible for refilling the loss cone. We analyze their angular momentum changes and estimate that $76.2 \%$ of these orbits can originate only in a triaxial potential, cementing the fact that even slight triaxiality is crucial for the efficient hardening of the SMBH binary that we measure, in agreement with Vasiliev et al. (2014); Bortolas et al. (2018a); Khan et al. (2018c).
- Most of the energetic interactions show prograde rotation with the SMBH binary, as well as the overall system. However, the retrograde interactions correspond to the most energetic interactions that we measure and can result in a sign-flip change in angular momentum. Because of this, we find that despite being significantly lower in number, retrograde orbits make up for $45 \%$ of the total energy exchange.

DYNAMICAL EVOLUTION OF MASSIVE BLACK HOLE TRIPLETS IN ILLUSTRISTNG

In this chapter, I present the results of a series of numerical zoom-in simulations of the cosmological, hydrodynamical simulation IllustrisTNG. The simulations presented here focus on the formation and evolution of massive black hole triplets following subsequent galactic mergers.

### 8.1 INTRODUCTION

According to the standard $\Lambda$ CDM (Lambda Cold Dark Matter) cosmological model, dark energy is the dominant energy component in Universe, driving its accelerated expansion. The matter distribution on the other hand, is dominated by dark matter, which contributes $84.2 \%$ to the total matter content. The baryonic part of matter, consisting of all observable structures in the Universe, in turn corresponds to only $15.8 \%$ of the total matter content (Aghanim et al., 2020).

Cosmological simulations are large N -body simulations, with particle numbers as high as $N \sim 10^{10}$, that follow the growth and evolution of structures over a wide range of scales and across all of cosmic time within an expanding Universe. Relying on the $\Lambda$ CDM cosmological model, these simulations utilize dark matter as the crucial component for early structure formation, since structures like galaxies and galaxy clusters form at the centers of dark matter overdensities, known as dark matter halos. The dark matter behaves in a collisionless way, only interacting through gravitational interactions. Baryonic matter, on the other hand, needs to be treated in a collisional way through hydrodynamics, and incorporates much more complex processes such as gas and radiative cooling, star formation and evolution, magnetic hydrodynamics and supernova and AGN feedback, among others. Due to the incredibly large range of scales these simulations entail, these complex effects must often be incorporated with additional, sub-grid physical models to account for all of the necessary physics that represents the evolution of cosmic structures in a realistic manner.

Within the last few decades, these cosmological simulations of structure and galaxy formation have been crucial in providing insight into galaxy formation and evolution and can now reproduce many properties of observed galaxies. Today, the state-of-the-art simulations have simulation box sizes on the scale of several hundred Mpc, resulting in tens of thousands of simulated galaxies. These include the EAGLE simulation (Schaye et al., 2015), Illustris

Vogelsberger et al. (2014), IllustrisTNG (Springel et al., 2018) and Horizon-AGN (Dubois et al., 2014), among others. A comprehensive review of cosmological simulations can be found in (Vogelsberger et al., 2020). The resulting galaxy populations represent a diverse sample of a variety of different galactic features and histories. These virtual "galaxy zoos" present a unique opportunity to investigate effects that are otherwise difficult and cumbersome to observe, such as star formation histories and metal enrichment. Furthermore, these galaxies are not subject to simplyfying or non-physical assumptions that can arise from theoretical models of isolated objects, but rather have formed in a self-consistent way, taking into account the effect of their surrounding cosmological environment.

The processes that determine the evolution of massive black holes in cosmological simulations, such as black hole growth, formation of massive seeds and feedback, happen on scales orders of magnitude smaller than the spatial resolution of the most modern cosmological simulations. As a result, these features are implemented using sub-grid models which differ between simulations and can produce different results. Nevertheless, the existing black hole populations have been used previously to investigate scaling relations between the black hole and the host galaxy (Habouzit et al., 2020), massive black hole seed formation (Degraf and Sijacki, 2020) and to investigate massive black hole merger timescales and prospects for GW detections (Kelley et al., 2017a,b; Katz et al., 2020). Additionally, in recent years an increasing number of studies have been using cosmological simulation data as a starting point for higher-resolution zoom-in simulations of individual SMBH binary systems (Khan et al., 2016; Tremmel et al., 2018b,a; Pfister et al., 2019; Bortolas et al., 2020), including Ch. 7 of this thesis.

However, the investigation of triple SMBH systems and their dynamical evolution has so far been limited to simulations of triplets embedded in an external, fixed stellar background (Hoffman and Loeb, 2007; Bonetti et al., 2016, 2018) or with the use of semi-analytical models (Bonetti et al., 2019). In this chapter, I present the results of a number of high-resolution zoom-in simulations of possible SMBH triplets using data obtained from the cosmological simulation IllustrisTNG. The simulations were performed on the high-performance JUWELS computation cluster in Jülich (Germany) as part of the computation project smbhdynamics. The galactic mergers themselves were simulated with the GPU tree code bonsai2 (Bédorf et al., 2012a,b). Additional comparison simulations were simulated using the direct N -body code $\varphi$-GPU (Berczik et al., 2011). During the writing of this thesis, a similar approach has been introduced in the literature which performed a cosmological zoom-in simulation of an SMBH triplet system (Mannerkoski et al., 2021).

The chapter is structured as follows. In section 8.2 I present a short overview of the IllustrisTNG (commonly abbreviated as TNG) simulation suite and describe the selection parameters used to identify possible SMBH triple candidates in section 8.3. In section 8.4 , I describe the galaxy modeling and fitting procedure used to construct initial conditions for higher-resolution N -body runs. In section 8.5 I describe the results obtained, focusing on the evolution of the massive black holes. Finally, in section 8.7 I present a summary of the results and discuss the main conclusions.

### 8.2 ILLUSTRIS-TNG

TNG (The Next Generation, Springel et al., 2018; Pillepich et al., 2018a; Marinacci et al., 2018; Nelson et al., 2018; Naiman et al., 2018) is a suite of cosmological, gravo-magnetohydrodynamical simulations and a successor of the original Illustris simulations (Vogelsberger et al., 2014). Sim-
ilar to Illustris, TNG utilises the moving-mesh hydrodynamic code AREPO (Springel, 2010). The gravitational forces in AREPO are calculated using a combination of the tree and particlemesh integration schemes (TPM, Xu, 1995), where close-range forces are calculated using the oct-tree method, while long-range forces are calculated using the particle-mesh. TNG improves on the original Illustris by adopting a new galaxy formation model, new black hole feedback models as well as including treatment of cosmic magnetic fields.

The simulations are split into three main flagship runs (TNG300, TNG100, TNG50), with simulation box lengths of $300 \mathrm{Mpc}, 100 \mathrm{Mpc}$ and 50 Mpc , respectively. The flagship runs themselves are split into dark-matter-only (gravity only) runs, as well as baryonic (gravohydrodynamic) runs, and each of these is split into multiple runs with different mass resolution and particle numbers, for a total of 20 simulation runs. The data from all three flagship runs are publicly available (Nelson et al., 2019).

The selection of the box size depends on the needs of the user. TNG300 features the largest available cosmological box, and thereby boasts the largest galaxy sample size and enables investigation of rare systems and galaxy clusters at the cost of lower mass resolution. TNG50, on the other hand, features vastly improved mass resolution (a factor of 16 compared to TNG100), enabling the investigation of small-scale phenomena and individual galaxy features, at the cost of smaller galaxy sample size. TNG100 is a middle-ground between the previous two sets, featuring a considerable sample size without significantly sacrificing mass resolution. For the work performed in this thesis, I used data from the simulation TNG100-1, and all subsequent discussion refers to this simulation. The mass resolution is then $M_{\mathrm{b}}=1.4 \times 10^{6} M_{\odot}$ for the baryonic mass and $M_{\mathrm{dm}}=7.5 \times 10^{6} M_{\odot}$ for the mass of dark matter particles, with dark matter particle number $N \sim 6 \times 10^{9}$.

The simulation is initialized at $z=127$ and run until $z=0$. To simulate an evolution within an expanding universe of bounds much larger than the box size, comoving coordinates are used in combination with periodic boundary conditions. The gravitational softening employed for dark matter and stellar particles is $\epsilon=1 \mathrm{ckpc} / h$ at redshifts $z \geq 1$, where ckpc signifies comoving kiloparsec and $h$ is the value of the Hubble parameter in units of $100 \mathrm{~km} / \mathrm{s} / \mathrm{Mpc}$ at $z=0$, taken as $h=0.6774$. When $z<1$, the value of the softening is fixed to the value at $z=1$. For identifying structure, the simulations utilize the Friends-of-Friends ( FoF ) algorithm which divides the dark matter particles into halos (sometimes referred to as groups or FoF groups) and assigns baryonic particle types to their halo of their closest dark matter particle. Then, each halo is divided by the Subfind algorithm (Springel et al., 2001) into subhalos (also known as subgroups or Subfind groups), which can be thought of as the equivalent of galaxies. Each halo is then assigned a primary subhalo (the most massive one) and the other subhalos are treated as satellite subhalos. In this chapter, the terms subhalos and galaxies are used interchangeably.

The black holes are treated as massive and collisionless sink particles. Since the mass resolution is insufficient to account for formation of SMBH particles, and since these formation mechanisms are still not well constrained, the black holes are seeded automatically by the algorithm in FoF halos with masses $M_{\text {fof }} \geq 7.38 \times 10^{10} M_{\odot}$ that have no black hole particles. The black hole seed mass is $M_{\mathrm{BH}}=1.18 \times 10^{6} M_{\odot}$ and the particle is placed at the center of the halo (Weinberger et al., 2018). Since the black hole mass is comparable, or even smaller than the masses of the other particles, pertubations from other particles would cause the black hole to wander and potentially leave its host subhalo. Therefore, to avoid these effects, the black holes are artificially fixed to the center of their host subhalos at all times. For this reason, the
velocities of the black holes in the simulation hold no relevant physical meaning. The growth of black holes is prescribed through accretion and mergers. The black holes grow dominantly through accretion, and the accretion rate is determined by the Eddington-limited Bondi accretion rate (Weinberger et al., 2018). The mergers between black holes are treated in an instantaneous fashion. Whenever two black hole particles come within a smoothing particle length from each other, they are immediately merged and the surviving black hole gains the mass of the other black hole (not including the mass deficit as a result of GW emission). This separation is typically on the order of a kiloparsec (Kelley et al., 2017a). This prompt merger of the black holes in unphysical, since in reality coalescence would take place on a timescale $t \lesssim 1 \mathrm{Gyr}$. Due to this, the evolution and formation of black hole pairs and the various processes that contribute to their coalescence on this timescale are unresolved.

### 8.3 SELECTION CRITERIA

In this section, I describe the selection procedure used to extract possible SMBH triple candidates from the TNG100-1 dataset. While TNG provides ready-to-use data of black hole mergers, in the case of TNG100, the data is incomplete at certain redshifts. Therefore, in order to perform a comprehensive analysis, the selection procedure was instead performed with the Sublink merger tree (Rodriguez-Gomez et al., 2015) which enables the user to traverse the history of each subhalo backwards in time. The selection was performed using the Illustris-TNG JupyterLab interface. At each snapshot, for a given subhalo, the merger tree allows the user to identify all subhalos in the previous snapshot which have common particles with the subhalo in question. These subhalos are termed progenitors, and the subhalo in question is referred to as their descendant. If the number of progenitors for a subhalo is higher than one, a merger event between subhalos has taken place. The selection was performed by following the merger trees of all subhalos at $z=0$.

There are cases of subhalos which are not cosmological in origin but rather may have formed as clumps from various instabilities of nearby subhalos, such as disk instabilities. Nevertheless, they are identified as separate objects by the Subfind algorithm and can introduce spurious results. These objects are identified with the SubhaloFlag parameter provided in the TNG group catalog and are excluded from this analysis (see www.tng-project.org for a full description of the parameter). Additionally, the vast majority of subhalos are very small in mass, with very low particle numbers ( $N \sim 10-100$ ), just above the threshold of 20 particles required for a particle formation to be identified as a subhalo. Many of these cases have no histories in the merger trees and are unsuitable for our analysis. Therefore, only subhalos with stellar particle number higher than $N_{\mathrm{st}}>100$ were selected at $z=0$, resulting in a total of 48,974 subhalos whose histories were investigated within the merger tree.

In order to identify mergers of galaxies containing black holes at every snapshot the primary progenitor of the subhalo candidate was identified, as well as all other progenitors. If both the main progenitor and another progenitor contained at least one black hole particle and the mass ratio between the masses of the black holes was higher than $q>0.3$, it was registered as a merger. The mass ratio condition was adopted to identify black hole mergers of comparable mass, which are expected to have much higher successful merger fractions (Bonetti et al., 2018). The lookback time at each merger event was calculated using the same set of cosmological parameters as in the TNG simulations, consistent with Planck 2015 results (Ade et al., 2016). We calculated the timespan between each merger, and if a subhalo experienced multiple of
the above described merger events within a timespan of 1 Gyr , it was marked as a candidate, otherwise it was omitted from further selection. Furthermore, we restricted the selection to candidates where the redshift of both merger events was $z<6$ and the surviving black hole after each merger was in the mass range of $10^{7} \mathrm{M}_{\odot}<M_{\mathrm{BH}}<10^{8} \mathrm{M}_{\odot}$, since these parameters are optimal for high signal-to-noise ratio detection with LISA (Amaro-Seoane et al., 2017), while also allowing for black hole mergers in the higher mass range, which could be detectable by PTAs (Nguyen et al., 2020). The above selection criteria resulted in twenty candidates.

In order to verify which candidates are suitable for individual N -body runs, we look at the mass histories and particle numbers of all of the candidates in the snapshots before the mergers. One notable issue that can be seen in the mass histories is the subhalo switching problem (Poole et al., 2017). Namely, during close approaches, such as mergers for example, the Subfind algorithm can have issues detecting the primary subhalo of the group. Since the primary subhalo by construction gets attributed the surrounding particles which do not belong to any subhalo (i.e. the particle fuzz), it is also the most massive. This can result in the algorithm attributing different subhalos as the primary one at each subsequent snapshot, causing large, non-physical jumps in mass in both subhalos. Even without the switching issue, the division of particles into separate subhalos during mergers is unreliable, and typically results in one subhalo being attributed most of the particles, while the other is very small in mass. The subhalo switching issue can be resolved by averaging the masses of the galaxies over a certain number of snapshots (Peschken et al., 2020) or by disregarding the masses of each subhalo at the time of the merger and instead taking the maximum past mass (in all previous snapshots) of each subhalo as the mass parameters during the merger (this method is suggested in the TNG documentation).

Another consequence of this issue is that it can result in false detections in our triple selection criteria. For example, during a merger a particle distribution can be detected as a new, separate subhalo. If this new subhalo is sufficiently massive, a black hole will be automatically seeded at the center by the algorithm, and be promptly merged with one of the other two black holes. When this happens, the above described setup detects the event as a triple black hole merger, while in reality the newly formed subhalo and its black hole do not have unique cosmological histories, and their formation is just a consequence of the original, binary merger. Looking at the mass history of each individual candidate is therefore the best way to detect these false triple systems, since they would not show any history before the merger event. On Fig. 8.1, the mass history and particle numbers for one of the candidates is shown as a function of redshift as an example. The large dips in mass and particle number of galaxies one and three in the snapshot preceding the merger are clear signs of the subhalo switching issue. All three black holes are formed between $5<z<6$. Dark matter dominates the masses of the galaxies in all cases.

On Fig. 8.2 the distribution of all twenty triple mergers is shown as a function of redshift and the mass of the surviving black hole after the merger. The candidates are distributed equally in redshift, except around $z \approx 0.7$ where the concentration of points is much higher. There are three cases in the plot with vertical dashed lines, indicating that the surviving black hole mass is the same for both merger events. This is due to the fact that occasionally the merger tree does not recognize one of the progenitors in the snapshot of the merger, but only in the snapshot before and after. As a result, if two mergers take place in subsequent snapshots, the resulting black hole mass in the snapshot following the merger is the summed mass from all three black holes.


Figure 8.1: Top: Particle numbers as a function of redshift of one of the candidate triple systems selected for further N -body runs (subhalo id 179886 at $z=0$ ). The first column corresponds to the primary galaxy, while the second and third correspond to the galaxies involved in the first and second merger event, respectively. Different line styles correspond to different particle types. Bottom: Mass of the three galaxies as a function of redshift. Other elements are the same as above.

Using the mass histories, we find that nine out of our twenty candidates include subhalos that have no, or very short histories ( $\approx 2$ snapshots) preceding the original merger event, and we exclude them from the selection, leaving 11 candidates. Additionally, several candidates include subhalos with very low stellar particle numbers, $N_{s t} \sim 10$, in snapshots preceding the merger. These cases would be unreliable for the construction of full galaxy models due to extremely low number statistics, and are also excluded. As a result, for the final selection only candidates with stellar particle number $N_{s t}>1000$, featuring subhalos with individual, cosmological histories before the merger, and black holes that were formed at least five snapshots before the first merger event. With these criteria, six out of the original twenty candidates were selected for construction of the galaxy models (Fig. 8.2). The six selected systems are designated throughout the text by letters A, B, C, D, E \& F.

### 8.4 NUMERICAL SETUP AND INITIAL CONDITIONS

### 8.4.1 Data extraction

In this section, I will describe the procedure utilized to extract the data of the triple galactic merger for each of the six candidates from TNG snapshots. This data will then be used as a starting point for galaxy fitting and construction of full galaxy models. The simulation has a box size length of $l=75 \mathrm{cMpc} / h \approx 110 \mathrm{Mpc}$, with coordinates in the range $r_{i} \in(0, l)$, where $i$ denotes one of the cartesian coordinates. Due to the periodicity of the boundaries, it can happen


Figure 8.2: The distribution of the twenty triple merger candidates as a function of redshift of the merger ( y -axis) and the mass of the resulting black hole (x-axis). Each point corresponds to one merger event involving two black holes. The crosses correspond to the first merger, the round points correspond to the second merger and the dashed lines show which mergers involve the same systems. The color coding corresponds to the mass ratio between the two black holes in the merger. The black circles around certain points show the six systems which were selected for N -body runs.
that a subhalo is split on the edges of the simulation box, with a portion of particles at $r_{i} \approx 0$, and another portion at $r_{i} \approx 75 \mathrm{ckpc} / h$, which should be corrected. Therefore, all of the data was converted from comoving to physical coordinates and corrected for the periodic boundary conditions of TNG. This can be done by centering the center of the subhalo to the center of the cosmological box:

$$
\begin{equation*}
\Delta r_{i}=\frac{l}{2}-r_{c, i}, \tag{8.1}
\end{equation*}
$$

where $\vec{r}_{c, i}$ is the position of the center of the subhalo in direction $i$ at a certain snapshot. Then, all of the particles of the subhalo can be translated to this position:

$$
\begin{equation*}
r_{i}^{\prime}=r_{i}+\Delta r_{i} . \tag{8.2}
\end{equation*}
$$

If the new position $r_{i}^{\prime}$ is outside of the cosmological box, with $r_{i}^{\prime}<0$ or $r_{i}^{\prime}>l$, then the box size $l$ is either added or subtracted to the position:

$$
r^{\prime \prime}= \begin{cases}r_{i}^{\prime}+l, & \text { for } r_{i}^{\prime}<0,  \tag{8.3}\\ r_{i}^{\prime}-l, & \text { for } r_{i}^{\prime}>l, \\ r_{i}^{\prime}, & \text { for } 0 \leq r_{i}^{\prime} \leq l .\end{cases}
$$

Finally, since the positions are now centered to $l / 2$, this value is subtracted from all particles in order to center the data to the center of the subhalo.

The next step is to estimate the parameters of the galaxies in the snapshots before the merger, which would allow for the construction of equilibrium galaxy models. We extract the data at redshift $z_{0}$, corresponding to four snapshots before the first merger (the time period between four snapshots is equivalent to roughly 0.4 Gyr at $z \approx 4$ ), since at this time the stellar
components of all three galaxies are well-separated and distinct from one-another. While this is necessary in order to isolate the individual galaxies, it comes with a caveat since at this time, the black holes did not yet have a chance to grow considerably via accretion and their masses are considerably smaller, with values on the order $M_{\mathrm{BH}} \sim 10^{6} M_{\odot}$, similar to their seed mass values. Even though the stellar components are spatially separated at this time, the same can not be said for the dark matter and gas distribution which are already in the process of merging.

In order to account for all of the particles in the surroundings of the system, we load all of the particles in the halos which contain the three subhalos. In order to divide the particles between the three galaxies, we perform a radial cut by attributing all of the particles within $2 r_{h m, j}$, where $r_{h m, j}$ is the half-mass radius of subhalo $j$. The half-mass radii of the subhalos were obtained by traversing the merger tree. Namely, in the absence of mergers and the subhalo switching issue, the total mass of any given subhalo is expected to be monotonically increasing with time. We therefore identify for each subhalo a previous snapshot where the centers of each subhalo are separated by at least 100 kpc and the total mass difference between subsequent snapshots is negative:

$$
\begin{equation*}
\Delta m_{t o t}=m_{\mathrm{tot}}(n)-m_{\mathrm{tot}}(n-1)<0 \tag{8.4}
\end{equation*}
$$

where $n$ is the snapshot number increasing with time. This condition enables us then to identify the previous snapshot where the mass starts to decrease due to the merger and when the subhalos are sufficiently separated. Then, the half-mass radius is measured at this snapshot, and this value is used for the radial cut at redshift $z_{0}$. The particles that are not within the $2 r_{h m}$ limit of any subhalo are then attributed to their closest subhalo. On Fig. 8.3, the spatial distrubution of the particles after the radial cut selection is given for one system.

### 8.4.2 Galaxy modeling

Using the extracted data, we now construct radial cumulative mass and density profiles for all of the matter components and galaxies. Due to resolution constraints of the original simulation, the profiles show low particle number statistics in the inner region, making the densities uncertain within the inner kpc. In order to get accurate estimates of the densities in the inner region, we perform a bezier spline smoothing procedure on the data before the fitting of the density profiles.

The stellar component was fitted with the Dehnen family of density profiles (Dehnen, 1993), according to the distribution:

$$
\begin{equation*}
\rho(r)=\frac{(3-\gamma) M}{4 \pi} \frac{a}{r^{\gamma}(r+a)^{4-\gamma}}, \tag{8.5}
\end{equation*}
$$

where the $\gamma$ parameter is in the range $\gamma \in[0,3), a$ is the scale radius and $M$ is the total mass of the stellar component. These three quantities were used as free parameters during the fitting procedure. For initial values of the fits, we used $\gamma=1, a=1 \mathrm{kpc}$ and the total mass of the stellar component in the TNG data for the fitting parameter $M$.

On the other hand, the gas and dark matter components were fitted with the Hernquist density profile (Hernquist, 1990), which corresponds to the Dehnen profile when $\gamma=1$ :

$$
\begin{equation*}
\rho(r)=\frac{M}{2 \pi} \frac{a}{r(r+a)^{3}} . \tag{8.6}
\end{equation*}
$$

The fitting was performed with two free parameters in this case, $a$ and $M$. The initial value of $M$


Figure 8.3: Spatial particle distribution of system $C$, showing the three galaxies after the radial cut. The rows from top to bottom correspond to the distribution of dark matter, stars and gas, respectively. The different columns correspond to different projections in Cartesian directions. The different colors designate the affiliation of the particles with respect to the three galaxies after the selection.
was the total mass of that component as obtained from TNG, while the initial value of $a$ was:

$$
\begin{equation*}
a_{0}=r_{\mathrm{hm}}(\sqrt{2}-1) \tag{8.7}
\end{equation*}
$$

In order to avoid spurious effects due to the spatial resolution of TNG in the inner region, only data with central radial distance $r>4 \epsilon$ was used for the fitting, where $\epsilon$ is the spatial resolution of TNG. The spatial resolution is $\epsilon=1 \mathrm{ckpc} / h$ for $z>1$, corresponding to $\epsilon=0.21-0.33 \mathrm{kpc}$ for all six systems. The fits were performed with the open-access python lmfit library (Newville et al., 2014), which utilizes non-linear least squares minimization. In Fig. 8.4, the radial density profiles of all systems and their respective density fits are presented. The exact values of the fitted parameters, as well as black hole masses and redshifts are given in Table 8.1.


Figure 8.4: Radial density profiles (dashed line) with density fits (full line), given for each matter component. The blue, orange and pink lines correspond to stars, dark matter and gas, respectively. The three columns correspond to the three galaxies in each system, while different rows denote the system being plotted, designated in the top right corner of the leftmost plot. The vertical dashed line corresponds to the value of $r=4 \epsilon$, and only data with higher radial distances than this value was used for the fitting.

| id | $j$ | $z_{0}$ | $M_{\mathrm{bh}}$ <br> $\left[10^{6} M_{\odot}\right]$ | $M_{\mathrm{st}}$ <br> $\left[10^{9} M_{\odot}\right]$ | $\gamma_{\mathrm{st}}$ | $a_{\mathrm{st}}$ <br> $[\mathrm{kpc}]$ | $M_{\mathrm{dm}}$ <br> $\left[10^{11} M_{\odot}\right]$ | $a_{\mathrm{dm}}$ <br> $[\mathrm{kpc}]$ | $M_{\mathrm{g}}$ <br> $\left[10^{10} M_{\odot}\right]$ | $a_{\mathrm{g}}$ <br> $[\mathrm{kpc}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1 | 5.23 | 1.37 | 1.54 | 0.71 | 1.47 | 1.98 | 11.31 | 1.45 | 5.5 |
| A | 2 | 5.23 | 1.31 | 1.61 | 0.95 | 2.36 | 2.04 | 9.66 | 1.71 | 6.27 |
| A | 3 | 5.23 | 2.3 | 6.2 | 1.25 | 10.27 | 5.06 | 19.99 | 3.1 | 9.67 |
| B | 1 | 4.18 | 1.45 | 1.71 | 0.98 | 1.39 | 2.27 | 15.51 | 2.58 | 11.6 |
| B | 2 | 4.18 | 1.55 | 4.89 | 1.31 | 7.52 | 5.21 | 25.78 | 4.59 | 13.56 |
| B | 3 | 4.18 | 1.53 | 1.91 | 0.98 | 1.55 | 2.63 | 13.46 | 3.36 | 13.27 |
| C | 1 | 2.9 | 1.9 | 2.15 | 0.95 | 1.29 | 2.97 | 18.49 | 3.25 | 11.81 |
| C | 2 | 2.9 | 2.13 | 1.03 | 0.98 | 1.58 | 2.42 | 19.9 | 2.71 | 16.92 |
| C | 3 | 2.9 | 2.8 | 4.55 | 1.00 | 0.89 | 2.53 | 13.18 | 2.70 | 7.54 |
| D | 1 | 4.7 | 1.7 | 13.32 | 1.00 | 1.09 | 11.17 | 18.46 | 10.99 | 8.6 |
| D | 2 | 4.7 | 1.29 | 2.05 | 1.31 | 3.82 | 6.78 | 25.96 | 10.56 | 28.53 |
| D | 3 | 4.7 | 1.64 | 8.67 | 1.49 | 5.88 | 11.27 | 23.82 | 13.87 | 16.88 |
| E | 1 | 3.71 | 1.69 | 7.81 | 1.12 | 3.88 | 25.41 | 41.49 | 17.65 | 20.17 |
| E | 2 | 3.71 | 1.35 | 5.02 | 0.98 | 1.49 | 8.61 | 19.01 | 6.43 | 9.26 |
| E | 3 | 3.71 | 1.6 | 9.10 | 0.98 | 1.61 | 20.23 | 31.64 | 11.92 | 12.21 |
| F | 1 | 5.00 | 1.65 | 7.91 | 1.31 | 4.20 | 8.91 | 18.79 | 11.04 | 13.60 |
| F | 2 | 5.00 | 1.62 | 3.38 | 0.97 | 1.63 | 4.25 | 13.85 | 5.04 | 9.32 |
| F | 3 | 5.00 | 1.79 | 2.51 | 0.89 | 2.67 | 5.48 | 17.32 | 4.68 | 10.94 |

Table 8.1: Properties of six triple candidates including the fitted density parameters. The columns represent from left to right: name of the triple system (A-F), index of the galaxy ( $1-3$ ), redshift at which simulations are initialized, black hole mass, total stellar mass, dimensionless Dehnen density parameter of stars, stellar scale radius, total mass of dark matter, scale radius of dark matter, total gas mass and scale radius of the gas distribution.

| id | $j$ | $N_{t o t}$ <br> $\left[\times 10^{6}\right]$ | $m_{\mathrm{st}}$ <br> $\left[M_{\odot}\right]$ | $N_{s t}$ <br> $\left[\times 10^{6}\right]$ | $m_{\mathrm{dm}}$ <br> $\left[M_{\odot}\right]$ | $N_{d m}$ <br> $\left[\times 10^{6}\right]$ | $m_{\mathrm{g}}$ <br> $\left[M_{\odot}\right]$ | $N_{g}$ <br> $\left[\times 10^{6}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 1 | 7.0105 | 1030 | 1.5048 | 41,200 | 4.8032 | 20,600 | 0.7025 |
| A | 2 | 7.3415 | 1030 | 1.5596 | 41,200 | 4.9507 | 20,600 | 0.8312 |
| A | 3 | 19.809 | 1030 | 6.0153 | 41,200 | 12.290 | 20,600 | 1.5037 |
| B | 1 | 8.4419 | 1030 | 1.6613 | 41,200 | 5.5283 | 20,600 | 1.2623 |
| B | 2 | 19.625 | 1030 | 4.7512 | 41,200 | 12.645 | 20,600 | 2.2287 |
| B | 3 | 9.883 | 1030 | 1.8574 | 41,200 | 6.3952 | 20,600 | 1.6304 |
| C | 1 | 10.867 | 1030 | 2.0911 | 41,200 | 7.1986 | 20,600 | 1.5778 |
| C | 2 | 8.1909 | 1030 | 1.0016 | 41,200 | 5.8717 | 20,600 | 1.3176 |
| C | 3 | 11.865 | 1030 | 4.4162 | 41,200 | 6.1357 | 20,600 | 1.3128 |
| D | 1 | 13.226 | 2060 | 6.4680 | 206,000 | 5.4233 | 82,400 | 1.3343 |
| D | 2 | 5.5686 | 2060 | 0.9935 | 206,000 | 3.2939 | 82,400 | 1.2812 |
| D | 3 | 11.364 | 2060 | 4.2079 | 206,000 | 5.4721 | 82,400 | 1.6839 |
| E | 1 | 18.266 | 2060 | 3.7905 | 206,000 | 12.334 | 82,400 | 2.1417 |
| E | 2 | 7.3996 | 2060 | 2.4386 | 206,000 | 4.1806 | 82,400 | 0.7805 |
| E | 3 | 15.687 | 2060 | 4.4170 | 206,000 | 9.8231 | 82,400 | 1.4471 |
| F | 1 | 9.5089 | 2060 | 3.8419 | 206,000 | 4.3273 | 82,400 | 1.3396 |
| F | 2 | 4.3166 | 2060 | 1.6404 | 206,000 | 2.0647 | 82,400 | 0.6115 |
| F | 3 | 4.4472 | 2060 | 1.218 | 206,000 | 2.6612 | 82,400 | 0.5681 |

Table 8.2: Particle numbers and mass resolution of all matter components for the generated N -body models. The columns correspond, from left to right: id of the triple system (A-F), index of the galaxy $(1-3)$, total particle number, stellar particle mass, stellar particle number, dark matter particle mass, dark matter particle number, gas particle mass and gas particle number.

### 8.4.3 Initialization of $N$-body runs

Using the fitted parameters, full galaxy models were generated with the publicly available AGAMA software library (Vasiliev, 2019). AGAMA enables construction of equilibrium multicomponent galaxy models with a central black hole. Each component was modeled under the assumption of spherical symmetry, using a spherical and isotropic distribution function for the given density profile under the influence of the combined gravitational potential of all of the components. The mass resolution of stars was initially chosen to be $m_{s t}=1030 M_{\odot}$, since then each galaxy has at least $\approx 10^{6}$ star particles. The values of gas and dark matter particle mass are then $20 m_{s t}$ and $40 m_{s t}$, respectively. However, three of the candidate systems (D, E, F) have significantly higher masses and the mass resolution was changed for these three systems in order to reduce the computational burden caused by exceedingly high particle numbers. Therefore, for these three systems the mass of stars was increased to $m_{s t}=2060 M_{\odot}$ and the gas and dark matter particle mass was $40 m_{s t}$ and $100 m_{s t}$, respectively. With this setup, the mass of the most massive matter component (dark matter) is still at least an order of magnitude smaller than the mass of the smallest black hole, in order to avoid strong interactions between the black hole and dark matter particles which could cause non-physical changes in the black hole orbital evolution due to insufficient mass resolution. The particle numbers and particle masses for each system are given in full in Table 8.2.

A black hole particle of appropriate mass was then added at the center of each galaxy and all particles of the galaxy were assigned the initial positions and velocities of the subhalo in the

TNG dataset (parameters 'SubhaloPos' and 'SubhaloVel', respectively). The six triple systems were then simulated with the GPU tree code bonsai2 (Bédorf et al., 2012a,b) on the JUWELS computer cluster in Jülich. In order to avoid very large box sizes due to few particles at large distances, we performed a radial cut at a distance $r=450 \mathrm{kpc}$ from the center of mass of all particles, disregarding the few particles that were beyond this radius. The same radial cut was applied periodically throughout the runs, since some particles may be ejected to large distances during the galactic mergers. It is important to note that the simulations only take into account stellar dynamics. The code does not feature hydrodynamical treatment of gas, and instead gas was treated as a collisionless component made up of discrete, massive particles, similar to dark matter. Black holes were treated as constant mass particles, since accretion was not taken into account.

One of the most significant numerical parameters in tree codes is the value of the opening angle $\theta$ that determines whether or not a node in the tree is deemed "far" enough to be opened (see Section 5.1.3). In order to maximize accuracy $\theta$ was set to $\theta=0.5$. In order to reduce the effect of dark matter and gas on the evolution of the black holes, these particle types were assigned higher softening values, with $\epsilon_{\mathrm{DM}}=\epsilon_{\mathrm{g}}=10 \mathrm{pc}$. The stellar particles, on the other hand, were assigned a softening of $\epsilon_{\mathrm{st}}=0.1 \mathrm{pc}$. Black holes were assigned the smallest value of the softening, with $\epsilon_{\mathrm{BH}}=10^{-3} \mathrm{pc}$. The integration timestep was $d t=10^{-2} \mathrm{Myr}$. For system C , in parallel, we also ran comparison runs with lower integration timestep $d t=10^{-3} \mathrm{Myr}$, and different combinations of the softening and the opening angle and we obtained similar results, demonstrating that the choice of these parameters does not affect the result. Due to the large particle number, a significant portion of computational time is dedicated to the reading and writing of the output. For this reason, we limit the snapshot output timestep to every 10 Myr .

### 8.5 RESULTS

The three galaxies in all of the six systems merge within 2 Gyr. On Fig. 8.5 we show the density distribution of stars of system C over time. Within one Gyr the first galactic merger takes place (between galaxies 1 and 2 ), and the third galaxy comes in for a close approach. Initially both black holes are surrounded by their own stellar cusps, and dynamical friction effects exerted by the background stars, dark matter and gas brings the black holes closer together. During the period of $1 \mathrm{Gyr}<t<2 \mathrm{Gyr}$, the stellar cusp around BH 2 is steadily stripped away, leaving a "naked", wandering black hole, while BH1 remains at the density center of the galaxy merger remnant. At $\approx 2$ Gyr, galaxy 3 approaches and the second galactic merger takes place. By $t=2.5 \mathrm{Gyr}$, the system has settled into a new equilibrium state, with BH3 having replaced BH1 at the density center. None of the black holes have formed binary systems with each other. Instead, BH1 and BH2 are oscillating around the center at $\sim$ kpc distances on highly radial, eccentric orbits that cross the density center. This can also be seen on Fig. 8.6, where the trajectories of the black holes over a period of 100 Myr is shown. BH 3 , positioned at the density center, shows ordered, secular motion while BH1 oscillates around it with an apocenter of $\approx 2 \mathrm{kpc}$. BH2 shows similar behaviour as BH1, but with an apocenter of $\approx 10 \mathrm{kpc}$. Further runs have shown that these oscillations are stable over the next 3 Gyr with no noticeable signs of decreasing amplitude of the oscillations. It is evident that dynamical friction is inefficient and the black hole evolution stalls.

Simulations of the other systems revealed that the case described above is not unique. On Fig. 8.7, we show the separation between the black holes as a function of time, for all six


Figure 8.5: Density distribution of the stellar component of the triple system C. Panels show the $x-y$ projection of the mass density, averaged over the z-axis. The figures show the density distribution in 500 Myr intervals. The black holes are denoted by black circles. Note the changed axis limits in the bottom three plots.


Figure 8.6: Spatial distribution of the three black holes at $t=2.6 \mathrm{Gyr}$ of system C , in the center of mass reference frame of the three black holes. The positions of the black holes are designed by the different colored points. The lines behind the points show the positions of the black holes during the last 100 Myr .


Figure 8.7: Relative separation of black holes as a function of time. Each plot corresponds to one system, designated by the system identifier (A-E). For each system the relative separation between each of the black holes is shown by different line styles and colors.
systems. System C was studied most extensively, while the other simulations were performed up to $\approx 2 \mathrm{Gyr}$ due to computational time constraints. Allmost all systems show similar behavior, with at least one of the black holes stalling at $\sim \mathrm{kpc}$ scales. Systems C, D, E and F show similar evolution, where a stable, hierarchical configuration of the black holes is formed. This configuration is designated with an outer black hole on a radial orbit with apocenter of $\sim 10 \mathrm{kpc}$ from the density center, while another, inner black hole oscillates with higher frequency with apocenter of $\sim 1 \mathrm{kpc}$ (in the case of systems C and D ), or an apocenter of $\sim 0.1 \mathrm{kpc}$ (in the case of systems E and F). Due to the large speed of the black holes when crossing the density center, their pericenter approach is unresolved. Looking at system A, after the second galactic merger, the three black holes form a chaotic triple system, with BH2 (the least massive black hole) at the center, while the other two black holes oscillate at similar separation from BH2. Dynamical friction is significantly more effective in system B. This is the only case where a stable SMBH binary is formed with a lifetime of more than 100 Myr (between black holes BH 1-3 at $t \approx 1700 \mathrm{Myr}$ ). However, after only a few hundred Myr, the close presence of BH2 disrupts the binary, and both black holes BH2 and BH3 are ejected out to $\sim$ kpc separations at $t \approx 2000 \mathrm{Myr}$, forming a chaotic triple system, similar to system A.

In order to ensure that the observed black hole stalling is physical and not originating from numerical issues, our collaborator Peter Berczik performed a comparison run of system C with the tree code ber-gal0 (Zinchenko et al., 2015). The code uses leap-frog integration with expansion for force computation up to monopole order. The same value of the opening angle was used $(\theta=0.5)$, with global softening of $\epsilon=1 \mathrm{pc}$ and integration timestep of $d t \approx 7.8 \times 10^{-2} \mathrm{Myr}$. Only galaxies 1 and 2 were used in the comparison run, in order to reduce the particle number to $N \sim 15 \times 10^{6}$. Additionally, we performed higher-resolution comparison runs of systems A, B and C using the direct $\varphi$-GPU code (Berczik et al., 2011) with an individual block-timestep


Figure 8.8: Radial density profiles of all six systems at the end of their respective simulation runs. Different colors correspond to different matter components. The profiles are centered on the stellar density center of the system.
scheme. The $\varphi$-GPU runs were initialized after the merger of all three stellar cusps, and a radial particle cut at $r=10 \mathrm{kpc}$ was performed in order to reduce the particle number to $N \sim 7 \times 10^{6}$, since the code does not support significantly larger particle numbers.

One possible effect that can impact the results is the fact that the masses of the black holes used in the simulations are smaller than the black hole masses in IllustrisTNG at the time of the black hole mergers. This is because we do not take into account the black hole mass growth during the period between data extraction and at the time the black hole mergers take place in TNG. For this reason, we perform comparison runs of systems D, E and F with increased masses of the black holes, taken as the masses at the time of the mergers in IllustrisTNG. All of the above described comparison runs showed very similar results to the main runs obtained with bonsai2, confirming that the results are not affected by the choice of the code, the choice of numerical parameters or lack of treatment of black hole growth.

Chandrasekhar's well known formula for dynamical friction describes the force exerted on a massive body (in this case a black hole) embedded in a homogenous background density field $\rho$ consisting of particles with isotropic velocities (Binney and Tremaine, 1987):

$$
\begin{equation*}
\dot{V}_{d f}=\frac{-4 \pi G^{2} \rho M_{B H}}{V_{B H}^{2}} \xi \ln \Lambda, \tag{8.8}
\end{equation*}
$$

where $\ln \Lambda$ is the Coulomb logarithm, $M_{B H}$ and $V_{B H}$ are the black hole mass and velocity and $\xi$ is the fraction of particles with velocities smaller than the black hole. We can then estimate the
dynamical friction inspiral timescale, based on Chandrasekhar's description:

$$
\begin{equation*}
t_{d f}=-\frac{V_{B H}^{3}}{4 \pi G^{2} \rho M_{B H} \xi \ln \Lambda} \tag{8.9}
\end{equation*}
$$

Following Just et al. (2011), we estimate the Coulumb logarithm as:

$$
\begin{equation*}
\ln \Lambda=\ln \left(\frac{b_{\max }}{b_{\min }}\right) \tag{8.10}
\end{equation*}
$$

where $b_{\max }$ is the maximum impact parameter, taken as the amplitude of the black hole oscillations and $b_{\text {min }}$ is the minimum impact parameter, determined by the largest value of the gravitational softening $b_{\text {min }}=1.5 \epsilon_{D M}$. Assuming $\xi=0.3$, we find that the dynamical friction timescale is $t_{d f} \approx 1 \mathrm{Gyr}$. However, our results show that the actual black hole energy losses due to dynamical friction are much smaller than predictions of Chandrasekhar's formula. While this is present to a degree in every system, this is most noticeable in system C.

Previous studies have found that in the presence of harmonic, constant density galaxy cores, dynamical friction becomes ineffective (or even completely absent), leading to stalled black holes at distances comparable with the core radius (Read et al., 2006; Gualandris and Merritt, 2008; Antonini and Merritt, 2012). We therefore determine the stellar density center of each system, and then calculate the radial density profiles of each matter component at the end of the simulation run of each system, given on Fig. 8.8. The figure shows that, throughout the runs, all of the systems develop largely constant stellar density cores, in agreement with the above mentioned studies. Our results match particularly well with the findings of Gualandris and Merritt (2008), who examine the infall of recoiled black holes in galaxy centers and find damped oscillations of the SMBH with respect to the density center, leading to infall timescales much longer than those predicted by Chandrasekhar's description. However, unlike in that study, we find that the oscillations are undamped over timescales of $\sim \mathrm{Gyr}$, with no signs of decreasing amplitude.

### 8.6 DISCUSSION

We now discuss several possible explanations for the black hole stalling we find in all of our simulated systems. We estimate that likely a combination of below described effects have contributed to the observed black hole stalling.

1. Radial orbits: All of our simulated systems result in black holes on radial, highly eccentric orbits. The value of the Coulumb logarithm for radial orbits is considerably smaller than for circular or slighly eccentric orbits (Gualandris and Merritt, 2008). As the massive body moves through the background density, it deflects particles in its path, forming a trailing overdensity of particles behind it, called the gravitational wake. The gravitational wake then exerts a drag force on the massive body, in the direction opposite to its movement. For bodies on circular orbits, the gravitational wake is formed on a timescale compared to a galaxy crossing time. However, massive bodies on highly radial orbits experience large changes in its velocity over a single orbital period, preventing the formation of a stable gravitational wake that would exert a drag force on the massive body over multiple passages.
2. Constant stellar density cores: Harmonic, constant density cores have been shown to
result in little or none at all energy loss due to dynamical friction. This happens since in the special case of these harmonic potentials, particles move on epicycles around the infalling massive body, resulting in a stable configuration (Read et al., 2006). Our results have shown that throughout the run, after the merger of the individual stellar cusps, all systems form constant density stellar cores, leading to stalling of the black holes at separations comparable to the radius of the core. While it is not clear exactly why these constant density cores form in all of our systems, our comparison runs using both other tree and direct N -body codes rule out the possibility of contamination of the results due to numerical issues.
3. Gas as a collisionless component: The largest caveat of our method is the lack of proper treatment of collisional phenomena such as star formation, accretion and feedback. In particular, our treatment of gas as a collisionless, purely dynamical galaxy component undoubtedly plays a role in the observed stalling of the black holes. The undamped oscillations of the black holes start only after the stellar cusp around the black hole is completely stripped away by tidal forces. In reality, during the merger gas would be funneled towards the center of the infalling galaxies, causing strong bursts of star formation that would increase the central stellar density, allowing the stellar cusp to resist tidal effects. If the black hole is surrounded by its own stellar cusp, the effect of dynamical friction is much stronger (by a factor $2-3$ ), since the background particles see the stellar cusp and its black hole as a single, effective mass that spirals towards the center. With the premature tidal stripping of the cusp due to the lack of star formation, the effect of dynamical friction on the "naked" black hole becomes neglible and the black hole is left wandering at separations comparable to the core radius with inspiral timescales on the order of a Hubble time. For this reason, gas is considered a key component that is responsible for pairing the black holes in gas-rich galaxy mergers (Callegari et al., 2009, 2011; Khan et al., 2012a).
4. Wandering black hole populations: Recent studies of galactic mergers in cosmological simulations and observations have suggested that the number of wandering black holes originating from failed SMBH binary pairing or gravitational wave recoil events may be significantly higher than previously thought. Kelley et al. (2017a) characterized SMBH mergers in the entire original Illustris simulation box and found that $65 \%$ of all systems resulted in stalled black holes, at separations of $r \geq 100 \mathrm{pc}$. Additionally, Kulier et al. (2015) used a host of cosmological simulations and found that in cluster environments, $40 \%$ of black holes are left wandering at kiloparsec separations, approximately 2 black holes per massive galaxy. Furthermore, (Ricarte et al., 2021) estimated the population of wandering black holes in the Romulus cosmological simulation and found that halos of Milky Way-mass should contain as many as ten wandering SMBHs at $z_{0}$, and conclude that the wandering black hole population may even dominate AGN emission at higher redshifts. The high fraction of wandering black holes in cosmological simulations could be the consequence of insufficient resolution, raising doubt about the use of cosmological simulation data (including zoom-in simulations) for the study of black hole dynamics (Tamfal et al., 2018). On the other hand, McWilliams et al. (2014) used observational data of massive galactic mergers to construct models on the fate of their central black holes. They found an unexpected increase in the number of wandering black holes that were unable to reach the center due to dynamical friction. If the higher fraction of stalled SMBH mergers is physical, wandering black holes would constitute a sizable fraction of
the whole SMBH population. These wandering black holes could explain the detections of offset AGN systems (Blecha et al., 2011; Barrows et al., 2016; Blecha et al., 2019). Additionally, they could be detected as progenitors of ultra-luminous X-ray sources (Islam et al., 2004).

### 8.7 SUMMARY AND CONCLUSIONS

In this chapter, we used the IllustrisTNG-100-1 cosmological simulation to identify possible SMBH triple systems and investigated their evolution. We found in total twenty SMBH triple candidates, and selected six for further simulations. Using the density profiles from the cosmological simulation, we then constructed spherical multi-component galaxy models using the AGAMA software library, and performed N-body simulations of the triple galactic mergers using the bonsai2 GPU tree code, with particle numbers $N \sim 30 \times 10^{6}$ per system. We now summarize our main findings:

- We found that in all of the simulated systems, dynamical friction is unable to efficiently reduce the energy of the black holes and no stable Keplerian binary systems are formed between the black holes. In the one example where dynamical friction does manage to form a binary SMBH system, this system is short-lived and disrupted by the third black hole, resulting in the formation of chaotic triple system with kpc separations.
- Initially during the galactic mergers, the black hole evolution follows the behaviour expected by Chandrasekhar's prescription of dynamical friction as the black holes spiral towards the center. The stellar cusps surrounding the black holes are gradually stripped away by tidal forces, leaving naked black holes wandering at 100 pc or kpc scales on radial, highly eccentric orbits. After this point, dynamical friction effects become neglible and the black holes demonstrate long-term, stable oscillations around the density center of the system.
- The galactic mergers result in the formation of harmonic galactic cores with constant stellar density. In this special configuration, there is effectively no momentum transfer between the black hole and the background particles causing dynamical friction to cease.
- Our results show that in galaxies with non-neglible gas mass, purely dynamical effects are unable to successfully pair massive black holes, even in the case of SMBH triplets. The high-resolution of our runs makes effects due to insufficient resolution unlikely to explain the SMBH stalling that we observe. Effects like star formation and black hole growth, which are not included in this study, could significantly boost the impact of dynamical friction on the black holes. This points to the fact that proper treatment of gas is a crucial step that could allow for efficient black hole pairing in these systems and possibly, their later coalescence. The observed black hole stalling is in agreement with previous work that found high fractions of wandering and stalled black holes in full cosmological simulation datasets (Kulier et al., 2015; Kelley et al., 2017a; Ricarte et al., 2021).


## 9

## SUMMARY AND FUTURE OUTLOOK

### 9.1 SUMMARY

In this thesis, I have used $N$-body simulations as a means of investigating the dynamical evolution of supermassive black holes in merging galaxies. In this chapter, I will summarize and discuss the main findings of the study, and consider future prospects for further research.

In Ch. 5, I presented the results of a testing and benchmarking procedure of the new $N$-body code $\varphi$-GRAPE-hybrid. The code utilizes the SCF method for force calculation for the majority of particles, while retaining the accuracy of direct $N$-body for a chosen subset of particles. This feature makes the code a good choice for the study of massive black hole binaries in galactic environments since it enables direct integration of stars that are driven to the binary vicinity by gravitational torques while avoiding spurious relaxation effects due to insufficient resolution and greatly reducing computational cost. The tests were performed using idealized, spherical Plummer stellar distributions, as well as using initial conditions of a triaxial, rotating system that hosts an SMBH binary, obtained from a previous study (Kh16). While the final benchmarking of the code is still in progress at the time of writing, I have presented preliminary results of the effect of numerical parameters on the performance and accuracy of the calculations. The fraction of particles treated with the direct approach has the highest impact on the performance. Nevertheless, even if this fraction is $50 \%$, the code boasts a speedup over the speedup pure direct $N$-body version of a factor of 2.5 . However, in order to maximize efficiency, the fraction of direct-only particles should be kept below $10 \%$.

In the case of the system from Kh16, convergence tests of the gravitational softening parameter have shown that a value of the softening of $\epsilon \sim 10^{-4} \mathrm{pc}$ for star-black hole interactions is necessary to properly resolve all of the energetic interactions and obtain the appropriate hardening rate of the binary. This value is two orders of magnitude smaller than the binary semi-major axis in the GW dominated regime. The black hole minimum integration timestep was shown to be a significant numerical parameter that can cause a premature PN plunge of the black holes if chosen improperly. This can lead to an underestimation of the SMBH merger timescales, and it was shown that the merger timescale of the system in Kh16 is a factor of two longer than previously reported. Finally, I have shown how an improper centering strategy can lead to non-physical results and artificial jumps in the binary hardening rate. For this reason,
$\varphi$-GRAPE-hybrid should only be used in systems with well-defined density centers, and is not suitable for simulations of rapidly changing environments, such as galactic mergers.

I then present the results of a series of three-body scattering experiments, simulating close interactions between stars and a hard SMBH binary. The simulations used the highly accurate AR-chain code (Mikkola and Merritt, 2006, 2008) in order to study energy exchange during a single interaction. The initial conditions for the SMBH binary was taken from the Kh16 data, while the stellar particle positions were generated uniformly on a spherical shell of radius 100 pc around the binary. The initial stellar velocities were chosen in such a way so that we ensure close approaches of the stars to the binary, with the two-body Keplerian pericenter of the orbits satisfying $r_{\mathrm{p}} \leq 2 a_{0}$, where $a_{0}$ is the initial binary semi-major axis. Previous work found a discrepancy between the energy change of the binary and the interacting stars (Ikape, 2016) before and after the interactions. Investigation of the energy balance after each interaction shows that Post-Newtonian corrections (at least up to PN1 order) to the SMBH binary orbital energy need to be taken into account, even in the regime where GW emission is sub-dominant to stellar hardening. Omitting the PN1 correction results in an energy discrepancy comparable to the other energy changes of the system and can lead to a significant mismatch between the total energy changes of interacting stars and the SMBH binary in full $N$-body studies.

The full $N$-body resimulation of this system is then performed in Ch .7 using the $\varphi$ -GRAPE-hybrid. Unlike the original study, this work focused on exploring in detail the properties of loss cone stars that interact and extract energy from the binary. The particle number was kept the same as in Kh16, but only $3 \%$ of particles were treated in a direct way, while the force from the remaining particles was calculated using the SCF method. This selection was performed based on two-body Keplerian pericenter distance of the stars at the start of the run. Stars that interact strongly with the binary were identified by monitoring each time a star enters and exits a sphere of radius $10 a_{b h}$ around the black holes, where $a_{b h}$ corresponds to the time-dependent binary semi-major axis. I first investigated the properties of the system and found that it is slightly triaxial at all times throughout the run. The observed flattening of the system was partly supported by rotation around the minor axis, and partly by significant velocity anisotropy throughout the inner region.

Monitoring individual interactions with the binary, I identified the high-energy tail of stars that experience significant energy changes after their encounter with the binary, with $\Delta E_{*} / m_{*}>(628.3)^{2} \mathrm{~km}^{2} \mathrm{~s}^{-2}$. A total of 13,383 of these strong interactions were identified. I found that the summed energy changes of these stars match exceedingly well with the overall binary energy changes throughout the run. This result demonstrates that stellar interactions are the primary driver of binary hardening in triaxial, gas-poor systems and all other possible hardening mechanisms are neglible. Therefore, in gas-poor systems, proper treatment of stellar scattering is sufficient to accurately characterize SMBH binary evolution. Three distinct populations of stellar interactions were identified, based on their initial and final apocenter distance. The first population consists of stars that were originally in the vicinity of the SMBH binary, and interact with it as a consequence of Brownian motion of the binary around the center of the system. Populations two and three, on the other hand, consist of stars on centrophilic orbits that are responsible for repopulating the loss cone. Investigation of their angular momentum changes throughout the run demonstrates that the vast majority of these stars can only originate in a trixial potential, cementing the fact that triaxial systems provide a natural solution to the FPP. Finally, I find that the majority of interacting stars show prograde rotation with respect to the binary. Nevertheless, retrograde interactions, while smaller in number are more energetic
and constitute $\approx 45 \%$ of the overall energy exchange. The most energetic interactions result in a sign-flip change in the angular momentum of the star, showing prograde rotation after the energetic interaction.

Finally, in Ch. 8, I investigate the dynamical evolution of massive black hole triplets using initial conditions from the IllustrisTNG-100-1 cosmological simulation. I identify 20 possible SMBH triple systems in the IllustrisTNG-100-1 cosmological volume and select 6 systems for higher-resolution simulations of the triple galactic mergers with the bonsai2 (Bédorf et al., 2012a,a) tree GPU code. Using density profiles from the cosmological simulation as a starting point, I construct multi-component, spherical galaxy models using the AGAMA software library (Vasiliev, 2019). Due to lack of treatment of hydrodynamics in the simulations, gas is treated as a collisionless, purely dynamical component, similar to dark matter. In all of the six systems, dynamical friction effects are unable to pair the black holes, and no stable binary systems are formed. Most of the systems form a stable, hierarchical configuration, with an outer black hole at kpc separations, and an inner black hole at 100 pc separations, with both showing radial, highly eccentric and oscillatory orbits around the black hole situated at the density center. Investigation of the density profiles shows that after the initial phase of efficient dynamical friction, the stellar cusps around the black holes are stripped away, greatly reducing the effect of dynamical friction and causing the stalling. In all of the cases, the galaxy merger remnant forms a harmonic stellar core, characterized by constant density. This special configuration results in particles that move on epicyclic orbits around the black holes, further diminishing the effect of dynamical friction on the black holes. The results indicate that in systems with non-neglible gas mas, stellar dynamical effects are insufficient to efficiently pair black hole binaries, even in the case of triplets. As a result, proper treatment of gas and its effects such as star formation and black hole growth seem to be a crucial component that could lead to efficient pairing of these systems.

### 9.2 FUTURE OUTLOOK

The projects presented in this thesis leave ample room for new directions in future research. In Ch. 7 it was shown that a significant fraction of stars experiencing energetic interactions with the SMBH binary originate from the stellar, rotating cusp in the vicinity of the black holes (Population I). As the black holes move around the center in a random walk as a consequence of Brownian motion, the stars in the inner-most region are disrupted from their orbits and interact with the binary, repopulating the loss cone. Brownian motion of the binary as a possible solution to the FPP has already been suggested by previous studies (Quinlan and Hernquist, 1997; Chatterjee et al., 2003). However, Bortolas et al. (2016) reported that in simulations with particle number $N \geq 10^{6}$, the contribution of Brownian motion to the binary hardening is neglible and can be discarded as a possible loss cone-refilling mechanism. This is in disagreement with the results presented in this thesis, possibly due to insufficient spatial resolution of that study. As was shown in Ch. 5, a value of the softening $\epsilon=2 \times 10^{-4} \mathrm{pc}$ should be employed in order to properly resolve all of the energetic stellar interactions. Our unique ability to identify exact stars which contribute to the binary hardening has shown that $\approx 25 \%$ of the binary hardening in our system is a consequence of the binary Brownian motion. While this fraction is sub-dominant with respect to collisionless loss cone refilling originating from the non-sphericity of the system, it is certainly not neglible. This is especially relevant for simulations of highly-rotating systems, since Khan et al. (2020) reported that in these cases, the center of mass orbit of the binary expands to radii comparable to the binary influence radius, suggesting an even higher effect of Brownian motion in these cases. Therefore, further work is needed to estimate the effect of

Brownian motion-induced hardening in systems with considerable rotation.
In Ch. 8, it was shown that all six simulated SMBH triple systems show a degree of stalling of the black holes in the pairing phase and no stable binary systems were formed. While there is evidence to suggest that wandering black holes as a result of stalled evolution might be more common in cosmological simulations than previously thought (Kulier et al., 2015; Kelley et al., 2017a), it is not clear whether the stalling of systems in Ch. 8 is physical due to our lack of treatment of appropriate gas physics. As discussed in that chapter, gas can play an important role in pairing of massive black holes due to enhanced star formation during galactic mergers, which can increase central stellar densities around the black holes during the inspiral and thereby boosting the effects of dynamical friction on the black holes. For this reason, future simulations that incorporate these effects are needed for these systems in order to accurately investigate their evolution and prospects for coalescence. Purely dynamical codes, such as the ones employed in this thesis, are insufficient for this purpose, and instead codes utilizing smooth particle hydrodynamics (SPH) should be used, such as GADGET-4 (Springel et al., 2020), ChaNGaSPH (Menon et al., 2015) or GASOLINE (Wadsley et al., 2004).

The Post-Newtonian treatment in N -body approaches of massive binaries was so far limited to two-body Post-Newtonian corrections in the equations of motion. However the recent appearance of 3-body Post-Newtonian integrators (Bonetti et al., 2018) has made N-body investigations of fully Post-Newtonian corrected hierarchical SMBH triplets possible. This allows for galactic-scale simulations of SMBH triple systems that take into account the effect of the cosmological environment and that follow the entire evolution of the triplet from the galactic mergers down to GW-dominated scales in a fully consistent way. Additionally, the inclusion of three-body PN treatment would allow for the exploration of relativistic loss cone effects (Stone et al., 2020) between a star and an SMBH binary, an aspect that has been largely unexplored due to the limitation of two-body PN treatment.

Additionally, one important aspect that was omitted from this thesis was the consideration of black hole spins. With the numerous recent detections of black hole binaries by LIGO/Virgo, constraints on the spin parameter of a stellar mass black hole are now better than ever before. However, the same cannot be said for massive black holes, whose spin parameters remain largely unconstrained (Reynolds, 2020). While cosmological simulations have shown the expected evolution of SMBH spins (Bustamante and Springel, 2019) and how it can affect binary coalescence timescales (Sayeb et al., 2021), it is still not clear how individual stellar scatterings in a realistic galactic environment could affect the spin, both in the Newtonian as well as the Post-Newtonian regime, when spin-spin and spin-orbit interactions play a role. Since black hole spins can significantly influence the nature of the emitted GW signal, its proper treatment in future N -body simulations is of paramount importance.
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[^0]:    ${ }^{1}$ It is important to note that despite the underestimation of the hardening rate due to the softening, the insufficient time resolution of the binary which overestimated the hardening rate was the dominant numerical effect that we believe resulted in the premature plunge driven by PN effects.

[^1]:    ${ }^{2}$ The $I_{j k}$ tensor is sometimes referred to as the moment of inertia tensor, but this name is often reserved for the $I_{j k}^{\prime}$ tensor, where $I_{j k}^{\prime}=\operatorname{Tr}(I) \delta_{j k}-I_{j k}$ (Binney and Tremaine, 1987).

[^2]:    ${ }^{3}$ This parameter should not be confused with orbital eccentricity $e$ which is used throughout the text.

