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Abstract

This work examines the horofunction compactification of finite-dimensional normed vector spaces
with applications to the theory of symmetric spaces and toric varieties.

For any proper metric space X the horofunction compactification can be defined as the closure of
an embedding of the space into the space of continuous real valued functions vanishing at a given
basepoint. A point in the boundary is called a horofunction. This characterization though lacks
an explicit characterization of the boundary points. The first part of this thesis is concerned with
such an explicit description of the horofunctions in the setting of finite-dimensional normed vector
spaces. Here the compactification strongly depends on the shape of the unit and the dual unit ball
of the norm. We restrict ourselves to cases where at least one of the following holds true:

I) The unit and the dual unit ball are polyhedral.
II) The unit and the dual unit ball have smooth boundaries.
III) The metric space X is two-dimensional.

Based on a result of Walsh [Wal07] we provide a criterion for the convergence of sequences in
the horofunction compactification in these cases to determine the topology. Additionally we show
that then the compactification is homeomorphic to the dual unit ball. Later we give an explicit
example, where our criterion for convergence fails in the general case and make a conjecture
about the rate of convergence of some spacial sets in the boundary of the dual unit ball. Assuming
the conjecture holds, we generalize the convergence criterion to any norm with the property that all
horofunctions in the boundary are limits of almost-geodesics (so-called Busemann points). This
part of the thesis ends with a construction of how to extend our previous results to a new class of
norms using Minkowski sums:

IV) The dual unit ball is the Minkowski sum of a polyhedral and a smooth dual unit ball.

The second part of the thesis applies the results of part one to two different settings: first to sym-
metric spaces of non-compact type and then to projective toric varieties. For a symmetric space
X = G/K of non-compact type with a G-invariant Finsler metric we prove that the horofunction
compactification of X is determined by the horofunction compactification of a maximal flat in X.
With this result we show how to realize any Satake or Martin compactification of X as an appropri-
ate horofunction compactification. Finally, as an application to projective toric varieties, we give a
geometric 1-1 correspondence between projective toric varieties of dimension » and horofunction
compactifications of R” with respect to rational polyhedral norms.






Zusammenfassung

Diese Arbeit befasst sich mit der Horofunktions-Kompaktifizierung endlichdimensionaler normierter
Vektorrdume und Anwendungen derselben auf symmetrische Rdume und torische Varietiten.

Die Horofunktions-Kompaktifizierung kann fiir jeden eigentlichen metrischen Raum X definiert
werden als der Abschluss einer bestimmten Einbettung des Raumes in den Raum der stetigen
reellwertigen Funktionen auf X, die an einem Basispunkt verschwinden. Die Punkte im Rand der
Kompaktifizierung sind heilen Horofunktionen. Bei dieser Definition fehlt allerdings eine ex-
plizite Beschreibung der Randpunkte. Im ersten Teil dieser Arbeit geht es um eine solche explizite
Charakterisierung der Horofunktionen fiir endlichdimensionale Vektorrdume. Hierbei hingt die
Kompaktifizierung des Raumes stark von der Form des Einheits- und des dualen Einheitsballes
der Norm ab. Wir beschrénken uns dabei auf Bille, die mindestens eine der folgenden Bedingun-
gen erfiillen:

I) Der Einheitsball und sein dualer Ball sind polyedrisch.
II) Der Einheitsball und sein dualer Ball haben einen glatten Rand.
III) Der metrische Raum ist zweidimensional.

Ausgehend von einem Resultat von Walsh [Wal07] geben wir fiir diese Fille ein Kriterium fiir die
Konvergenz von Folgen in der Horofunktions-Kompaktifizierung an, um die Topologie zu bestim-
men. Auflerdem zeigen wir, dass in diesen Fillen die Kompaktifizierung homdomorph zum dualen
Einheitsball ist. AnschlieBend betrachten wir ein explizites Beispiel das zeigt, dass das Konvergen-
zkriterium im allgemeinen Fall nicht gilt und formulieren darauf aufbauend eine Vermutung iiber
die Konvergenzrate spezieller Folgen im dualen Einheitsball. Unter der Voraussetzung, dass die
Vermutung stimmt, verallgemeinern wir das Konvergenzkriterium fiir alle Normen, deren Horo-
funktionen Limiten von Fastgeodéten sind (sogenannte Busemann Punkte). Zum Abschluss dieses
Teils der Arbeit erweitern wir unsere bisherigen Resultate mit Hilfe der Minkowski-Summe um
alle Normen, die die folgende Bedingung erfiillen:

IV) Der duale Einheitsball ist die Minkowski-Summe eines polyedrischen und eines glatten Ein-
heitsballs.

Im zweiten Teil der Arbeit werden die Ergebnisse des ersten Teils auf zwei Situationen angewen-
det, ndmlich auf symmetrische Riume von nicht-kompaktem Typ und auf projektive torische Va-
rietdten. Fiir einen symmetrischen Raum X = G/K von nicht-kompaktem Typ, der mit einer G-
invarianten Finslermetrik ausgestattet ist, zeigen wir, dass die Horofunktions-Kompaktifizierung
des Raumes bestimmt ist durch die Kompaktifizierung eines maximalen Flachs in X bestimmt
ist. Damit zeigen wir, wie jede Satake- und Martin-Kompaktifizierung von X als Horofunktions-
Kompaktifizierung beziiglich einer geeigneten Norm realisiert werden kann. Als Anwendung auf
torische Varietiten geben wir schlieBlich eine geometrische Bijektion zwischen n-dimensionalen
projektiven torischen Varietidten und der Horofunktions-Kompaktifizierung von R" beziiglich einer
polyedrischen Norm an.
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1 Introduction

The simplest compactification of a topological space is the Alexandroff compactification intro-
duced by Alexandroff in 1924 [Ale24]. It is also called one-point compactification by its way of
construction: Given a non-compact locally compact Hausdorff space X, construct a compact space
X, = X U {w} by adding an additional point w ¢ X called the point at infinity. A topology on
X, is given by the open sets as 7 = {U € X | U open } U {X,\C | C € X closed compact}. Then
X, is compact and contains X as a dense open subset. Moreover, the space X, is unique up to
homeomorphism.

The one-point compactification of the real line R can be imagined as first shrinking the real line to
the open interval (-1, 1) and then bending it such that the ends —1 and 1 almost touch each other
at the top. There we add the additional point w. The result is a circle and the one-point compact-
ification of R is indeed homeomorphic to S'. This concept generalizes to higher dimensions: for
the Euclidean space R" the one-point compactification R, is homeomorphic to the n-Sphere S".

There are many more compactifications of R” when we allow more points to create the compact
space. For example by retracting any point along a straight line centered at the origin, the space
R" is diffeomorphic to the interior of the unit sphere. Adding then the unit sphere gives another
compactification of R". Instead of shrinking the space homeomorphically into the interior of a
compact set, we can also add the sphere at infinity X(oo0) to the space. The sphere at infinity is de-
fined as the set of equivalence classes of asymptotic geodesic rays, where two rays are equivalent,
if they remain within bounded distance from each other as they go to infinity. This compactifi-
cation is called the geodesic compactification and can not only be obtained for R” but for every
simply connected non-positively curved Riemannian manifold. The picture of the space shrunk
into the interior of the sphere remains valid [BJO6, Prop. 1.2.3]: the sphere at infinity X(co0) can be
identified with the unit sphere in the tangent space T, X for any basepoint pg € X.

We want to keep this picture in mind when talking about the horofunction compactification, which
is the compactification we are most interested in.

The Horofunction Compactification

The horofunction compactification was introduced by Gromov [Gro81, §1.2] in 1981 as a gen-
eral method to construct compactifications of metric spaces. As horofunction compactifications
only require a proper metric space to be defined, they arise in many contexts. Alessandrini, Liu,
Papadopoulos and Su for example show that the Thurston compactification of the Teichmiiller
space and its horofunction compactification with respect to the arc metric are homeomorphic.
The horofunction compactification of a complete simply connected non-positively curved man-
ifold was identified with the geodesic compactification in [BGS85, §3] by Ballmann, Gromov
and Schroder. In this thesis we will focus on finite-dimensional normed spaces. Karlsson, Metz
and Noskov [KMNO6] describe horoballs for finite-dimensional normed spaces with polyhedral



2 Chapter 1. Introduction

norm and for Hilbert metrics on simplices. In their recent paper [CKS20], Ciobotaru, Kramer and
Schwer describe the horofunction compactification of finite-dimensional vector spaces with asym-
metric polyhedral norms. They use the ultrapower of X with respect to a free ultrafilter and plan to
use their techniques and results to obtain compactifications of buildings in a follow-up paper (in
preparation). Related results of buildings were first obtained in [Bri06].

For the construction of the horofunction compactification of a proper metric space (X, d) with
possibly asymmetric metric one embeds X into the space of continuous functions C(X) on X
which vanish at a fixed base point pg. The embedding is given in terms of the metric d:

X — Cpy(X)
> Y, =d(,2) — d(po, 2).

The closure of the image is the horofunction compactification fzor of (X, d), where the structure
of the compactification crucially depends on the metric d. Though the embedding depends on
the basepoint pg, the compactifications with respect to different base points are homeomorphic.
Within the boundary d,,,(X) of horofunctions there are special elements called Busemann points
which are given as the limits of almost geodesic sequences in X. It is often difficult to determine the
horofunction compactification of a given space. One simplification sometimes is not to consider
all horofunctions but to determine the set of Busemann points.

So let us go to the setting of a finite-dimensional normed vector space (X, ||-||). There Walsh
[Wal07] explicitly described all horofunctions and showed that a necessary and sufficient condition
for all horofunctions to be Busemann points is a relatively low condition on the shape of the dual
unit ball. Given a norm on a finite-dimensional vector space X, its unit ball B determines a dual
unit ball in the dual space given as the polar of the convex set B:

B :i={yeX'| GIx) > —1VYxeB).

As B is closed, compact and convex, the same holds for its dual B° and both sets contain the origin
in their interior. An extreme set of B° is a convex subset of the boundary dB° not containing any
line-segment in B° without its endpoints (Definition 2.3.3). When B° is polyhedral, the extreme
sets of B® are exactly its faces and all of them arise as the intersection of B° with some affine
hyperplane. But in the more general setting, this is not true any more. Any boundary point of B°
belongs to some extreme set and different extreme sets have disjoint relative interior.

Much work (like in [CKS20, KMNO6]) has been done on the horofunction compactification of
finite-dimensional normed spaces applying many different techniques. But as far as we know,
only polyhedral norms have been considered up to now. We will generalize the theory to norms of
the following classes:

I) The unit ball is polyhedral.
II) The unit and the dual unit ball have smooth boundaries.
IIT) The space X is two-dimensional.

The second case can equivalently be described as B° only having smooth extreme points as extreme
sets. In all three cases the set of extreme sets of B° is closed and we can use the results by Walsh.

In order to explicitly describe the set of horofunctions, we follow [WalO7] and introduce a set of
maps hg , : X — R depending on a convex set £ C X* and a point p € X by

hep(x) == —inf{e|p — x) + inf {e|p).



This then yields the following description:

Corollary 3.1.10 The set of horofunctions of X is given as
Onor(X) = thg, | E € B is a proper extreme set, p € T(E)*},

where T(E)* C X is a certain subspace of X of the same dimension as E. )

The above result determines the set of horofunctions in the boundary but gives no statement about
its topology. We will define a topology in terms of the convergence of sequences.

An important result in this thesis is the description of the convergence behavior of sequences in the

horofunction compactification to obtain a topology on )_(hor. To each extreme set F' of the unit ball
B we can assign a unique exposed dual extreme set F° of B° which is maximal among all those
extreme sets of B° that minimize the dual pairing with F'. For an unbounded sequence (z,,)men and
a point x € X we consider its sequence of directions (ng:i”)meN, which is a sequence of points
on the boundary of the unit ball B. Each such point lies in the relative interior of an extreme set
F,(x) of B. Taking the associated exposed duals D,,(x) of F,,(x) gives a sequence (D,;(x))men
of extreme sets of B°. As the set of extreme sets of B° is closed, all accumulation points of this
sequence are extreme sets. By D(x) we denote the set of accumulation points of (D,,(x)),,. So for
each x € X the set D(x) is a set of extreme sets of B°. They play an important role when describing

convergent sequences and their limits.

Theorem 3.2.6 Let B C X be a unit ball and B° C X* its dual such that they belong to one of the
three cases I) — 111) defined above. Let (z,,)men be an unbounded sequence in X.

Then the sequence (Y,,),,c converges to a horofunction hg: , associated to an extreme set E’ C B°
and a point p € T(E’)* if and only if the following conditions are satisfied:

1) E :=aff{D(x) | x € X} N B° is extreme.
2) The projection (Zu, g)men Of (Zm)men to T(E)* converges.
If (,,),, converges, then E’ = E and p = 1im,,—,co Zm.E- o

We have to restrict ourselves to the three cases mentioned before because there the structure of the
extreme sets of the dual unit ball is sufficiently nice. Otherwise the statement is not true anymore as
will be seen by an explicit counterexample (more details in Section 3.2.6): Consider R? equipped
with a norm that has a cylinder as unit ball parallel to the z-Axis. Its dual is a rotated rhombus
with peaks on the z-axis, as shown in Figure 1.1.

B B°

Figure 1.1: The cylindric unit ball (LerT) and its dual (RIGHT).

For the sequence z,, = (—m2 +a,m+ b, —m?* + ¢) with real parameters satisfying a — ¢ > % we

can explicitly compute the limiting horofunction and it is the map &g, associated to the extreme
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set E = conv{(0,0,1), (1,0,0)} C B° with parameter p = 3(a — ¢ — %) - (1,0,-1) € T(E)".
But applying the theorem yields a horofunction A 5 associated to the same extreme set but with a
different parameter: p = p+ % -(1,0,-1) € T(E)*. We see that the parameter which we obtained as
the limit of the sequence (z,,),, projected to the subspace T'(E)* is not the right one by an additive
constant. It actually turns out that we get the correct p by projecting not to T(E)* but by projecting
each element z,, to a different subspace T(E,;)*, where (E,,)en is a sequence of subsets of B° of
the same dimension as E and converging to E. Now the crucial point is that we can not take any
such sequence of subsets (otherwise E would already do it) but the convergence has to happen
with the correct rate depending on (z,,),,: for every x € X the sequence (g )m S 0B° satisfying
(Gmxlzm — x) = —|lzm — x|, approaches the set E,, faster than z,, goes to infinity.

Inspired from the above example we make the following conjecture for the general case:

Conjecture 3.2.12 Letuy,...,u; € X be points and foreach j = 1,...,k, let (Gmu;)m < OB° be a
sequence of points satisfying <qm,u_,-| Im— U j> = —|lzy, — ujll for allm € N, such that the set

Ep = aff{gmus - - » Guu ) N B°

converges to E with dim(E,,) = dim(E) for all m € N. For each m € N and a point x € X

let g;nx € 0B° be an extreme point dual to ﬁ € 0B and let e, . € E,, a point such that the

sequences (gm,x)m and (em x)m (or subsequences, if necessary) both converge to the same point
gx € E. Then it holds:

(em,x - Qm,x|Zm> — 0 VxeX o

We know that the left side of the pairing goes to O whereas the right side is unbounded and the
pairing can only be bounded, if the left side converges faster than the right one. That is, the points
em,x and g, approach each other fast enough. Under the assumption that the conjecture holds, we
can generalize our result for the convergence of sequences in the horofunction compactification to
the general setting:

Theorem 3.2.14 Assume Conjecture 3.2.12 holds. Let B € X be a unit ball and B° its dual
such that the set of extreme sets of B° is closed. Let (z,,)men be an unbounded sequence in X and
E = aff{D(x) | x € X} N B°.

Letuy, ... ,ux € X be points with k = dim(E) + 1 and for each j = 1,...,k, let (qmu;)m € OB° be a
sequence of points satisfying (qm,uj| Im— U j> = —|lzyy — ujl| for allm € N, such that with

Ep = aff{gmus - - » Guau ) N B°
there holds
(A) dim(E,,) = dim(E) and
(B) E,, — E asm — oo,

Then the sequence (¥,,),, converges to a horofunction hg j, for an extreme set E’ C B° and a point
p’ € T(E")" if and only if the following conditions are satisfied:

1) E as defined above is extreme.
2) The projection (zu.E,, )m 0f (Zm)m to T(E,,)* converges.

If (,,),, converges, then E' = E and p = limy—,co Zm.,, - o



Earlier we said that we want to keep the picture in mind that we obtain the compactification by
adding boundary components to the space. For the horofunction compactification we saw that the
boundary points, i.e. the horofunctions, are indexed by the extreme sets E of the dual unit ball and
parameters p in a subspace of the same dimension as £. We can keep this picture in mind by the
following consideration: imagine the space X to be mapped into the interior of the dual unit ball
B° and a horofunction hg , from the boundary mapped into E in a way depending on p € T(E)".
This picture is maid rigorous in another main theorem of this thesis:

Theorem 3.3.10 Let (X, ||||) be a finite-dimensional normed space with unit ball B C X and dual
unit ball B° belonging to one of the three cases I) — I11) above and such that B° has only finitely
many connected components of extreme points.

. . . hor . .
Then the horofunction compactification X s homeomorphic to B°. o

For the polyhedral setting, analog results using different techniques were also obtained in [KL18],
[CKS20] and [JS16].

The map that defines the homeomorphism has to respect the convergence behavior of sequences.
It is built out of several "smaller" maps m¢ : R” — int(C) that map R” into the interior of a
compact convex set C. Hereby the map m® generalizes the idea of a convex combination and is
inspired by the moment map from the theory of toric varieties. When C is a polytope, it can be
described as the convex hull of its extreme points ci,...,c; and the map mC is given as a real
convex combination over the extreme points of C:

ko pteiln)

c
m-(x) = ;.
Z Z§=1 e—cilo !

i=1

In the general setting where C has infinitely many extreme points, we can not take weighted sums
any more. Nevertheless, the same concept will be used then: we consider the weighted sum over
the finitely many isolated extreme points ¢; plus the sum over (the finitely many) integrals over
connected components A ; of extreme points:

Zf.‘zl e~ + Zé.:] fA/- e Myay

k —{c; 1 - :
SN eteln 4 ijl Lje W gy

mc(x) =

The homeomorphism between the horofunction compactification and the dual unit ball B° is built
out of maps of the kind of mC in the following way, consistent with the picture we have in mind:

m- }hor B xeX —  mP (x) €int(B°),
‘ ’ hep € OhorX +— mP(p) €int(E).

So far we had to restrict ourselves to settings where the unit ball of the norm satisfies some con-
ditions about its structure of extreme sets. There is a way to extend the class of allowed norms
by taking a norm that is the sum of two norms ||-||; and ||-||> that belong to the previously allowed
cases 1), II) and I1]):

-1l == M-l =+ [1{l2-

Then the dual unit ball of our new norm ||-||3 is the Minkowski sum of the dual unit ball of the other
two norms. The only really new extension to the previous cases arises when we take one of the
norms to be polyhedral and the other one to be smooth. We want to follow the way we went before
and characterize convergent sequences with respect to the new norm and show that the resulting
horofunction compactification is homeomorphic to the dual unit ball. The first statement follows
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immediately by the construction of the new norm as a sum of two norms for which we already
know the convergence behavior: a sequence (z,,)neiv converges to a horofunction hg , with respect
to ||-||3 if and only if (z,,),,» converges with respect to both ||-[|; and ||-[|> to horofunctions Ag, ,, and
hE, p,, respectively. The limiting function A, then is associated to the extreme set £ obtained
as the Minkowski sum of the extreme sets £ and E>. Given a point p in the Minkowski sum
M = A + D of two convex sets A and D, we can decompose the point p = a + d into summands,
such that @ € A and d € D, but if p is not an extreme point of M, this decomposition is not
unique. This is the reason why we can not sum up the maps m*! and m*2 to get the map m* for the
homeomorphism. Indeed, by doing so, we loose injectivity. But nothing prevents us from defining
mE and m in the same way as we did before. Doing so we can use the theory developed before for
norms belonging to the three cases to get the final result:

Theorem 3.4.7 Let X be a finite-dimensional normed space equipped with the norm

[-ll3 = {1l + 1112,

where ||-||; is a polyhedral norm and |||, is smooth. Denote by B; the dual unit ball of ||-||3. Then
the horofunction compactification of X with respect to ||-||3 is homeomorphic to B3:

—hor

X5 = B3 °

So we have gained a new class of allowed norms:

IV) The dual unit ball arises as the Minkowski sum of a polyhedral unit ball and a smooth dual
unit ball with only extreme points.

Let us now explain what we actually did geometrically in terms of compactifications, a picture is
given in Figure 1.2. As Bj is the Minkowski sum of a polyhedral and a smooth set, the extreme
sets of Bj are either extreme points obtained as the sum of each an extreme point of B} and B,
or polyhedral extreme sets, obtained as the Minkowski sum of a face of the polytope B{ and an
extreme points of B3. By collapsing the connected components A ; of extreme sets of B; to a point,
we get a homeomorphism from By to the polytope Bf. On the other hand, shrinking every higher
dimensional extreme set of B5 to a points yields a homeomorphism from Bj to the smooth dual
unit ball BS.

Figure 1.2: The Minkowski sum of a hexagon and a circle (Lerr) and the decomposition of
faces (RIGHT).

These identifications of extreme sets of B} and B with those of B causes the identity map on X

. —hor —hor —hor —hor
to extend to continuous maps X, — X, and X, — X,,,- In other words, we constructed

by taking the sum of two given norms the least common refinement:



—hor . — —h
Theorem 3.4.13 X ”,Té is the least common refinement of X ”uﬂ: and X ”,Té. o

Constructing a new compactification out of given ones or identifying a given (new) compactifi-
cation with other well-known compactifications can reveal new aspects of the compactifications.
We will do so when dealing with the compactifications of symmetric spaces and compare the
horofunction compactification of the symmetric space with its Satake and its Martin compactifi-
cations.

Symmetric Spaces

Symmetric spaces arise in many areas of mathematics and physics and are an important class of
Riemannian or Finsler manifolds. They stand out due to their close relation to Lie groups and Lie
algebras. The class of irreducible symmetric spaces can be divided into three types - Euclidean
type, compact type and non-compact type. Symmetric spaces of Euclidean type are flat, i.e. have
sectional curvature equal to O and arise as the Riemannian product of some Euclidean R and a
flat (n — k)-torus. A symmetric space of compact type is indeed compact as it has constant positive
Ricci curvature. A basic example is the sphere S” in the Euclidean space R™*!. We are interested
in symmetric spaces of non-compact type, which have non-positive sectional curvature, and are
diffeomorphic to R". One of the simplest examples of a symmetric space of non-compact type is
the hyperbolic plane H?.

Before we go on, let us have a closer look at the example of the hyperbolic plane H?. The group
SL(2,R) is a semisimple Lie group that acts isometrically and transitively on the upper half plane
by fractional linear transformations, that is

(a b) az+b
Z=

c d cz+d

for any z € H?. The stabilizer of the imaginary unit i is given by the subgroup SO(2). As
the action of SL(2,R) on H? is transitive, this yields an identification of H? with the quotient
SL(2,R)/ SO(2).

The occurrence of such an identification is not specific to H2, but instead is characteristic for
symmetric spaces of non-compact type: Any symmetric space X of non-compact type can be
identified with a quotient G/K, where G, the isometry group of X, is a semisimple Lie group and
K = G,, is the stabilizer of a base point py € X, which is a compact subgroup of G. Therefore
symmetric spaces can be studied in terms of Lie groups and Lie algebras. Therefore denote by
g and t the Lie algebras of G and K, respectively, then there is a maximal abelian subalgebra
a C p, where p is the Killing-orthogonal of f in g. As a Lie algebra, a carries the structure of
a finite-dimensional vector space and we can apply our results from Chapter 3 to investigate its
horofunction compactification. In order to do that, it remains to determine a norm on a.

Symmetric spaces carry a Riemannian metric but they also carry a Finsler metric, which is much
more interesting to us. A Finsler metric is a generalization of a Riemannian metric as it is a
continuous family of (possibly asymmetric) norms on the tangent spaces, which are not necessarily
induced by an inner product. Any G-invariant Finsler metric on X induces a Weyl group invariant
norm on a and also on a maximal flat F = exp(a).pg = RX. The flat F can both be seen as a metric
space of its own or as a part of the symmetric space X. A key result then is that both view points
lead to the same result:
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Theorem 4.2.18 Let X = G/K be a symmetric space of non-compact type. Consider a G-
invariant Finsler metric on X such that the dual unit ball belongs to one of the cases I) - IV) and

. . <h . . . .
such that its set of extreme sets is closed. Let X be the horofunction compactification of X with

— . . . hor . . .
respect to this Finsler metric. Then the closure of a maximal flat F in X s isomorphic to the
horotfunction compactification of F with respect to the induced metric. o

Comparison with other compactifications The above theorem allows us to compare the ho-
rofunction compactification of X with other well-known compactifications of by studying the
compactifications of the flat or of a. The first compactification we consider is the Satake com-
pactification.

Specific Satake compactifications have been realized as horofunction compactifications of Finsler
metrics before. Kapovich and Leeb [KL18] studied the polyhedral horofunction compactifica-
tion of finite-dimensional vector spaces in order to understand the Satake compactifications of
symmetric spaces of non-compact type. Satake compactifications have polyhedral unit balls in
a and we will come to the same conclusion in Chapter 4 but using different techniques. This is
also shown in [HSWW 18] with respect to generalized Satake compactifications as introduced in
[GKW15]. Friedland and Freitas [FF04a, FF04b] described the horofunction compactification for
Finsler p-metrics on GL(n,C)/U, for p € [1, o], which they showed to agree with the visual
compactification for p > 1. Additionally they proved that the horofunction compactification of
the Siegel upper half plane of rank n for the 1-metric agrees with the bounded symmetric do-
main compactification, a minimal Satake compactification. The two books [GJT98] and [BJ06]
explain many more compactifications of symmetric spaces and show how they are related to each
other. They additionally give a unifying approach of how to construct them by adding boundary
components.

Before stating the result more precisely let us shortly describe the basic construction of Satake

compactifications Yf as given by Satake [Sat60] in 1960. The index 7 signifies that they are as-
sociated to irreducible faithful representations 7 : G — PSL(n, C), which give rise to embeddings
X = G/K — P(H(C")), gK — [1(g)*1(g)], into the space of positive definite Hermitian matri-
ces. There are only finitely many isomorphism classes of Satake compactifications, determined by
subsets of the set of simple roots. The closure of a flat in a Satake compactification with respect
to the representation 7 is homeomorphic to the convex hull conv(“W(2u,)) of the Weyl group orbit
of the highest weight u, of the representation as shown by Ji [Ji97]. Now we state

Theorem 4.3.22 Let X = G/K be a symmetric space of non-compact type. Let T be a faithful
irreducible projective representation of G, uy, ..., U, the weights and u, the highest weight of 7.
With the Weyl group ‘W let D := conv(uy, . .., u,) = conv(W(u,)) be the W-orbit of the highest
weight. Let B = —D° define a unit ball in the maximal abelian subalgebra a C p C g. Then the

. LSS . . . . . . .
Satake compactification X, is G-equivariantly isomorphic to the horofunction compactification of
X with respect to the Finsler metric defined by B. o

The other compactification we want to examine more closely is the Martin compactification. It
is constructed using the spectrum of the Laplace-Beltrami operator and has no direct geomet-
ric meaning. When Ay denotes the bottom of the spectrum, then there is an associated Martin
compactification X U d,(X) for each 1 < 1y9. A well know geometric interpretation of the Mar-
tin compactification is in terms of the maximal Satake and the geodesic compactification of X:

X U 0,,(X) is homeomorphic to the maximal Satake compactification Xf of X and X U 9,(X) is
the least common refinement of the maximal Satake and the geodesic compactification of X. Our
previous results from Section 3.4 then allow us immediately to realize any Martin compactification
as a horofunction compactification:



Theorem 4.4.2 Let X = G/K be a symmetric space of non-compact type. Let T be a faithful
irreducible projective representation of G with generic highest weight y, € a*. With the Weyl
group W let D := conv(W(u;)) be the ‘W-orbit of the highest weight. Denote the norm on a
defined by the unit ball Bg := —D° by ||||s. Let ||-||g be the Euclidean norm ||-||g on a.

Then for A = Ay, the Martin compactification X U 0,,(X) is homeomorphic to the horofunction
compactification of X with respect the Finsler norm given by ||-||s on a.

For 1 < A¢(X), the Martin compactification X U 9,(X) is homeomorphic to the horofunction
compactification of X with respect to the Finsler norm given by the sum ||| = |||ls + |||l ona. o

Toric Varieties

Our results about the horofunction compactification of a finite-dimensional normed spaces can also
be applied in a different setting, namely for toric varieties. Toric varieties provide a basic class of
algebraic varieties which are relatively simple. They are irreducible varieties over C that contain
the complex torus as a Zariski open subset such that the action of the torus on itself extends to an
algebraic action of the torus on the variety. A subclass of toric varieties are normal toric varieties
which can be described as an abstract toric variety Xy constructed by a fan X C R". A fan is a
collection of strongly convex rational polyhedral cones satisfying the same building conditions
as simplicial complexes: given a cone o € X, then also every face of o belongs to X and the
intersection of two cones is a common face of both. A polytope P in R" defines a fan Xp by taking
cones over its faces. But the converse is not true, there are fans that do not come from polytopes.
Therefore we restrict ourselves to projective toric varieties where it is known that the underlying
fan is induced by a rational convex polytope. It is well-known that many algebro-geometric and
cohomology properties of toric varieties Xy are determined by combinatorial and convex properties
of their fans. We use this correspondence to combine projective toric varieties and horofunction
compactifications of R". Every toric variety Xy has a nonnegative part Xy >0 and we show that this
nonnegative part can be identified with a suitable horofunction compactification:

Theorem 5.3.8 Let X = X5, be a projective toric variety of dimension n. Then the following are
homeomorphic:

1) the nonnegative part X»q of the toric variety X

2) the image of the moment map of the toric variety X

. . . —h .
3) the horofunction compactification R" " of R" with respect to the norm ||-||p

These homeomorphisms give a bijective correspondence between projective toric varieties X of
dimension n and rational polyhedral norms ||-|| on R" up to scaling in every dimensionn > 1. o

The homeomorphism here is given by the (toric) moment map u which provides a homeomorphism
between the nonnegative part X5, >( of the toric variety and the dual of the polytope P that defines
the fan Xp. This map is well-known in the context of toric varieties and can be found in standard
literature (like [CLS11, Prop. 12.2.5] or [Ful93, §4.2]), but with slightly different notations. A
similar convexity result about the image of the (symplectic) moment map is also well know in
symplectic geometry and goes back to Atiyah [Ati82] and Guillemin-Sternberg [GS82]. The map
that we use for the homeomorphism between the horofunction compactification and the dual unit
ball is inspired by the moment map. Apart from the toric or symplectic setting, the moment map
does not seem to be widespread, especially not in the context of convex sets where we used it.
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To show Theorem 5.3.8 we define a topological model Ts of the variety where we explicitly
describe the convergence behavior of sequences. The topological model is constructed as the
complex torus 7" to which we attach some boundary components. A key point then is to show that
the topological model Ty and the usual construction of Xs as the variety obtained from a fan are
homeomorphic as T-topological spaces.

Structure of the thesis

We start in Chapter 2 with preliminaries about some concepts needed later, especially in the third
chapter. We first unify notations abouts subspaces in Section 2.1 and then go over to convex sets
and (asymmetric) norms in Section 2.2. Important for us is the structure of extreme sets and the
notion of dual convex sets and faces, this will be treated in Sections 2.3 and 2.4. Further we will
show some basics about the Minkowski sum in Section 2.5 and especially determine how faces of
convex sets behave under the sum. The last part in the preliminary chapter (Section 2.6) introduces
the maps hg j, that will later give the horofunctions.

Chapter 3 deals with the horofunction compactification, mainly in the setting of a finite-dimensional
normed vector space. After a general introduction into horofunctions and especially horofunc-
tions on a finite-dimensional normed vector space (Sections 3.1), we state the main result about
the convergence behavior of sequences in the horofunction compactification in Section 3.2. The

. <h . . . . .. .
homeomorphism X " ~ B° is deduced in Section 3.3 and generalizes a result of joint work with
Lizhen Ji that was published on the arXiv as [JS16]. The extension of the previous results to the
case where the norm is the sum of two other norms is the content of Section 3.4.

Chapter 4 starts with an introduction to the theory of symmetric spaces and of Lie groups and Lie
algebras in Section 4.1. The justification for determining the horofunction compactification of a
symmetric space of non-compact type by compactifying a maximal flat is given in Section 4.2.
We then compare the horofunction compactification with the Satake (Section 4.3) and the Martin
compactification (Section 4.4). The results on the horofunction compactification and the Satake
compactification of symmetric spaces are joint work with Thomas Heattel, Cormac Walsh and
Anna Wienhard and published on the arXiv as [HSWW18].

Chapter 5 treats the theory of toric varieties. The basics on toric varieties and their construction
from fans is given in Section 5.1. After defining the topological model of a toric variety in Sec-
tion 5.2, we show the homeomorphism of the nonnegative part and the dual polytope in Section
5.3. The results of this chapter were deduced in joint work with Lizhen Ji and a shorter version
containing all results was published as [JS17].

In Chapter 6 we state some open problems and questions for future research work.



2 Preliminaries

In this section we introduce some basic definitions, notations and concepts used later, especially in
Chapter 3. Throughout this section, let (X, ||:||) be an n-dimensional normed real vector space. By
(:|) we denote the dual pairing of the dual space X* and X. For a subset A C X denote by A* C X*
its associated subspace by the identification of X and X*. By identifying X with R” we get an inner
product on X from the Euclidean inner product on R”, which we denote by (:|-)x. The definitions
and statements are inspired by [Soll15], though the notations and names there sometimes differ.
Other references especially for convex sets and duality are [Bee93], [Mar77] and [Roc97].

2.1 Subspaces and Affine Spaces

We start by collecting some basic definitions and results about subspaces and affine spaces of R”
to unify notations.

Definition 2.1.1 Let S C X be a non-empty set. The smallest subspace of X containing S is called
the subspace generated by S and denoted by V(S). o

Definition 2.1.2 A non-empty subset K C X is a cone with apex a, where a € X, if for all x € K
and 4 > 0 it holds
a+A(x—a)e K.

1

If K is convex', we call it a convex cone. o

a >

Figure 2.1: A convex (GREEN) and two non-convex cones (BLUE) in R?,
Remark 2.1.3 When the apex a € X of a cone is the origin, then we get the common condition
Ad-xe K forall 4 >0and x € K to define a cone and will then just call it a cone. o

For any subset S C X we can get at cone over S by taking all non-negative multiples of points in
S:

Definition 2.1.4 Let S C X be a set. The cone K(S) over S is the smallest cone (with apex at the
origin) in X containing S, that is,

KS) ={xeX|x=A-sforsomed>0,seS} o

Isee Def. 2.2.1 on page 14

11
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Definition 2.1.5 Let V C R” be a subspace. Then the orthogonal complement V* of V is the
subspace orthogonal to all elements of V:

Vii={yeX| Qlx)y =0Vxe V). o
Remark 2.1.6 We could also have taken the quotient X/V(F) instead of F*, but since the orthog-
onal complement is more geometric, we use the complement V(F)*. °

A subspace V and its orthogonal complement V+ are complementary, that is, V & V+ = X. There-
fore every element x € X can uniquely be written as

x=xy+x',

where xy € V denotes the orthogonal projection to the subspace V and x¥ € V* the orthogonal
projection to V+.

Definition 2.1.7 An affine subspace A C X is the translate of a subspace V C X, that means there
is a point a@ € X such that
A=a+V={x=a+veX|veV}.

The empty set is also considered as an affine subspace. If @ # A # X, then the affine subspace A is

called proper. o

Definition 2.1.8 Let S C X be a non-empty set. The affine hull aff(S) over S is the smallest affine
subspace containing S . o

The affine hull aff(S) of a set S can equivalently be defined as the intersection of all affine spaces
containing S .

Just as we do for subspaces, we speak of affine (in)dependency of a set of points and we can make
basic operations on affine spaces like sums and intersections. The exact definitions and results are
given now.

Definition 2.1.9 A set {xy,...,x;} C X is called affinely independent, if for A1,...,4; € R the
combinations

M~

/1,'x,~ =0 and Z /1,' =0
i=1 i=1

are only possible for 4; = ... = A = 0. Otherwise the set of points is called affinely dependent.
The empty set 0 and every set {x} are considered to be affinely independent. o

Remark 2.1.10 For linear independency we do not require that > ; 4; = 0. So a set can be linearly
dependent but affinely independent but not the other way round. o

Example 2.1.11 In R? consider the points

o) oo ool o)

Then the set {x], x2, x3} € R? is linearly dependent but affinely independent. The set {x|, x2, x4} is
both linearly and affinely dependent. o

The following characterization helps to find affinely independent sets.

Proposition 2.1.12 ([Sol15, Thm 1.60]) The set {xi,...,x;} C X is affinely independent, if and
only if the plane aff(xy, ..., x;) has dimension k — 1. o
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Proposition 2.1.13 ([Soll5, Thm. 1.4]) Intersections and finite weighted sums of affine spaces
are again affine spaces. o

Proposition 2.1.14 ([Sol15, Thm 1.2]) Let A C X be an affine subspace. Then A is the translate
of a unique subspace V C X given by

V=A-A={x—-y|x,yeA}L o

Definition 2.1.15 The unique subspace of which the affine subspace A is a translate, is called the
space of translations of A and denoted by T'(A).
For a subset S C X we denote by T'(S) the space of translations of aff(§):

T(S) := T(aff(S)) = aff(§) — aff(S). o

To obtain the space of translations of A it is actually enough to consider A translated by a non-
empty subset L of A. This holds especially when L only consists of a single point.

Corollary 2.1.16 ([Soll5, Thm. 1.2]) Let A € X be an affine subspace and L € A a non-empty
subset. Then
T(A)=A-L. o

Now that we assigned a subspace to every affine space A we can speak about the dimension of A.
It is defined as the dimension its space of translations:

dim(A) := dim(T'(A)).
Similarly, for any non-empty set S € X we define ([Soll5, Def. 1.75]) the dimension of S by
dim(S) := dim(aff($)).

Then dim(S) is the maximal number of affinely independent points in S minus 1.

Let the subset L in the corollary above be a single point, then we see that the space of translations
T(A) is a translate of A and we intuitively would say that A and T'(A) are "parallel”. This statement
is also consistent with the definition of parallelism:

Definition 2.1.17 Two non-empty affine subspaces Ay, A, are called parallel, if one of them con-
tains a translate of the other. o

Note that we do not require the affine subspaces to have the same dimension for being parallel.
Therefore parallelism is not an equivalence relation. An equivalent characterization of parallelism
of A and A is to require that one of their space of translations contains the other one:

Proposition 2.1.18 ([Soll5, Thm. 1.13]) Let A;,A; C X be non-empty affine subspaces with
dim(A;) < dim(A3). Then A| and A, are parallel if and only if T(Ay) C T(A3). )

Corollary 2.1.19 In the situation of the proposition, if dim(A;) = dim(A), then A; and A, are
parallel if and only if T(A{) = T(A»), that is, A| and A; are translates of each other. o

Soltan [Sol15] calls affine subspaces planes. We keep the notation of affine subspaces, to avoid
confusion with the common definition of a hyperplane, that is, an affine subspace of dimension
n-1.

Important for us will be the following characterization of a hyperplane as the level set of the dual
pairing with some fixed vector:
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Proposition and Definition 2.1.20 ([Sol15, Thm 1.17]) An affine subspace H C X is a hyperplane
if and only if there is a point g # 0 € X* and a scalar A € R such that

H=H}:={xeX]| (glxy =4} 2.1
The above representation is unique up to a common non-zero scalar multiple of g and A:

kg _ 118
HS = H; Yk # 0. o

We will mainly consider the hyperplanes for 4 = —1 and A = 0.

Corollary 2.1.21 ([Sol15, Cor 1.18]) Two hyperplanes H = H" ,and G = G , in X are parallel if
and only if they are defined by the same point up to a scalar multiple: there is an @ € R such that

h = ag.
Therefore their (common) space of translations is given by
T(H)=T(G)={xe X |{h|x)=0} o

With the notations introduced above in Equation (2.1), we see immediately that the space of trans-
lations of H is the orthogonal complement to the subspace generated by h:

T(H") = (V(h)*) = Hj,.

Every hyperplane H divides X into two closed half-spaces:

Definition 2.1.22 The affine half-spaces defined by a hyperplane Hﬁl will be denoted by:
VE = {xeX| (hlx) > Q)
VE = {xe X | (hlx) < A),

and similarly for Vi‘ , and Vﬁ 1 o

2.2 Convex Sets and Norms

In this thesis we will often deal with compact convex sets as they can be seen as unit balls of a
norm they define. Therefore we will now state some basic results about general (i.e. not necessarily
compact) convex sets and the norm they define.

Definition 2.2.1 A non-empty subset C C X is called convex, if for any two points x,y € C the
interval between them is contained in C, that is, for all 0 < A < 1 it holds:

Ax+ (1 -A)yeC.
Also the empty set is defined to be convex. °

Generalizing the sum above to more than two points, we get a convex combination:

Definition 2.2.2 A convex combination of points xp, ... x; € X is a sum Zf.‘: | Aix; where 4; > 0 for
all i and Zf.‘zl A; = 1. When all scalars A; are positive, we call it a positive convex combination. o
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The union of all convex combinations of two points gives the (closed) interval between them,
where the union of all positive convex combinations yields the open interval. Similarly all (pos-
itive) convex combinations of three points not in a line produce an (open) closed triangle. This
idea leads to the following proposition:

Proposition 2.2.3 ([Soll5, Thm. 2.3]) Let C C X be a non-empty set. Then C is convex if and
only if it contains all convex combinations of elements in C. °

Also on the set of convex sets basic operations are allowed:

Proposition 2.2.4 ([Soll5, Thm. 2.8/2.9]) Intersections and finite weighted sums of convex sets
are again convex. o

Definition 2.2.5 LetS C X be a non-empty set. The convex hull conv(S) over S is the intersection
of all convex sets containing S . o

In Figure 2.2 we show some examples of convex hulls (green) over different sets (red). Note that
different sets can define the same convex hull. In the second and third example we have points in
the red set that are redundant for defining the convex hull, while in the example on the left, the
convex hull changes if we take away one of the red points.

Figure 2.2: Some examples of convex hulls (green) over different sets of points (red).

Whenever a convex set C is given as the convex hull of a set of points, C = conv(S), we often
want this set of points to be minimal, that is, we require conv(S) # conv(S \{s}) for all s € S. This
means that each point s is a proper extreme point? of C.

Similarly to Theorem 2.2.3 one can describe the convex hull conv(S) over a set S as the set of all
convex combinations of elements of S, see [Soll5, Thm. 3.3] for a proof. It is also easy to see that
conv(S) is convex, contains S and if R C § are two non-empty sets then conv(R) C conv(S).

Consider a (filled) square in R? lying in the xy-plane. Then by the common definition? it has empty
interior. Nevertheless, the square is not empty, it is filled and considering the same definition not
in R? but in the subspace of the xy-plane, we get the "filling" as the interior. This is the basic idea
of the definition of the relative interior of a set, see also Figure 2.3 for some examples.

Definition 2.2.6 Let S C X be a non-empty set. The relative interior relint(S) of S is the interior
of § within the affine subspace aff($). In other words, a point ¢ € X lies in relint(S ) if and only if
there is a p > 0, such that B,(c) Naff($) C §.

The relative interior of the empty set is the empty set and the relative interior of a point is the point
itself.

Similarly, we define the relative boundary of A as 0re1(S) := (c1.S)\(relint(S )) where cl(S ) denotes
the closure of S'. o

We now state some facts about the behavior of the relative interior, the relative boundary and
convex sets and hulls.

ZExtreme sets will be defined in Definition 2.3.3 on page 19. A point x in the boundary of a convex set C is extreme,
if for all closed intervals / € C with x € [ the point x has to be an endpoint of the interval.

3Let S C X be a set. Then a point ¢ € X is interior of S, if there is a p > 0, such that B,(c) C S. Additionally
int(Q) = (. The union of all interior points of § is called the interior of S and denoted by int(S).
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R2

Figure 2.3: The relative interior of a line segment in R? is the segment between the two
endpoints. For a square in R? the relative and the normal interior coincide.

Lemma 2.2.7 ([Sol15, Cor. 2.22]) The relative interior relint(C) of a convex set C C X is convex.

(¢]

Proposition 2.2.8 ([Soll5, Thm. 3.2/3.17/3.19]) LetS C X be a non-empty set. Then it holds:
1) aff(conv §) = aff(S).
2) conv(clS) C cl(conv §) with equality if S is bounded.
3) conv(relint S) C relint(conv §). o

As a consequence of the latter proposition, if S is compact, then so is its convex hull conv(S).

Definition 2.2.9 A set S C C is compact if every open cover has a finite subcover. That is, for

.....
.....

Proposition 2.2.10 (Heine-Borel) Let X be a finite-dimensional normed vector space and let
S C X be a subset. Then S is compact if and only if S is closed and bounded. o

A convex set can not only be described as the set of all convex combinations (which is an intrinsic
description) but also as the intersection of half-spaces. To obtain this, we first have to get to know
supporting hyperplanes.

Definition 2.2.11 Let A C X be an affine subspace and C C X a non-empty convex set. Then A
is said to properly support C if A intersects exactly the relative boundary of C: AN C # 0 and
A Nrelint(C) = (. If either C C A or A properly supports C then we just say that A supports C. o

R? R3

— S

Figure 2.4: Some examples of supporting hyperplanes (green) in R? (LEFT, MIDDLE) and in R*
(riGHT). The red line supports properly, but is not a hyperplane in R

The third picture in the example above shows that by the convexity of C, any affine subspace
properly supporting C can be enlarged to a properly supporting hyperplane. This is also the content
of the following proposition:

Proposition 2.2.12 ([Sol15, Thm. 6.8]) Let C € X be a convex set and A C X an affine subspace
properly supporting C. Then there is a hyperplane H C X containing A and properly supporting
C. o
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The affine hull of a convex set @ # D C J1C in the relative boundary of a closed compact convex
set C C X is an affine subspace properly supporting C. Therefore D lies in a properly supporting
hyperplane to C. See [Sol15, Cor 6.9] for a proof.

Corollary 2.2.13 ([Sol15, Cor.6.10]) Let C C X be a proper convex set. Then a hyperplane H C X
properly supports C if and only if HNclC # 0 and C is contained in one of the closed half-spaces
determined by H. o

The following observation will help us later when dealing with the dual unit ball of a norm.

Corollary 2.2.14 Let C C X be a compact convex set and H = Hﬁ ba a hyperplane properly
supporting C. Then

either (hlc) > A YceC
or (hlcy<A Yc e C. o

As compact sets are bounded, it holds:

Corollary 2.2.15 (see also Prop. 2.3.1) Every closed compact convex set C C X has a supporting
hyperplane °

Hyperplanes are also used to separate convex sets:

Definition 2.2.16 Let S1,S, € X be non-empty set. Then a hyperplane H C X separates S |
and S, if S and S, lie in the opposite closed half-spaces determined by H. The hyperplane H
properly separates S| and S, if S| U S, ¢ H. If there is a scalar p > 0 such that H separates the
p-neighborhoods B, (S 1) and B,(S ), then H strongly separates. o

Proposition 2.2.17 ([Roc97, Thm. 11.1]) Let S and S, be non-empty sets in X

1) S| and S, are properly separated by a hyperplane, if and only if there exists a point h € X*
such that

a) inf{(hls) | s € S1} > sup{(hlt) |1 € Sy}
b) sup{<hls) | s € S1} > inf{¢hlt) | € S,).
2) S and S, are strongly separated by a hyperplane, if and only if there exists a point h € X*
such that
inf{¢hls) | s € S1} > sup{(hlt) |t € S»}. o
For convex sets, we even have:
Proposition 2.2.18 ([Sol15, Thm. 6.30/6.32]) Let C;,C, C X be two non-empty convex sets.
1) C; and C, are properly separated if and only if relint(Cy) N relint(C;) = 0.
2) Cy and C, are strongly separated if and only if inf{||x; — x3|| | x; € C1,x2 € C2} > 0. o

As mentioned before, compact convex sets in X are closely related to norms. We now show this
relation and start with the definition of an asymmetric norm:

Definition 2.2.19 An asymmetric norm ||-|| on X is a function ||| : X — Ry¢ satisfying:
1) For any x € X, if ||x|| = 0, then x = 0.
2) Forany @ > 0 and x € X, ||ax|| = «||x]|.

3) For any two vectors x,y € X, ||x + y|| < ||x]| + ||Vl o
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In particular, ||x|| and ||-x|| may not be equal to each other. If the second condition is replaced by
the stronger condition: ||ax|| = |a|||x|| for all @ € R, then ||-|| is symmetric and is a usual norm on
X.

Remark 2.2.20 It is rather confusing in the beginning to consider asymmetric norms and to get
used to the fact that possibly |[x|| # ||—x||. But in the relation with compact convex sets, this
asymmetric definition is much more natural than the symmetric one. More about asymmetric
norms can be found for example in [Cob13]. o

Given an asymmetric norm ||-|| on X, the unit ball By of the norm is given by
By = {x e X |l < 1).

It is a compact convex subset of X which contains the origin as an interior point. Conversely, given
any convex compact subset C of X which contains the origin as an interior point, this defines an
asymmetric norm ||-||c on X by

llxllc :=inf{d > 0| x € AC}. 2.2)

If C is symmetric with respect to the origin then ||-||c is a norm on X.

It is easy to see that the unit ball of ||-||¢ is equal to C. Since any asymmetric norm [|-|| on X is
uniquely determined by its unit ball, it is of the form [|-||c for some closed convex domain C in X
containing the origin in its interior.

Definition 2.2.21 When P is a polytope, the asymmetric norm ||-||p is called a polyhedral norm.
If P C R" is a rational polytope with respect to the integral structure Z" C X, the norm ||-||p is also
called a rational polyhedral norm. o

Remark 2.2.22 (Connections to the Minkowski and Hilbert geometry) Finite-dimensional normed
vector spaces are sometimes also called Minkowski geometry or Minkowski spaces as in [Tho96]
or [FKO5]. This interplay between convex subsets of R” and norms on R” plays a foundational
role in the convex analysis of Minkowski geometry, see for example [Gru07] and [Tho96].

There is another metric space associated with a convex domain Q of R”. It is the domain Q itself
equipped with the Hilbert metric defined on it. When Q is the unit ball of R?, this is the Klein’s
model of the hyperbolic plane. In general, the Hilbert metric is a complete metric on Q defined
through the cross-ratio, see [dIH93] for details. Since Q is diffeomorphic to R”, the Hilbert metric
induces a metric on R".

The polyhedral Hilbert metric associated with a polytope P is isometric to a normed vector space
if and only if the polytope P is the simplex [FKOS5, Theorem 2].

These discussions show that polyhedral norms on R", in particular rational polyhedral norms,
are very special in the context of the Minkowski geometry [Tho96] and the Hilbert geometry
[dIH93]. o

2.3 Extremal Structure of Convex Sets

In this section we will examine more closely the structure of the (convex) sets in the (relative)
boundary of a convex set. This will lead us to the notion of extreme sets and points, which play a
very important role in the description of horofunctions in the next section.
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Proposition 2.3.1 (Minkowski; [Gal08, Thm 3.17]) Let C C X be a non-empty, closed subset.
If C is convex, then there is a supporting hyperplane to C through c for every boundary point
ceaC. o

When we require C to have non-empty interior, then the converse of the proposition is also true
([Gal08, Thm 3.18]). We distinguish between boundary points with exactly one or more support-
ing hyperplanes to it.

Definition 2.3.2 Let A C X be a d-dimensional affine subspace and @ # C C A a closed convex
subset. A boundary point C € dC is called smooth, if the supporting hyperplane to c is unique. o

Definition 2.3.3 Let C C X be a convex set. A non-empty convex subset ' C C is called an
extreme set or extreme face of C, if for any x € F and every closed interval I C C with x € relint(/)
there holds I C F. The empty set is defined to be extreme. F is called proper extreme if 0 # F # C.
An extreme face F' with dim F' = 0 is called an extreme point and if it has dimension n — 1 then it
is called a facet. o

Note that we require the set F to be convex to be an extreme face.

Definition 2.3.4 Let C be a compact convex set. The set of extreme points of C will be denoted
by 8@. ¢}

Figure 2.5 below shows a convex set C in R? and its extreme sets. Every orange point is an extreme
point of C. Every green line is a proper extreme facet. Note that there are infinitely many extreme
points where the boundary is smoothly curved.

Figure 2.5: A convex set with its proper extreme sets: green facets and orange extreme points.

Definition 2.3.5 An extreme point x € dC of a compact convex set C is called isolated, if there is
an € > 0 such that x is the only extreme point of C in the e-ball B.(x) around x. Otherwise x lies
in the closure of a smooth part of dC. An isolated extreme point is also called a vertex of C. °

A proper extreme set always lies in the relative boundary of C. Indeed, assume an extreme set F
meets the relative interior of C, that is, F NrelintC # 0. Let x € F N relint(C) be a point in this
intersection and ¢ € C be any point in C. Denote by g the line-segment starting at ¢ and going
through x until the boundary of C. Then x is an interior point of the line-segment g lying in F. By
extremality of F, c also lies in F. As ¢ € C was arbitrary F' = C. So as a proper extreme set, F
lies in the relative boundary of C and dim F' < dim C — 1. ([Soll5, Thm.7.4]).

Extreme sets are always defined relatively to the set they are subsets of. Therefore there are several
results about the behavior of extreme sets depending on the structure of C:

Proposition 2.3.6 ([Sol15, Thm. 7.2/7.3/7.4]) Let C C X be a convex set, then it holds:
1) Arbitrary intersections of extreme sets of C are again extreme sets of C.
2) Let F C C be an extreme set. If C is closed, then so is F.
3) A convex set F is an extreme set of C if and only if the set C\ F is convex and CNaff(F) = F.
4) Let F C C be an extreme set and G C F also be extreme. Then G is an extreme set of C.

5) Distinct extreme faces of C have disjoint relative interior. o
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The extreme points are special extreme sets as they are the smallest proper ones. Any compact
convex set of X has some extreme point in its relative boundary. The following proposition (see
for example [Soll5, Thm. 7.17/7.18]) shows that we get any compact convex set as a convex hull
of all its extreme points:

Proposition 2.3.7 (Krein-Milman Theorem) Let C C X be a compact convex set and Ec the set
of all extreme points of C. Then for any subset S C C we have C = conv(S) ifand only if ¢ C S.
In particular it holds

C = conv(&Ep). )

So every point of C can be written as a convex combination of its extreme points. Even more, this
convex combination is not only finite but the number of extreme points needed is bounded above
by dim(C) + 1, see [Soll5, Cor. 7.19].

We know that an extreme set F' of a convex set C lies in the relative boundary of C intersected
with the affine hull over F. In other words, aff(F) is a supporting affine subspace to C with
F = aff(F) n C. This holds for any extreme set. If F is not only the intersection of C with an
supporting affine subspace of lower dimension but with a supporting hyperplane, we call this set
exposed.:

Definition 2.3.8 Let C C X be a convex set. A subset FF C C is called an exposed face of C, if
either there is a supporting hyperplane H € X to C suchthat F = HNCor F =Qor F = C. In the
first case, F is called a proper exposed face. °

Any hyperplane H satisfying F' = H N C for an exposed face F of C is actually supporting C and
it is properly supporting it, if F is a proper exposed face (see [Soll5, Cor. 8.4]).

Proposition 2.3.9 ([Soll5, Thm. 8.2]) Every exposed face F C C of a convex set C C X is also
extreme. o

The proposition follows from the convexity of C and because F' lies in a supporting hyperplane
to it. Therefore every line with interior point in F also lies in the hyperplane and then has its
endpoints in F.

The opposite of the statement is not true as the following example shows.

Example 2.3.10 Consider the two convex sets given in Figure 2.6. The orange points are extreme
and exposed. The pink points are extreme but not exposed, as any intersection with a hyperplane
containing one of them also contains the neighboring one-dimensional extreme face. The green
lines are again both extreme and exposed. In the convex set on the right the green facets contain

the pink points as relative boundary points. o

; ¥
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\ \

c l/ N o AN s /

vf,:’ p - N 7 - N |
— o }
s A

.—./ - = o

Figure 2.6: Two convex sets and their extreme set. The orange points are extreme and exposed
whereas the pink extreme points are not exposed. In both cases the green lines are facets.

With the above proposition, some properties of general extreme sets stated previously can be taken
over to exposed faces directly.
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Proposition 2.3.11 ([Sol15, Cor. 8.3/Thm. 8.9]) Let C C X be a convex set and F C C be an
exposed face. Then it holds:

1) The intersection of exposed faces of C is again an exposed face of C.
2) If F nrelint(C) # 0, then F = C.

3) Then F C 9y)(C) and dim(F) < dim(C) — 1.

4) If C is closed, then so is F.

5) Distinct exposed faces of C have disjoint relative interior. o

Remark 2.3.12 The property of being an extreme set was transitive as seen in 2.3.6[(4)]. This
is not true any more for exposed faces as can be seen by the convex set on the right in Example
2.3.10, where the pink points are exposed faces of the green lines but not of C. Nevertheless, we
can find a sequence of sets such that each one is an exposed face of the next bigger one. o

Proposition 2.3.13 ([Soll5, Thm. 8.5]) Let C C X be a convex set and F C C an extreme set.
Then we can find a sequence S; of sets such that

F=8;CS8S-1S---€851€850=C

where S ; C S j_ is a proper exposed face forall 1 < j < k—1. o
By the transitivity of extremality, each § ; in the proposition above is an extreme set of C.

Corollary 2.3.14 ([Sol15, Cor. 8.6]) Let C C X be a convex set of dimension m > 0. Then every
extreme face F' C C of dimension m — 1 is exposed. o

Although not every exposed point is extreme, the set of exposed points lies dense in the set of
extreme points:

Proposition 2.3.15 ([Sol15, Cor. 8.20]) Let C C X be a compact convex set, Ec the set of extreme
points of C and EP¢ those of exposed points. Then

EPc € Ec C cl(EPe). o

2.4 Duality of Convex Sets and Faces

From now on (if not stated otherwise) we denote by B C X a compact convex set of dimension n
containing the origin 0 in its interior. As mentioned before, such a set B defines a norm of which it
is the unit ball. This is why we will also name B a unit ball from now on. We will call extreme faces
just faces of B and state individually whether they are exposed or not. To any unit ball B in X we
can assign a set B° in the dual space X* which is also the unit ball of a norm. It this section we want
to explore the structure of this dual unit ball and of its faces and give a correspondence between
the faces of B and those of B°. The understanding of this extremal structure and correspondence
is crucial for the proof of Theorem 3.2.6.

Definition 2.4.1 Let B € X be a non-empty compact convex set. Then its dual B° is a subset of
the dual space X* and defined as the polar of B:

B°:={yeX"| (y|x) > -1VYx e B} o
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Remark 2.4.2 Some authors define the polar and thereby the dual of a compact convex set by the
condition (y|lx) < 1 Vx € B. As long as B is symmetric, this makes as a set no difference. If B is
not symmetric, we get the same result with our definition by replacing x with —x and then acting
carefully with the signs. o

In Figure 2.7 there are given two examples of unit balls B in R” and their duals B°. The colors
indicate the pair of extreme sets that have dual pairing -1 with each other.

:: B B°

Figure 2.7: Two examples of a compact convex set B (LErT) and its dual B° (RicaT) in R? and
R3. The color of faces indicate the pair of faces that have pairing equal to —1 with each other.

Coming from B C X we can define its dual B°, but what happens if we take the dual again, so how
can we describe B°° = (B°)°?. As for the origin (0|x) = 0 > —1 for any x € X itis clear that 0 € B°
and therefore also O € B°°. By definition it is also obvious that B C B°°. A precise description is
the following (from [Bee93, Thm. 1.4.6]):

Proposition 2.4.3 (Bipolar Theorem) LetS C X be a non-empty set. Then
S°° = clconv(S U {0}). o
Corollary 2.4.4 Let B C X be a compact convex set with the origin {0} in its interior. Then

B°° = B. )

To determine the dual of a given convex set C can sometimes be difficult. In such a case it might be
helpful to see C as the intersection or union of other convex sets, whose duals are already known.
The following relations then help to get C°:

Lemma 2.4.5 Let A, B C X be compact convex sets containing the origin in their interior. Then
1) If A C B then B° C A°.
2) (AUB)’ =A°NB°.
3) (AN B)° =conv(A° U B°). o
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Proof. The proof of the statements is a direct calculation using the definition of duality:

1) Let A C Band x € B°. Then (x|b) > —1 for all b € B. As B contains A we obviously have
xeA°.

2) Letx € (AU B)°, i.e (xla) > —1 and (x|b) > —1 for all a € A and b € B. This is equivalent
to x € A° N B° which shows equality.

3) We use the previous result and the Bipolar Theorem 2.4.3 to compute:
(A m B)O = (AOO mBOO)O

=[(A")" N (BT

— [(AO U BO)O]O

— (AO U BO)OO

= conv(A° U B°) m|
We will now investigate how the extremal structure of B determines B°. By the previous corollary
all these results can be applied to B° to get back the structure of B.

Take an extreme point p € &p. It defines us a hyperplane
H” ={yeX"| (ylp) = -1}

and out of this two closed affine half-spaces V§_1 and V§_1 in X* (see Definition 2.1.22 on page
14). As the dual set B° consists of all points with dual pairing > —1 with all elements of B, it is
clear that B° C Vg_l and H” , supports B°. This is the basic idea of the following characterization
of B°:

Lemma 2.4.6 Let B = conv(Ep) C X be compact convex with the origin in its interior. Then

B° = ﬂ V§—1' o

peSp

Proof. By the previous discussion the inclusion C is clear. For the other direction take a point
X € (Npegy Vg_ , and b € B. As x and b are arbitrary, we have to show that (x|b) > —1 to finish the
proof. By the Krein-Milman Theorem (Thm. 2.3.7) and the following comment on page 20 there
are finitely many extreme points p; € Ep and coefficients A; > 0 satisfying }; 4; = 1 such that

b= Z /lipi-
i

Therefore, as (x|p) > —1 for any extreme point p € Ep:
by = Y Ai(xpiy = = ) A= -1,
i i

as it was to show. O

Example 2.4.7 We calculate the unit balls of two standard norms in R”".

1) Let{vy,...,v,} beasystem of orthogonal vectors in R” and D = conv{vy, —v{, vz, =Vva,..., =V}
be our unit ball. Denote by {v],...,v,} the dual basis in (R")*. For each j € {1,...,n} we
have

n
+V;
H | = {Z av;

i=1

1
a; € R, a; = ¢—}

(v51v3)
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by the orthogonality. So by the previous lemma,
n n
D=V (v
j=1 j=1
This dual set is a rotated n—dimensional cube with facets orthogonal to the basis vectors. If

we choose the standard basis vectors as the v;, then D is the unit ball of the L'-norm on R”
and D° is the unit ball of the L*-norm.

2) Let B := B,(0) € R" be the Euclidean unit ball of radius » > 0. We claim that
(BA0))° = B1(0). (2.3)
This is easy to see with the previous calculation, Lemma 2.4.5 and the Bipolar Theorem: Let

D°

TV

S =
S

U1 B°

Figure 2.8: LerT: The Euclidean unit ball of radius r contains the (green) diamond D and is
itself contained in the (red) square C° RiGHT: The dual Euclidean unit ball has radius } It
contains the (red) diamond C° and is itself contained in the (green) square D°.

D = conv{vy,—v,v2, —V2,...,—V,} be as in the previous example with respect to a system
{vj}j=1...n Of unit orthogonal vectors. In Figure 2.8 the two-dimensional case is shown.

Then B = B,(0) contains the set D and therefore D° contains B°. On the other hand, B is
contained in a cube C with facets of distance r from the origin, so C° is contained in B°. As
C° has vertices J_r%v;‘. and the facets of D° are orthogonal to i%vj. forall j =1,...,nand
this holds for any system of orthogonal vectors, claim follows. o

The above characterization of B° as the intersection of closed half-spaces leads to the following
result.

Lemma 2.4.8 Let B be a compact convex set with the origin in its interior. Then B° is also
compact and convex and {0} € relint(B°). If P is polyhedral, then so in P°. o

Proof. 1t is obvious that B° is closed and contains the origin in its interior. Let » > 0 be maximal
such that B,(0) € B. Then B° C B;(0) by Equation 2.3 and we see that B° is bounded. For
convexity of B° let x,y € B° and A € r[O, 1]. Then for the point m = Ax + (1 — A)y and any point
b € B it holds

(m|b) = A(xlb) + (1 — D) {y|b)
> _/1_(1_/1)= _1’
which means that m € B°.

For a polyhedral P, the set of extreme points is finite and by the previous lemma, P° is the inter-
section of finitely many closed half-spaces containing the origin in their interior and therefore also
polyhedral. O
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Our compact convex set B C X can not only be described as the convex hull of its extreme points
but also as the intersection of half-spaces Vi_ , defined by hyperplanes H® , supporting B, where
g € X*. Actually, as B C Vi_l because {0} € B, we have g € B°. This gives us another way to
describe the dual B°, which is the complementary description to the previous one:

Lemma 2.4.9 Let B C X be compact convex with the origin in its interior. Then

B° = conv{g € X" | Hfl supports B}. o

Proof. Let B = (Ngeq Vi_l be given as the intersection of half-spaces for a set G € X*. Then
each hyperplane H® , With g € G supports B. The proof follows immediately by the third point of
Lemma 2.4.5: With B =\ V¥_, we get

B = (ﬂ Vi—l)o
= conv {(Vi_l)o | H® | supports B}
=conv{g |g€ G},

because (Vzg_l)o = conv(g, {0}). O

Any boundary point v of B has at least one supporting hyperplane. When we intersect all closed
affine half-spaces containing the origin that are defined by the hyperplanes supporting B at v,
then we obtain an cone with apex v containing B. Figure 2.9 shows an example for a smooth
boundary point v; with a unique supporting hyperplane and for a boundary point v, with non-
unique hyperplane. Such a cone is minimal in the sense that we can not find a hyperplane passing
through v in the interior of the cone that does not intersect the interior of B. So the cone is tangent
to B at v and it is actually enough to consider the the hyperplanes tangent to dB at v to define the
cone.

U1

Vo

Figure 2.9: A convex set B with two tangent cones. LEFT: At a smooth boundary point v;
the hyperplane is unique and the cone is a half-space; RIGHT: A point v, with infinitely many
supporting hyperplanes.

In the last section we talked about extreme and exposed faces of compact convex sets. As the
dual of a compact convex set is again compact and convex we can ask ourselves how faces behave
under duality. For this we first have to define duals of faces. Recall that for (extreme) faces we
have to distinguish whether they are exposed or not.

Definition 2.4.10 Let F C C be a proper face. The exposed dual F° of F is defined as the set
Foi={yeC°OIfy = 1 Vf € F). o

Definition 2.4.11 Let F' C C be a proper face. A proper extreme set E C C° is called dual to F if
either £ = F° or E C 0 F is not an exposed face of C.
By D(F) we denote the set of all duals of F. o
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Example 2.4.12 Two examples of compact convex sets B and their duals B° are given in Figure
2.10. The colors indicate the duality between the faces. In the polyhedral case (a) every face has
exactly one dual face.

a)

BO
FC

GO

Figure 2.10: Two convex sets and their duals with dual faces. In the polyhedral case (a), every
face has exactly one dual face. In the general case (b), a face can have several dual faces.

In example (b), the face F has three faces dual to it: Ey, E», E3. The face E; is the exposed dual
face and the other two are in its relative boundary and not exposed faces of B°. Such a duality
relation holds for any of the four points where the boundary is not smooth. In the smooth part of
the boundary of B, as for the extreme point G, we again have only one dual face. o

Lemma 2.4.13 Let F C C be a proper face. Then F° C C° is an exposed face given by

o _ f o
Fo=(H nc. o
feF

Proof. The characterization of the exposed dual face as the intersection of all hyperplanes follows
directly by definition:

FP={yeC’ |yl f)y=-1VfeF}

= ﬂ H nce.
feF

To see that F° is exposed we first show that the intersection is not empty. As an extreme set of C,
the set F is contained in some hyperplane Hr supporting C. So there is a point d € X* such that
Hp = H‘_l , and therefore especially (d|f) = —1 for all f € F. For the intersection not to be trivial
it remains to show that d € C°. As Hp supports C and 0 € C we have C \ (HFr N C) C Vg, that is,
(d|x) > —1forall x € C\ (Hr N C). Together with (d | x) = —1 forall x € Hr N C we have d € C°.
The next step is to show that F° is extreme. Recall that F° C C° is an extreme set, if some interior
point of a line in C° lies in F°, then also both endpoints of the line. Therefore let y € F° be a point
and y;,y; € C° such that y = Ay; + (1 — )y, € F° for some A € (0, 1). For any x € F we have

—1=0) =230 + A =Dl = -1,

as both y, y, € B°. Equality holds if and only if (y;|x) = (y2|x) = —1 and therefore y;, y, € F°.

As F° contains all points that have dual pairing —1 with every element of F, it is exposed. Oth-
erwise there would be an exposed face G C C° in whose relative boundary F° lies and also
(G | F) = —1 would hold in contradiction to the definition. O
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Remark 2.4.14 In Example 2.4.12 above we saw that for a face F there might be several faces
of B° dual to F. Actually, a face can have infinitely many faces dual to it. But they all are in
the relative boundary of a unique exposed dual face F°. As for a polytope every extreme set is
exposed, a face F of a polytope has a unique dual face and then D(F) = {F°}. o

We described F° as the intersection of B® with the hyperplanes H{ , forall f € F. Actually it is
also enough to either intersect all hyperplanes defined by the extremal points of F or to take just
one hyperplane associated to a relative interior point of F:

Lemma 2.4.15 Let F C B be a face and Ef the set of extreme points of F. Then there are the
following two descriptions of the exposed dual of F:

D) F° = Neegy H, N B°.

2) F° = Hfl N B° for any g € relint(F). o

Proof. (1) As every extreme point of F' lies in the relative boundary of F, the inclusion C is clear.
For the other way round lety € (,eg, H| N B°, then(y|e) = —1 forall e € Ef and (y | x) > —1
for all x € B. We have to show that (y | f) = —1 for all f € F and not only for the extreme points.
By the discussion after Proposition 2.3.7 there are finitely many A; > 0 and e; € Ef such that

fIZ/lie,‘ and Z/l,‘zl.
i i
Then

<y|f>=ZA,~<y|e,~>=—Zai=—1.

(2) In the case where F is a single point, the statement in obviously true. So let’s assume F is not
a point. The inclusion C is again trivial and it remains to show that H® {NB°CF° =(\fer Hf |
for any g € relint(F). Lety € Hfl N B°, that is, (y|g) = —1 where g € relint(F) is fixed, and
Olf) = —1 for every f € F by the duality of B and B°. We have to show that (y|f) = —1 for all
f € F. Assume there is an f € F such that (y|f) > —1 and let £ > 0 be small enough such that
g +&(g— f)isapointin F. Such an € can always be found because F is convex and g € relint(F)
and f € F. Then

Glg+elg—fy=-1-e-cQlfy<-1-e+e=-1,
which means that g + £(g — f) ¢ B. As & was arbitrary, this contradicts that g lies in the relative

interior of F, so we conclude (y|f) = —1 forall f € F. O

We conclude this section about the duality of faces by a look at the subspaces that are defined by
dual faces.

Proposition 2.4.16 Let F' C B be a proper face and E € D(F) a face of B° C X* dual to F. Then
T(E)" CT(F°)" C V(F)*

and
dim(F) + dim(E) <n - 1.

If B is polyhedral, then T(E)* = V(F)* and dim(F) + dim(E) = n — 1. o
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Proof. Let E € D(F) be an extreme set, E C F° C B°. The first inclusion is clear. To see
that T(F°)* C V(F)* we remember the definition of the space of translations (Def. 2.1.15):
T(F°)=F°-F°={x—-y|x,y€ F°}. As every element of F° has dual pairing equal to —1 with
any element of F we have (f|f) = 0 forany r € T(F°)and f € F, so T(F°)* C V(F)*.

For the statement about the dimensions we use that dim(V(F)) = dim(F) + 1 because 0 ¢ F and
thereby dim(V(F)*) = n — dim(F) — 1. As dim(E) < dim(F°) < dim V(F)* for any E € D(F) we
calculate

dim(F) + dim(E) < dim(F) +n—-dim(F)—-1=n-1.

If B is polyhedral, then D(F) = {F°} and it remains to show that V(F)* C T(F°)*. By Corollary
2.1.21 we fix some z € F° such that T(F°) = aff(F°) — z. Let x € (V(F)*)* and & > 0, then

(z+exlf)y=Gf)+exlfy=-1 VfeF.

As a polytope has only finitely many vertices, the pairing of z with any extreme point not in F
can be uniformly bounded away from —1 by some positive constant. So there is a § > 0 such that
(zle) > -1 + o foralle € Ep \ EF. By ey, ..., ex let us denote the extreme points of B that are not
in F and by fi,... f; those contained in F. Set a := min;{xle;). Lety € B\ F and A;,u; € [0, 1]

such that 3; 4; + 2. ;4 = 1 and
k l
= Z/liei + Z,Lljfj.
i=1 j=1

Note that the coefficients 4; and y; in the convex combination are not necessarily unique. Asy ¢ F
itis k > 1 and we can arrange the ¢; in a way such that 4; # 0. Then

(z+exly) = Za <z|e>+Zu, af; +sZ<x|e>+sZu, Alf;)

> - Z/l +5Z/1 Zu]+gz/1 (xles)

> -1+ Z/li(6+sa/).
i

As ¢ and « are independent of y, we can choose & small enough such that (z + ex|y) > —1 for all
y € B\ F. This implies that z + ex € F° or equivalently x € é(aﬂ?(F") —z) = T(F°). Therefore
T(F°)* = V(F)* and the formula for the dimension follows in the same way as above. O

For more details on polars and polyhedral convex sets see for example [Bee93] or [Roc97, §19].

In Theorem 3.2.6 we want to characterize sequences in X that converge to horofunctions in the

horofunction compactification Yhor. The structure of the compactification strongly depends on
the face structure of the dual unit ball B° of the norm we are considering. We will have to
split up the sequence into parts lying in different subspaces depending on the faces F C B and
E e D(F)c B°.

Notation Let A C X be a subset and x € X. We fix the following notations for projections of x
onto the subspaces T'(A) and T(A)™*:

XA 1= XT(4) 1= Projpay-(X)

e
A= AW = = Proj sy (%)
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We use the same notation for projections with respect to subspaces of X* Let S € X* be a subset
and x € X. We fix the following notations for projections of x onto the subspaces dual to 7'(S') and
T(S)*:

Xs 1= X7(§) = projT(S)*(x)

xS = XT(S) = pl‘O‘](T(S)L)* (.x)
Note that (T(S)*)* = (T(S)*)*. °

According to the inclusions given in the previous proposition we have the following splitting up
of an element x € X:

FO
X =Xy(F) + XE + (xFo)E + [XV(F)] .

o
As T(F°)* C V(F)*, the expression (xV(F )) means that we project to the orthogonal complement
of T(F°)* within the subspace V(F)*. By Proposition 2.4.16 we have the identities

((xV(F))FO)E = X ((xV(F))FO)E = (xp)E, (xV(F))FO = Xpo.

Figure 2.11 shows schematically how to obtain this splitting step-by-step.

Figure 2.11: Splitting up an element x € X into the various subspaces depending on a face
F C Band aface E € D(F) C B° dual to it.

Additionally we get

7o
¥F = Xy + (xpo)E + [XV(F)] ,
7o
X = xp + (xp)E + [xV(F)] ,
xpe = xp + (xpo)F,

1= Xy(F) t [XV(F)]FO .

2.5 Basics about the Minkowski Sum

A nice way to obtain new unit balls out of given ones is to take the Minkowski sum of the unit balls.
This gives us a new unit ball (that is a compact convex set). In this section we first want to collect
some basic properties of the Minkowski sum and then examine in more detail the face structure of
the new unit ball and how it is related to the faces of the summands. In the following chapter we
will also see that the Minkowski sum behaves well with the horofunction compactification.
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Definition 2.5.1 Let A, D be two sets* in X. Then the Minkowski sum M of A and D is defined as
M =A+D={a+d|a€A,de D} o

Remark 2.5.2 The Minkowski sum is associative and can therefore be calculated for arbitrarily
many sets. For simplifying notations we restrict ourselves to the sum of two sets. Nevertheless,
all results presented here are also true for more summands, the proofs go through the same. o

Lemma 2.5.3 The Minkowski sum commutes with taking the convex hull:
conv(A + D) = conv(A) + conv(D),

forsets A,D C X. o

Proof. We first show the inclusion C. Let m € conv(A + D) be an arbitrary element. Then m can

be written as a convex combination of elements my,...,m; € A + D:
k
m= Z Aim,
i=1
with 0 < Ay,...,x < 1satistying }}; 4; = 1. Moreover, each m; can be split into m; = a; + d;, with

ai€e Aandd; € Dforallie{l,...,k}. Together we obtain:
k
m= Z A(a; +d;) = Z Aia; + Z Aid; € conv(A) + conv(D).
i=1 i i

For the other inclusion 2 let m € conv(A)+conv(D) be arbitrary with a € conv(A) and d € conv(D)
such that m = a + d. Then we express a and d as convex combinations of elements ay,...,a; € A
andd;,...,d; € D:

~

k
GZZ/L'CZI', dZZﬂjdj,
i=1

=

with coefficients 0 < Ay,...,4 < 1land 0 < py,..., < 1 satisfying >; 4; = 1 as well as

2 jij = 1. These partitions of 1 are used in the next calculation, where we replace a and d step by
step by the above sums to obtain

: z[zz y

Jj=1
k1

= Z Z /l,‘ﬂj(a,' + dj).
i=1 j=1

As both the sums over A; and y; are equal to 1, the coefficients in the last sum also add up
to 1 and we conclude that m is a convex combination of elements in A and D and therefore
m € conv(A + D). O

“To minimize confusion, we avoid letters B and C for general (non necessarily convex) set in X.
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Lemma 2.5.4 Let C|,C, be convex sets and &;,E; their sets of extreme points, respectively.
Then their Minkowski sum M is also convex and given by the convex hull of their pairwise sum
of extreme points:

M:=Ci+Cy = COIIV(81 + 82)
=conv({e; + ey | e] € E1,er € E}). o
Proof. By the previous lemma and the Krein-Milman Theorem (2.3.7) we get immediately:

M = Cq + Cy = conv(Eq) + conv(Er)
=conv(&; + &)

=conv({e; + ey | e; € E1,e2 € E)). O
Note that not all sums of points p; + g; in the Minkowski sum M are vertices of the polytope M.
Some of them will give interior or non-extreme boundary points.

Corollary 2.5.5 Let P = conv(py,..., px) and Q = conv(qy, ..., q;) be two polytopes. Then their
Minkowski sum M is a polytope whose vertices are the sum of each a vertex of P and Q:

M:=P+Q=conv({p;+qli=1,....k, j=1,....1}). o
Example 2.5.6 Let P be the cube with vertices (+1, =1, +1) and let

Q =conv((1,-1,-1),(1,-1,1),(-1,-1, 1), (-1, -1, -1), (1,2, -1)).

M

Figure 2.12: The polytopes P and Q and their Minkowski sum M as in Example 2.5.6. The
colors indicate which faces of P and Q sum up to the corresponding face in M.

By the previous lemma we immediately get their Minkowski sum as

M :=P+Q=conv((l,-1,-1),(1,1,-1), (1,1, 1), (1, -1, 1),(-1,-1,-1),
-1, 1,-1),(-1,1,1),(-1,-1, 1)). °

The Minkowski sum of the two convex sets C; = conv(&E;) and Cp = conv(E,) can be constructed
as the convex hull of the (shifted) convex sets Ci., := Ci + ey for each ex € &;. Therefore the
dimension of C; + C» is at least the maximal dimension of C| and C, and can not be bigger than
the sum of their dimensions. This consideration motivates the following lemma (see [Wei07, p.
16] for polytopes):

Lemma 2.5.7 Let C;, C; be closed convex sets in X and M = C; + C, their Minkowski sum. Then

max{dim(C), dim(C,)} < dim(M) < dim(C;) + dim(C»). )
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Given a point m in the Minkowski sum M, there might be several pairs of points (cy, c2) € C; X Ca
such that their sum is equal to m. But for exposed faces of M the decomposition is unique (see
also [WeiO7, Thm. 3.1.2] for polytopes and [Sol15, Thm 8.10 (2)] for general convex sets), as the
following proposition shows:

Proposition 2.5.8 Let C, CysubsetX be compact convex sets in X and M = C; + C, their
Minkowski sum. Let F C M be an exposed face of M. Then there are unique exposed faces
FiCCy,F, CCysuchthat F = F + F». o

Proof. To not get confused by the notation, see Figure 2.13 for a visualization. Without loss of
generality, we assume that all sets contain the origin in their relative interior. As an exposed face,

Hi, Hp

H, H; Ho

F] + FQ —

Figure 2.13: The Minkowski sum of a square and a circle gives a bigger square with rounded
corners. The blue and green faces F* C M are exposed and uniquely the sum of exposed faces
FicCiand F, C F,.

F is the intersection of M with a supporting hyperplane Hr, F = M N Hp. So there is a unique
h € X* such that Hp = Hfl = {x € X| (hlx) = —1}. Then h is a point in the boundary of
M° C X* but not necessarily an extreme set of it. For each j € {1, 2} there are two hyperplanes
supporting C; that are parallel to Hr. Let H; be the one that has smaller dual pairing with 4. Then
as C; lies entirely in one of the two closed half-spaces defined by H;, the hyperplane can also be
characterized as

Hj= {xeX ‘(hlx) = qigg(h’qj>}.

The sets C; are compact, so inquecj <h |q j> is a scaler, the hyperplanes H, H and H» are parallel,
as required. Set F; := C; N H}, that is,

FjZ{XECj

hlx) = inf (h|q;) ;.
(hlx) = inf ( Iq,>}
Then F; C C; are exposed faces and their sum gives back F:

F =

—_

xeM]| (hlx)=-1}

x€ M| (hlx) = ;2}; <hlq>}

c1+C EM=C1 +C2 <h|Cl +Cz> = ing <h|q1 +q2>}
qjeCj

citceM=Ci+C,

Il
— N ——

(hlc1) +<hlcz) = inf (hlg1)+ inf (h |¢12>}
q1€Cy q2€C

!

1+F2.
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The last line in the calculation above enforces the uniqueness of the decomposition, as all the
points in C; \ F'j have dual pairing bigger than inf cc; <h |q j> with A. O

Corollary 2.5.9 Exposed points of M are the sum of exposed points of C| and C». °

Recall that every exposed face is also extreme but not vice versa. Nevertheless, the proposition
above is also true for extreme sets (see [Soll5, Thm. 7.15 (2)] for an alternative proof):

Proposition 2.5.10 Let C;,C, be compact convex sets in X and M = Cy + C; their Minkowski
sum. Let F C M be an extreme set of M. Then there are unique extreme sets F1 € C1,F, € C;
suchthat F = Fy + F5. o

Proof. For a examples of the notation see Figure 2.14. If F is exposed, the statement is the same

He

Figure 2.14: To get the decomposition of the orange extreme point F' which is not exposed,
we consider the decomposition of the exposed blue face G.

as in Proposition 2.5.8 before. Therefore assume that F is extreme but not exposed. Then F
is an extreme set of an exposed face G C M and lies in its relative boundary. By the previous
proposition, G can uniquely be decomposed into two exposed faces G; € C; (with j € {1,2}):

G =G1 + G

All supporting hyperplanes Hg and H; at G € C and G; C C}, respectively, that were constructed
in the proof of Prop. 2.5.8, were defined as supporting hyperplanes minimizing the dual pairing
with a fixed & € X*. Therefore all of them are parallel, that is, they all have the same set of
translations:

T(Hg) = T(Hy) = T(Hy) = T(H).

Now we consider orthogonal projections G, 5; C T(H) to this subspace, denoted by a tilde over
the set. Then there are s, s; € T(H)* such that

G=G+s
Gj=Gj+sj, (e (1.2},
Together with G = G| + G, = a + 51 +6§ + 57 we get

G =G, +G,.
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The orthogonal projection F of F to T(H) is given such that F = F + s with the same s € T(H)*
as before and therefore F is an extreme set of G so that we now have the following situation in
T(H):

e G = a + 6; is the Minkowski sum of two compact convex sets,

Q

e I C G is an extreme set.

If F is an exposed face of G in T(H), then we use Proposition 2.5.8 to decompose F=F +F,
and then set F; = FP:; + s; to be done. If F is not exposed, we conclude by induction that F' can
be decomposed as the unique sum of two extreme sets. As dim(7'(H)) = n—1 < n = dim(X) and
since every extreme point in the boundary of a line segment is exposed, the statement follows. O

Every extreme set of a polytope P, that is not a facet, lies in the relative boundary of some higher
dimensional proper face or facet. This is not true for general compact convex sets, as the exam-
ple of the Euclidean unit ball shows. But if an extreme set is lying in the relative boundary of
another one, this structure is compatible with the Minkowski sum (see [Wei07, Cor. 3.1.5] for

polytopes):

Lemma 2.5.11 Let M = C; + C; be the Minkowski sum of two compact convex sets. Let F C G
be extreme sets of M with unique decompositions F = Fy + F; and G = G| + G,. Then F| C G,
and F, C G, are extreme. o

Proof. The main idea of the proof is that extreme sets of a Minkowski sum can uniquely be
decomposed into extreme sets of the summands.

We first consider the case where G is exposed. As in the proof of Proposition 2.5.10 we project to
the subspace T'(H), where H denotes a supporting hyperplane to M such that G = H N M. Then
in T(H) we have

Gi +G;
Fi

) QY
I

= + F,

where F; is an extreme set of E;vj, respectively. Therefore F'; C G; are extreme sets. In the case
when G is not exposed, we project to lower dimensional subspaces until the projection of G is
exposed and conclude as before. As the relation of being an extreme set of another is remained
under orthogonal projections, the proof follows. O

We now show a proposition that explicitly constructs the faces F'; and F; in the decomposition of
F by considering the decomposition of the extreme points of F.

Proposition 2.5.12 Let F = F; + F, be the decomposition of an extreme set in the Minkowski
sum M = C; + C, of two compact convex sets C1, C,. For each extreme point e € Ep lete; C Fy
and e, C F, be the unique extreme points such that e = ey + e>. Denote by &; C Fj, j = 1,2, the
set of all these summands. Then the faces F| and F, are the convex hulls of the points &, and &;
respectively:

F; = conv(E)). o

Proof. By Lemma 2.5.11 we know that for j = 1,2, the points e; are extreme points of F',
respectively. Therefore all sums of the form e; + e give elements of F' but not necessarily extreme
points of it.
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Using this and Lemma 2.5.3 we get:

Fi+F,=F =conv(Ef)
=convie=e| +ey|e € Ep,ej€&;for je{l,2}}
= conv(&E; + &)
= conv(&Ep) + conv(Ey).

By the unique decomposition of faces we immediately get F'; = conv(&E;) and F, = conv(&Ep). O

Example 2.5.13 We look again at the polytopes given in Example 2.5.6, the colors illustrate the
unique decomposition of faces of M as given in Proposition 2.5.8. Label the vertices as given in
Figure 2.15.

miy mio

M

P11 P9 = P10 q10 = q11 ms e

mayg

mo

ms3

™ g2 = g3
=4q38 =q9

p2

m

77'1,2

Figure 2.15: The polytopes P and Q and their Minkowski sum M. The colors indicate which
faces of P and Q sum up to the corresponding face in M, the labels show the decomposition
of vertices.

This labeling shows the decomposition of vertices: m; = p; + q;.

The blue face of M for instance is the convex hull of my4, ms, m;y and m;;. In P the blue face
has vertices p4, ps, p1o and p1; as expected. In Q the vertices my and ms as well as mjg and m;
yield to the same vertices g4 = g5 and g9 = g1 and the blue face is just the line with these two
endpoints. This illustrates Proposition 2.5.12. o

2.6 A Pseudo-Norm and the Functions /i ,

In this preliminary part we want to introduce some notations and a "pseudo-norm" that will be used
in the end of this section to define some functions that will later turn out to be the horofunctions.
We start with a basic observation:

Lemma 2.6.1 Let F € B C X be a face and F° C B° C X" its exposed dual. Then there is an
s € X* such that

Celfy = (slf)
foralle € F° and f € V(F). o

Proof. We know by Lemma 2.4.16 that the subspace T (F°) parallel to F° is orthogonal to the dual
subspace generated by F. Therefore there is an s € V(F)* such that

aff(F°) = T(F°) + s.
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So every e € F° can be written as e = e; + s for some ¢, € T(F°) € (V(F)*)". Then for any
f € V(F) it holds

(elf) = et + slf) = (sI1f)
as it was to show. O
The lemma shows that all elements of F° have the same dual pairing with an element of F. We
will sometimes write (F°|f) in such a situation when f C T(F°)*.

Remark 2.6.2 As all duals of F that are not exposed are in the relative boundary of the exposed
dual, the lemma above holds for every dual E € D(F) of F. °

In the proof of Proposition 2.5.8 on page 32 we defined a hyperplane (for j = 1,2) by

H;= {xeX ‘(hlx) = qi-rel£~<h’qj>}’

where C; are two compact convex sets. The infimum on the right is attained at a point g € C; that
is "the furthest away" from . More geometrically, take the orthogonal hyperplane Hg and shift
it in the direction away from 4, such that the pairing of the hyperplane with 4 gets smaller and
smaller. Then g will be a point in the intersection of C; with the latest shifted parallel hyperplane
that has non-empty intersection with C;. So it is then is a supporting hyperplane.

This is a useful concept when dealing with duality and the basic idea of the pseudo-norm, see also
[WalO7, p.5]:

Definition 2.6.3 Let C C X* be a convex set. For every x € X define

|xlc := —inf (g|x) . o
qeC

In general, this is not a norm. But by the polarity of the unit balls B and B°, ||g- is a norm, since
g = — inf (g]-} = [I]l
qeB°
Therefore we call |x|¢ the pseudo-norm of x with respect to C.

The following technical lemma will be used later in the proof of Theorem 3.2.6

Lemma 2.6.4 Let C be a compact convex set and Ec be the set of its extreme points. Then the
pseudo-norm over C is the infimum of the dual pairing with the extreme points of C:

|x|lc = — inf {e|x). o
eGSC

Proof. Define a function f : C — R via f(g) = {g|x). As C is compact and f is continuous and
affine, f takes its minimum and its maximum on the boundary of C. Indeed, if the extrema would
only lie in the interior of C, the derivative would be O there. As f is affine, it would be constant in
contradiction to the assumption that it takes its extrema not on the boundary. As the boundary of
C is the union of compact convex sets, we can conclude in the same way that f takes its minimum
and maximum on the extreme points Ec of C. O

Corollary 2.6.5 If P = conv{py,..., px} is a convex polytope, then

.....
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We now have all ingredients to introduce real-valued functions on X which will later turn out to be
the horofunctions of X with respect to our norm ||-|| (see [WalO7, p.5] for a different notation):

Definition 2.6.6 For every proper face E € B° C X* and every p € T(E)" € X we define the
function

hep: X — R,
y+— p—yle - Iple. o

The above definition of hg,, would also be well-defined for any p € X. We restrict ourselves to
p € T(E)* to gain uniqueness of functions as the following lemmas show.

Lemma 2.6.7 Let E C B° be an extreme set. Then for all p,y € X there holds

hep(y) = |p =Yl = ple = |pE = YlE — |PEIE = hEpp (D),

where as usual pg denotes the projection of p to T(E)*. o

Proof. Let Eg be the set of extreme points of E. Then as pE € (T(E)*)* and by Lemma 2.6.1 we
obtain

hep(y) = Ip = yle — |Iple = — inf {e|]p — y) + inf (e|p)
6685 eESE

inf [(elpi = ) + Celp™)] + inf [(elpr) + elp®)|

=|pe = yle — |PElE- o

As indicated in the proof above, shifting the extreme set E behaves well with the functions &g , in
the sense, that the shift can be added separately:

Lemma 2.6.8 Let E C B° be an extreme set and s € X* a parameter to shift E. Then for any
p e T(E) andy € X, we have

hevsp(y) = hep(y) + (sly). °

Proof. Let Eg be the set of extreme points of E. Then the extreme points Eg, ¢ of the shifted set
E + s are given by Egs = {e + sle € Eg}, and thereby

hessp(y) = — . elgiq(t]lp -+ ] elgiy(tilm
= —inf [{elp —y) + (slp — )] + inf [{elp) + (s|p)]
6685 KE(SE
= — inf {(e|p — y) + inf {e|p) — (slp — y) + (sIp)
6685 EG(SE

= hgp(y) + (sly). |

With the restriction p € T(E)*, the definition of the function g j, is unambiguous: Two function
hgp and hr,, are the same, if and only if £ = F and p = g € T(E)". In other words:

Lemma 2.6.9 Let E| # E;, be two faces of B° with dual faces Fi,F,» C B, respectively. Then
there are no points py, p> € X such that hg, p, = hg, p,. °
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Proof. Without loss of generality let dimE; > dim E;. Assume there are p; € T(E;)* and
p2 € T(E»)* such that hE],p] = hEz,pz- Then

=|pile, = heyp,(P1) = hey p,(P1) = P2 — pile,—|P2lE, - (2.4)

Now consider the cones K(F ;) over the exposed duals F; = E‘; C Bfor j € {1,2}. If the two cones
are not the same, choose y € X such that p; —y € K(F;) but p; —y ¢ K(F,). If the two cones
coincide, this means that £, ¢ E| is an extreme set that is not an exposed set of B°. Then we can
choose y € X such that the infimum inf g, {(glp1 — y) is not taken in E5 but at some other extreme
point of Ej. In both cases we have (e | p1 —y) > infyeg,(q | p1 —y) foralle € E; C F3. As Ej and
E, are compact convex, their infimum is attained in their boundary and we get

inf (glp1 —y) > inf {glp1 —y).
qgeEy g€k,
Using this and Equation (2.4) we compute
hgy p,(v) = — inf {glp2 — y) — |p2lE,

g€k

= —inf {{glp2 — p1) + {glp1 — )} = IP2IE,
q€Er

< |p2 = pilg, + inf {glp1 —y) = |p2lE,

qeE]
= —Ip1lg, + inf {glp1 = y) = hg, p, (V).
qeE;

This contradicts the assumption that Ag, ,, = hg, p,, as we found a point on which they do not
coincide. m]



3 Horofunction Compactification

The horofunction compactification was introduced by Gromov [Gro81, §1.2] in 1981 as a general
method to construct compactifications of metric spaces. Walsh described the horofunction com-
pactification of finite-dimensional normed vector spaces in [Wal07]. In the case when the convex
unit ball B is a finite sided polytope, the horofunction compactification has been described in detail
in [JS16], see also [KMNOG6] for a description of horoballs.

This section is structured as follows: After a short introduction following [Wall4a] we will con-
centrate on the compactification of a finite-dimensional normed vector space. We explicitly de-
scribe (Theorem 3.2.6) the topology of the compactification using the convergence behavior of
sequences. Hereby we extend the results for polyhedral norms in [JS16] to all norms in a two-
dimensional space and to smooth norms in any dimension. Based on an example (Section 3.2.6)
we make a conjecture (Conjecture 3.2.12) for the general case with the only restriction that the
set of extreme sets of the dual unit ball is closed and that it only has finitely many connected
components of extreme points. Theorem 3.3.10 provides a homeomorphism between the com-
pactification and the dual unit ball B°. At the end of the chapter (Section 3.4) we generalize the
previous results (namely Theorem 3.2.6 and Theorem 3.3.10) to normed spaces where the dual
unit ball is the Minkowski sum of a polyhedral and a smooth norm.

Throughout the section, we will use the notation introduced in the preliminary chapter. If there is
no danger of confusion, we sometimes write (z,,),, instead of (z,,,)zen for sequences in X.

3.1 Introduction to Horofunctions

We start with short introduction to the horofunction compactification of a metric space and then fo-
cus on finite-dimensional normed spaces. Finally we prove a convexity result (Convexity Lemma
3.1.16) that will be used in Section 4.2.

3.1.1 General Introduction to Horofunctions

For this general introduction let (X,d) be a locally compact not necessarily symmetric metric
space, that is, d(x,y) # d(y, x) for x,y € X is possible. Assume the topology to be induced by the
symmetrized distance

dsym(x,y) = d(x,)’) + d(Ya X)

for all x,y € X. Let C(X) be endowed with the topology of uniform convergence on bounded sets
with respect to djy,,. Fix a basepoint py € X and let Cj(X) be the set of continuous functions on

39
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X which vanish at po. This space is homeomorphic to the quotient of C(X) by constant functions,
C(X) := C(X) / const. The compactification is obtained by embedding X into C(X) via the map

X — C(X) 3.0
Z Yy,
where for all x € X
Yo (x) = d(x,z) — d(po, 2)- (3.2)

By using the triangle inequality it can be shown that this map is injective and continuous. If (X, d)
is nice enough, it is also an embedding with compact image:

Lemma 3.1.1 ([Wall4a, Prop. 2.2])

1) If dyym is proper, i.e. every closed ball is compact, then the closure of the set {; |z € X} in
C(X) is compact.

2) Let additionally X be geodesic, i.e., every two points are connected by a geodesic, and let
d be symmetric with respect to convergence, that is, for a sequence (Xx;,)men in X and some
x € X the following condition holds:

d(xy,, x) — 0 iff d(x, x,) — 0.
Then ¥ is an embedding of X into C (X). o
Definition 3.1.2 The horofunction boundary 0p,,(X) of X in G(X) is defined as
Onor(X) = (Y (X)) \ Y(X).
Its elements are called horofunctions. If cly(X) is compact, then the set
7= (X)) = X U Bpor X
is called the horofunction compactification of X. o
Remark 3.1.3

1) The definition of ¢, and therefore also those of ¥ and d,-(X) depend on the choice of the
basepoint pg. One can show by a short calculation (see also [Wall4a, p.4]) that if we choose
an alternative basepoint, the corresponding boundaries are homeomorphic.

2) All elements of cl (X) are 1-Lipschitz with respect to dg,,,. Indeed, by the triangle inequal-
ity, Equation (3.2) immediately turns to ,(x) < d(x,y) + () for all z € X. Similarly, for
horofunctions i € dp,(X) it holds n(x) < d(x,y) + n(y) for all x,y € X. o

From now on we assume all conditions from Lemma 3.1.1 to be satisfied such that ¢ is an em-
bedding with compact image and identify X with (X). Then a sequence (z,,),, € X converges to
a horofunction 7 € dp,(X) if the sequence of associated maps converges uniformly over compact
subsets. We will use the following notation: ¥, — 7.

Rieffel [Rie02, Thm. 4.5] showed that there are special sequences that always converge to a
horofunction 7 € dy,,X, namely those along so-called almost-geodesics.

Definition 3.1.4 An almost geodesic in a metric space (X, d) with base point pg is a sequence
(Xm)men in X such that d(po, x,,) is unbounded and for all £ > 0 and

d(po, xm) + d(xm, x,) < d(po, x,) + &, (3.3)

for m and n large enough, with m < n. o



3.1. Introduction to Horofunctions 41

Note that this is a slight variation of the original definition by Rieffel [Rie02, Def. 4.3]. The main
difference is that his almost geodesics were parameterized to have approximately unit speed. The
equivalence to our definition can be found in [Rie02] as Lemma 4.4 .

Definition 3.1.5 A Busemann point is a horofunction in dj,,(X) that is the limit of some almost
geodesic sequence in X. o

Note that not all horofunctions have to be Busemann points.

3.1.2 Horofunctions of Normed Vector Spaces

From now on we consider (X, ||-||) to be a finite-dimensional normed vector space where the norm
is not required to be symmetric. As basepoint we choose the origin. Then the map ¢ for defining
horofunctions can be written as

Y(x) = ||z = x| = |lzll.

Note that we have to distinguish between ||z — x|| and ||x — z|| as the norm might not be symmetric.
In this setting, Walsh obtains a very nice criterion to answer the question when all horofunctions
are Busemann points:

Proposition 3.1.6 ([Wal07, Thm. 1.2]) Consider any finite-dimensional normed vector space.
Then every horofunction is a Busemann point if and only if the set of extreme sets of the dual unit
ball is closed. o

We assume from now on that the set of extreme sets of the dual unit ball of our space is closed.

The topology used in the proposition is the Chabauty topology on the space of all closed subspaces
of the dual unit ball: If X is any locally compact topological space, then the space Sub(X) of all
closed subspaces of F is endowed with a natural compact topology called the Chabauty topology
(see [Bou63] for details). When X is metrizable, then Sub(X) is also metrizable, and a sequence
of closed subspaces (F)neny converges to F in Sub(X) if:

e forany x € F, for any n € N, there exists x,, € F}, such that the sequence (x,),en converges
to x, and

e for any sequence (x,),en in X such that for any n € N we have x,, € F,,, every accumulation
point of (x,), belongs to F.

As our space is locally compact and Hausdorff, the Chabauty topology coincides with the Painlevé-
Kuratowski topology used by Walsh. More details about the different topologies can be found in
[Bee93] or [Pat21, Prop. 2.11].

In the very same paper [Wal07] Walsh also gives a rather explicit description of the set of all
Busemann points. He describes them as the Legendre-Fenchel-transforms fE*’p of certain functions
depending on proper faces £ C B° and points p € X:
fE,[) : X* — [07 OO],
q — fep(@) = 1e(g) +{qlp) - ig;(ylp% (3.4)

where the indicator function /g(q) is O for ¢ € E and oo elsewhere. The Legendre-Fenchel-
transform f* of a function f : X — R U {oo} is given by

X" — RU{oo},

W sup ((whx) = f(x)).
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More about it can be found for example in [Bee93, §7.2]. The result of Walsh can be stated as
follows.

Proposition 3.1.7 ((WalO7, Thm. 1.1.]) Let (X, ||||) be a finite-dimensional normed vector space
and the notations be as above. Then the set of Busemann points is the set

{fE*,p |E C B° is a (proper) extreme face, p € X}. o

We show now that our previously defined maps hg , (see Definition 2.6.6 on page 37) are exactly
these Busemann points.

Lemma 3.1.8 ([Wal07, p.5]) Let E be a face of B° and p € X. Then

Tep() =hep() =1p =g —Iple. o

Proof. By definition, we obtain for all y € X:

) = sup ((xly) = fizp(x))

xeX*

= sup (<XIy> — Ig(x) — (xlp) + g(qlm)

xeX*
= sup ({xly — p)) + inf(q|p)
x€E q€E

—inf (xdp =) + g(qlp)

=|p -yl = IplE. o

Corollary 3.1.9 Let pg be the projection of p to the subspace T(E)* C X. Then it holds

sk s
fE7p = fE,PE' ©

Proof. The statement follows directly by Lemma 2.6.7. O

Corollary 3.1.10 In summary (because we assume that the set of extreme sets of B° is closed) we
can describe the set of horofunctions easily as

OnorX = {hg,p |E C B° is a (proper) face, p € T(E)"}. o
Proof. The statement is a direct consequence of Proposition 3.1.7 and Lemma 3.1.8. O

. <h . . . .
To describe the topology of X ", we characterize converging sequences in Section 3.2.

Remark 3.1.11 For a normed vector space (X, ||-||), the map y to define the horofunction was given
as Y,(x) = ||z — x|| — ||lzl| for all x,z € X. When B denotes the unit ball of ||-||, it holds ||-|| = | - |-
and we can rewrite this expression as

Yo (x) = |z — xlge — |z|lge = hpe ;.

So it is reasonable to expect the limit of the sequence (¥,,),, be related to a function /g , where E
and p are related to the sequence (z,)m- o
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Figure 3.1: The unit ball B and its dual B°

Example 3.1.12 As an example let us determine some horofunctions explicitly. Consider R?
equipped with a norm that is the 1-norm in the upper half-plane and the Euclidean norm in the
lower half-plane. Its dual is a half-circle in the upper half-plane and half of a square in the lower
half-plane. See also Figure 3.1 below for a picture.

Then B° has three one-dimensional extreme faces (red, blue and green in the picture on the right)
and infinitely many extreme points (orange in the picture) out of which two are exceptional, as
they are isolated.

Let E = {e} C B° be one of the extreme points. Then the associated horofunction is given as
hep(x) = |p—xlg — IplE
= —inf - inf
inf qlp —x) + Inf qlp)
= —(elp — x) +{elp)
= (e|x).
Note that here A , is independent of p which is reasonable as T (E)" = {0}.

Now we have a look at an one-dimensional face, as an example we take the red one called R. It
is the convex hull of (1,0) and (1, —1). Then as the infimum of a pairing over a set is taken at the
boundary of the set, we get

hgp(x) = |p — xlr — |plg
= - ifézg qlp —x) + érézfe qlp)
=-min{{(-=1,0)p-x), ((=1,=DIp —x)} + min {{((-1,0)| p), ((=1,=DIp)}
= —min{-p; + x1, —p1 + X1 — p2 + x2} + min{-p;, —p1 — p2}
= p1 —x1 —min{0, —p> + x2} — p; + min {0, —p»}
= —x; + max {p2 — x2, 0} + max {p,, 0},

where p = (0, p») and x = (x1, x2) € R%. Since T(R)* is the y-axis in R2, we have p € T(R)* as we
wanted it to be. o

Remark 3.1.13 It is a general result that if E = {e} C B° is a vertex, then hg ;, = {e|) is indepen-
dent of the point p. °

3.1.3 Convexity Lemma

In this section, we will prove a technical convexity result, which will be used later in Section 4.2
to determine the compactification of a flat.



44 Chapter 3. Horofunction Compactification

Lemma 3.1.14 Let (x,,)men be an almost geodesic in a metric space (X, d). Then, for any € > 0,
d(x;, xj) +d(xj, x;) < d(x;, x) + &

fori, j, and k large enough, withi < j < k, o

Proof. Applying Equation (3.3) to both summands on the left hand side and using the triangle
inequality we get, for i, j, and k large enough, with i < j < k,

d(x;, xj) + d(x;j, x;) < d(po, xx) — d(po, x;) + 20

< d(po, x;) + d(x;, xx) — d(po, x;) + 26
= d(x;, xz) + 26,

where po € X denotes the basepoint. The conclusion follows with £ = %6. O

If (x,)m is an almost geodesic converging to a Busemann point &, then

&(x) = li_r)n (d(x, xm) + E(x)) forall x € X, (3.5)

where &(x,,) = Yy, (Xm) = —d(Po, Xim)-

Lemma 3.1.15 Let (x,),, and (y,,), be almost geodesics in a metric space (X, d) converging to
the same Busemann point £. Then there exists an almost geodesic (z,), that has infinitely many
points in common with (x,,),, and also infinitely many points in common with (y;)- o

Proof. Choose a sequence (g;); of positive real numbers such that 3>, &; is finite. Define the
sequence (z;); inductively in the following way. Start with zg := po. Given z; with i even, use (3.5)
to define z;11 := x;, where j > i is large enough such that £(z;) > d(z;, ziv1) + €(ziv1) — &;. Given z;
with i odd, do the same but this time using the sequence (v;,),.

Observe that by Equation (3.5) we know that the sequence (d(py, z;)+£&(z;)); converges to &(pg) = 0
as i tends to infinity.

Since horofunctions are 1-Lipschitz, it holds &(x) — £(y) < d(x,y) for all x,y € X and thereby
especially —&(y) < d(po,y) as &(po) = 0. So for all m,n € N, with m < n it holds

n—1

d(zm ) < ) | d(zi, 2i41)

i=m

n—1
< > E@) - Ein) + )

i=m

n—1
= &) —E@) + ) &

i=m

—_

< E(zm) +d(po,zn) + &.

1

I
3

Adding d(po,z,) to both sides, we see that (z;); is an almost geodesic because the error term
Z?:_,,li g; becomes arbitrarily small as m and n become large and d(pg, z,) + €(zm) — O. O

We will now prove a convexity result for a pair of almost geodesics converging to the same Buse-
mann point.
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Lemma 3.1.16 (Convexity Lemma) Let(x,), and (y,), be almost geodesics in a finite-dimensional
normed space (X, || - ||) converging to the same Busemann point ¢. Let (1,,),, be a sequence of co-
efficients in [0, 1], and write my, := (1 — A,,))x, + 4,y,, for alln € N. Then (m,),, converges to ¢ and
has an almost geodesic subsequence. o

Proof. Since the horofunction compactification is compact and metrizable, to show that (m,),
converges to ¢ it is enough to show that every limit point n of (m,,), is equal to £. By taking a
subsequence if necessary, we may assume that (m,,),, converges to a horofunction .

By Lemma 3.1.15, there exists an almost geodesic sequence (z,), that has infinitely many points
in common with both (x,), and (y,),. Since almost geodesics always converge to a horofunction,
(zn)n has a limit, which must necessarily be £. By taking subsequences if necessary, we may
assume that z, = x,, when n is even, and z, = y,, when n is odd.

Define the sequence (w,), by

Xx,, 1if niseven;
Wy = (3.6)

my,, if nis odd.

The construction of the sequences (z,), and (w,), are schematically shown in Figure 3.2. We will

VAGA

Figure 3.2: A schematic description how the sequences (z,), and (w,,), in the proof of Lemma
3.1.16 are constructed out of (x,,),, (V,)» and (m,,),.

show that (w,), is an almost geodesic.

We first claim that, given any € > 0, if i, j,k € N with i < j < k are large enough and such that i
and k are even, and j is odd, then

dwi,wj) +dw;j,wi) < d(w;, wy) + &. (3.7
Here, d(x,y) := ||y — x|| is the distance function associated to the norm.

Indeed, note that the distance function d(-, -) is convex in each of its arguments. This implies that

dwi,wj) = d(xi,mj) < (1 = A))d(x;, x)) + A;d(x;,y;) and
d(wj, w) = d(mj, x) < (1 = Ad(x;j, xp) + A;d(yj, xp).

Adding the two equations and applying Lemma 3.1.14 to the almost geodesics (x,),, and (z,,),, we
get

dwi,wj) +dwj,wi) < d(x;, xp) + &,

for i, j, and k large enough. This establishes the claim as w,, = x;, for n even.

Let k and n be natural numbers satisfying £ < n. We now want to show than (w,), is an almost
geodesic. There are four cases, depending on whether k and n are even or odd. We consider only
the case where both are odd; the other cases are similar but less complicated. Using the triangle
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inequality, the claim just established and the fact that (x;); is an almost geodesic, we have for any
e>0:

d(po, wi) + dwi, wn) < d(po, wk-1) + d(Wi—1, wi) + dWi, Wi 1) + d(Wka1, Wn)
<d(po, wk-1) + dWg-1, Wks1) + Wit 1, W) — AW, Wniy) + 2€
< d(po, Wn+1) — dWn, wyi1) + 4e
< d(pg,wy) + 4e,

if k and n are large enough. The same inequality can be proven in the other cases. We conclude
that (w,), is an almost geodesic.

Observe that both ¢ and 7 are limit points of (w,),. Since this sequence is an almost geodesic, it
has a unique limit. Hence, & and 7, are equal. O

3.2 Characterization of Horofunctions via Converging Sequences

The main theorem of this section (Theorem 3.2.6) characterizes all sequences converging to a ho-
rofunction depending on the structure of the unit ball B and its dual B° in X. It shows the strong
dependence of the horofunctions on the shape of the dual unit ball, which is the underlying princi-
ple of the homeomorphism in Theorem 3.3.10. This result is also used in Section 5.3 to establish
a geometric 1-1 correspondence between the nonnegative part of n-dimensional projective toric
varieties and horofunction compactifications of R” with respect to rational polyhedral norms. If
not stated otherwise, we assume that at least one of the following holds true:

I) The unit ball is polyhedral.
II) The unit and the dual unit ball have smooth boundaries.
III) The space X is two-dimensional.

The second case can equivalently be described as B° only having smooth extreme points as extreme
sets.

In all three cases the set of extreme sets of B° is closed and so every horofunction is a Busemann
point by Proposition 3.1.6. Therefore we can use Corollary 3.1.10 to determine all horofunc-
tions.

This subsection is structured as follows: We will start with some notational conventions and then
specify the special properties of the unit ball B and its dual B° in the three cases above. The proof of
Theorem 3.2.6 will be based on Lemma 3.2.4, which shows that we can always find subsequences
that satisfy the conditions we need for characterizing convergent sequences. The proof of both the
lemma and the theorem will be split up in three parts according the three cases for B. After some
examples to illustrate the theorem, we will explain in detail an example in Section 3.2.6 where the
unit ball does not belong to one of the three cases above and where the statement of Theorem 3.2.6
is not true. This will lead us to a conjecture for the convergence behavior in the general setting in
Section 3.2.7.
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3.2.1 Dual Sequences of Directions

From now on (unless stated otherwise) let B C X be the unit ball of a norm and B° C X* its
dual. Let (z;n)men be an unbounded sequence. For some x € X, the normed sequence of directions
(”Z’:i“)meN is a sequence of points in the boundary of B. So each point of this sequence lies is
the relative interior of some extreme set F,,(x) of B. Let D,,(x) € B° denote the exposed dual
of F,,(x). Then (D,,(x))men € B° is a sequence of extreme sets of B° and by duality it holds
Gmlzm —x) = —llzm — x|| for all g, € D,;,(x). As the set of extreme sets of B° is closed, all
accumulation points of this sequence are extreme sets. To stress that these accumulation points
can be extreme points, but also higher dimensional extreme sets, we call them accumulation sets.

Denote by D(x) the set of all accumulation sets of the sequence (D,,(x));-

Doing this construction for every point x € X, we consider the following set:
E = aff{D(x) | x € X} N B°.

Though D(x) is a set of faces of B°, E is not necessarily extreme or a subset of the boundary of
B°, but may also contain interior points. Note that E strongly depends on the sequence (z,,)-

Definition 3.2.1 For a sequence (x,,)en and a set S we denote by x;, = S that (x,,),, has all its
accumulation points in relint($'). o

C
Assume for our sequence (z,,),, € X that there is an extreme face F C dB with H;—’”” —> F. Then

c .

also ”;””:i” — F for any x € X and the sequence (D,,(x)),, of duals will converge to an extreme set
in the relative boundary of the exposed dual F° or to F° itself . Now it is an interesting question
whether we only obtain subsets in the relative boundary as limits or whether we get the whole

exposed dual. It can be answered partially:

Lemma 3.2.2 Let (z,4),; € X be an unbounded sequence and B the unit ball. Let F C 0B be an

Cc
extreme face such that IIZZII — F and F° C B° its exposed dual. If the projected sequence (2, ro)m

is bounded, then E = F°. o

Proof. Let d = dim(F°) < n — dim(F) — 1 be the dimension of the exposed dual. As E C F°
we already know that dim(F) < d and we want to show that equality holds. We will do this by
showing that we can find d + 1 points yy,...,ys+1 € X such that D(y;) is an extreme point of
B° for all j = 1,...d + 1 and their affine hull aff{D(y,), ..., D(y4+1)} has dimension d, that is,

D(y1), ..., D(yg+1) are affinely independent.

We first consider the case where B and B° are polyhedral. Then B has only finitely many facets
and the idea of the proof is to shift the sequence such that it remains in the cone over a facet As
then dim(F°) = d, the face F*° has at least d + 1 vertices ¢;, j € {1,...,d + 1}, whose affine hull has
dimension d. So there are at least d + 1 facets F; of B that have F in their relative boundary. As
(Zm.F°)m 1s bounded, it has a converging subsequence (y,,),, with y,, — y for some y € T'(F°)*.

Choose now yi,...ys+1 € X such that for each j € {1,...,d + 1} and m big enough the sequence
(Ym — ¥j)m lies in the interior of the cone K(F';). Then |I§ r;:i j i€ relint(F ;) and so D,,(y;) = e; for

m big enough. Therefore all dual sequences are disjoint and the statement is shown.

Now we look at the case where B is not polyhedral. Then it has infinitely many extreme points
and we can not conclude as before. But since it is enough to find d + 1 points such that their dual
accumulation sets are affinely independent, we construct a polytope P° C B° indescribed in the
dual unit ball around the origin such that there holds:
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e P° and B° coincide at every non-smooth extreme point of B°;

e if F° is polyhedral (i.e. has only finitely many extreme points), then P° and B° coincide at
F° and the round parts of B° are cut off to obtain P°;

e if F° is not polyhedral, let P° and B° coincide at the polyhedral parts of F° and cut off the
round parts of F° such that B° and P° coincide at at least 2(d + 1) extreme points;

See Figure 3.3 for an example.

a)

Fp

SE AN
\J/

Figure 3.3: Two examples of a non-polyhedral dual unit ball B° and an inscribed polytope
P° (LeFT) and their duals (RiGHT) as constructed in the proof of Lemma 3.2.2. In example a),
the face F*° is polyhedral, so B° and P° coincide there. The round parts of B° are cut off. In
example b), the face F° is not polyhedral. By construction, B° and P° are the same on the
polyhedral parts.

Then P° has a d-dimensional face F', that is contained in F°. By Lemma 2.4.5 the dual polytope
P = (P°)° contains B and the dual face Fp = (F3,)° in P contains F' C dB. Note that the dimension
of Fp and F do not have to be the same. Any extreme point of F;, corresponds to a facet of P
containing Fp in its relative boundary. Just as in the polyhedral case, we can find a converging
subsequence (¥y;,)m of (Zn, Fe)m and now we choose the points yy, ..., y4+1 such that each sequence
(Ym — yj)m lies in the cone of a facet around Fp. As F' C Fp, the duals of these shifted sequences
with respect to P converge to d + 1 extreme points of F},. With respect to B the sequences may
converge to other extreme points. In case that two limit points that were different with respect
to P do now coincide, add more extreme points in the corresponding area when constructing P°.
Then the dual sequences converge to d + 1 different points in dr F° as required. They are affinely
independent and so E = F°. O

In the situation of Lemma 3.2.2, the converse is not true, as the following examples shows:

Example 3.2.3 Let R? be equipped with the 1-norm, its dual is the L®-norm with the unit square
as unit ball, see also Figure 3.4. Consider the sequence (z,,),, given by

=\ (= 1yrm)
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<

€1

€2

/(@)

Figure 3.4: The converse of Lemma 3.2.2 is not true: also an unbounded projection can yield
to the whole exposed dual.

Then <= S F = {(1,0)} and F° = conv{(—1,—-1),(—1,1)} € B°. The projection to T(F°)* is

[zl
B 0
Zm,F" - (_l)mm B

which is unbounded. For x € R? the sequence (D,,(x)),, of duals is given by

-1
2u)={{ iyt )}

and has the two accumulation sets e; := {(—1, 1)} and e; := {(—1, —1)}. Therefore E = F°. )

3.2.2 Specific Properties of the Three Cases I), II) and III)

We briefly discuss the properties of B and B° in the three cases given in the beginning of this
section.

I) Polyhedral norms Let B be polyhedral. Then also B° is polyhedral, that is, both can be
described as the convex hull of finitely many distinct points or, equivalently, as the intersection of
finitely many half-spaces. All extreme faces of B and B° are exposed, every extreme face of B has
exactly one (exposed) dual face in B° and their dimensions sum up to n — 1. Any extreme face that
is not a facet lies in the relative boundary of a facet and the union of all closed facets covers the
whole boundary.

II) B and B° are smooth Consider a unit ball B C X such that every extreme face of both B and
B° is an extreme point. Then the boundaries of B and B° are smooth and every extreme face is also
exposed. So also here we have a 1-1 correspondence between the extreme points of B and those
of B° and for an extreme face F' C B it holds

(F°)° = F. (3.8)

An example for such a unit ball would be the Euclidean unit ball, not necessarily centered but
such that the origin is still contained in its interior. The dual unit ball then is an ellipsoid, probably
shifted and rotated, but with the origin in the interior.
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Figure 3.5: The different types of faces of B in X: facets (blue), corner points (green),
smoothly exposed points (orange) and an extreme point that is not exposed (purple).

III) dim(X) = 2 and B is arbitrary Let us now consider a two-dimensional normed space
equipped with a unit ball B. Then it can have four kinds of extreme faces, see also Figure 3.5:

e facets, i.e. one-dimensional extreme faces. They are always exposed and have a unique
supporting hyperplane (blue lines in the picture).

e corner points: exposed points that have more than one supporting hyperplane. They can be
isolated but do not have to be. On each side, they can be either in the relative boundary of a
facet or of a smoothly curved part (green points in the picture).

e smoothly exposed points: extreme points that lie in a smooth part of the boundary with
extreme points on both sides. They are exposed and have exactly one supporting hyperplane
(every point in the orange part of the boundary in the picture).

e extreme points that are not exposed: points of this type are always in the relative boundary
of a facet on one side and of a smoothly curved part on the other side, where the transition
from the curved part to the facet is smooth. They lie in the unique supporting hyperplane
which defines the facet (purple point in the picture).

Considering the dual unit ball B®, it can have the same types of faces as described above. There
is a strong relation between the faces of B and those of B° and shown in Tabular 3.1 below and in
Figure 3.6:

8

- X

Figure 3.6: A unit ball B (LerT) and the dual unit ball B° (riGHT) with faces corresponding
to those of B. The black points are extreme but not exposed and correspond to those green
extreme points of B that are in the relative boundary of a smooth orange part.

The slope of the two lines tangent to a corner point fixes the length of the dual facet by determining
the position of the endpoints in the relative boundary of the facet. Such an endpoint is the unique
point having dual pairing -1 with all points of the hyperplane. Note that the dimensions of a face
and its dual do not have to sum up to 1 and that a face of B can have more than one face of B° dual
to it and vice versa.
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faces of B faces of B°
facets corner points

without non-exposed point between two facets

) ) between a facet and
with one non-exposed point
a smooth part

with two non-exposed points between two smooth parts

CoN TN TN
NN NS

smoothly exposed points smoothly exposed points

smoothly exposed point smoothly exposed point

N

Table 3.1: An overview over the types of faces and their duals in two dimensions.

3.2.3 A Useful Lemma

Before we state the theorem to characterize converging sequences, we first show a lemma which
already contains the main idea of the characterization.

Lemma 3.2.4 Let B C X be a unit ball and B° its dual such that they belong to one of the three
cases I) - III) defined above.

Then every unbounded sequence (z,,)men has an unbounded subsequence satisfying the following
two conditions:

1) E := aff{D(x) | x € X} N B° is an extreme set of B°.

2) The projection of (z;,),m to T(E)* converges to a point p := lim,—e0 Zm.E- o

Proof. As mentioned before, we will split up the proof into the three cases and prove them sepa-
rately. Recall that E depends on the sequence (Z,,)men via D(x), which is the accumulation set of
the sequence (D,,(x));, where for each x € X and m € N, the set D,,(x) C B° is the face dual to

that face of B the contains ﬁ in its relative interior.
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I): B is polyhedral When B is polyhedral, it only has finitely many faces and especially only
finitely many facets. Therefore we can find a facet G and a subsequence also called (z,,),, such
that (z,,), lies in the (closed) cone K(G) generated by G. Now consider the distance of (z,,),, to
the relative boundary of K(G).

If (2,,)m has no subsequence with bounded distance to the relative boundary of K(G), then for any
x € X, also the sequence (z,, — x),, lies in the interior of K(G) for m big enough. Thereby for every
x € X with m big enough

Dy(x) = D(x) = G° = {g} € B°

where g is an extreme point of B°. So E = G° is extreme and the projection (z,, g),, is trivial and
obviously converges.

If (z,,), has bounded distance to the relative boundary of G, the idea is to split up the faces in
those with bounded and those with unbounded distance to a subsequence. So take a subsequence
(2Zm )ken such that the cones in the relative boundary of K(G) can be split up in those to which
(zZm)r has bounded distance and those to which the distance goes to infinity. That is, if G; for
j€{l,...,s}are the faces in the relative boundary of G, we can order the labeling such that

k(@) = | JK@Gpu | ] K@),

j<i j2l+1
where

dist( KG) <o jefl,...,]}
1SUZy, i) =
" ! S0 jefl+1,...,s),
as my — oo. Note that / > 1 as by assumption there is a face to which (z,,, )x has bounded distance
and that [ < s because the sequence is unbounded. We define

Fi= () <Gy (3.9)

to be the intersection of all (closed) faces in the relative boundary of G to which (z,, )« has bounded
distance. As the relative boundary of the cone K(G) is the union of parts of subspaces all inter-
secting in the origin, their distance from each other outside of any compactum is unbounded if
they do not have a common subspace. Therefore the intersection in Equation (3.9) is not trivial
and F is a face of B of dimension smaller than dim(G). Figure 3.7 shows an example of the above
construction in R? equipped with the 1-norm.

B°

F°

Figure 3.7: An example in R? with the 1-norm and a sequence z,, = (m, k,am) with a, k > 0.
The notations are as in the proof.
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It remains to show that the dual face F° actually is £ = aff{D(x) | x € X}. Let L° = {l[}° be an
extreme point of F° (i.e. an extreme point of B° in the relative boundary of F°) and L C B its
dual facet. Then the cone K(L) has K(F) in its boundary and as the distance of (z, )x to K(F) is
bounded, there is an x € X such that z,,, — x € K(L) for k big enough. This yields

Dy (x) = (u) e,
lzm, — I
for k big enough. Such an x € X can be found for every extreme point of F° which shows that
F° =aff{D(x) | x € X} N B° = E. For the lemma to be proven in the polyhedral case we still have
to show that the projection of (z,, )i to T(E)* converges. By Proposition 2.4.16, T(E)* = V(F)*
and as (z,, )x has bounded distance to K(F), the projection (z,, £)k is bounded. Therefore (z, £)n
has a converging subsequence and the lemma is proven.

II): B and B° only have extreme points In this case, B and B° are smooth and only have extreme
points in their boundaries. Let £ = aff{D(x) | x € X} N B° be given as above. We have to show
that E is an extreme point in the boundary of B°. Equivalently, all sequences (D,,(x)),, of extreme
points have to converge to one point e € di;B°. By the definition of D,,(x) and Equation (3.8) we

get the condition
o]
Im — X !
Dm(-x) = ( " ) ) e’
llzn — I

or, on the side of B:

im — X

M L f, VxeX
l|zm — xIl

where F' = {f} = E°. Since the sequence of directions of a shifted sequence converges if and only
if the sequence of directions of the unshifted sequence converges, we obtain for our smooth unit

ball the condition
Zmy

[l

IF = {f} C OB

—:of7

for some subsequence (Z, ), of (zn)m. As OB is compact, we can always find such a subsequence.
Therefore E = {e} is an extreme point.

As T(E) = 0, the projection onto this subspace is trivial and the second condition is redundant in
this case.

III): dim(X) = 2 and B is arbitrary In the two-dimensional case there are only two kinds of
extreme sets in the boundary of B and B°: one-dimensional facets and zero-dimensional extreme
points. The sequence of directions (Hi’;:i i )meN lives on the boundary dB which is a compact subset
of X. Therefore the sequence has a convergent subsequence and without loss of generality we call

this subsequence again ( fn 2 ) .
”Zm_xH m

If the sequence (Z—’”)m converges within a facet F, then we have the same situation as in the

lzmll
first part of the polyhedral case: for any x € X also the sequence (I\Z:ill)m converges within F'

and E = F° is an extreme point. The subspace T(E)* is trivial and the projection of (z,,),, to it
converges obviously.

c . . . .
Now assume ﬁ — F where F = {f} is an extreme point. Then also for any shifted sequence it

holds = s F and E C F°, where F° is the exposed dual of F. If E = F° we are done with

[z —xI|
the first condition. Otherwise recall that the sequence (D,,(x)),, was a sequence of extreme sets of
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B° converging to the relative boundary of F°. As F° only has two extreme points in its relative
boundary and we assume E # F°, E has to be one of these two extreme points and is therefore
also an extreme set.

To see that the second condition of the lemma is fulfilled, we assume dim(E) = 1, otherwise the
statement is trivial. Then its dual face F is a corner point (because dim(F) + dim(E) = 1) and
V(F)LT(E)*. Since the set E = F° is the whole exposed dual (and not only a relative boundary
point of it), we know that for both sides of the relative boundary of B around F there is an x € X
such that the sequence of directions (or a subsequence) remains on that side. This is equivalent
to (Zm,r)m being bounded. Therefore we can find a subsequence such that the projection (z,.£)m
converges. O

3.2.4 Characterization of Converging Sequences

In Corollary 3.1.10 we described the set of Busemann points of X with respect ot a given unit
ball as the set of functions hg ,, where E C B° is a proper extreme set and p € T(E)" is a
point. Our goal now is to give the topology of this set by determining the limit of unbounded
sequences converging in the compactification. Recall that we only consider unit balls whose set
of extreme sets is closed. So the set of Busemann points &g, is the set of all horofunctions of the
compactification by Proposition 3.1.6.

Remark 3.2.5 The approach to describe the topology by convergent sequences is justified by the
following discussion in [BJ06, §1.8.9]: A convergence class of sequences C is a class of pairs
((Ym)men, Yoo) consisting of an unbounded sequence (y;,;)men and a limit point y,, € X satisfying
several convergence conditions. Elements of the class are called C-convergent and denoted by

Vi A Yeo. To a subset A C X assign the set A, the set of all points y in X such that there is a
sequence in A that C-converges to y. Then a subset A C X is called closed provided A = A. The
convergence class of sequences C uniquely defines a topology on X such that a sequence (y;;)men
converges to a point y., € X with respect to this topology, if and only if ((y;)men, Yo) € C. The
obtained topological space is a compact Hausdorff space if and only if the limit of every convergent
sequence is unique and if every sequence in X has a convergent subsequence. o

Theorem 3.2.6 Let B C X be a unit ball and B° C X* its dual such that they belong to one of the
following cases:

I) The unit ball is polyhedral.
II) The unit and the dual unit ball have smooth boundaries.
III) The space X is two-dimensional.
Let (zm)men be an unbounded sequence in X. Then the sequence (\/,,),,c;; converges to a horofunc-
tion hg» , associated to an extreme set E’ C B° and a point p € T(E™ if and only if the following
conditions are satisfied:
1) E = aff{D(x) | x € X} N B° is extreme.
2) The projection (2 g)men Of (Zn)men to T(E)* converges.

If (y,,,),, converges, then E' = E and p = lim,,_co Zm.E- o
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Proof. We have to show two directions for the proof. We start with a sequence (z,,)men fulfilling
both conditions with respect to some extreme face £ C B° and p := limy e Zmg € T(E)* and
show, that it converges to the associated horofunction &g ,. Just as in the previous lemma, the
proof will be split up in three parts.

I): Bis polyhedral Let B be polyhedral and assume both conditions are satisfied for a sequence
(zm)men. Then by the first condition, all accumulation sets D(x) of the sequences (D,,(x)),, dual
to the shifted sequences (m)m for any x € X are either in the relative boundary of the extreme
set E or they are E itself. As B and B° are polyhedral, they only have finitely many faces and
therefore for any x € X the sets D,,(x) are contained in D(x) for m big enough: there is an M € N
for each x € X such that

D, (x) =D(x) VYm> M.

Let {E;}je(1,..k) be the set of extreme sets in the relative boundary of E. Their dual faces F; := E;’
all have the face F := E° in their relative boundary. For every x € X and m € N big enough there
isa je{l,...,k} such that |Z’" — € F;, that is, it lies in one of the faces around F. Then for any

—x||
point e; € E; it holds
Zm_x>_inf<q Zm_x>
-/ qeBe llzm = Xl [~

-1 = <€j

This means that (for m big enough) the infimum over B° is attained at some extreme point of E.

Using Lemma 2.6.1 with z,, g € K(F) = (T(E)*)* we compute for m big enough:

Wz, () = llzm = x| = l|zull
_ _qi?; (qzm — x) +qiEano (qlzm)
= —Lllrelg (qlzm —x) + ;22 (qlzm?)
P (B |h) ~ inf (glone - )+ (EJ2E) + inf (gl

- - },215 (qlp—x)+ ;g]g (qlp) = he p(x).

II): B and B° only have extreme points The idea of the proof in the smooth case is to define (for
every x € X \ {0} because x = 0 is trivially true) a sequence of new unit balls B,,(x), where each of
them coincides with B at the points II§ w and such that B,, behaves locally polyhedral. See
Figure 3.8 for a picture.

”Zm )C”

To do so, let x € X \ {0} be a point and let

Zm Zm_x

Vi 1=
(1211 Iz — x|

Uy =

be extreme points in dB. We first take only those m € N into account such that u,, # v,. If
dim(X) =n > 3 letyi,...,y,—2 € X be points, such that for all m € N with w{;l = ”Z'" ;’” € 0B the
affine plane

Hy, = aff{uy, v, wh, . ow

is a well-defined hyperplane in X not containing the origin. Denote by V. the half-space defined
by H,, containing the origin. We set
Bn:=BNV,;.
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Figure 3.8: Schematic pictures to illustrate the notations and the idea of the proof.

By, is then for each m € N a closed convex ball containing the origin in its interior and defines
a norm |||,,- As B was convex, so is B,,(x) and F,, := H,, N B, is a facet of B,, with H,, as
supporting hyperplane. Therefore there is exactly one extreme point E,, = {e,,} € B, dual to F,.

Such a unique extreme point e, exists for every m and we claim that the sequence (e;;)mery € X*
converges to a point e € 0B°.
As E = aff{D(x) | x € X} N B° is an extreme point, we know by the proof of Lemma 3.2.4 on page

53 that < 5, f, where {f} = F = E° is the extreme point dual to E. Then also 2= = f for

Izl llzm—zll
any z € X. Note that the facet F,,, and therefore also the point e,, strongly depends on the choice
of the points x and yy, ..., y,—1. Nevertheless the point e is unique. Indeed, the sequence (H,;;)men

of hyperplanes (which define the point e,,) converges to a hyperplane H supporting B at f. By
the smoothness of dB, the hyperplane H is unique. The point e then is the point defined by H via
(elh) = —1 for any h € H. In other words, E = {e} = F°.

As B, € Bitholds |||, > |||l and especially since B,, and B coincide at u,, and v,, by construction
we have

Izmllm = llzmll  and ||z = Xl = llzm — xI|.
As E,, is dual to the facet F,, it also holds
llzmllm = — inf <Q|Zm> = — inf <Q|Zm> = _<emlzm>e
q€Bm q€En
Iz = xlly = — inf <Q|Zm - x) = — inf <CI|Zm - x) == <emlzm - x> .
qEBm qum
Therefore we calculate:

Uz, (X) = |z = X = |zmll
=z = xllm = llzmllm
= —{emlzm — x) + {emlzm) = {enlx)

— (elx) = hg,p(x).

In the case where u,, = v, for a subsequence (zn )k € (Zn)m, let {d,} = {um}° € O0B;, be the
sequence of dual points. Then
Wz, (%) = llzmg = Xl = [zl

= - <dmk |ka - x> + (dmk |ka> = <dmk|x>
— (elx) = hg p(x).
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II): dim(X) = 2 and B is arbitrary We now look at the two-dimensional case. Figure 3.9
shows a schematic picture of the idea of the proof with the notations we use. The basic idea
of the proof is the following: We first replace the norm by the dual pairing with an appropriate
point. Then we have to treat the cases dim(£) = 0 and dim(E) = 1 separately. If E is an extreme
point, we construct a sequence (e,,);, of points for each x € X, such that for each m € N it holds
(emlzm) = —llzmll and (e |zm — x) = —|lzm — x||. Using this new sequence, the calculation with
be simplified. For dim(E) = 1 and for each x € X we construct two new sequences (), and
(hmx)m contained in aff(E). In the final calculation we will use that &, , — h,,0 € T(E) and that
(zZm.E)m 1s bounded.

For some x € X \ {0} denote by gu.x, gm0 € 0B° extreme points such that

<Qm,O|Zm> = —|lzml|
<CIm,x|Zm - x> = —|lzsm — x|

In other words, g0 € Dy,(0) and g, € D,,(x). These points are not uniquely determined, but if
there is more than one possibility, they both lie in the relative boundary of a common facet.

Let us first assume that dim(E) = 0, that is, E = {e} is an extreme point and g, x, gmo — €. We
set the following notations:

Zm Zm_-x

Uy = —— and v, = m
o

llzml|

Let Hf’l", H‘_’"l' C X* be the hyperplanes defined as in Definition 2.1.20, supporting B° at g, 0 and
qm.x» respectively. Let e, € H"} N H"} be a point in the intersection. As H"} and H"} are parallel
if and only if u,, = +v,,, the intersection is not empty for m big enough. Then it holds

(mlzm) = —llzmll  and  {em|lzm — x) = —|lzm — xlI.
As our extreme set £ = {e} was only a point we have e¢,, — e as m — oo and therefore

Wz, (X) = |lzm — X = l|zmll
= —emlzm — x) + {emlzm) = {enlx)

— (elx) = hg p(x).

Um
Hfl

BO

Um
Hfl

Figure 3.9: Schematic pictures to illustrate the notations used in the proof for dim(E) = 0
(Lerr) and dim(E) = 1 (RIGHT).

Now assume E is a facet, i.e. dim(E) = 1. Then there are exactly two points e, e, € dB° such
that E = conv(ej, e2). Let ey, ep € {e], e2} be such that g, , — e, and g0 — ep. Just as in the
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previous case, we look at the hyperplanes Hf"l’, Hf’f supporting B° at gy, x, gm0, respectively. But
now we consider points in the intersection of aff(E) with these two hyperplanes:

B € H™} N aff(E)

- (3.10)
hmo € H? N aff(E).

As all hyperplanes are supporting and g,,, — ey as well as g0 — ep, the intersections are
non-empty for m big enough and we have

s = ex 3.11)

hm,O — €.

Recall from page 36 and page 42 our description of horofunctions for any x € X:
hep(x) = |p — x|lg — Iple = — inf (g|p — x) + inf (q|p) .
qeE qeE

Now we claim that inf g (glp — x) = (ex|p — x). We already know that the infimum over E is
attained in one of its two relative boundary points (or both, if p — x € V(E)'). Without loss of
generality, let us assume inf cg (g|p — x) = (e1|p — x). Then

(ei—eslp—x)<0 ifp—xg (V(E)H)" 3.12)

AS g x € 0B° was the point in the boundary minimizing the dual pairing with z,,, — x, we also have

(e1 = Gmulzm — x) = 0. As <el — Gm.x | zi> < 0 because <E

E

Z . ..

ﬁ> = —1 is minimal, we see that
m

<el - Qm,xlzm,E - X> > 0.

Since z,, g — p, the convergence g, x — e» would lead to a contradiction with Equation (3.12)
and thereby
€x = €]

as we wanted to show.
If p— x € (V(E)*)*, then (eq|p — x) = {ez|p — x) and the claim is trivially true.

Similarly we get inf e (glp) = (eolp). Together we obtain
hep(x) = |p—xlg — |ple
=- ;22 (glp —x) + ;relg (qlp) (3.13)
= —(exlp — x) + (eolp) -
Finally we compute
Y2, (X) = lzm = Xl = [Izmll
= - <Qm,x|zm - X> + <CIm,O|Zm>

(3.10)
= - <hm,x|Zm - x> + <hm,O|Zm>

= <hm0 - hm,xlzm> + <hmx|x>

(3.10)
= <hm0 - hm,xlzm,E> + <hm,x|x>

(3.11)
— (ep — ex|p) + {(ex|x)
(3.13)
= —(exlp — x) +{eolp) =" hgp(x).

If x = 0, then ¥, (0) = 0 = hg ,(0), which completes the first part of the proof in this case.
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The other direction This part of the proof is the same for all three cases and based on Lemma
3.2.4. We assume the sequence (¢, ), to converges to hg, with E C B° an extreme set and
p € T(E)*. We have to show that (z;,)men fulfills both conditions above. By Lemma 3.2.4, (2,,,)m
has a subsequence fulfilling both conditions with respect to some extreme set £/ C B° and a point
p’ € T(E')". By the first part of the proof, this subsequence converges to some horofunction Ag .
As two horofunctions only coincide if their associated extreme sets and points coincide (recall
Lemma 2.6.9 on page 37), it has to be E = E’ and p = p’. This follows for any (sub-)subsequence
of (z,u)m for which reason both conditions of the theorem are fulfilled for E and p. O

Remark 3.2.7 In [JS16] it is shown that if the norm is polyhedral, then a sequence (z;)meny € X
converges to a horofunction, if and only if the following conditions are satisfied:

1) The sequence is unbounded: ||z,,|| — oo.
2) The projection z,, v(r) of z,, to V(F) lies in the cone K(F') for m big enough.

3) The distance of the projection to the relative boundary of the cone is unbounded:
d(Zm,v(F), Orel K(F)) — 00 as m — 0.

4) The orthogonal projection of z,, to V(F)* is bounded and converges to p:
V(F)

Iz~ " = pll — 0 as m — oo.

This "old" criterion is actually equivalent to the more general one we have shown here. Some
arguments used in the proof of Lemma 3.2.4 and Theorem 3.2.6 for the polyhedral case are based
on this equivalence. As we are dealing with polytopes, there is a 1-1-correspondence between the
faces of B and those of B° (see Remark 2.4.14) and their dimensions sum up to n — 1. Therefore,
when E C F denotes the dual face of F C B, we have T(E) = V(F)*, which gives us immediately
the equivalence between the two respectively last items of the two criteria. So it remains to show
that the following two statements are equivalent:

(a) zf, lies in the cone K(F') and has unbounded distance to its relative boundary.

(b) E = aff{D(x) | x € X} N B° is extreme.

Assume condition (a) holds. Then there are finitely many vertices ej,...,ex € 0B° such that
E = conv{ey,..., e} and for each of them there is an x; € X with

D(x;) = e;. 3.14)
On the other hand, D(x) € {ey, ..., e} for all x € X, otherwise E would have an additional extreme

point. Let F; := {e;}° € B be the corresponding facets of B. Then as E is a face, their intersection

F = ﬁF,’

i=1

is non-empty and F is the face of B that is dual to E. As F is a common face of all F;, for all
x € X there holds z,, — x € K(F;) for some i € {1,...,k} and m big enough. The relative boundary
of F consists of faces of B that are the intersection of some facets F; with some facets that do not
belong to {Fy, ..., Fy}. If the distance of the sequence (zmy(p))m to 01 K(F) would be bounded,
that is, has bounded distance to at least one boundary face, we could find an x € X such that for
m big enough z,, v(r) — x lies in a facet that is not dual to an extreme points of E. As (zX(F) )m 18
bounded, also z,, — x lies for m big enough in the (probably closed) cone over a facet not belonging
to {Fy,..., F¢}, so E had to have another extreme point. (See the proof of Lemma 3.9 in [JS16]

for more details.) By the boundedness of (zx(F))m and as z,, — x € K(F;) for all x € X and m big
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enough, also the projection z,,y(r) € K(F) for m big enough. Otherwise (z,,v(r)),, would stay
within bounded distance to 0] K(F).

Now assume (b) holds. Then the equivalence follows from the proof of Lemma 3.2.4 on page 51:
there we constructed E as the dual face of F, where F was the intersection of all faces to which
(zm)m has bounded distance. o

3.2.5 Examples

Before we go on with a discussion why we had to restrict B to some special cases, we want to give
some examples to illustrate the conditions of Theorem 3.2.6 and to give the reader some intuition
how sequences converge. In all examples below we consider R? but equipped with different norms
and sequences of the form z,, = (n, f(n)) € R? following a function f : R — R.

Example 3.2.8 We start with R? equipped with the 1-norm. Its dual is the co-norm as seen in
Example 2.4.12 before. The unit ball B and its dual B° as well as the notation of faces are shown
in Figure 3.10, the functions we consider are shown in Figure 3.11.

Yy Yy
B o
y E, B

T X

Ey

Figure 3.10: The unit ball B and its dual B° with some of their faces colored: faces that are
dual to each other have the same color.

98 (x) = —0.8

Figure 3.11: The functions the sequences in this example follow. The colors correspond to
those in Figure 3.10 and show the extreme set of B° that defines the horofunction the sequence
is converging to. The purple function f; defines a sequence that does not converge.

1) For some constant ¢ € R and m € N consider the constant function f{(x) = c. This gives us

the sequence (z,(,p)m with

1 m 2
zfn)z(c)eR.

The sequence runs along a line parallel to the x-axis shifted by c. Then for any x € R? the
sequence (ZS,}) - x)m goes again along a line parallel to the x-axis but now with a different
y-component. Therefore the sequence of directions lies either in F (if ¢ — x, > 0), in F, (if
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2)

3)

4)

c—xp = 0)orin F3 (if c—x» < 0) and always converges to F;. This givesus £ = E{UE,UE3
and as E, E3 are extreme points in the relative boundary of E, we have

E =E.
The projection of zfi) to E is its second component, therefore we conclude

‘/’zﬁj) > hEz,p

with p = (0,¢) € T(E)*.

Next we consider sequences (Zg))meN of the form

(2) m 2
= eR

with s # 0. For any s > 0 the direction of the sequence lies in F;. Shifting the sequence
by some x € R? may lead to a direction through a different face for some small m, but at
some point, the sequence of directions will come back to F; and remain there. So no matter
how we chose the slope s of the sequence, all sequences of this type converge to the same
horofunction &g, , where p = 0. If s < 0 then "‘/’zfﬁ’ — hg, p (p = 0) by the same argument.

One might think that an easier condition for finding the appropriate face F is to look at the
limit of the sequence (”Z::i 0 )m of directions and then take the dual face instead of first taking
the sequence of dual faces and then their limit. The following example shows that is does

not work: take f3(x) = log(2x) for x > 0 and

3 _ 2
Zm = (log(Zm)) € R~
Then the sequence of directions converges to F,. But the second component of each zfg) is
unbounded and therefore (ZS)Ez)m does not converge. This happens because log(2m) grows
slower than m.

We do not have convergence with respect to E5, but maybe this was just the wrong extreme
set to look at. A closer look to the sequence of directions shows that for any x € R?, the
direction ”Z'::; T lies in F'| for m € N big enough. Therefore D(x) = E| and with E = E| the
second requirement of the convergence of the projection is trivial. So we get with p = 0

Yo — hg p.

Now let f4(x) = % sin(5x) + 1 be the function defining the sequence

@ _ m 2
m = (% sin(5m) + 1) € R~

Similar as in the first example, shifting (zf,f) ) by some x € R? yields no relevant difference
in the first component and only in the second one. Again all directions can lie in F{, F; or
F5 and we get again

E =E;.

But now the projection of (z,(,j'))m to T(E)* is z,(:)E = (0, f3(m)), which does not converge.

The second condition of the theorem is not satisfied and we conclude that in this case @
does not converge at all. (This also turns out when doing the calculation directly.) o
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Example 3.2.9 Wo now consider the same sequences as before but with respect to a different
norm, namely a norm that can be seen as a blown-up version of the 1-norm. We already have seen
this unit ball and its dual in Example 2.4.12. Figure 3.12 shows B and B° with the notation of

faces,

and the sequences we consider are again shown in Figure 3.13, where the colors indicate

the extreme set associated to the limiting horofunction.

1y

2)

3)

Y )

4 (1Y
AN A

I‘,‘/

ey

N\

Figure 3.12: The unit ball B of Example 3.2.9 can be seen as a blown-up of the 1-norm. Its
dual is the convex hull of four small circles. The colors in the picture show again some faces
of B and their duals in B°, according to the sequences in Figure 3.13.

S

98 (x) = —0.8

Figure 3.13: In Example 3.2.9 we consider the same sequences as before but now with a
curved norm. The colors correspond to those in Figure 3.12.

The sequence (z,(,p) with
1 m
z,(n) = (C) e R?

shows the same converging behavior as in the first example above because the boundary
point (1,0) € 9B is still extreme and not smooth. Therefore ("[’z“)) converges to hg, , with
m /7 m

p=(0,0) e T(E2)".

In the polyhedral case, all sequences of the form
Q@ _|[|m 2
m = (sm) ek

converged to the same horofunction associated to the vertex in the third quadrant. In the
blown-up 1-norm, the dual unit ball has infinitely many smooth extreme points there be-
tween the facets. If s # ¢t # 0, then the two sequences zf,i)s = (m, sm) and zgi)t = (m, tm)
will converge to different horofunctions g, Yk, p, respectively, where E; # E; are ex-
posed points of B° in the second (if 5,7 < 0) or third (if s, > 0) quadrant. As there holds

T(E)" = T(E)* = {0}, we have p = (0, 0) in both cases.

For the function f; that gives us

3) _ 2
= (log(2m)) €R%
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the sequence of directions still converges to F, = {(1,0)}. Also all sequences of the shifted
directions converge to F». For their dual sequence it holds D,,(x) — E4 for all x € R?,
because there is always an M € N such that z,, — x lies in the first quadrant for all m > M.
E, is the lower extreme point of E;. Therefore, with p = 0,

wzﬁg) — hEp-

4) The sequence (z,(f;))m with
@ _ m 2
Z’"_(%sin(sm)ﬂ)ER
still does not converge by the same reason as above: the affine hull aff{D(x) | x € R?} is the

extreme set E», but the projection (z,g, ), is not convergent. o

Example 3.2.10 Next we consider R? equipped with the Euclidean norm which has the unit circle
as unit and dual unit ball. For the notations Figure 3.14 and Figure 3.15.

and
N

S
<

Figure 3.14: The unit ball B of Example 3.2.10 is the unit circle. Its dual is also a unit circle
and for a face F = {f} € OB the dual face is F° = {—f}*. The colors correspond to the
sequences in Figure 3.15.

f(z) f(x)

F18(2) = 1.8% f3(x) = log(2x)

/

f1 % (z) =—-0.8

Figure 3.15: In Example 3.2.10 we take the same sequences as in the two examples before
but now with respect to the Euclidean norm. The colors are in accordance with Figure 3.14.

Here every extreme set of B° is an extreme point and the second condition of the theorem is
redundant. Now all sequences we considered so far converge and those with directions converging
to F all converge to the same horofunction associated to the extreme point £; = {(—1,0)} € B°
with p = (0,0):

Y, 0,0 @ — hi, p.

For the sequences of the second type zﬁi)s = (m, sm) the limit again depends on the parameter s.
With

1
Eﬂ:(_vﬁﬁ]eaBO
V1+s2
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we have with p = (0,0)
Vo — hep.

This is because of the special geometry of the Euclidean unit ball, where v° = —v* for any extreme
point v € dB. Two sequence with different slope s and ¢ converge do different horofunctions. o

We have seen in the examples that it is not enough to consider the direction of a sequence to
determine the right face associated to the horofunction. But the direction gives the extreme face in
whose relative boundary the actual limiting extreme set will be.

Remark 3.2.11 The easiest examples to consider are sequences following straight lines and they
are important enough to show the general behavior of convergence. All sequences in a regular
direction, that is, within the interior of a facet, collapse and converge to the horofunction associ-
ated to the dual vertex, independent of any translation or direction. For a sequence in a singular
direction associated to a lower dimensional face F, we have the same collapsing behavior for
the z,, p-part and a blowing-up in the orthogonal direction V(F)*, which is encoded by the point
p € T(E)" = V(F)™* in the definition of hg . o

3.2.6 Counterexample to Theorem 3.2.6 in R*: the Cylinder

If B is not one of the three cases considered above, the conclusion in Theorem 3.2.6 does not hold.
To see what can go wrong, we look at the example of a cylinder in R?, see also Figure 3.16.

B B°

Zm

[[2m |l

Figure 3.16: The cylindric unit ball and its dual.

On R3 we consider the norm

ICx, y, 2 == maX(\/xz +32, IZI),

whose unit ball is a symmetric cylinder along the z-axis with radius and height 1. It can also be
obtained by rotating the unit ball of the co-norm in two dimensions around the z-axis. Its dual
is the rotated unit ball of the 1-norm, namely the convex hull of the points e¢; := (0,0,1) and
ey := (0,0, —1) and the unit circle in the xy-plane.

For some parameters a, ¢ € R satisfying

1
a-c—=>0 (3.15)
2
and some b € R we will investigate the behavior of the sequence (z;;)men given by
-m*+a
Zm=| m+b

-m% +c
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with norm ||z,,|| = m? —c form big enough by Condition (3.15). The sequence (i) of directions

[zl
stays in the cylinder bottom and converges to F := {(0,0,—1)} € B. "

Now take a point X = (x,,z) € R® with

e = = 2 —a+ 202 + (m+ b —y)? = WD

In this example we will denote points in R® over-lined and components of such vectors without.
Note that W (%) is also of order 2 with respect to m. Then with

| m? —a+x
= -m—-b+y|ledB®

dm.x = =
it holds
<Qm,fc|zm - j) = |z — X|I.
This means that g, x € D,,(X) is dual to “2’”:;5”. If we choose instead a different point X’ € R3 and
m big enough such that ||z, — X’|| = |[-m2+c¢—7|=m?*—-c+7,then
<ellzm - 37) = —llzm — )_CIHa
that is, the point e; is dual to % So for every X = (x,y,z) € R3 and m big enough, the dual

D, (%) of the sequence of directions belongs to one of the following cases:

Gm,x it VW& > [m* - ¢+,
Dp(%) =4 e if VW& < |m?—c+1, (3.16)
conv{gn . e1} if VWX = |m>—c+7.

The last case occurs exactly when ”g—’”” lies in the circular intersection of the cylinder barrel and

the bottom. To determine E = aff{D(%) | ¥ € R} N B® we have to know where gm.5 converges to.
So we calculate:

1 mz—a+x
i = —m—b+
ey

- 1 (m?—a+x
= \/m“+(1—Z(a—x))mz+2(b—y)m+(a—)c)2+(b—y)2 -m—-b+y

- : 0

[ 1-2 1 N R
= \/1+W+—4[2(b—y)m+(a—x)2+(b—y)2] -1 —n}’%y

| m m ] 0 m

-

By Equation (3.16) we then have

E = conv{(0,0,1),(1,0,0)}.
(—
€]
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As a next step, the criterion in Theorem 3.2.6 on page 54 tells us to compute the limit of the
projected sequence (z,.g),, to get the parameter p. Doing this we obtain for all m € N:

|
zm,E=a_C[0]:: 7. 3.17)
2 4

Following the theorem, we would now conclude v, — hg 5 as m — oo.

But when we do the calculation explicitly, we get a different result. To see this, consider the Taylor
expansion of the square root in R around s = 0,

o (=D"@2n)! 11, 14
Vids=) ———— "= l+-s5—-5+—5 —..., .
s ; a-2mmza” =~ T2°78" T 16° (3.18)

which converges for |s| < 1. This gives us

VW (%) = \/m4 + (1 =2(a—x)m? +2(b —y)m+ (a — x)*> + (b — y)?

Y 1-2(a—x)
2m?

1
to |26 = yym + (@ — x* + (b - y?] + O(m—4))

:m2+%—a+x+0(m_l) (3.19)

and similarly for X = 0:

1
VW(0) = m* + S-a+ om™).
Using this we compute for a general ¥ € R3:

Yz, (%) = llzm — Xl = llzml|

1 1
:max(m2+§—a+x+0(m_l), mz—c+z)—max(m2+§—a+0(m_1), mz—c)
+1 1
H — — — f— — — p—
max | x ;@ i-c max 5 —a ¢,

because in the limit, the 7, annihilate each other. This expression can be simplified as

1 1 1
max(x+§—a, z—c)—max(z—a,—c) = E[max(2x+ 1 -2a, 2z —2c) —max (1 — 2a, —2c¢)]

1 1 1 1
:E[max(2x+1—2a—§+a+c, 22—2c—§+a+c)+E—a—c+min(2a—1,2c)}

1 1 1 1 1
=§[max(2x+§—a+c, 2z—§+a—c)+min(a—c—§, —a+c+—)

. a—c—% a—c—% . a—c—% a—c—%
= —min -x, - —z|+ min , —

2 2

. 1 a—c—% 1 X 0 a—c—% 1 X
ol = o bl =22 s |
0 -1 z 1 -1 Z
, a-c-1 Na—c-1(1] ]
+ min <0 T 0 >,<0 T 0 > IhE,p(X),
0 -1 1 -1

—
—_—
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where

1(1 1
a—c— 5 1
- - 2 0 =p-- 0

-1 4 -1

The additional summand % comes from the m in the second component of z,,, in particular from
the relation of the first and the second component because of the Taylor expansion of the root
(Equation (3.18)).

To see the dependence even better, we consider the more general sequence

-m*+a
zi =|Am+b
-m? + ¢
for any A € R. When we do the calculation (so without using the theorem), we get convergence to
hE,p/l with

~/121

pi=p- _01

Therefore if and only if A = 0, the calculated parameter and the parameter obtained by using the
theorem coincide.

So the extreme set E we determined following Theorem 3.2.6 is the right one, only the parameter
P we obtained by projecting (z,,), to T(E)* is not correct and differs from the correct p by an
additive constant.

The question now is how to obtain the right parameter p. We will find it again by projecting to
a supspace, but this time not to 7(E)* but to some subspace associated to the dual point g, ; of

im— oy 3
Tl for some it € R°.

To construct E,,, let it = (u,v,w) € R? be a fixed point such that ||z,, — @1|| = VW(#@) is given as
above:

VW(@) = Vm? —a +u)? + (m + b —v)?
= Vm* + (1 = 2(a — w)m? + 2(b —v)m + (a — u)® + (b — v)2.

According to the notations used before we set

m*—a+u

—|-m—-b+v|e€dB®
W(u) 0

dma =

and define the sequence (E;,),, € B° C X" by
E,, = conv{iey, gmal-

Note that here E,, is a one-dimensional extreme set of B° and as ¢,,; — (1,0, 0), the sequence
(E)m satisfies

E, — E.
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For each m € N, the subspace T'(E,,)" is spanned by ¢, := g,z — e1. It holds

1
(tnln) = s {on* —a+u? +m+b—-vy + W) =2.
For the projection of (z;,),, to the subspace T(E,,)* we obtain (again by using the Taylor expansion
of the square root):

_ (tmlzm)
(tltm) "

1 1
——[—m4+m2(2a—u)—m2+m4+m2(—a+u+5)—cm2+0(m)]tm

T 2\W@)
_ 1 of 1
‘zvm[’" ( 2 C)*“’")]”"

a-c-1 é
_— S — = .
) p

So projecting to E,, seems - at least in this example - to be the right way. Note that the limit of
the projection is independent of the point z € R3. Therefore we can project z,, to any subspace
parallel to an affine space of the form conv{g,, i, e} for some &’ € R3 with ||z, — || = VW@).

Zm,E,,

For each m € N big enough, the point g, ; € 0B° is an extreme point of B° lying on the circle
that is the intersection of B° with the xy-plane. Now one could think of other sequences (G,,),, of
extreme sets of the form

G = conv{gy, e}

where (g,,)m € 0B°N(xy)-plane is a sequence with g,, — (1, 0, 0) and then compute the projection
of (z)m to T(G,,)*. To see what happens, we consider the following sequences:

m411 . [cos(l/m)] A1 - #

m_| Y, I 5) _

8m =|-1/m —sin - g =| 1/m®% |
0 0 0
1 m2—1 m—1
@ NG @ n? ©) m_
8&m = m_l_LS > 8m = -1/m |- E8m" = —1/\/% .
0 0 0

We take the projection of (z,,),, to the subspaces T(G,ﬂ;)* for j=1,...,6, with
G,L = conv {g,g{),el}

and then compute the limits

As results we get

and the projections to the subspaces T(G3)* and T(GS)* diverge. Why do we get such a different
behavior? The six sequences (gf,{))m above all converge to the point (1,0, 0), but they distinguish
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each other by how fast they do so. Only when the ratio of the second to the first component roughly
goes by % (as for (g,(ﬁ))m and (853)),”), we get the limit p. If the rate of convergence is faster, the
projection converges to p. This happens for (gﬁ,%))m, (gﬁ,%))m and also when we project directly to E.
When the convergence of (G{n) to E is too slow, then the projection of (z,,),, to T(Gi)* diverges,

m

this can be observed for (g,(qf))m and (g,(f))m. So whether or not we obtain the right p depends on
the velocity of (g,,), converging to (1,0, 0).

To see even more explicitly how the limit of (z,,¢,),, depends on the rate of the convergence
g,g{) — (1,0, 0), we calculate another example. For y > 0 let

1

@ o
Em = —1/m”

0

and set G/ = conv{g,(,z), e1} to be the extreme set whose space of translates T(Gzn)* is spanned

m

by the vector t,,7 := g,(,z) — e1. Then there holds (#,,7/t,7) = 2 and with the Taylor expansion
1- L =1-1 + L+ Om) we get

m2Y 2m% " 8m%

= <tm,7lzm>
= 7 . \im7
m.Gin <tm,7|tm,7> "

! ! -6y 2 1 )
(1_2m2y+8m4y +O(m ))(_m +Cl)—ﬁ(m+b)+m —c|tm7

1 1
—m? + 5m2_27 - §m2_47 +O0m* ™)+ a+Om™) —m'™ —bm™ + m* - c} tm7

= = N =

1
a—c+ §m2_27 -m' + O(m2_47)] tm7

7 oif y>1,
— 1 p if y=1,

o if y<l

Let us summarize these observations: For an extreme set G,, = conv{g;,, e} where g,, — (1,0,0)
is a sequence of extreme points with first components [g,,]; € O(m?) and second components
[gm]> we have for € > 0

p o if [gula € O(m'*®),
inGy, — Y P if [gnl2 € O(m)a
o0 if [gn]r € O(m!7®).

Here is another point of view: To have the right rate for the sequence to converge does also mean,
that g,z € Ep, and gy, x € Dy (%) approach each other in the right speed, which depends on (z,)-
To see this we compute:

| (m-a+x m? —a+u\| (-m*+a
= % |-m* + m*(2a - x = 1)+ Om)| + % |[m* + m(1 = 2a + u) + O(m)|
= 1 |-m* + m*(2a -1 - x) + O(m)| (3.20)

m2—a+x—1+0(m™)
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1

N S— T ou) |m* + m*(1 = 2a + u) + O(m)|
-ml+m*QRa-1-x)+m*a—u+ %)+m6+m4(1 —2a+u)+m4(—a+x—%)+0(m3)
- m* + O(m?)
o(m?)
Tt + O(m3)

— 0.

So all terms of order m* annihilate each other. If we had not taken g,,; but one of the sequences
g%) with a different rate of convergence, we would not have had such a nice canceling that gives
us the convergence to 0.

3.2.7 A Conjecture for the General Case

Inspired by the example in the previous section, we now want to reformulate Theorem 3.2.6 such
that it holds for any norm on X whose set of extreme sets of the dual unit ball is closed. Although
we are convinced that the statement is true, its proof relies on a conjecture about the convergence
behavior.

We already know how to determine the extreme set £ C B° and that for finding the parameter
p € T(E)* we have to determine the limit of the projection of the sequence (z,,,),; to an appropriate
subspace. Now the important question is how to characterize this subspace. It should be the space
of translates of a subset E,, C B° (not necessarily extreme), that has the same dimension as E
and converges to it. But we know that "convergence of E,, to E" alone is not enough, the example
above shows that the crucial point is the rate of convergence. In Equation (3.20) we saw that (E,),,
has the right speed if for every point x € X, the points g,,, € E,, and g, » € B° approach each
other faster than (z,,),, goes to infinity. Note that from now on we write again x € X instead of
% € R? because we will not make calculations using the components of a point.

The correct sequence E,, in the example was defined as the convex hull of the two points e
and ¢y, that were both of the form D,,(y) for some y € X. So we guess that E,, in general
should be defined as the intersection of B® with the affine hull of several points of the form D,,(u;)
with u; € X. Defined like this, Conjecture 3.2.12 states that E,, actually has the right rate of
convergence, that is, an analog of Equation (3.20) holds.

As usual denote by B C X a unit ball and by B° C X* its dual. Let (z;;)men be an unbounded
sequence in X and E := aff{D(x)| x € X} N B° an extreme set. See also Figure 3.17 for the
following notations: Let uy,...,u; € X be points with k£ = dim(E) + 1 and foreach j = 1,...,k,
let (Gmu)m S Dm(uj) S 0B° be a sequence of points satisfying <qm,uj| Zm— U j> = —|lz;m — ujl| for
all m € N such that for

Ep = aff{gmus - - Gmu ) N B° (3.21)
the following two conditions hold:
(A) dim(E,,) = dim(E);

B) E,, — Easm — oo;

For a point x € X we denote by ¢,, . € dB° a point dual to ”Z:ﬁ” € 0B. Then by the definition

of E we know that any converging subsequence of (g, x)men converges to a point in the relative
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b,”

qm,m

Figure 3.17: The notation used in the conjecture.

boundary of E. Let g, be such a limit point of a subsequence, also denoted by (gn )m- As Ep
converges to E, there is a sequence of points e, » € E,, such that

€m,x > (x.

Note that e, € E,, can be of the form e, , = Gm.u; for some j € {1,...,k} but doesn’t have to be.
Let the sequence (z,,), projected to T'(E,,)* be convergent:

Zm,E, — P-
Conjecture 3.2.12 With the notations introduced above it holds:

<em,x —Ydm,x |Zm> — 0 VxeX °

An equivalent reformulation of the conjecture is the statement that the projection of (z,,),, to any
subspace of the form (3.21) have the same limit:

Lemma 3.2.13 Letuy,...,ux and sy,. .., sy € X be points and foreach j = 1,...,k, let (qmu;)m S
In=Hj  ImS)

0B° and (Gm.s))m S 0B° be two sequences of points dual to gy B e
m—Uj m—Sj

respectively, such that

E}l’l = aﬂ:{Qm,ul’ ) qm,le} N Bo

b= o (3.22)
Em = aﬂ:{Qm’sly ceey Qm,sk} NnB

are two sequences of sets satisfying conditions (A) and (B) above. Let limy, z,, gL = D1 € T(E)
and lim,, L2 = P2 € T(E) denote the limits. Then Conjecture 3.2.12 holds if and only if

P1 = p2. o

Proof. We use the notations introduced before with a superscript j € {1,2} associated to the

J

sequences, respectively. Assume we have <e,',,,x — qmyx|Zm) — 0 for any x € X and for j = 1,2.

Recall that by our notations it holds

e%,x’ mx — (4x € aff(E)y

€00 gm0 — qo € aff(E).

Then by assumption we know that

1 2 1 2
<em,x - Qm,x| im — )C> - <em,x - Qm,x’ im — X> - <em,0 - Qm,0| Zm> + <em,0 - Qm,0| Zm> — 0,

=u

because each summand goes to 0.
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Computing the expression yields

1 1 1 2 2 2
H= <em,x - em,0|Zm> - <em,x|x> - <em,x - em,0|Zm> + <em,x|x>
_ 1 1 1 2 2 2
= <em,x - em,o’ Zm,E,I,,> - <em,x| x> - <em,x - em,0| Zm,E%,> + <em,X| x>

— (gx — qolp1) — {qxlx) — {gx — qolp2) + (gx|x)
={qx — qolp1 — p2).
So it must hold {(gx — golp1 — p2) = O for all x € X. Note that the points pi, p» € T(E)" are

independent of x. Since E is spanned by k + 1 elements of the form ¢,, the condition can only be
satisfied if p; = p.

To conclude in the other direction we first consider the case where dim(E) = 0. Then given two
sequences (E,ln)m and (E;i)m as in the lemma, the projections are trivial. So we have to show that

the conjecture holds for any sequence (E,,),, of extreme points of the form e, » = g, € (”i’”—_“)o

m_u”
for some u € X with E,, — E. Let x € X be some point. Then (g, 1), and (gm.,)m are sequences

of extreme points of B° converging to £ =: {e}. We assume that we have subsequences (also
denoted with the index m) such that g,,, , # g x, Otherwise the statement is trivial. Pick a sequence
(rm)men C X* of points satisfying {(gm.ulzm — t) = (rmlzm — u) and (G xlzm — x) = (rmlzm — x) and
such that r,, — e. Such a sequence can be found by looking at the supporting hyperplanes at g, ,,
and g, , which are not parallel, because gy, x # gmy- Then as g, 4, Gmx — €, we have

<CIm,u - C]m,x|2m> = <LIm,u|Zm - I/l> + <LIm,u|”> - <CIm,x|Zm - x> - <Qm,x|x>
= (Fmlzm — uy + <Qm,u|u> — (Tmlzm — x) — <Qm,x|x>

= <‘Im,u - I’m|1/l> - <‘Im,x - rm|x> — 0.

When dim(E) > 1, we define a new set by

E;:, = aﬂ:{‘Im,x, Am,sys -« > Qm,sk}

with some points s, ..., sx € X such that {s5,...s¢} N {uy,...ux} # 0 and such that (A) and (B)
hold for E,. As {gu.x} € D;y(x) is a point dual to ﬁ, the set E7, is as in Equation (3.22) and we
know that

pi =limz,, g1 = limzy, ;.

We want to show that the conjecture holds with respect to a sequence (e,l,,’ Im € (E,L)m and (gm.x)m-

As E* and E!, both converge to E, there is a point g, € E and a sequence (e,]n,x)m with e,ln,x € E!

such that g, x, e}n’x — ¢y € E. Note that by the choice of s,. .., s, the sets EY, and E!, have for
each m € N at least one point in common, which we call y,,. Then we calculate

<eiln,x - Qm,xlzm> = <ez£1x - ym| Zm> + <J’m - Qm,x| Zm>

< 1£1 > + <ym - ‘Im,x| Zm,Ef,‘,>
<e’17 x = ym| Zm,E,ln> + <ym - CIm,x| InE) T ZmE; ~ Zm,E,l,,>
<er1nx - Qm,x' Zm,E,§1> + <ym - Qm,xl ImEY, — ZmaE)1n>

— (qx — gxl p1) = 0.

x )’m| Zim,E)

m

e

1

>
>
>
>

As (E,L)m C B° was an arbitrary sequence of sets fulfilling the conditions given previous to the
conjecture, we have shown that the conjecture holds also if dim(E) > 1. O

Under the assumption that the conjecture holds, we can now reformulate Theorem 3.2.6 for X
equipped with any norm (see again Figure 3.17 for the notations):
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Theorem 3.2.14 Assume Conjecture 3.2.12 holds. Let B C X be a unit ball and B° its dual such
that the set of extreme sets of B° is closed. Let (z,)men be an unbounded sequence in X and
E = aff{D(x) | x € X} n B°. Letuy,...,u; € X be points with k = dim(E) + 1 and for each
j=1,...,k, let (Gmu;)m S 0B° be a sequence of points dual to ”Z:—:Zj” such that with

Em = aﬁ:{q;n,ul P q}’VI,Mk} N BO

there holds
(A) dim(E,,) = dim(E) and
(B) E,, — E asm — .

Then the sequence (Y, ),, converges to a horofunction hg ;, for an extreme set E’ C B° and a point
p’ € T(E")" if and only if the following conditions are satisfied:

1) E as defined above is extreme.
2) The projection (zm,, Y Of (zn)m 10 T(E)* converges.

If (,,),, converges, then E’ = E and p = limy—,co Zm.; o

m*

Proof. We want to show that the sequence (i, ),, converges to the horofunction /i , where E and
p are as given in the conjecture. Let x € X be a point and let g, 0, gm.x € B° be points dual to ”?ﬁ
ﬁ, respectively. Then by the definition of £ we know that any converging subsequence
of (¢m.x)m converges to a point in the relative boundary of E. Let g, be such a limit point of a
subsequence, which we also denote by (g;,.x)m. Then as E,, — E there is a sequence (e, x)n of

points e, € E,, such that

and

€mx — {x.
Similarly for g,,0 — go we get a sequence (e;;,0)m S Ep with

€m,0 — 40-

So using the conjecture we calculate:

Wz, (X) = |lzm — Xl = llzmll

—{Gmxlzm = x) +{qmolzm)

—{emalzm = X) + {emx = qmlzm — X) + {€molzm) + {qmo — emolzm)

(€m0 = emxlzm) + (emxlx) + (emx = qmalzm) = {mx = Gmxlx) + (gm0 — emolzm)

= (€m0 = emxlzmE,) + {emxlX) = emx = GmlX) + {emx = Gmxlzm) + (gm0 — €molzm)

= - <em,x|zm,Em - x> + <em,0|Zm,Em> - <em,x - Qm,x|x> + <em,x - Qm,x|zm> + <Qm,0 - em,0|Zm>

—0 —0

— —{qxlp — %) +{qolp) = he p(x).

The fact than hg , can be written as the sum of pairings as in the last equation, follows by the same
argument as in the two-dimensional case in the proof of Theorem 3.2.6 on page 58.

For the other direction we have to show that Lemma 3.2.4 on page 51 is satisfied also for an
arbitrary norm. The proof goes as in the two-dimensional case (see page 57) combined with an

. ) . ) c . )
induction over the dimension. Assume ”2—’”” — F where F C B is an extreme set. If F is a facet or
m

(zm,F°),, is bounded, we are done. Otherwise we consider the subspace T'(F°)* C X equipped with
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anorm B’ which is the dual of F° C T(F°), where F° is obtained by projecting and shifting F° to
T(F°) such that it contains the origin in its interior. In this subspace we now have an unbounded
sequence which has a subsequence (z,,),, with

, C
,m _—) FI C B/.
llzlls

By induction and as the two-dimensional case is already shown, it follows that Lemma 3.2.4 is also
true for an arbitrary norm. The rest of the proof is the same as the proof of Theorem 3.2.6. O

3.3 The Homeomorphism between the Compactification and B°

In the last part of this section we construct a homeomorphism m between the horofunction com-

pactification Yhor and the dual unit ball B°. This will be done in Theorem 3.3.10. The homeomor-
phism will be put together by a map m®" from X into the interior of B° and maps m” from j,,,X
into the interior of each extreme set E in the boundary of B°. To do so, we first define a more
general map m©, which maps a finite-dimensional vector space to the interior of a compact convex
set C of the same dimension. Hereby we restrict ourselves to the cases where C is polyhedral,
smooth or two-dimensional, so to the same cases as B° was restricted to in Theorem 3.2.6. The
structure of the map is motivated by the moment map known from the theory of toric varieties.
See for example [Ful93, §4.2] for a description. Up to some signs which come from the definition
of the dual unit ball, the same result as Proposition 3.3.9 for a polytope C can be found in [Ful93,
p- 82] but with a different proof. The moment map was also used to realize the closure of a flat
in the Stake compactifications as bounded polytopes in [Ji97]. In this section, we will use a lot of
calculus, which is justified by the identification X ~ R". More about it can be found in [Col12].

3.3.1 Definition and Properties of the Map m®
Let C € X* be an m-dimensional closed compact convex set belonging to one of the following
three cases:
I) C is polyhedral.
II) Every extreme set of C is an extreme point and all of them are smooth.
I) m = dim(C) = 2.

Additionally we make the following constraint:

Constraint: We only consider convex sets C that have finitely many connected components of
extreme points.

The set Ec consists of extreme points of C, there are isolated extreme points and extreme points in
a smooth part (recall Definition 2.3.5 on page 19). The set & can now be split up in its connected
components: Let ¢; € dC (fori € {1,...,k}) denote the isolated extreme points and A; € dC (for
j€{l,...,1}) the connected components of smooth parts of extreme points. Then

Ec = UC,' [ UAJ'.
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The basic idea for the map mC is to define it as a convex combination of the extreme points in
Ec. If all extreme points of C are isolated, that is, C is polyhedral, then we really have a convex
combination. If there is a smooth part in the boundary, we would have a sum over uncountably
many extreme points. Instead we will integrate over smooth parts using Dirac functions.

For a simplified notation, we define for a bounded function f : X* - Ror f : X* — X™:

- k 1
fﬁ oy = Zl fle + ; fA s

where we use the (component wise) Lebesgue measure for the integrals. Note that non-extreme
points of the boundary dC are not considered by this notation as they are obtained as convex
combinations of extreme boundary points. For each connected component

DefAj{c}j=1,....;Li=1,...,k} Cc0C
and a point x € X define a map ¢? : X* — R by
b e vio
Py (V) i= =———xp(),

—(wlx)
face WIX) dw

where yp is the indicator function of the set D. Summing them all up for all D € {A}, {c;}} gives
us the following function ¢, : X* — R:

k i
o= @+ g
i=1 =1

As ¢(v) > 0 for all v € X* and as integration of ¢, over X* gives 1 because of the indicator
functions, ¢ is a probability measure on X*. Thus integrating over the boundary of C as defined
above gives an element in the interior of C, see also the proof of the main theorem in [RWS58].
Using this we define the map mC from X into the interior of C in such a way that will later turn
out to be compatible with the convergence to horofunctions.

Definition 3.3.1 Let C € X* be an m-dimensional closed compact convex set. We define

m€ : X — int(C)

x+— mC(x) = f wx(v)vdv. o
ac

Writing out all short notations we get due to the indicator functions in the definition of ¢
ko =(cilx) . ! —(vlx)
Z[:l e ¢+ Zj=1 jf“j e vdv

k —{c; ! _(wl ’
SR eteln 4 21:1 fA_,e W gy

m€(x) =

where ¢y, ..., ci are the isolated extreme points of C and Ay, ..., A; are the connected components
of smooth parts of Ec. Since the dual pairing is continuous, it is clear that m€ is continuous.

Remark 3.3.2 If C is polyhedral, then all of its extreme points are isolated and the map m®
simplifies to

c ko pteln)
m€(x) = Z T (3.23)
i=1 4ij=1
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If there is only one connected component in Ec then we have
fac e~ VMydy

m€(x) = S pE— )
fac e dw

Example 3.3.3 Let us consider R> with the convex set

e=eomfan) (a5 ()

Figure 3.18: The horizontal lines in R? (LEFT) are mapped into the interior of C (riGHT). The
picture was done with Sage.

Indicated by colors, Figure 3.18 shows how R? is mapped into C by the map mC. °

We do not require C to have the origin as an interior point. But we later want to take the dual of C
as a unit ball, therefore we have to consider how m® behaves under shifting. The following lemma
shows that m€ behaves as desired:

Lemma 3.3.4 Let C; = C + s be the convex set obtained by shifting C by an element s € X*.
Then forall x € X
mcf(x) = mc(x) + 5. o

Proof. By ¢, Asj (i € {1,...,k},j € {1,...,1}) we denote the isolated and smooth connected
components of Ec,. Then we label the indices such that for all i, j it holds

Csi=Ci+s§ and AS,J’IAJ'+S.
Let x € X be arbitrary, then we have

Zlee_<csv"|x>cs,,~+ Zi.:l fA e Mgy
Cs 8.J
m=(x) =

ko —(cy I _
S ) L [ ey
o (citslx) (. . —-(vlx)
B e TSN (ei + 5) + Z_,fAjHe YWrydy
3 e~tcitsin 4 3 fA,-+s e dy
Yie =G0 (e, 4 5) + 2 fA‘ e~ MW=y 4 5)dy
— J
3 e~cilve=(slx) 4 ¥ fA, o=V o=(s10) gy
Yie e+ Y fAj e Mvdy  Fe s+ Y fA,— e MW sqy
= +
Zi e_<0i|x> + ZJ Lj e_<V|x>dv Zi e‘(ci|x> + Z/ Lj e_<v|x>dv

= mC(x) + 5. O
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Remark 3.3.5 When dim(C) = m < n, we can write any x € X as x = xc + x€, where x¢ € T(C)*
and x¢ € (T(C)*)*. Then as the pairing of any element of C with x is the same (see Lemma 2.6.1
on page 35) we get

mc(x) = mc(xc). o

Therefore we will from now on assume C to have full dimension, that is, m = n.

In the end we want to have a map m built out of several maps like mC that is compatible with
the convergence of sequences to horofunctions. To achieve that, we first examine the behavior of
sequences and extreme points under dual pairing:

Notation From now on let C C X* be an n-dimensional compact convex set with the origin in its
interior belonging to one of the three cases I), II) III) stated at the beginning of the section. Denote
by C° C X its dual set. Let (z,,)meny € X be an unbounded sequence such that

Zm C
Izl
for some extreme set F' C C°. As in the previous section let £ = aff{D(x)|x € X} N C C F°. o

Lemma 3.3.6 For all extreme points e, e1, e; € & of E and an extreme point v € Ec \ E it holds:
a) <e1 —e |z,§1> =0

b) (¢ —vl|zy) — —o0  and <e—v|zﬁ>—>—oo, o

Proof.

a) Let e;,ey € Ok E be extreme points, then their difference is an element of T(E). As the
notation z£ denotes the projection of z,, to the space orthogonal to T'(E), the statement
follows.

b) Now let e C Eg be an extreme point of E and v € Ec \ Eg extreme but not in the relative
boundary of E. Since E C F° is a subset, we have to distinguish between x € &p- and
v e E\Ep-. We first assume v to be an extreme point of B° not in the relative boundary of
F°. Lety, = vn(v) and 6,, = 6,,(e) € R be defined by

<v Z—m> =—-14+vu,
[

<e Zi> =—1+p,.
l1zmll

By the duality of C and C° we know that y,,,d,, = 0. As E C F°, the point v is not an

extreme point of E, so the dual exposed set {v}° € C° is an extreme set of C° having empty

c .
intersection with F. As lé—’”” — F, we conclude that there is some y = y(v) > 0 such that

Ym >y >0
whereas

om — 0 as m— oo,
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Note that y = y(v) is a positive constant only depending on v that bounds vy,,(v) away from
0. Additionally we know that £ — 0 as E C V(F)*. Therefore there is an M € N such

1zl
that 6, — <e —yp|mE > < %yfor allm > M.

llzml

Together we compute

Z
(e = Vizm) = llzmll <e - —m>

1zl
= llzull(=1 4+ 0 + 1 = ym)
< =lzmll(y = 6m) — —o0

and
<€ -V |Zybyjl> = <€ - V|Zm - Zm,E>

= ||zl (6m —Ym — <€ -V

Zm’E >)
[

It remains the case where v € 0i)(F°) (and still v ¢ E). Such an extreme point only exists if
E ¢ F° which we thereby assume. So (z,f-),, has to be unbounded, otherwise E = F° by
Lemma 3.2.2. Ase —v € T(F°), because e € O|(E) C 0re1(F°), the dual pairings simplify
to

< =5 lkmlly — —eo.

(e =vizn) = (e = v|tmr)
<e - v’zf,) = <e - V|(zm,F°)E>,

where the orthogonal complement is taken within 7'(F¥°). We will show the result by itera-
tively constructing new unit balls and their duals in lower dimensional subspaces. The idea
of the first step (and analogous for the following ones) is to take F° as new dual unit ball in
T(F°) having E and v in its relative boundary. As F° is a face of C and therefore does not
contain the origin as an relative interior point, we will have to shift F° with all its extreme
sets to T(F°). See Figure 3.19 for a sketch.

The details go as follows. First let s; € X* be a shifting parameter such that
Ci:=F°+s CT(F°

is a convex compact set having the origin in its relative interior. Then taking its dual within
T(F°) and T(F°)" gives us a new compact convex set C; C T(F°)" around the origin.
Remember the definition

E = aff {D(x)|x € X}

Zm—X
[z —xl

where D(x) = lim,,—, D,,(x) is the set of accumulation sets D,,(x) = ( )O. The zn,v(F)-

. . c .
part is dominant and guarantees that ”?—”” — F, whereas the z,, ro-part determines the
behavior within aff(#°) and thereby to which extreme set of F° the sequence converges.
Note that we assumed E # F° and therefore (z, f-),, is unbounded by Lemma 3.2.2. When

only considering the part in 7(F°), the sequence of duals converges to the extreme set
Ei:=E+s1 CCj.

This means that when we only consider the subspace T(F°)* we have the following situ-

. . Zim O c
ation: we have an unbounded sequence (z,r-),, With 0 ml —s F for some extreme set

Zm,F"”
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X+ | T(F°) 1 T(FY)
B° | By | B o
E e BN G
+s1 +59
"N\N\NN> \N\NNN>
Fe | |
' v | U1 |
| Cs \ e
| /Fl | 1
l l F
X T(F°)" T(F7)"

Figure 3.19: Sketch of the idea of constructing new unit balls.

Fy C C7 such that E; C (F1)° € Cy. Note that the dual of F now is taken only in the
subspace T(F°)" of lower dimension. Let e := e + 51 € Ore1 F'} and vy := v + 51 € 91C be
the shifted extreme point. If v| ¢ i F'{ we conclude by the first part of the proof:

(e = Vl|zy) = <€1 - V1|Zm,F°> — —0.

If vi € Okt F} (as v} in the picture) we go on in the same way by projecting to 7(F7) and
shifting with some s, € T(F°) such that C; := F{ + s C T(F)) contains the origin as
an interior point. Continuing this procedure, we get a sequence C°,C7,C5 ... of compact
convex sets C‘j? - T(F‘I?_l)* (set Fy := F°) and their duals C; C T(F‘/?_l). They are obtained
as Cj:=F; | +5; for some s; € T(F5_,) (with j > 2) where F; C C;? is extreme such that
Zm,F‘jl] C

— 4 L F;CC®
st
llzm.Fo_ llce /

The extreme sets in the relative boundary then are given as

e; = €)1 + Sjs

Vji=vj_1+5Sj

Ej = Ej—l + ;.
We can only break out of this iterating process, when vy ¢ arelFZ for some k > 1. As the
dimension of the exposed dual F° decreases in each step, that is, dim(F ;.’) < dim(F ;.’_1), we
finally come to the point where dim(F}) = 0 (if v; € OrelF ‘J’ all the time). Then we have

Ey = F € T(F,_,) and, as we required v ¢ Orel E, it i vi & Orel E and the iterating process
finally terminates. As e —v = ¢, — v, € T(F,_,) we have

(e —=Vzm) = <€k — Vi |amrs > — —oo,
which is the desired convergence behavior. O

Lemma 3.3.7 With the notations as on page 77 we require p = lim,,;—« Zm g to exist. Additionally
let eg € &g be some extreme point of E. Then it holds:
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a) Ifc € Ec is a vertex of C, then
{eo—clp)
o{eoclm) { elodprif cekE

0 if c¢FL.
b) If f:X* > Rorf:X"— X"isboundedonAj and A; N E = (), then

f LoV f(»)dy — 0.

Aj

o) Iff:X*—>Rorf:X"— X"isboundedonAj, {eo} = Aj N E and {ep} and A; do not both
intersect the boundary of a common facet at a point different to e, then

<V|Zm>
f f ; —————fWdv — f(eo). °

<W|Zm>dw

Proof.

a) When both ¢y and c are extreme points of E (¢ = eq is also possible), then eg — ¢ € T(E)
and therefore (eo — clzn) = (€0 — clzme) — (eo — c|p). If ¢ ¢ E is a vertex of C, then the
convergence to 0 follows directly by Lemma 3.3.6.

b) Let A; be a connected component of the set Ec of extreme points of C having empty inter-
section with E. This case only occurs when dim(C) = 2 since there is only one connected
component of Ec in the smooth case and none in the polyhedral one. Then for any point
v € A; we have el k) 5 0 by Lemma 3.3.6. We now show that the convergence is
uniform, as we then also have convergence of the integral over A ;.

As A is a connected component of extreme points not intersecting E, it is strongly separated
from E.

ep E=F° E = {eo}

Figure 3.20: LeFT: A is strongly separated from E and H™, lies in between for m big enough.
RIGHT: E = {eo} lies in the boundary of the facet F° and H™, converges to F°, so there is no
strong separation between the limit H_; and A;.

Let H” = H" ”“’”” be the the hyperplane supporting C at a point dual to Z € 0C°. Let

H_| denote the limit of this sequence of hyperplanes for m — oco. As ”Zm” =5 F this limit
actually exists and is a hyperplane supporting C at F°. There are two cases to distinguish
now, see Figure 3.20 for a picture: either H_;1 N A; = 0 or there is an s € A; such that

H_, ﬂAj = {s}.

e In the first case, we can find a 0 < A < 1 such that for m big enough H™, and also the
limiting hyperplane H_, strongly separate E and A;. Let v,, € A; be a point for each
m € N with minimal distance to H,,. By the strong separation, there is a ¢ > 0 and an

M € N such that <e0 ”Z 0 > < -6 <0forall m > M. Then

(eo = VIzm) <{e0 = Vimlzm) < —bllzmll Vv EA;, m= M.
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e In the second case where H_| N A; = {s}, the extreme point E = {eo} lies in the
relative boundary of the facet F°, and s is the other extreme point of F°, like shown

in Figure 3.20 on the right. In this case <s i> — —1 just as for the pairing with

Izl

ep and we do not have a strong separation. We assume that s is the point of A; that
<e0 - Z”’Z’—FH> , otherwise divide A; into two parts, where the

part not containing s belongs to the first case above. Then as (z,‘,/i(F))m = (Zm,Fe),, 18

unbounded, we can find an § > 0 such that

Zm,F° Zm,F°
<eo—v m—>§<eo—s‘m—><—5<0

forall v € A;. Since <e0 -y

minimizes the pairing

F
Zm
(Il

> < 0 for m big enough, we have forall v € A;:
ety — e ) (e ) _ ol

By the compactness of A}, let ¥ € A; be a point maximizing |f(v)| over A;. Then for any
& > 0 there is an N > M € N such that for all m > N it holds

€0 fv)] = 07 )]
< ¢{eo=Vmlam) T

< el f )| < e.

Therefore we have uniform convergence and the integral over A ; goes to 0 as it was to show.

Now let the intersection {ep} := A; N E be non-empty. Then for all v € A; \ {eo} we still have
eleo=vkm) 5 0, but now there is no strong separation between E and A;\{eo} as in the case
before. Lety : I — A; be a parametrization of A; with a closed set / C R" containing the
origin such that y(0) = ¢y, and extend y by 0 to R". We now want to show that

e_<V|Zm>

Om(v) = xa,; (V)

L ) e_<W|Zm>dW

J

is a Dirac-sequence around eg. This then gives us the convergence we have to show. It is
obvious that 6,,(v) > O for all v € A; and that fA Om(v)dv = 1. As last condition for (6,,),
J
to be a Dirac-sequence, we have to show that for any £ > 0 it holds fA \Bu(eo) om(v)dv — 0,
J €

where B.(eg) is the ball with radius & around e.

When for all points in A\ B.(ep) the numerator of 6,, uniformly goes to 0 while the denom-
inator remains positive, we are done. 9,,(v) remains the same if we expand the fraction with
eblen) for some b € X*. So our goal now is to find a point b € A such that (b — v|z,;,) — —oc0

forall v e A;\ Bg(ep) and (b — wlz,,) > 0 for all points w in some subset of A; N Bg(ep) of
measure greater than 0.

Let £ > 0 be given. Let E° € C° C X be the face dual to £ and define the cones

K} = ﬂ Vi,

geE®

K, = ﬂ Ve L

geE®
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where (recall Definition 2.1.22) Vi_l = {y € X*| (ylg) = —1} is the affine half-space de-
fined by the hyperplane H® , Which contains the origin. Similarly Vi_ | 1s the half-space not
containing the origin. So K and K are two opposite cones with apex ¢y and C C K,
is contained in the positive cone. To find the point b, we will shift the cones K, and K,
around to have different apexes. Therefore we introduce the following notation: for some
y € X* we set

Ky = (y—eo) + K,
Ky = (y—eo) + K,

to be the shifted cones with apex y and boundaries parallel to H® , for all extreme points
g € Ego. Note that the hyperplanes H® , are tangent to 9C for all g € Eg-.

The point ey € A; C JC can either be a corner point (only in two dimensions) or the
boundary is smooth around it. Let us look at the two cases separately, see also Figure 3.21
for a picture.

Figure 3.21: The configuration of the hyperplanes and cones as in the proof. LerT: The point
eo 18 a corner point and has infinitely many supporting hyperplanes out of which two are
tangent to JC. RIGHT: If ¢; is a smooth boundary point, it only has one supporting hyperplane
and all cones are half-spaces.

o If ¢ is a corner point, we are in the case dim(C) = 2 and E° = conv{g, gz} is a
facet. The two extreme points g1, g» determine the cone K;) = VZg‘_1 N Viz_l and the
corresponding hyperplanes H® | and Hle are tangent to C at the two sides of ep. Let
hi, hy be the (two) intersection points of B.(eg) with C (we assume that ¢ is small
enough such that they exist and at least one of them is in A ;). Consider the cone

K; =K, K.

If eg € dre1A | is arelative boundary point of A ; with a facet on its other side containing
one of the points &;, say hy, we set ¢ = hp € Aj. Then K_ again is a cone with apex
¢ € C and bounding hyperplanes parallel to H® | and Hle. By K we denote the cone
opposite of K. with apex c.

e If JC is smooth at ¢y, then G = F = {f} is an extreme point and there is a unique
supporting hyperplane Hf , tangent to C at eg. So in this case the cones K = Vg_l
and K, = Vg_ , are affine half-spaces. For unifying notations with the non-smooth
case we keep the notation as a cone rather than a half-space. Let ¢ € dB,(eg) N A;
be a point in the intersection of the boundary of B.(ep) with A; with minimal distance
to Hf |- Hereby & > 0 is assumed to be small enough such that ¢ exists. Then the
half-space K. = (c — ep) + K, contains e.
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In both cases (where ¢y is a corner point or dC is smooth at ej), we found a point ¢ and a pair
of cones with apex c¢ such that ¢y € K;. Now we can choose a point b # ey € A; Nint(K)
and consider the (shifted) cones K, and K, with apex b. Their bounding hyperplanes are
again parallel to those of K, and K. By construction it holds:

A\ Be(ep) C K, and eo €K, . (3.24)

If there is a part of A; not contained in K; , take b closer to ey. As e is not in the relative
boundary of a facet that also touches A; on the other side, we can always choose b # ey.
Then by Equation (3.24) we have

b-veKk, VveA;\ Bgep),
b-weK; Ywek,.

As ”Z - =, F, we know that (for m big enough) the hyperplanes HZ"’ orthogonal to z,, and
passing through the origin either converge to the bounding hyperplanes of Kj and K or
(only for dim(C) = 2) intersect K|, only at the origin. This means thatb — v € Vf”‘ for all m

Zm

VI > < ¢ < 0 for m big enough and for

big enough. So for any v € A; \ Bg(eo) it is <
some 0 > 0 by strong separation. Note that we chose b to be in the interior of K, so even if

vis close to 0Bg(ep) N A, the vector b — v points into K, and the pairing is strictly negative
and bounded away from 0.

Similarly < > > O forall w € K, NA; and m big enough. By convexity of C, the set
K, NA;C Bg(eo) is connected and contains more than one point, so it has measure greater
than 0.

Therefore we found the point b € A; satisfying

Zm

v —
llzml|
(b-wlzw)>0  YweK, NA;.

b =vlzm) = llzmll <b

unif.
> — —00 Vv e A;\ Be(eo),

Now we can compute the integral of 6,,(v) over A; \ Bg(ep) and get:

e~ Vzm)
L
A e T, R

0=Vlzm)
:f T ra———
—W|Zm —W|Zm
Aj\Be(eo) fAj\Bs(eo)e 2 dw+fB€(eo)e ) dw

— 0,

as the second term in the denominator is not vanishing whereas the numerator is. Therefore
0 1s a Dirac-sequence.

Using the Dirac-sequence 9, around ey we compute:

e~ Vlzm)
f T T fydv = f S () — fleo). .

~Cwlen) A

Let us come back to the map m®. The following lemma contains the most important feature of
the map: it guarantees its surjectivity and will later be the continuity of the map m, which will be
constructed as several maps mC put together according to the combinatorics of B°.
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Lemma 3.3.8 With the notations as on page 77, assume that p = limy,—,co Zm g €xists. Then

mC(z) — mE(p). o

Proof. This proof is based on the previous lemma and we have to distinguish several cases de-
pending on the shape of C.

D) C is polyhedral C being polyhedral means that there are only isolated extreme points, there-
fore m© has the simplified expression (3.23) without integrals. By the first part of the previous
lemma, we get for some ¢g € &:

c ko peilam) efeo=cilm) ¢
m ) = ) s = (eo—cslom)
pr ijl e jlZm ; Zje €0—CjlZm
e<eO_C;|p>cf E
i
<e c'|P> =m(p).
0_ .
cleEp Zc;.eag AN

II) C and C° are smooth C being smooth is the contrary case to C being polyhedral, as we now
only have one (smooth) connected component of Ec. Then E = {eg} consists of a single point and
mE(p) = eq. The convergence now follows immediately with the third part of the previous lemma
,where now f(v)fv:

e <W|Zm>dw

e~ Vlzm)
mC(zm) = f —————vdv — ¢y = mF(p).
i [

III) dim(C) = 2 and C is arbitrary In this case we have to consider the full expression for m®:

Zle e~{cikm e, 4 2321 fAj e~ Viamd ydy

C
Sk, eteiln) 4 T fAj e=Wlzm) gy

For the extreme set E there are several cases to consider, refer also to Table 3.1 on page 51 and the
discussion before.

o If E is isolated, that is, all of its (one or two) extreme points are isolated, then the integrals
over all smooth parts go to 0 and we basically have the same calculation as in the polyhedral
case.

e Next we consider the case where E = convi{e, e;} is a non-isolated facet, that is, at least one
of e; and e lies in the relative boundary of some smooth connected component. Then we
always have one of the following two situations (see also Figure 3.22):

(A) E is surrounded by two smooth parts, say e; € A} and e; € Aj. Let the enumeration
be such that A; is the component whose second endpoint a; # e € dr1A] is closer to
aff(E) than the second endpoint a; # e, of A,.

(B) E has only one vertex in the relative boundary of a smooth part, let e; be this one. The
other vertex e is isolated and, by relabeling the extreme points, we assume e, = c¢».
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(4) el E (] ( €1 E e=c
All /‘ ‘\ 11 / \
ol H A H s/

Figure 3.22: The decomposition of A, to construct the translating homeomorphism. LEFT:
The case (A) where E is surrounded by smooth parts. RIGHT: In case (B) the extreme point
e; lies in the boundary of the smooth part A; and e, is a vertex.

In both cases, we next want to identify a part S of A, with A; by a (bijective) translation
¢ parallel to E. Using this bijection we will later replace the integral over S by an integral
over A; when computing the convergence of m®. The identification is illustrated in Figure
3.22. We now explain it rigorously:

Let H be a hyperplane passing through a; parallel to E, that is, with T(H) = T(E). Let
a; # h € H N JC be the other intersection point of H with the boundary of C. In case (A)
we have h € A, and A splits up A, in two parts S and 7 where e; € S. In case (B) we define
S € AC to be the part between e, and & without E. In both cases, for each point a € A
there is a corresponding point s € S such that their difference z, := s — a lies in T(E), that
is, there is a bijection

ar—a+t,

with 7, € T(E). Especially e; +t,, = ea.

We first consider case (A), where E is surrounded by two smooth parts A; and A, and the
two vertices eq, e, of E are not isolated. Then

k —\Cilkm) o [ - m
S etk + 2 fAje Wlamdy gy
kL~ l -
Zi:l e—cilam) Zj:l Lj e—Vlzm) dy
3 elacikmde, P fAj a1=vzm) gy

= 3.26
Zi e<al_ci|1m> + Z/>3 f e(al_V|Zm>dv + f e<al_vlzm>dv + L e<al_V|Zm>d\} ( )
j> i 2

f —<V\4m> d f —<V\ Zm) d
AL T e Omdw VT 4, I e—<“|m>dwv v

mC(zm) =

+

<111*(‘[|Zm> <ﬂ1 l\~m> —(vlzm) ’
e e e

E P — + E ; —dV +1+ —dV
i [41 e(al—wkm) Iw ]>3 qu Ll e(“lfwlz’")dw fAz fAl e—Wlem) dy

The extreme point a; € drjA| has the following property: any point of A; and S has less or
equal distance to aff(E) than a; and any other extreme point (both isolated or in a smooth
part) has bigger distance to aff(E). Therefore

(ar = cilzpm) — —o0 Viel{l,..., k)
(a1 = Vlzmy — —c0 Vv eA;UT, j>3
(a1 =V|zm) =20  VYveA US.

This shows that the first fraction in Equation (3.26) goes to 0. To get the convergence of the
second fraction we first consider the integral over A, in the numerator. In the computation
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we will replace the integral over S C A, by an integral over A; using the translation map ¢:
<V|Zm> <V|Zm> e Vlzm)
f ——vdv+ | ———vdv
Ay f e <W|Zm>dw f e <W|Zm>dw T f e_<W|Zm>dW
_<a+ta|2m> _<V|Zm>
a+t;)da+ vdv
fAl Jie T om0 f Jy, e emaw

—(alzm) {ar=vlzm)
f f e~k (ta|ZmE>(a+ta)da+ff eld—Viz - (3.27)

e—Wlzm) dy elar=wlzm) gy

el =vizm)
= f 6m(a)e_<t‘llz’"’5>(a + ty)da + —vdy
Al T Ll e(al—W|Zm>dW

- e—(fel |P>(e1 +1,)+0 = e_<32—el|l7>62‘

For the convergence we used the Dirac-sequence 6,,(a) and the fact that {a; — v|z,,) = —o0
for all v € T. For the integral over A, in the denominator of the second fraction in Equation
(3.26) we obtain similarly

e~ Vlzm)
f dv — e_<tfllp> +0= e—<ez—€||P>'
Ay f e <W|Zm>dw

All together we get from Equation (3.26):

Zi e(d]‘CilZm>cl. + ZJZ3 LJ e(dl_V|2m>vdV

Zi e<al_ci|Zm> + Zj>3 f e(al_lem>dv + f e(al_V|Zm>dv + L e(al_V|Zm>dV
- 2

mC(Zm) =

o~vlzm) o~0lzm)
fAl I e—<w|m>dw"dv+f,4 I e_(wwdwvdv
+

(641*"[|Zm> <111 V|<m> —(Vlzm)

e e e

AL L W — v+ 1+ [~ —dy

Zl Ll e(alfwkm)dw Zj23 *ff:‘j Ll e(alfw\zm>dw LZ fA] o= Wlm)

e +emelPe,  e@lP)o 4 o~(@lP)p,
1 4+ elei—ealp)  — eeilp) 4 g~(e2lp)

= m"(p).

In case (B) where E has an isolated vertex e, = ¢, the computation goes similar. But instead
of summing over the isolated vertex e, we replace it by an integral over S combined with a
Delta distribution and get (by using the translation ¢ and the transformation rule):

e—(ezlzm>e2 - fe_<V|Zm>v6(v —ep)dv
S
— f e_<a|1m>e_<ta|stE>(a + ta)é(a + ta - 62)da‘
Ay

So dividing by an integral over A yields:

e_<62|Zm> e_<alzm>

-, . . = _— _<talzm,E> _

€= e a+1t,)6(a+ 1, — ex)da
f e=Wkmddw ? A f e—Wlzm) dyy ( a)o( a=e)
Ay 1 A}

— P ey +1,,)6(er + 10, — e2) = ey,

and similarly
e—tealwm)

fAl e~Wkmddw

s o—(e2-eilp)
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If there is an isolated vertex ¢; (i # 2) or a smooth connected component A; (j # 1) that
is closer to aff(E) than a;, we take a point & € relint(A;) which is closer to aff(E) than
ai, to extend the fractions. Then fA1 ¢4 W dyw > 0 is positive even in the limit and the
calculations go through the same. In total we then get:

i=
k - Ci|Zm l - Vlzm
Y et >+Zj=] fAje Vlm) dy
i €0Ckm ey 4 Y2 fAj ea=vEmdy gy

> ela—ciln) 4 32 fA, ear=vizm) dy + fAl elar=vizm) gy

k  —cilzm) -, ) —(VIzm)
e ci+ > e vdv

mC(zm) =

e—<€2\1m>
fAl e~Wlm) gy

—(vlzm)
ey + f _— v VdV
A —(Wlzm) g
1 ‘I‘;l e w

+

elar—cilem) elar—viem)

e~<e2|1m>
Zi;’:Z fAl e<"l'”'|z”'>d_w + ZjZZ fA_,- fA[ e(“l‘”—'|ZM)dwdv +1+ fA

e~ Wlm) gy
1

0 e~a=elPe, 4 oy elalPg 4 o(@lP)e, E
_ = = .
T —ealp a1 e " P)

In special cases where for example there is exactly one connected component A; connect-
ing both (non-isolated) endpoints e, e, of E, we can split up A; into three parts and then
conclude as in case (A).

e When E = {eg} is not isolated and consists of a single point not in the relative boundary
of a facet, then we enumerate the connected components A; such that Ay N E = {ep} but
A;NE = (forall j > 2. The set Ay is strongly separated from the isolated extreme points c;
(forall i € {1,...,k}) and the other connected components A; of &c (for all j € {2,...,1}),
as can be seen in Figure 3.23.

Figure 3.23: When E = {e;} is not isolated and lies in the relative interior of A,, there is
a point b € A, such that all other isolated extreme points and connected components are
contained in the cone K, . LEFT: ¢ is a corner point with two tangent supporting hyperplanes
defining the cones. RIGHT: ey is a smooth extreme point with only one supporting hyperplane.

Now we conclude in the same way as we did in the proof of Lemma 3.3.7(c), where
Aj\ Bg(eg) was separated from a subset of B.(ep). Here we take the two endpoints of A; as
the points &, i, we constructed in the proof above. Let b # ¢y € A; N K,;l ol K;z be a point.
Then all ¢; and x € A (for j > 2 lie in the interior of the cone K, with apex b and bounding
hyperplanes parallel to the hyperplanes tangent to JC at ey because e is exposed. So for m
big enough and a non-vanishing subset S € A; we have positive pairing

(b-xlzm) >0  Vxes,

whereas

bV s o Wvea,, j22

(b —cilzm)y — —o0 Y¢; isolated extreme point.
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Using this we compute:

Zile e~(Cikm e, 4 Zé‘:] fA. e~ Mam ydy
J

C
m-(zy) =
k —{c; I —
Zizl e (Cilzm) + Z/:l Lj e <V|Zm>dv
e~ Vlm) .
fA] T ey vdv 3 eleo=cikme; 4 Yo fA‘ eleo=vlam)ydy
— 1 + : J
5 i) 5 fA.i eb=vkem) gy 3 efeocilin) 4 Y, fA,- efeo=Wlzm)
L hxlzm) T i>2 T b—xlzm) I
l L] eb=xlzm) J x JZ IAI e{b=xlzm) o x
Lem.3.3.7 E

Recall that in the first fraction we have the integral over a Dirac sequence in the numerator
and both fractions in the denominator vanish by the choice of the point b.

o [t remains the case where E = {ep} lies in the relative boundary of a facet G C dC. We can
not conclude as in the exposed case: let s denote the other extreme point of G. Then we can
not find a point b # eq such that s € int K, as it was needed before.

Zm

If F° = E = {ep} € G, that is, the exposed dual F° of F is E, then the hyperplanes Hﬂzlm will
not converge to G and we conclude as is the previous case with shifted cones, but replace
the hyperplane tangent to G by one that supports at eg but is not parallel to 7(G).

If the exposed dual F° of F is G we will make a calculation similar to the one in the case
were we had E = convi{ey, e>}, but with the following difference: The sequence (z.#-),, is
unbounded now and does not converge. Just as we did before (with F° playing the role of
E, eg the one of e; and s the one of e,), let S denote some part of the boundary dC on the
other side of F° and define a translation map ¢ : Ay — S by a — a +t, with ¢, € T(F°).
See Figure 3.24 for a picture

eo=F° @G e G=F°

N\ Jr [\ /s

Figure 3.24: The decomposition of JC to construct the translating homeomorphism between
Ajand S € OC. LerT: When {eg} = F°, we conclude as before by strong separation. RIGHT: e
nd s € § are both in the relative boundary of F° = G.

Let x € S be the point closest to eg in the direction of F° and let S be small enough such
that (eg — x|z o) < —6 < 0 for some 6 > 0. Then we compute (like in case (A) above)

e_<V|Zm> e‘(“"'talzm)
—vdv| = —  (a + ty)da
S fAl e_<W|Zm>dW A \Lh e_<W|Zm>dW
—(alzm)
e

— _<ta|Zm,E>(
= e a+ty)da
A fA 1 e—Wam) gy “

B f Sm(@enr)(a + 1,)da
Ay

< e—<tx\zm,F°> — 0,

f om(a)(a + t,)da
Ay
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or similarly (like in case (B)):

e—(€lzm) —(alzm)
e—e_<talzm’E>(a +1,)0(a+ 1, — ex)da
f e (WlZm>dW Ay A, _<W|Zm>dw
—(alzm)
e
S e_<t.\'|Zm.F°> T(d + ta)é(a + tg - 62)da
A Ll e WIZm dW
— 0.

Therefore we get

mC(zm) — eo = mE(p).

In total we have shown, that if our convex set C is two-dimensional, we always get the desired
convergence m€(z,) — mF p). |

The convergence result m©(z,,) — m¥(p) we proved in the previous lemma guarantees the sur-
jectivity of the map m®. This is shown in the next proposition. For notational reasons, we state
the proposition for R". As X is a finite-dimensional normed vector space, the same statement and
proof also holds for X, see [Col12] for more details.

Proposition 3.3.9 Let C C (R")* be a compact convex set. Then the map m® : R" — int(C) is
bijective. °

Proof. To show injectivity, define the function

f:R" —R,
k 1
x+—1In [Z etk 4 Z f e_<le>dv].
i=1 =1 YA

Then m —V is the negative gradient of f. To prove injectivity of m® on R”, we show that f
is strictly convex and then use a description of strict convexity including the derivative. We define
the function

C:

g :R"—R,
NRGED)
~(eilx) f o)
X —> e + e dv,
i=1 =1 YA

such that f(x) = —1In(g(x)). Recall Holder’s inequalities for any p, g > 0 with % + [13 =1:

Lo 1
D laibil < (Zw]p (Zwiﬂ)q (3.28)
i=1 =1 =1

and

fS F()g)ldx < ( fs If(x)l”dx)p ( fS |g<x>|qu)q (3.29)
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forall ay,...,a,,b1,...,b, € R,and § C R” a measurable subset with f, g measurable functions
on S. Take p = % and g = ﬁ for some A € (0, 1), then we have for all x # y € R™:

k !
gUx+ (1 -2y = Z e~ llnt1=y) | Z f e~ ViH(1=bw g,,
i=1 =1 YA

= ) el 4§ f A0 == g,
i joA
1 1
O p-deiln) =12y Z( f e‘“'x)dv)p ( f e‘“'”d'V)q’
- 7 Aj Aj

1

by the choice of p and ¢. To apply Holder’s inequality again, we put the two sums together. We
set

e~ el ifr=1,....k
a; .= 1
(e Wa)r =k 1k

and
e (I=Dleb) ifr=1,....k
b; = 1
t (fA,_k eWav)’ ifr=k+ 1, k+ 1

Then we get (using p = % and g = ﬁ):

k+l
g+ (1= )y) < ) Jaib]

t=1
1 1
(3.28) P 4
< (Zw] (ZW]
t t

k l % k 1 é
D ey f eay| | e 4 Y f o~ gy

=1 =1 YA 1 =1 VA

= g(x)'g(n)' ™.

Therefore

FQAx+ 1=y = In(gx + (1 = Dy))
< In(g(x)'g(»'™)
= Af(x) + (1 = Df )

by the monotonicity of the logarithm. So f is convex. It is actually strictly convex as the following
argument shows. In the discrete Holder’s inequality (3.28) it holds equality if and only if af = abiq
foralli € 1,...,n with @ > 0 as all our summands are positive. For the continuous inequality
(3.29) it must be | f|” = a|g|? almost everywhere. Both conditions together yield to e = ge(e
for all e € &c or, equivalently,

(ely—x) =In(@) Vee&Ec.

As the extreme points Ec span an n-dimensional subset of R”, this can only be satisfied if x =y,
which is a contradiction to our assumption. So we never have equality in Holder’s inequality
which means that f is strictly convex.
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For a function s : D — R with D € R" convex, strict convexity is equal to the generalized
monotonicity condition'

s(x) > s() + (Vs x—y) (3.30)
for all x,y € D with x # y. So let x,y € R" with x # y, then applying Equation (3.30) twice we get
J) > fO) + (VDI x -y
> f) +(VfD)ly = x) + (VI x = y).

Consequently, as Vf(x) = —mC€(x), we have (m€(x) — m€(y)|x — y) < 0. Therefore m€(x) £ m€(y)
for all x # y € R" and injectivity is shown.

We show that m® is onto by showing that the derivative of m® is a negative definite matrix and
therefore invertible. Using the Inverse Mapping Theorem? we then prove surjectivity. Recall that

k- o=cilx) . l LY
i€ ‘xc,+2j:1fAje Wryvdy

k —{¢; I —
Zi:l e {cilx) 4 Zj=1 Lj e <W|x>dw

m(x) =

for all x € R". We use the notation that an superscript denotes the corresponding component of
the vector. Then with the abbreviation

2
k l
- —(cilx) —(wlx)
M.-[Z}e +Z;L.e dw] >0
1= J= J

and we compute

Cya ! L
c')(m ) (xX) = — l[ —(c,lx) +Zf (Wlx)dw][ Z —<cj|x>C(;C€_Zlv£ e—<V|X>V(¥v5dv]

j=1
k [
(c,IX>Cﬂ Zf —<WIX>WBdW][Z e—<CjIX)C;V+Zf e—<v|x>vadv]
=1 y=1 YAv

k )
[Z <c',~+cj~|x>(c(j_zc€ _ C(jyclﬂ) + Z L L e (v+w|x)(vaVB awﬁ)dvdw
i,j=1 =120 =4y
k
2

=1 u=1

l PR R CET AR f f eV By — B )dvdw

U<y

g"_‘ /—\

~

f e_<ci+le>(vaVB + C?C? - c?vﬂ — Vacfg)dv
Ay

EI_ .

+ Z f e — F = vl

iu Ay

Leta = (a'...a™) € R" be some arbitrary vector. We want to show that the quadratic form defined
by the derivative of m€ is negative definite:

Am)! . (7(mc) 1
om Rl ) [0 IR
a a—a—(a Ladh) : : s = Z a”aﬁa—ﬁ(x)<0.
x X
o€y’ HnCy: p=1
(g;l) ( ) (m) ( ) a’ ap

!See [Col12, Thm 7.5] for the general setting.
2See [Col12, Thm. 8.1] for a general normed space X.
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As all three summands of the derivative have the same structure, we only show the calculation for
the first summand. The other two go the same.

C -1 n
aTaia = — a®d’ e~lareil e _ B _ Py
0 M ! J7NTi J
X 1st summand a,B=1 i<j
-1
=7 eeiteilv) [Z a®(cf - c?)aﬁ(Cf - Cf)‘
i<j aB
| 2
=27 2. e~ (et [Z a®(cf - cj-”))
i<j a
_ LS e 220
=7 2. e : ((alci - cj)) <0.

By the Inverse Mapping Theorem we know now that mC is a local isomorphism and that its image
is open in int(C). It remains to show that the image is also closed. Assume that the image is
open but not closed, then there exists a point on the boundary of the image that lies in the interior
of C,say y € OmC€(R™) N int(C). So we can find a sequence (V;)men C mC(R") converging to
y. Let (x;)men € R” be the corresponding sequence of preimages. Then there are two cases
to distinguish. If x,, — oo, we can find a subsequence also denoted by (x,,),, which fulfills
all conditions of Lemma 3.2.4 with respect to C°. As we are only interested in limits, we can
assume by Lemma 3.3.4 that C contains the origin. Let F € C° be the corresponding face and
E C C its dual. Then by Lemma 3.3.8 we know that y,, = m®(x,,) — mF(p) € relint(E). As
E is an extreme set in the boundary of C, this contradicts our assumption. It remains to prove
the case where (x;,)men is contained inside a compactum. Then we can find a subsequence (X, )k
converging to some point x € R”. By continuity of m* and uniqueness of limits we conclude
y = mC€(x) lies in the image of m® and not in its boundary. As y was some arbitrary boundary
point, the image of mC is also closed in C and therefore the whole C. Overall we have shown that
the map mC is bijective. O

3.3.2 The Homeomorphism X"~ p

The extreme sets of a dual unit ball are compact convex sets. So for each of them we have a
homeomorphism from a (sub)space into the interior of the extreme set given by the map m® we
defined in the previous section (see Proposition 3.3.9). Putting all of them together respecting the

. . . . . . . .Sh
combinatorics of B° will give us a homeomorphism from the horofunction compactification X o
to the dual unit ball B°.

Theorem 3.3.10 Let (X, ||||) be a finite-dimensional normed space with unit ball B C X and dual
unit ball B° belonging to one of the following three cases:

D B is polyhedral.
II) Every extreme set of B is an extreme point and all of them are smooth.

III) dim(B) = 2 and Ep- has finitely many connected components.

. . . ghor . . .
Then the horofunction compactification X s homeomorphic to B° via the map

—hor xeX — I’nBo (%)
m:X — B° ’
{ hE,p € 8horX — mE(P)
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Proof. The proofis structured as follows. We first show that the map is well-defined and bijective,
then we prove continuity. As both spaces involved are Hausdorff and compact, this is enough to
conclude that the map is a homeomorphism.

The map mC (recall Definition 3.3.1) maps an n-dimensional normed vector space X" into the
interior of a closed compact convex set C C (X")* of dimension n. We will use this map for with
respect to the dual unit ball C = B° and X and also with respect to faces C = E of B° and the space
T(E)".

The map m is well-defined: Recall that in the previous discussion, we assumed the set C to have
the same dimension as the surrounding space to obtain injectivity. A face E C B° lies not in the
space T(E) but in the affine space aff(E) C X* of the same dimension. Nevertheless, with m” as
defined in Definition 3.3.1 on page 75, we have m®(p) € int(E) C aff(E) by Lemma 3.3.4 and m*
is bijective.

So for each extreme set E C B° (including B° itself), m®(p) is a homeomorphism from T'(E) into
the interior of E. Since the interiors of any two different extreme sets have empty intersection and
B° = Ugcpe extreme iNt(E), we have bijectivity.

It remains to show that m is continuous on the boundary of the faces. For continuity from the inte-
rior of B° to the boundary, we first take a sequence (z,,)men C X that converges to a horofunction
he.p. Then by Theorem 3.2.6, we know that z,, g — p and E = aff{D(x)|x € X} N B° is an extreme
set. With Lemma 3.3.8 we conclude that

m(zm) = m® (Gm) — m*(p) = mhe.p).
as m — oo,
For the continuity within the boundary, the argument is similar. The basic idea is to use the already
shown continuity from the interior to the boundary on a lower dimensional subspace, where the
unit ball is given by the dual of a projected and translated face of B° (similar as in the proof of

Lemma 3.3.6). Let hg, ,, — hg ), be a sequence of converging horofunctions. Now we have to
consider the cases depending on the shape of B separately.

I) Bis polyhedral If B and B° are polyhedral, then B° has only finitely many faces and we can
go over to a subsequence (hEo,pm)m with a fixed face Eq of B° and it holds hg,,, — hgp. Let

E; := Eg + t denote the projection of Eq to T(E) with r € X* such that E(; contains the origin in its
interior. By Lemma 2.6.8 we get

s p = MEopy (1Y — hip + (M) = R p.

The set Eg C T(Eg) C X* is a polytope containing the origin as an interior point and can be taken
as the dual unit ball for a norm on 7T'(E)* with unit ball Bg, := (Ep)° € T(Ep)* € X. So for some
y € T(Ep)* we have by Remark 3.1.11

B
V') = hg . ) — hEssp().

This tells us that £ + ¢ is a face of }FEVO = Ey + ¢, so E is a face of Ey. By the convergence shown
above we know that _
m™ (pw) — m"(p)

which is (by Lemma 3.3.4) equivalent to the convergence
m™(p) — m"(p),

as it was to show. As there are only finitely many subsequences each of them consisting of the
horofunctions associated to a different face of B°, the convergence follows.
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II) B and B° are smooth When B and B° are both smooth, then any extreme set E of B° is an
extreme point E = {e} with

he p(x) = (elx),
mP(p) =e

for any x € X where p = 0. A sequence of horofunctions (g, ,, Jmen converging to a horofunction
hE,, now is nothing else than the convergence {e,,|x) — {(e|x) for any x € X where E,, = {e,;}. So
clearly mEm (p) — mE( p) as desired.

III) dim(X) = 2 and B is arbitrary For the case where dim(B°) = dim(B) = 2 recall that
we assume B° to have only finitely many connected components of Eg-. So we can consider a
subsequence of (hEm,pm)m converging to hg , such that either E,, = Ej is a fixed facet of B° or
E, ={en} € Ag is a sequence of extreme points in one fixed connected component of Eg-. Then
we conclude as either in the polyhedral or smooth case to see that m®»(p,,) — m¥(p). Note that
we were only considering the subsequence so far. But as this holds for any of the finitely many
subsequences, the statement is shown. O

3.4 Sum of Norms

In this section we want to generalize the results from the previous section to a new norm. So far
we only considered polyhedral or smooth norms in X and the two-dimensional case. Now we want
to add another case IV) to the three cases investigated before.

Given two norms ||||; and [|-||> on X that belong to the three cases I) - III) considered so far, we we
can define a third norm on X by

-l == -l =+ [1fl2-

For each i € {1,2, 3} denote by X; the space X with norm |||; and by B; and B; the unit and dual
unit ball associated to |||;. We assume that the set of extreme sets of B is closed.

3.4.1 Horofunctions and Sum of Norms

We first describe the horofunction compactification of X3, that is, we want to generalize Theorem
3.2.6. By Corollary 3.1.10 we know that

OnorX3 = {hEe, | E C B proper extreme, p € T(E)™}.

So the first thing we have to know is how the unit and dual unit ball of X3 = (X, ||-||3) look like:
Lemma 3.4.1 There holds:
1) B = B} +B5.
2) By = (B} +Bj) .

where we take the Minkowski sum of the sets. o
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Proof.

1) We start with the inclusion €. Let v € B3 C X be a point of Bs, that is, there holds
VI3 = |vIli + |Vl < 1. Let A := |v|l; € [0, 1]. Then |[vlj; < 1 — A and therefore v € AB; and
v € (1 — 1)B; by the definition of a norm with respect to a compact convex set as given in
Equation (2.2) on page 18. We have to show that the dual pairing of v with any element of
B{ + B is bigger or equal than —1. Lety = a + b € B} + B; C X" be arbitrary. Then we
conclude
Oy =(avy+ vy =-1-(1-2) =-1.

As y was arbitrary, we have v € (B + B5)°. For the other inclusion D, let v € (B} + B5)° C X.
Then (x|v) > —1 for all x € B + B; C X*. Equivalently,

{alv) + (b|v) > -1 Yae B, be B;. (3.31)

We have to show that v € Bj, i.e. |[v[3< 1. Assume A := |[v|][; > 1. Then v ¢ B; but
v € AB;. SetV' = %v € 0By with [V'|l; = 1 and let a € B{ be such that {(a[v") = —1. Then
(alv) = Aalv’) = =1 < —1. So for some b € B; with (b|v) < 0 it would be (a|v) +(blv) < -1,
which is a contradiction to Equation (3.31). Such a b always exists because B, and therefore
also Bj is a convex set containing the origin in its interior. Therefore 4 = [jv]|; < 1.

Assume 6 := ||V|l > 1 — A. Then v € §B, and we define v/ = év € 0B>. Let b € B; with
(b|v""y = —1. Then we would obtain {alv) + (blv) = Aa|V’) + 5D’y = -1 -6 < —1in
contradiction to Equation (3.31). Therefore ||v||; < 1 — A and in total we obtain

Vs = Il + vl <A+ 1-A=1,

SO v € Bjs.

2) For the statement about the unit ball B3 note that all sets By, By, B and B are convex sets
with the origin in their interior. Therefore by the Bipolar Theorem 2.4.3

B3 = ((B} + B§)°)° = B} + B;. O
The dual unit ball Bs is the Minkowski sum of the two dual unit balls By and B,. So let us shortly

recall from Section 2.5 what we know about Minkowski sums:

Let E be an extreme set of B = B} + B;. Then there are unique proper extreme sets £ C B} and
E> C B such that
E=E+E;
and it holds for j = 1, 2:
dimEj <dmFE <dimE; + dim E,

Any extreme point e of E = conv(Eg) can be decomposed uniquely into two extreme points
e1 € Eq, ey € E> and it holds

E; = conv(&E)), and E> = conv(&),

where &1, &; are the sets of all these summands for all extreme points e of E. For more details see
Proposition 2.5.12 on page 34.

Now we want to see how horofunctions and Minkowski sums of the dual unit ball interact. For
peT(E) let

p1 = projg, (p), and  ps = projg,(p)
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H/, Hp

H; H; Hy

o4 o=

Figure 3.25: The Minkowski sum of a square and a circle gives a bigger square with rounded
corners. The blue (green) face FF C B; (F’ C B; are exposed and uniquely the sum of exposed
faces Fy C B} (F; € BY) and F, C B} (F} C B;).

denote the projections of p to the subspaces T'(E]) and T(E>)", respectively.

As an example to illustrate the notation we give here again the same picture as before in the proof
of Proposition 2.5.8:

Lemma 3.4.2 It holds:

inf{g|p — x) = inf (r|p; — x) + inf (s|py — x). o
qeE rekE; seEy

Proof. The statement is shown by a short calculation where we use that the extreme set E is a
compact set, so that the infimum over E is attained at its extreme points Eg (see Lemma 2.6.4). In
the second step we will use this fact in the other direction by taking the infimum not only over the
extreme points but also over some interior points:

inf — x) = inf - = inf -
q€E<qlp x) g 8E<qlp x) o 82<qlp x)
= inf(r+slp—x) = inf{(rlp—x)+ inf (s|p — x)
reéi; re& s€&)
s€&y

_ Ey _ : E, _
= rlenEfl <r|pE1 +p x> + slenEfz <s|pE2 +p x>
= inf (r|pg, — x) + inf (s|pg, — x)
reky seE,
= inf(r|p; — x) + inf (s|py — x). m|
rek seEy
Corollary 3.4.3 With the notations above, we have for hg , € 00, X3:
hE,p = hEl,Pl + hEz,pz’

<h —h . .
where hg, , € X lor and hg, p, € Xzor are the horofunctions associated to E7 = conv(&;) € By and
E; = conv(&y) C Bs. )

Proof. The main calculation was already done in Lemma 3.4.2, it remains to put the results to-
gether:

hg p(x) = — ;g(qlp -0+ ;161£<q|p>
= —inf (r|p; — x) + inf (s|py — x) + inf (r|p;) + inf (s|p2)
rek seEy rek s€Ey

= hg, p () + hg, p, (X). m]
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Remark 3.4.4 In the two lemmas above we do not need that the convex set E = E| + E; is a face
of Bg. The proof works the same for every convex sets G| € B{,G> € BS with G = G + G, and
we get:

hG,q = hGl,QI + thJJz’

with g € T(G)" and g = g, € T(G1)" as well as g2 = g, € T(G2)™. )

As long as E; + E; is a face of B and there is a point p € T(E)" such that it holds for the
projections p; = proj E/,(p) = PE; € T(E;)* for j = 1,2, we can construct a horofunction of X3 as
hg, p, + he, p,. Therefore we have:

Corollary 3.4.5 The set of horofunctions of X3 is determined by the horofunctions of X; and X:

OhorX3 = {hE],m + he, p,

he;p; € OnorXj, E\ + E, C B proper face,
pj=pe;, € T(Ej)" forsomepeT(E)'(je{l,2}) |’

We now describe the convergence of sequences to horofunctions in the boundary of X equipped
with [|-||3, as we did in the last section for the horofunction compactification with a norm belonging
to one of the three cases I) - III). For some z € X let ¢! denote the map i, € C(X) (as defined in
Equation (3.2) on page 40) with respect to the norm ||-||; (for j € {1,2,3}). Then we compute for
all x € X:

3
Y (x) = llz = xll3 = llzlls = llz = xllt + llz = xll2 = llzlly = llzll2

=yl +yi(x)

So also the converging behavior in X3 is given by the convergence of sequences with respect to
|Ill; and [|-||2. The following Lemma makes it even more obvious:

Lemma 3.4.6 Let (zn)men € X be an unbounded sequence. Then with E = Ey + E; C B extreme
it holds:

3 i i
‘ o Xs if ly if
l,bzm —> hE,p € 61 or3 if and on y1 { ¢gm — hE,p S ahorX2~

. . </
Proof. We start with a converging sequence (Z,)men € X such that ;bgm — hg, € X3W. As

E = Ey + E; with p; = pg, and py = pg, we know by Corollary 3.4.3 that

hE,P = hEl,Pl + hEz,Pz'

By assumption,

3 _ 41 2 _
l//Zm - 'rl/zm + l’[’Zm ? hE,P - hEl;Pl + hEz,pz~

<h .. . . .
Lethg, 4 € X lor be the limit of (;bzlm)m with respect to |||, that is, Gy C BY is a proper extreme set

and g € T(Gy)*. Similarly denote by hg, 4, € )_(Zor the limit of (z,bfm )m with respect to ||||z. Then
we obtain by Remark 3.4.4

ELALE _ !
d/zm ? hGlm + th,qz = hG1+G2,q = hE,p’

where ¢ € T(G| + G2)* such that g; = ¢gg, and g2 = ¢g,. Therefore again by Remark 3.4.4
E = Gy + Gy with Gy C B} and G, C Bj is an extreme set and p = g € T(E)". As we also have
E = E| + E; we conclude by the uniqueness of the face decomposition in the Minkowski sum:

E1 = G1 and E2 = Gz. (332)
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Using this we immediately get

P1 = PE, = 4G, = q1 and P2 = PE, = 4G, = Q2.
Therefore we have shown that

1 2
‘ﬁzm > hg 1,P1 and wzm ? hEz,Pz .

Now assume we have the convergence w;m — hg,p € OporX1 and wzz.,,, — hg,, € OhorX> such
that £ = Ey + E; C B is extreme. Then the convergence follows directly from Corollary 3.4.3.
Note that we can always find a unique p € T(E)* with projections p; € T(E)* and p, € T(E»)*
because E = E| + E>. O

3.4.2 The Compactification is Homeomorphic to the Dual Unit Ball

Finally we want to show that also in case IV) the horofunction compactification is again homeo-
morphic to the dual unit ball. As the Minkowski sum of two polytopes is again a polytope and the
Minkowski sum of two smooth convex sets is again smooth, the only new case to consider is the
sum of two norms where one of them is polyhedral and the other one is smooth:

Theorem 3.4.7 Let X be a finite-dimensional normed space equipped with the norm
3 = M-l + -2,

where ||-||; is a polyhedral norm and ||-||; is smooth. Denote by B; the dual unit ball of ||-||3. Then
the horofunction compactification of X with respect to ||-||3 is homeomorphic to B3:

—hor
X3 = B; . o

Before we give the proof, let us look at the face structure of BS. In Figure 3.26 the notation is
illustrated for the 1—norm and the Euclidean norm in R?.

2 ,Sf A QK‘
Fy P Fr + f S fa = FE B3 Ey
P4 ’JS * Ay

F f3 E3

Figure 3.26: The decomposition of faces for the Minkowski sum of a square and a circle. The
Minkowski sum on the right is scaled by %

We know that B is the Minkowski sum of a polytope P and a smooth ball S. Let py,..., p; be
the vertices of P and F1,..., F} its facets. Then each facet F; C P C X* determines a parallel
hyperplane H?|, where g; € P° C X is the vertex dual to F;. Let ; := max{s > 0| H", n S # 0}
be the parameter such that the intersection of the hyperplane HZi and S consists of a single point.
Set

iy :=HY nS
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to be this intersection point. So for each i € {1,..., k} we obtain a point f; € dS and these k points
f1,-.., fi determine a decomposition of the boundary in the following way: to each vertex p; of P
(for j =1,...,1) there corresponds a facet G; C P°. We set

s;i=J {seS |s=irgsf<g|r>}.

8€G;

So each component S ; corresponds to a vertex p; of P. By construction, if p; is a vertex of the
facets Fj,,...,F; of P, then §; has corner points fj,..., fj, € S. Two components S; and § ;
only intersect in their common boundary and the points in the boundary of each S ; are in relation
to lower-dimensional faces of P: the point s € S; N...NS; corresponds to the face spanned by
Dii»- - Pi,. So especially if F; C P is a facet with vertices p;,, ..., p;,, then f; is a corner point of
all corresponding parts and

fi=Sin---NnS,.

Coming from the decomposition just described, the facets E; and smooth parts A; of B have the

following form:

E; Fi+fi fori=1,...,k facetsof B
Y pj+S8; forj=1,...,1 smooth parts of B3.

(3.33)

Note that BS can not have isolated extreme points: any extreme point of Bj is uniquely the sum
of two extreme points, one of P, which is isolated and one of §, which lies in a smooth part.
Thereby also the extreme point of B is at least in the boundary of a smooth part and therefore not
isolated.

The homeomorphism between Y;W and B5 will be given by the same map as before in Theorem
3.3.10:

xeX —  mP (%),
hE,p € ahorX — mE(p),

—hor

m:X; — B, {

where for an n-dimensional compact convex set C C X* we have (as defined in Definition 3.3.1):

m€ X — int(C)

X mc(x) = f wx(v)vdv.
ac
As Bj has no isolated extreme points, the expression simplifies to

Zi’:l L/_ e~ Wydy
; — .
Zj:] »[4] e <W|x>dw

mc(x) =

We have already shown the homeomorphism between the compactification and the dual unit ball
for polyhedral and smooth unit and dual unit balls. This will help us now as we can often (but not
always) use some of the results given in Section 3.3.

Let us state and proof the most important ingredients for the proof first. The lemmas we have
to adapt are the convergence of fractions of integrals over smooth parts in the boundary (Lemma
3.3.7) and the continuity of mC for a sequence in the interior (Lemma 3.3.8).

Let (zm)men € X be an unbounded sequence such that

Zm <

llzmll
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for some extreme set F' C B3. Then the sequence of directions also converges with respect to ||-||;
and |Il2. As in the previous section let £ = aff{D(x)|x € X3} N B; C F*° be an extreme set (see
Lemma 3.4.6) and assume that the projection converges to a point: p := limy,—c0 Zm.E-

As we did in the proof of Lemma 3.3.8 we want to replace the integral over a smooth part A; C B
using a translation ¢ (as defined in Equation (3.25)). According to the decomposition B; = P + S
let G C P be a face and sp € S be an extreme point such that

E =G+ s. (3.34)

Let &g be the extreme points of G and I C {1,...,[} be those indices belonging to G such that
G = conv{p;| j € Ig}. Without loss of generality let the parts S ; be enumerated in a way such
that 1 € I5. Then we find a small subset U; C S| with sg € U; such that for each j € I we have
a translating map ¢; : Uy —C §; given by u +— u + t,, for some 1, € T(G) = T(E). The subset
Ui € S and the map ¢; can be found by the convexity of § and because the hyperplane tangent
to S at sg is parallel to T(E) = T(G). Translations in the directions of T'(E) are enough because
the parts S ; with j € I correspond to the vertices of G. Note that ¢;(sg) = so which means that
us, = 0, because so € (M jey; S -

Lemma 3.4.8 It holds:

~(vlzm) .
fs f eg Wem) dw Fwdv — f(s0) Vjelg,
~0lam) :
fs T, e—<w| v T oommgnd Wdv — 0 Vjé¢lg.
for all functions f : X* = Ror f : X* — X* that are bounded on S . °

Proof. Let Vi := S1\U; be the complementary subset of U; in S| not containing so. For all
J € Ig denote by U; = ¢;(U;) € S ; the image of Uy in §; and V; := S ;\U; the corresponding
complement. Note that the boundary of S is smooth and only contains extreme points, so we can
use the result of Lemma 3.3.7(c) for U;. A similar calculation as in Equation (3.27) in the poof of
Lemma 3.3.8 yields for all j € I:

e~ Vlam) ) oVl
f Jo, e‘<W'Zm>dwf(V)dv f Jo, —<W|Zm>dwf (V)dHf I, —<w|.7,,,,>dwf v

e~ {pWlzm) e~ {850=VIzm)
= d d
U, f e_<W|Zm>de(S0(u)) u +f f —(s0— lem>dwf(V) Y
e —ulzm) e_<SO_V|Zm>
— _<tulzm>
= e (o(u))du + (v)dv
U, f e_<W|Zm>dW f ¢ Vi fUl e_<50_W|Zm>de
<l Iz > _< $0=VIZm)
ullm,E
- ], onte = ptgtunau+ [ =i

— e_<uso|p>f(50) = f(s50).

The second equation we want to show has to be valid for all j ¢ I;. These are exactly those indices
such that the corresponding smooth parts S ; € dS do not contain the point sy. Therefore we have
a strict separation between so and S ; and we can directly adapt the proof of Lemma 3.3.7 (b) and
get the desired convergence. O

The next thing we have to show is the compatibility of m® with the convergence of interior se-
quences to horofunctions, that is, the analogue of Lemma 3.3.8.
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Lemma 3.4.9 With the notations given on page 100 it holds:

m€(zm) — mE(p). o

Proof. We will use the decomposition of connected components A; = p;+§; C P+ S of extreme
points as given in Equation (3.33) to compute:

Zi.:l fAj e~ Vamdydy ijs _ e‘<"+pf|z'">(v + pj)dv
= o fA_,- e~ Wanddw Z,f Pk oy
e {pitn) ij e~V (v + p )y
e {pilm) Js j e Wmddy

ZjelG e(Pl—Pj|Zm> ij e_<V|Zm>(v + pj)dv

- 3.35
jelg eSpi-piln) fS e~ WEmdw + 3 gy eApi=pilan) fs e dyy (3.35)
/ J

ZjilG e(pl_p_/lzm> jA;'/ e(SO‘VlZm)(V + pj)dv (3 36)
+ - . .
ZjEIG e<p1_pj|Zm> LJ e(SO—W|Zm>dW + Zjé[c e(Pl_pj|Z/11> L] e(S()—WlZm>dW

By Lemma 3.4.8 the second fraction (3.36) goes to 0. For the first fraction we compute:

jelg elpi=pikn) ij e~V (v + pi)dy

(3.35) = Zjelc e{P1=pjlzm) ij e~ Wz gy + Zjelc e{P1=Pjlam) ij e—Wlzm) dyy
fSl e v+ pdv + ¥ e eP1=piln) ij e~V (v 4 pi)dy
= fUl e~V gy + f e~k dy + 3 e eP1=pjlzm) fS j e mdw + ¥ g, e{P1=Pjlen) fS j e—Wlzm)
fsl ee t‘wj,;dw v+ pdv + Xjer\y e(Pr=piline) fsj %(V + pj)dv
RE % UIZ<<VM||m,:>deV+ Zjelc\{l}e<p'_”"'z’”'5>fs_,. %dw 3 jatg PP [ %
50 + P1+ Drerg\(1) AP1=rilt) (50 + p))
L+ Sretoyy €017P2)
 Sierg Pl (p; + 50) _ mE (o),
B Dl elpirsole) !
because the vertices of E = G + s are given by &g = {pj + 50 | j € Ig}. O

Let us now proof Theorem 3.4.7 using the two lemmas above.

Proof of Theorem 3.4.7. We want to show that the map m is a homeomorphism between ngr and
B5. Bijectivity follows directly from Lemma 3.3.9 because the proof given there was for a general
compact convex set C independent of its shape. In the last part of the proof we have to use Lemma
3.4.9 to show that the image m(R") C int(C) is closed.

For continuity from the interior we use again Lemma 3.4.9 to see that when (z,,)men 1S @ sequence
converging to a horofunction g, then

m(zm) = m%(z) — mE(p) = m(hg,p).
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Now let (hEm, Pm)m C OnorX3 be a sequence of horofunctions converging to a horofunction Ag ), €
OnorX3. The boundary of Bj has infinitely many extreme points but we can decompose it into
finitely many parts each consisting of extreme sets of the same type. To do so, denote by A7 C 0B3
fori =1,...l, aconnected component of r-dimensional extreme sets. In Figure 3.27 (page 105) on
the right, each colored part is one connected component: A? is blue, A; is green and Ai2 is orange.
We already had A? = A; the connected components of extreme points before. For r = n — 1 each
connected component consists of a single facet, so /,_; = k. Then

By the finiteness of the number of these components, (hEm,pm)m has a subsequence such that the
sequence (Ey,),, of associated faces lies in one component A7. If r = 0 or r = n — 1 we know by
Theorem 3.3.10 that m(hg,, p,,) — m(hg, ). So assume O < r < n— 1. Then each E,, is of the form
E, = G + s, where G = conv{p;| j € Ig} C P is an r-dimensional face and s,, € § are extreme
points. Therefore we have

2jelg e~ Pitsnlen) (p 4 s,)
m(hEm,p,,,) = :
ZI_EIG e‘(ﬁ_/+3m|pm>

Let E = G’ + s be the decomposition of E where G’ C G is a face and s € § with s, — s. If
G’ = G then p,, € T(E,,))" = T(E)" = T(G)" converges to p € T(E)*, and we get

2jels e_<pj+sm|pm>(pj + Sm) 2jel; e‘<”f+s|”>(pj +5)

—
ZjE[G e_<Pj+Sm|pm> ZjEIG e_<17_/'+slp>

m(hEmwpm) = = m(hE,p)-

If G’ ¢ G is a proper face then p,, € T(G)* is unbounded by Lemma 3.2.2. As all sets E,, are
parallel to G (and therefore of course also to each other) we conclude in the same way as in the
polyhedral case of Theorem 3.3.10 by considering the unbounded sequence (p,,),, in the subspace
T(G)*. Thereby we get

m(hE”hpm) — m(hEJ,).

So we have shown bijectivity and continuity of the map m. Since our spaces considered are
Hausdorft, we conclude that m is a homeomorphism. O

Let us put all previous main results of this chapter in a common theorem:

Theorem 3.4.10 Let X be a finite-dimensional normed vector space. Let B C X be a unit ball and
B° € X* its dual such that they belong to one of the following cases:

D The unit ball is polyhedral.
II) The unit and the dual unit ball have smooth boundaries.
III) The space X is two-dimensional and Ep- has finitely many connected components.

1V) The dual unit ball B° is the Minkowski sum of a polyhedral and a smooth dual unit ball with
only extreme points.

Let (Zn)men be an unbounded sequence in X. Then the sequence (Y, ),,cy converges to a horo-
function hg: , associated to an extreme set E’ C B° and a point p € T(E’)"* if and only if the
following conditions are satisfied:
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1) E := aff{D(x) | x € X} N B° is extreme.
2) The projection (2, g)mer Of (Zm)men to T(E)* converges.
Further, E' = E and p = limy,—00 Zm.E-

Additionally the horofunction compactification of X is homeomorphic to the dual unit ball B°:

)_(hor ~ B°. o
3.4.3 Refinement of Compactifications

Given two norms on a space X we constructed a third norm on X as the sum of the other two in
the previous section. A question that comes up now is how to compare the associated compactifi-
cations of the same space equipped with different norms.

Definition 3.4.11 Let X;, X, and X_3 be three Hausdorff compactifications of a space X. Then X_3
is called a refinement of X if the identity map on X extends to a continuous map X3 — X.
If X3 is a refinement of both X; and X5, then it is called a common refinement. o

Lemma 3.4.12 ([BJO6, Prop. 1.16.2]) Given WO cﬁmpactiﬁcations X, and X,, then they admit a
unique least common refinement denoted by X; V X». o

Theorem 3.4.13 Let two norms ||-||1, ||||> on a finite-dimensional normed vector space X belong
to one of the three cases I) - III). Let a third norm on X be defined as

-l == -l =+ []fl2-

Forj=1,...,3setX; := (X, |l
—hor

—hor . —h
Then X30r is the least common refinement of X, and X, . o

—hor . <h <h S
Proof. To see that X 3wr is a common refinement of X lor and Xzor we have to show that the identity

. <h = <h =/ .
map on X extends to continuous maps fj : X30r — XIIW and f5 : X30r — X2wr of the compacti-

fications.
Using the previous notations E' = E; + E», p; = projg, (p) and py = projg,(p), we define the maps
in the following way for j = 1,2:

—hor —hor xeX — x€X,
s Xy = X5 hep €0 he, p, €0
Ep € horX3 L Ej.pj € hoer-

. . . . . . <h
As the Minkowski sum is symmetric, we will show everything only for f; and X lor. The proof for

—h
f> and Xzor goes the same.
By construction, £ C Bj is an extreme set and p; € T(E})*, where T'(E1)* has the same dimension
as E|. Therefore the map f| is well-defined.

We have to show continuity both for a sequence (z,,),, € X of interior points and a sequence
(hE,,.pm)m S OnorX3 of horofunctions. The convergence from the interior is exactly the content of
Lemma 3.4.6.

For the convergence within the boundary, let (hEm P )m C 0pnor X3 be a sequence in the horofunction
boundary with respect to ||||3 such that g, ,, — hg p € OporXs.
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For each extreme set E,,, E C BS let E,, = Ey 1 + Ejp and E = Ey + E; be its unique decom-
positions with E,, ;, E; C Bo extreme sets for j € {1,2}. By p,,; = (Pm)1E, ) € T(Ep;) and
pj = pr(g; we denote the prOJections of p,, and p for each m € N. Then

hEm,l’pm,l + hEm,2»pm,2 = hEnqu hEaP = hEl,Pl + hEZaPZ'

Assume that (hEm,hPm,l)m converges to some Ag, 4, With G; € B} and q; € T(G;)" and similarly
hEps.pm2 — NGyrg, With G2 C BS and g2 € T(G2)". Again using the unique decomposition of the
Minkowski sum as above (see Equation (3.32) and below), wo conclude

E=G+G,
P=q1t+q

and therefore

E1 = G1 andEz = G2
p1 =q1and py = q2.

Therefore fi, f, are continuous extensions of the identity to the boundary and we have shown that
X; is a common refinement of X; and X,. It is the least common refinement because there is a
unique decomposition of faces of BS into those of B} and B; which determines the convergence
behavior. Adding another compact convex set to B still gives a refinement of X, and X,, but not
the least common refinement. O

Remark 3.4.14 Now that we know that )_(;W is the least common refinement of Y?( and Xh "
Lemma 3.4.6 is a special case of [GIT98, Lem. 8.23]. o

3.4.4 Example

An example of a norm that is obtained as the sum of a polyhedral and a smooth norm, is the
following:

Example 3.4.15 We consider R? with the norm

l(a, b, o)l = lal + b + |c] + Va?* + b% + ¢?

for all (a, b, ¢) € R3. Then ||-|| is the sum of the 1-norm ||-||; and the Euclidean norm ||-||,.

The dual unit ball B® of ||| is the Minkowski-sum of the dual unit ball B of [|||;, which is a unit
sphere, and the dual unit ball of ||-|,, which is a cube. Figure 3.27 shows how to obtain B° by
putting a sphere on each corner of the cube (left) and then taking the convex hull (middle). B°
is shown on the right. The 8 blue parts AS? are connected components of extreme points, the 12
green parts A1 are one-dimensional extreme sets and the orange parts are the 6 facets. Dividing
the sphere centered at the origin in its eight parts S ; each in one octant, then a blue part A0 of B° is
the sum of one the S ; C dS and the vertex of the cube in the same octant. The green components
A} arise as the sum of the boundary of two neighboring components S; N Sk of the unit sphere and
an edge of the cube that connects the two corresponding octants. Finally, the faces are obtained as
the sum of a point which is the intersection of four components of S and a facet of the cube.

The unit ball B corresponding to B° can be imagined as a blown up octahedron with vertices on
the axes at distance % from the origin. The vertices and the parts in the coordinate planes are not
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N
N

Figure 3.27: The dual unit ball as sum of a cube and a sphere.

Figure 3.28: The corresponding unit ball B.

smooth, giving the one- and two-dimensional faces of B°. The parts of B within a quadrant are
smooth, giving the blue parts of B°. A picture of B is drawn in Figure 3.28.

Let us now look at the converging behavior of some sequences to see how convergence with respect
to ||-|| is related to convergence with respect to ||-||; and [|-||>.
Let the following sequence be given:

Zm = (_m’ a, b)

for some a, b € R. Then with respect to |||, the sequence ¥, converges to the horofunction hg, ,,
with face E; = {(1,y,2) € R3 | [vl, |z] < 1} and parameter p, = (0,a,b) € T(E1)*. With respect to
Il the sequence converges to a horofunction associated to the extreme point £, = {(1,0,0)}. So
we know that

lr//Zm - hE,p

with
E={2y2eR|plLI=<1],
p=1(0,a,b).

Let us look at a different sequence, now we take

Ym = (—am,—bm, c)



106 Chapter 3. Horofunction Compactification

where a, b > 0. With respect to the two norms (for j = 1, 2) we have ¢£;L|j — hg; p, with

E;={(1,1,2)|lz] £ 1}, p1 =1(0,0,0),

— a b —
B={ o) n=o

The extreme set to which (lﬁym )m converges to with respect to ||-|| is thereby given as

lz| < 1}

In Lemma 3.4.6 we saw that the convergence with respect to ||-|| is uniquely determined by the
convergence behavior with respect to ||-||; and ||-||2. To see this, let us look at a sequence that does
not converge for B; but does for B;. Let

E =

{(1 + a4 , 1+ b , z)
Va? + b? Va2 + b?
and p = (0,0, ¢).

Xm = (m, sin(m), cos(m)).
Then

W, (X) = 1ot = x| = [l

= \/(m — x)2 + (sin(m) — y)? + (cos(m) — 2)? + |m — x| + |sin(m) — y| + |cos(m) — z|
— Vm? + 1 — m — |sin(m)| — |cos(m)|

does not converge. Looking more carefully, we see that the two summands with the roots together
converge, they come from ||-||; and indeed, ( L'Cnljz)m converges. But the other parts do not converge

because of the signs of sin and cos and also ( l)lcrlrll) does not converge. o
m



4 Symmetric Spaces

Symmetric spaces arise in many areas of mathematics and physics and are an important class
of Riemannian or Finsler manifolds. Especially helpful is their close relation to Lie groups and
Lie algebras. In this chapter we examine the horofunction compactification of a symmetric space
X = G/K of non-compact type.

The symmetric space X carries a G-invariant Finsler metric and we could determine the horofunc-
tion compactification of X as a metric space, but this is rather difficult. Instead we apply our results
on the horofunction compactification of a finite-dimensional normed space to a maximal abelian
subalgebra a contained in the Lie algebra g of G whose norm will be obtained by the G-invariant
Finsler metric on X. The corresponding flat F = exp(a) in X, that is, a complete totally geodesic
submanifold isometric to some R¥, can be seen as a subspace of X and therefore one compacti-
fication of F is its closure in the compactification of X. It is also a metric space of its own by
the connection to a and thus has an intrinsic horofunction compactification. Our first main result
(Theorem 4.2.18) will be that these two compactifications of F coincide. Afterwards we compare
the horofunction compactification of X with two other well-known compactifications of X, namely
the Satake and the Martin compactification. We give an explicit description of how to realize a
Satake (Theorem 4.3.22) or a Martin compactification (Theorem 4.4.2) of X as a horofunction
compactification respect to an appropriate G-invariant Finsler metric.

4.1 Preliminaries on Symmetric Spaces and Finsler Metrics

In this section we give some background about Lie theory, Symmetric Spaces and Finsler geom-
etry. Basic references are [Hall5], [Hel78], [Kna02] and [KirO8] for Lie Groups and Symmetric
Spaces and [P1a95], [Run59] or [BCSO00] for Finsler Geometry.

4.1.1 Lie Groups and Lie Algebras

We first recall some basic properties of Lie groups and Lie algebras that we will need later to
determine the horofunction compactification of a symmetric space of non-compact type.

Definition 4.1.1 A Lie Group is an algebraic group (G, *) that is also a smooth manifold such that
the following holds:

1) the group operation G X G — G; (g, h) — g = h is smooth,
2) the inverse map G — G; g+ g~ is smooth. o

A Lie group homomorphism (respectively isomorphism) is a homomorphism (respectively iso-
morphism) of Lie groups that is a smooth map.

107
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Example 4.1.2 We give some examples of Lie groups. Let K =R or K = C.
e (R",+) and (R" \ {0}, -) are Lie groups
e (S!,-)is a Lie group

e GL(n,K) = {A C Mat,(K)| det(A) # 0} C K™ is a (matrix) Lie group. Some of its
subgroups are Lie groups as well and called the classical groups:

SL(n,K) = {A € GL(n,K) | det(A) = 1}
O(n) = {A € GL(n,R) | AAT = 1}
SO(n) = {A € O(n) | det(A) = 1}

U(n) ={A € GL(n,C) | AA = 1}
SU@n) ={A € U(n) | det(A) = 1}

e GL(V) = Aut(V), the set of automorphisms, of a K-vector space V is a Lie group with
the composition as group structure. If V is finite-dimensional, GL(V) and GL(n,K) are
isomorphic. o

Note that a Lie group does not have to be connected. Therefore we often consider the connected
component of the identity.

Proposition 4.1.3 ([KirO8, Thm. 2.6]) Let G be a real or complex Lie group and denote by G°
the connected component of the identity. Then G° itself is a (real or complex) Lie group. o

Definition 4.1.4 A Lie Algebra is a vector space V over a field K that carries a bilinear operation
(called bracket operation or Lie bracket)

[,]:VXV—>V

(x,y) — [x ],
that satisfies the following conditions:
1) [x,x] =0forallx eV,
2) [x, [y,zll + [y, [z, x]] + [z, [x,y]] = O for all x,y,z € V (Jacobi identity). o

We will consider Lie algebras over K = R or K = C. In these cases, where the field has character-
istic zero, the first condition is equivalent to antisymmetry: [x,y] = —[y, x].

A Lie algebra homomorphism (respectively isomorphism) f : Vi — V5 is a linear homomorphism
(respectively isomorphism) of Lie algebras V1, V; such that

f(lxyD = [f (), f()]

for all x,y € V.

Example 4.1.5 We give some examples of classical Lie algebras.

o R with the Lie bracket [x, y] := xy — yx is a Lie algebra with trivial Lie bracket.
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e gl(n,K) for K = R or K = C is a Lie algebra with the commutator as Lie bracket containing
all n x n matrices over K. Some of its subalgebras are:

sl(n, K) = (X € gl(n, K) | tr(X) = 0}
so(n) = {X € gl(n,R) | X = —XT} (this implies tr(X) = 0)

un) = (X € gl(n,C) | X = =X}
su(n) = {X € u(n) | w(X) = 0}

e gl(V) = End(V), the set of Endomorphisms, of a K-vector space V is a Lie algebra with the
commutator as Lie bracket. In the case where V is finite-dimensional, it is isomorphic to
gl(n, K). )

Connection between Lie group and Lie algebra

Let (G, *) be a Lie group. We now want to assign a Lie algebra g to G. Denote by LV(G) the
set of all left-invariant vector fields on G and by 7 : LV(G) — T.G; X — X, the evaluation at
the identity e € G. Then « is a linear isomorphism. We want to establish a Lie algebra structure
on T,G. As T,G is the tangent space of a manifold, it is a vector space of the same dimension as
the manifold G. So it remains to define a Lie bracket on 7.G. It will be induced by a Lie bracket
on LV(G). Note that by the isomorphism r, the set LV(G) also carries the structure of a vector
space and becomes a Lie algebra with the commutator as Lie bracket:

Lemma 4.1.6 ([Kna02, 1.1, Ex.(5)]) The bracket operation [X,Y] := XoY —-Yo X forall X,Y €
LYV(G) makes LYV(G) into a Lie algebra. o

Now that we have turned LV(G) into a Lie algebra, we want to use the isomorphism 7 to carry
the Lie bracket over from LV(G) to T,G:

Lemma 4.1.7 ([Kna02, 1.10 (p.69)]) Define a bracket operation on T,G as the induced Lie bracket
of :

(X, Y] := a([z~'(X), 77 (1)]) VX, Y eT.G.
With this bracket operation, T,G is a Lie algebra and the map n is a Lie algebra isomorphism. ©

Definition 4.1.8 Let (G, %) be a Lie group. The Lie algebra g of G (also denoted by L(G)) is the
Lie algebra T,G with the Lie bracket defined above. °

Lie’s third Theorem states that given a Lie algebra g, we can find a Lie group G that has g as
its Lie algebra. But since £(G) = T.G is a local property, G is not necessarily unique if G is not
connected. But there is a unique connected simply-connected Lie group G with £(G) = g (see also
[Kir08, Cor. 3.43]). Therefore when speaking about the Lie group G associated to a Lie algebra,
we mean G°, the connected component of the identity.

The map between a Lie algebra g to its Lie group G is given by the exponential map:

Definition 4.1.9 ([Hel78, Ch. II, Prop. 1.4, Cor. 1.5]) Let X € g and let yx : (R,+) — G be the
unique geodesic such that yx(0) = X. Then the exponential map exp : § — G is defined by

exp(X) := yx(1). o

The map exp is not a global diffeomorphism but there are neighborhoods 0 € U C gande € VC G
such that the restriction exp;; : U — V is a diffeomorphism.
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Remark 4.1.10 ([Kir08, Ex. 3.3]) For matrix Lie groups G € GL(n, K) the exponential map exp
as defined above coincides with the exponential of matrices: e* = Y, /2—]; for A € gl(n,K). So the
Lie algebra £(G) is given by

L(G) ={A e gl(n,K) | ¢ € GVt € R}.
Note that for X € gl(n, K) it holds
det(e¥) = ™, 4.1)

which can easily be seen for diagonal matrices but also holds in general by Jacobi’s formula. o

Example 4.1.11 Let us consider the matrix Lie groups and Lie algebras given in Example 4.1.2
and 4.1.5. The Lie group GL(#, K) consists of all invertible matrices. As for all X € gl(n, K) the
exponential ¢’X is invertible for all € R, we have

L(GL(n,K)) = gl(n, K).

The condition for a matrix to be in SL(n, K) was to have determinant equal to 1. By Equation
(4.1), the matrix X € gl(n,K) lies in SL(n, K) if and only if tr(X) = 0. This was exactly the
defining condition for sl(n, K) and we get

L(SL(n,K) = sl(n,K).

Now let us consider the Lie group O(n) which had AAT = 1 as defining equation. This implies
that A and A7 commute. Let X € gl(n, K) with A = ¢X. Then A7 = &X' and we get

T T
1=AAT=eXeX :€X+X

because X and X7 also commute. So we need X + X7 = 0 for X to be in £(O(n)). The skew-
symmetry implies tr(X) = 0 with was the equivalent condition for det(¢X) = 1. Therefore

L(0®)) = L(SO(n)) = so(n, K).
A similar calculation shows that

L(U(n)) = u(n)
L(SU(n)) = su(n).
Here we get different Lie algebras associated to U(n) and SU(n) because the condition X = —XT
does not imply tr(X) = 0. )

The strong connection between Lie groups and their algebras can also be seen in terms of homo-
morphisms. By taking the differential, Lie group homomorphisms (respectively isomorphisms)
induce Lie algebra homomorphisms (respectively isomorphisms):

Lemma 4.1.12 ([Kna02, 1. 10 (p.72)]) Let G, H be Lie groups and let g, be their Lie algebras.
If f : G — H is a Lie Group homomorphism (respectively isomorphism), then its differential
(d f)e : ¢ = b is a Lie algebra homomorphism ((respectively isomorphism). o

We now want to recall the definition of representations of Lie groups and Lie algebras which will
especially lead us to the adjoint representation that plays an important role in the theory of roots
below.
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Definition 4.1.13 Let G be a Lie group and V be a finite-dimensional real vector space. A Lie
group representation is a homomorphism of G into the general linear group of V:

0:G —s GL(V)

A group homomorphism p : G — PGL(V) is called a projective representation. o

Definition 4.1.14 Let g be a Lie algebra over a field K and let V be a K-vector space. A Lie
algebra representation is a Lie group homomorphism of g into gl(V):

p:g— gl(V). o

Remark 4.1.15 As gl(V) is the Lie algebra of GL(V), a Lie group representation p : G — GL(V)
induces a Lie algebra representation (d p). : g — gl(V). o

For us the most important representation will be the adjoint representation which is associated to
the Lie bracket. For some g € G let ¢, : G — G denote the conjugation by g that sends & € G to
ghg™!. This is a Lie group isomorphism and its differential

Ad(g) = (dcg)e ‘g—g

is an isomorphism of Lie algebras and especially it is a linear isomorphism. So for each g € G we
associated an element in GL(g) to it, in other words, we have a map

Ad: G — GL(g)
g — Ad(g).

The map Ad is a Lie group homomorphism and called the adjoint representation of G. Its dif-
ferential is a Lie algebra representation also called the adjoint representation of g, and is given
by

ad := (dAd), : — gl(g)
X +— ad(X),

where ad(X)(Y) = [X, Y].

4.1.2 Symmetric Spaces

In this section we want to give a short overview over the theory of symmetric spaces of non-
compact type and their connection to Lie groups and Lie algebras.

Definition 4.1.16 A (globally) symmetric space X is a connected Riemannian manifold (X, g)
with an isometry s, : X — X for every point p € X, such that p is a fixed point of the isometry,
sp(p) = p, and such that the differential at p is direction-reversing: dsp| = idr,x. o

Remark 4.1.17 Let y be a geodesic on X with y(0) = p, then s,(y(#)) = y(-t). Since additionally
sf) = idy, the isometry s, is also called a geodesic symmetry. o

From now on let X denote a symmetric space if not stated otherwise. Products of symmetric spaces
are again symmetric spaces. Any irreducible symmetric space X allows a decomposition

X=E"x X, xX_
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where E" is of Euclidean type, X, is of compact type and X_ is of non-compact type. Symmetric
spaces of Euclidean type are flat and are isometric to some R". A symmetric space of compact type
has non-vanishing sectional curvature > 0 and is compact. We are interested in symmetric spaces
of non-compact type, who have non-vanishing sectional curvature < 0 and are non-compact' The
isometry group of a symmetric space of non-compact type is also non-compact and semisimple.

From now on let X be a symmetric space of non-compact type.

Equipped with the compact-open topology?, the group Isom(X, g) of isometries becomes a lo-
cally compact topological group that acts continuously on X. As the topology on X comes from
the distance associated to the metric g, the compact-open topology on Isom(X, g) coincides with
the topology of uniform convergence on compact subsets. By the Myers-Steenrod Theorem,
Isom(X, g) carries a smooth structure which is compatible with the group structure. Therefore

G :=Isom(X, g)
carries the structure of a Lie group (see also [Hel78, Ch. IV, Lem. 3.2]).

We fix some point pg € X and denote the stabilizer of pg in G by

K :=Gp = {f € G| f(po) = po}-
Then K is a compact subgroup of G ([Hel78, Ch.IV, Thm. 2.5]).

The group G = Isom(X, g) of isometries and also its connected component G° of the identity act
transitively on X. So X is a homogeneous space and we can identity the symmetric space X with
the space of left cosets G°/K:

Proposition 4.1.18 ([Hel78, Ch. IV, Thm. 3.3]) Let (X, g) be a symmetric space with isometry
group G = Isom°(X, g) and K = G, for some py € X. Then K is a compact subgroup of G and

G/K =X
by the analytic diffeomorphism gK — gpy. o

Recall that we only consider symmetric spaces of non-compact type. In that case, the Lie group G
is a semisimple Lie group with trivial center ([Ebe96, Prop. 2.1.1]).

So far we came from the geometric side of the story and assigned a pair of Lie groups G, K to a
symmetric space X. This allows us to work with Lie groups and compact subgroups when talking
about symmetric spaces.

We could also have defined a symmetric space algebraically via a (Riemannian) symmetric pair.
This is a pair (G, H) of Lie groups satisfying an inclusion relation with respect to an involutive
automorphism o on G. Let

G”:={geGlo(g) =g}

denote the set of fixed points of o and (G7)° its connected component of the identity.

"Here is a precise definition: A symmetric space M is called a symmetric space of non-compact type, if M is of non-
positive sectional curvature, simply connected and not the Riemannian product of an Euclidean space R* (k > 1)
and another manifold N.

2This topology is generated by the open sets W(U,C) := {f € Isom(X, g) | f(C) € U}, where U C X is open and
C C X is compact.
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Proposition 4.1.19 ([Hel78, Ch. IV, Thm. 3.3]) Let X = G/K be a symmetric space with G =
Isom°(X, g) and K = G, for some pg € X. Then the mapping

Op - G—G

h— Spo h Spo
is an involutive automorphism of G such that

(G7m)° C K € Gn. o

Note that with the notations introduced on page 111 we have
Opy = Cspy

The result above motivates the following definition that brings us to the algebraic way of con-
structing symmetric spaces.

Definition 4.1.20 Let G be a connected Lie group and H < G a closed subgroup. We call (G, H)
a symmetric pair, if there is an involutive automorphism o : G — G such that

(G") CHCG".
If Ady € GL(g) is compact, (G, H) is called a Riemannian symmetric pair. o

Proposition 4.1.21 ([Hel78, Ch. IV, Prop. 3.4]) Let (G, H) be a symmetric pair with involution
o and  : G — G/H the usual projection. Denote by pg := n(e) = eH the image of the identity
element of G. Then with any G-invariant Riemannian metric h on G/H, the manifold G/H is a
symmetric space and the geodesic symmetry s, is independent of the choice of h and fulfills

Spy O =T O0. o

Example 4.1.22 We look at our favorite example from the algebraic side: let G = SL(n, R) and
K = S O(n). Then we define an involution on G with respect to the identity matrix pg = I, by

c=0,:6G—GC
g+— (g HT.
Then
G” ={geSLm,R)| (g =g} =SOn) =K

For n = 2, the space SL(2,R)/ SO(2) = H? is a model of the hyperbolic plane and SL(n, R)/ SO(n)
can be seen as a generalization of it. °

For a symmetric space X = G/K, the groups G and K are Lie groups. Therefore it is reasonable to
deal with X not only in terms of Lie groups but also via the associated Lie algebras to gain more
structure. Let o, be the involutive automorphism as in Proposition 4.1.19 and let g be the Lie
algebra of G. By the identification g = T,G we obtain the involution 6,, : ¢ — g given by the
differential

Opo = (dTpg)e-

The following connection using the exponential map between the involution o on G and 6, on g

holds true for all X € g:

o) = &),
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As 6,, is an involution, it is diagonalizable and the only possible eigenspaces are those to the
eigenvalues 1 and —1. Then the positive eigenspace

t:={Xeglb,,X =X} 4.2)

turns out to be the Lie algebra of K, see [Hel78, Ch. IV, Thm. 3.3]. For the negative eigenspace
we set

p:={X €glb,X) =-X}. 4.3)
We can write g as the direct sum of vector spaces
g=t®np.
This decomposition is called the Cartan decomposition of g with Cartan involution 8.
As 0, preserves the Lie bracket, that is 6,,[X, Y] = [0,,(X), 8,,(Y)] for all X, Y € g, it holds:
[tflCt, [t p] C », [p,p] C T

The usual projection 7 : G —» G/K = X; g — g.po is a submersion and its differential d(r), has
kernel t. Therefore we get the isomorphism

p=TpX.

Example 4.1.23 For the space SL(n,R)/S O(n) with n > 2 the group G = SL(n,R) is semisimple
with Lie algebra
g =sl(n,R) = {X € gl(n,R) | tr(X) = 0}.

We want to determine the subspaces p and t as the eigenspaces of the involution 8,,, = d(c,).. In
Example 4.1.22 we defined the involution on G via o(g) = (g™HT. Therefore Op(X) = —XT for
all X € g. For the eigenspaces we get:

p={Xeglb,X)=-X)={Xeg|X =X)
={X egl(n,R)| t(X) =0, X = X"}

is the space of traceless symmetric matrices and
t={X€g|6,X)=X}={Xegln,R)| X =-X"} = s0(n)

are the skew-symmetric matrices. o

4.1.3 Root Spaces

We will now investigate more the structure of G and g of symmetric spaces of non-compact type,
that is, of semisimple Lie algebras. References for this section can be found in [Ebe96, p.711f],
[FHO1, §14] or [Kna02].

Recall the Cartan decomposition g = £@® p where p was the eigenspace of 6, to —1 and p = T, X.
Let a C p be a maximal abelian subalgebra. Note that p is not an algebra itself, so by an abelian
subalgebra of p we mean a subspace of p that is an subalgebra of g. As [p, p]Np = {0}, a subalgebra
of p is automatically abelian. There is not a unique maximal abelian subalgebra a C p but all of
them are pretty similar to each other:
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Lemma 4.1.24 ([Hel78, Ch. V, Lemma 6.3])

(i) All maximal abelian subalgebras of p are conjugate to each other over K, that is, for all
a,a’ C p maximal abelian there is a k € K such that Ad(k)a = a.

(ii) Let a be a maximal abelian subalgebra of p. Then p = Ad(K)a = | J;ex Ad(k)a. o

The dimension of a maximal abelian subspace of p is independent of our choice of a. So we will
give it a name.

Definition 4.1.25 Let X be a symmetric space and p as above. The rank of X is the dimension of
some maximal abelian subspace of p. o

The rank of X can alternatively be defined as the maximal dimension of any flat totally geodesic
subspace of X, a so-called flat:

Definition 4.1.26 A k-flat F in X is a complete, totally geodesic k-dimensional submanifold of X
isometric to a Euclidean space R¥. °

The two different ways of defining the rank of X are justified by the following lemma:

Lemma 4.1.27 ([Ji05, Prop. 4.70]) Let a be a maximal abelian subalgebra of p and py € X a
chosen basepoint. Let A := exp(a) be the corresponding subgroup of G.

(i) The orbit F := A.pg is a k-flat in X.

(ii) Any k-flat of X passing through the basepoint pg is of the form F = exp(a).po for some
maximal abelian subalgebra a C p. o

By the close relation between maximal abelian subalgebras and k-flats, it is not surprising that
k-flats are also conjugate to each other:

Proposition 4.1.28 ([Ebe96, Prop. 2.10, p.85]) Let F| and F, be k-flatsin X and p1 € F1, ps € F3
points. Then there is a g € G such that g(p;) = p» and g(F1) = F». o

To determine the horofunction compactification of a we need a bilinear form on it. We take the
Killing form k of g:

k:gxg—K,
X,Y) — k(X,Y) := tr(ad(X) o ad(Y))

As X is of non-compact type, the Killing form « is a positive definite bilinear form on p. On the
vector space i, k is negative definite and a positive definite bilinear form on g is given by

Gpo(X,Y) = —k(6,,(X),Y) forX,Y €g,

where 6, is the differential of the involution o, at e € G. With respect to « and ¢, the subspaces
p and f are orthogonal ([Ebe96, 2.7.1]).

Example 4.1.29 Let us determine the Killing form « on gl(n, C). A basis of the space is given by
the se of matrices {E"/ }i.j» where E' is the matrix with an 1 at the (i, J)-entry and zeros anywhere
else. For some X, Y € gl(n, C) we compute for the (a, b)-component of (ad(X) o ad(Y)) (EX):

X, 1Y, EMNap = D (Xaml ¥ E¥ Yy = 1%, E)amXons)
m
= Z XamYmiomw) — Xa Y — XipYar + Z (Xonp YimOax)
m m

= (XY)ar0pr + Y X)p0ak — Xak Yo — X Yak-
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The entire matrix then is given by
X, [¥, B = ) IX, [V, Ml B
a,b

= Z (XY)akOp1 + (Y X)1p0ar — Xt Yip — Xip Yar) E
ab

= > (XDE" + > (YX)E" = 3 (XY E™ + X Yk E).
a b a,b

The coefficient of this matrix with respect to the basis element E¥ is

ey = Z Oak (XY )i + Z op(YX)p — Z OakOpt(XarYip + XipYar)
a b ab

=XV + YXu — XY + XuYik).
To get the trace of the map ad(X) o ad(Y) we now have to sum over all these coefficients:

tr@d(X) o ad(¥)) = > ew=n Y XYk +n > (YXu -2 )" XuXu
k 1 k.l

k1l
=2ntr(XY) — 2 tr(X) tr(Y).

On gl(n, C), the Killing form « is thereby given as
k(A, B) = 2ntr(AB) — 2 tr(A) tr(B) VA, B € gl(n, C).

The Killing form « on sl(n, C) now can be obtained by restricting the Killing form of gl(n, C) to
sl(n, C). Therefore we obtain

k(A,B) = 2ntr(AB) VA, B € sl(n, C). °

The adjoint representation ad(X) for any X € p is symmetric with respect to the Killing form, that
is,
k(ad(X)Y,Z2) = k(Y,ad(X)Z) VY,Z e p.

Now let a C p be a maximal abelian subspace. Then [X, Y] = 0 and by the Jacobi identity, the
operators ad(X) and ad(Y) commute for all X,Y € a. Therefore all maps ad(X) with X € a are
simultaneously diagonalizable with a x-orthogonal transformation. For each @ € a* = Hom(a, C)
we thus define the following subset:

go =X €glad(H)X =a(H)X VH € a}.

Definition 4.1.30 A linear map « € a* \ {0} is called a root, if g, # 0. Then g, is the root space of
a. By X we denote the set of roots:

Y :={o€a’|aisaroot}. o

¥ is non-empty and furthermore we get the root space decomposition

By the definition of the adjoint representation we have ad(H)(X) = [H, X] and therefore, since a is
abelian, it holds a C gg. If @ is a root, then so is —a. Furthermore, for two roots a, 8 € X it holds
[8a> 88] C Ge+p if @ + B € X is again a root and equals O otherwise ([Ebe96, 2.7.3.]).



4.1. Preliminaries on Symmetric Spaces and Finsler Metrics 117

For a root @ € X C a* its kernel ker(@) = {H € a|a(H) = 0} is a hyperplane which divides
the vector space a into several connected components. We will often identify a with a* using the
Killing form «: for an element @ € a* we set H, € a to be the unique element such that

k(H,,H)=a(H) VYH € a.
Given two linear maps a, 8 € a* we also use the notation
k(a,B) = k(Hy, Hp).
Definition 4.1.31 The connected components of a \ | J,cs ker(a) are called Weyl chambers. o

An element H € a that lies in the interior of a Weyl chamber is called regular, that is, a(H) # 0
for all @ € X. Otherwise H it is called singular.

Now we fix one Weyl chamber a* of a. Then a root « is called positive (denoted by a > 0) if it is
positive on a*. The Weyl chamber a* is called the positive Weyl chamber and the set of positive
roots is denoted by X*:

Tri={aeX|a(H)>0 YH € a*}.

Definition 4.1.32 A positive root @ € X* is called simple, if a is not the sum of two positive roots.
The set of simple roots is denoted by A:

A :={a € ¥ | a(H) is not the sum of two positive roots}. o
The simple roots form a basis of X in the sense that we can express every root as a linear combi-
nation of elements in A with integer coeflicients which are either all > 0 or all < 0.

Example 4.1.33 As an example, let us look at the roots in sl(n, C). An abelian subalgebra is given
by the diagonal traceless matrices:

1

a:= {H = diag(hy, ..., hy)

Zhizo}.

Let @ € a* be a linear map. For « to be a root, the equation
[H, X] =a(H)X forallH €a

has to have a non-trivial solution. As [H, X];; = (h; — hj)X;; this is satisfied for @ = «;; with
i # j€{l,...,n}, where ;; € a” is given by

@;j(H) = h; = hj,
for every H = diag(hy, ..., h,) € a. The root space then is given as the span of the matrix E”/ with
entry 1 exactly in the (i, j)-component:
g(Y,‘j = CEU,

and gp = a. So the roots are
Z={Cb’ij€(l*|i¢j}.

Since an element H € a lies in the kernel of a root «;; if its i-th and j-th diagonal entry coincides,
the Weyl chamber decomposition yields:

a\ | ker(a;) = {diag(hl, by

(l,'_,'GZ

D> ohi=0, hi;thj\li;tj}.
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We fix a positive Weyl chamber

1

at = {dlag(h1, N

Zh,-zo, h1>...>hn},

then the positive roots are
= €Xi< j)
As all elements in a C p have to have trace zero, the simple roots are given by
A={aji|1<i<n-1}

Figure 4.1 shows the Weyl chamber system in the case of n = 4 with the Weyl chamber walls
given by the kernels of the roots. Each Weyl chamber contains diagonal matrices with pairwise

ker(aas)  ker(aaa)

| ker(aiz)

— ker(a34)

| [
ker(az4) ker(aas)

Figure 4.1: The Weyl chamber system of SL(4, C) with all Weyl chamber walls (LEFT) and the
positive Weyl chamber we chose (RIGHT).

distinct entries and two elements of different Weyl chambers differ form each other by the order

of their entries: two matrices H = diag(hy, ..., h,) and H" = diag(h’, ..., h,) € a with entries #; >
hy > h3 > ... > hyand h, > h| > h} > ... > h; belong to different Weyl chambers. As there are
n! possibilities to arrange n elements, we have n! Weyl chambers in sl(n, C). o

Associated to the Weyl chamber division is the Weyl group, which permutes the Weyl chambers.
Let Nk(a) := {k € K|Ad(k)a C a} be the normalizer of a in K and denote its centralizer by

Ck(a) :={k € K| Ad(k)H = H VYH € a}. Then Cg(a) < Nk(a) is a normal subgroup.

Definition 4.1.34 The quotient
.= Nk(a)
W=

is called the Weyl group. o

The Weyl group can also be expressed as Nx(A)/Ck(A). Sometimes (see for example [FHI1,
14.8]) the Weyl group is defined more geometrically as the reflection group generated by the
reflections at the Weyl chamber walls Q, := {8 € a* | B(H,) = 0} with @ € X. Then the reflection
of B € a* along Q, is given by

wo(B) = p— 28D,
k(a, @)

These different characterizations are based on the following lemma:

Lemma 4.1.35 ([Ebe96, section 2.9]) The Weyl group ‘W is discrete and finite and acts simply
transitively on the set of Weyl chambers. It is generated by the reflections in the hyperplanes
ker(a) fora € A. o
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Example 4.1.36 We want to continue the example of SL(n, C) and compute its Weyl group. We
start with the normalizer

Nik(a)={ke K|kHk ' €a VHe€a).

Let H = diag(hy,...,h,) € a be a diagonal matrix with }; #; = 0. Then for a component of the
conjugate of H by some k € K we get with k! = k'

(kHK™)ij = " hakiakja.
a

For the product to be an element of a again, we need all non-diagonal elements to be zero. Using
hy = — X" h; we get the condition

n—1
Z ha(kiakja - kmkjn) = 0 Vha € C

a=1

Therefore
kiakjq = kinkjn NYa=1,...,n—1.

Together with the orthonormality of k we get O = 3.} kj;kj; = nkj,kj, which then yields
kickja =0 Na=1,...,n;i# ]

So in each column of & there can only be one non-zero element. On the other hand, we know that
(kkT); = 3, ki% = 1, therefore not all elements of a row can be zero. As k is a square matrix, it has
to be a permutation matrix with entries 1 and —1, that is, one non-zero element in each row and
column. These describes the elements of the normalizer N (a).

For the centralizer Ck(a), the defining condition restricts to kHk! = H for all H € a. We get the
additional condition '
kHK" )i = > ik = hi Vi=1,....n.
t

Since Ck(a) € Nk(a), we get
Ck(a) = {diag(cy,...,cn) | ci € {£1}}.
So in the quotient we can neglect the signs of the elements of the permutation matrix and get
W = Nk(0)/Ck(a) = S,

that is, the Weyl group is isomorphic to the permutation group on n elements. Recall that we
saw in Example 4.1.33 that the Weyl chambers distinguish from each other by the order of their
elements, so permuting the n diagonal elements gives the action of the Weyl group on the Weyl
chambers. o

There is also a Cartan decomposition on the level of groups using the positive Weyl chamber a*:

Lemma 4.1.37 (Cartan decomposition; [Hel78], Thm.V.6.7 and Thm.IX.1.1) Let a* be a positive
Weyl chamber. Set A* := exp(a*) C G and denote by A* its closure. Note that A+ = exp(a*). For
every element g € G there exist some ki,k, € K and a unique a € A* such that g = kjak,. We
shortly write

G = KA*K,

and call this a Cartan decomposition of G. °
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Roots are special cases of weights, which are eigenvalues of representations. Let 7 : g — gl(V) be
an irreducible finite-dimensional representation. Then the vector space V decomposes in a direct

sum
V:EBV,
U

where u € a* are finitely many linear maps such that 7(H) acts on each V, by scalar multiplica-
tion:
T(H).v =u(H)-v VYVHea, veV,

The eigenspaces V), are called the weight spaces and the eigenvalues u € a* are called weights. So
the roots are exactly the weights of the adjoint representation.

For each representation there is a distinguished weight w., called the highest weight of the repre-
sentation 7. It has the property, that we can express all the other weights y; as

Hi == ) Cia®, (4.4)

aeA

where the c;, are all non-negative integers. As our representation is assumed to be faithful, u, # 0
(see [GJT98, Lem. 4.16]).

Definition 4.1.38 Let y; be a weight of the representation T and y, the highest weight. The support
of y; is the set
Supp(ui) = {a@ € Al cio >0} ={a € Al cio # 0},

where the ¢; , are the coeflicients as in Expression (4.4). o

Example 4.1.39 Let us continue our example of SL(4,C) with positive Weyl chamber a* =
{diag(h, ... h)|Zihi =0, hy > ... > hy .

1) We consider the adjoint representation whose weights are the roots. With respect to the
positive Weyl chamber a* the highest weight it /4.

Next we want to determine the support of the root @1>. Note that for all roots of sl(n, C) it
holds Qij+Qji = ik and aijj = —Qji foralli # j # k € {1,...n}. Thereby a1y = aja—a3—a34
and we see that

Supp(a12) = {23, @34}

Similarly we get the supports of the other positive roots:

Supp(a4) = 0, Supp(a4) = {12},
Supp(a13) = {a@3s}, Supp(ass) = {a12, @23},
Supp(az3) = {a12, @34}, Supp(a12) = {23, @34).

For the non-positive roots we have
@41 = @14 — 212 — 2023 — 234
and using this we compute for example
g = —a4 = —(a14 — @2) = @14 — @2 — 223 — 2a34.

As all positive roots have ¢;, € {0, 1} we see that all non-positive roots have support equal
to A.



4.1. Preliminaries on Symmetric Spaces and Finsler Metrics 121

2) Now we consider the standard representation, which is obtained by the standard inclusion

SL(n, C) — GL(n, C) with the standard action on C". From the condition H.v L u(H) - v for
all H € a, we obtain the weights 8; € a* fori € {1, ..., n} defined by

ui(H) = h;
for all H = diag(hy,...,h,) € a. The highest weight with respect to a* then is
Hr=p1 €0

Now we go on for n = 4. By the identification a = a* we get

1 . 31 1 1
Bi=pr = —dlag(z,—zy—z,—z)-

For the support of the other weights we compute for H = diag(hy,...,h4) € a
(Br — ai2)(H) = hi — hi + hy = B2(H),
which means that the support of 85 is aj2. Similarly we get:

Supp(B1) = 0, Supp(B2) = {@12},
Supp(B3) = {12, @23}, Supp(B4) = {12, @23.a34} = A.

For the other weights we again have
—B1 =1 — 212 — 2a23 — 2034

and we conclude as before

Supp(—B1) = Supp(—2) = Supp(-p3) = Supp(-B4) = A. o

4.1.4 Groups Associated with Subsets of Simple Roots

Let A be the set of positive roots and / C A a subset. Associated to this set / we will now define
analogs of the Lie algebras and Lie groups introduced before. The notations are compatible with
those in [GJT98]. Let

ay ;= mkera

be the intersection of the hyperplanes where the roots @ € I vanish. ay itself is a vector space with
a Weyl chamber system, which is exactly the restriction of the Weyl chamber system of a to a;.
Let o be the orthogonal complement of a; in a with respect to the Killing form : a = a; @ a’.
Denote by

Ay = exp(ay) and Al := exp(a)

the connected subgroups of A with Lie algebras a; and of, respectively. Then we similarly have
A=Arx AL

When we denote by
3= Cg(al )
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the centralizer of a; in g, we get a new semisimple Lie algebra g as the derived algebra of 3:
o' = [3,3].
Here again we get a Cartan decomposition g = ¥ @ p/, where
t ::fngl and pl ::pmgl.

The set o/ C p’ is a maximal abelian subalgebra. The Weyl chambers of a! are the orthogonal
projections of the Weyl chambers in a onto o/ and we get a positive Weyl chamber a’* as the
projection of a*. The roots then can be split up as £ = X; U X/, where

aeXl e aH)=0 VHEeuq.

Corresponding to the positive Weyl chamber we get the sets of positive roots X; and it

We now have the analogous structure theory as before associated to a subset I C A. Therefore it is
not surprising, that we can also construct an I-associated symmetric space X' that is a subspace of
X. This can be done the following way:

Let G be the Lie group associated to g, that is, G/ is the derived subgroup of the centralizer of A;
in G. The Lie group K! of ¥ is a maximal compact subgroup of G and KM is is the centralizer
of A;in K, where M = Cg(A). Then

x':=G'/K!

is a symmetric space of non-compact type that can be identified with the orbit X’ = G/.p,.

Similarly as before, W/ = Ngi(A")/Cki(A") is the Weyl group of G' while W; < W is the
subgroup generated by the reflections in the hyperplanes ker(a) for a € 1.

Letn = EBQ s+ 8o be the Lie algebra obtained as the direct sum of the positive root spaces and N
the associated nilpotent Lie group. It has a connected subgroup N; < N associated to / with Lie
algebra

Example 4.1.40 To get an idea what these definitions mean we look at SL(4, C) and some subsets
of simple roots. We know by Example 4.1.29 that the Killing form on sl(4, C) is given by

k(A, B) = 8tr(AB).
Recall from Example 4.1.33 that the simple roots are given by
A ={ai2, az3, @34}

where @;j(H) = h; — h; for all H = diag(hy,...,h4) € a.

We start with I = {«@12}. Then
ay = ker(ayp) = {diag(h, h,t,s) €a|s=-2h—t; h,t € C}
is a Weyl chamber wall and its orthogonal complement is the one-dimensional subspace
a' = {diag(x, —x,0,0) € a| x € C}.
The set of roots then can be split up as (note that a;; = —a;)

I
X ={a, a2} and X = {a3, @14, £a23, £, 34}
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Next we shortly look at the case J = {a2, @3}. We get a one-dimensional subspace
ay = ker(ap) Nker(asq) = {diag(h, h, h, —3h) | h € C}
with its orthogonal complement
a’ = span {diag(1,-1,00), diag(0, 1,-1,0)}.
For the roots we obtain

J
20 = {xai2, a3, a3}

Xy = {tas, ta, tas).
For L = {a2, @34} we get

ar = ker(ayp) N ker(asq) = {diag(h, h,—h,—h) | h € C}

af = span {diag(1, —1, 00), diag(0,0, 1, —1)}.
Although the dimensions of a; and al are the same as before for J, the structure is quite different.
The set of roots decomposes as

b = {zai, )

2 = {£a13, a4, a3, ). o

Generalized horocyclic decompositions

We will later make use of the generalized Iwasawa decompositions of G, respectively the general-
ized horocyclic decompositions of X.

Lemma 4.1.41 Forevery I C A and a’ € A!, we have the following decomposition:
X =dK'd ' NA - po, 4.5)

where the A component is unique up to the following condition: for every a,a’ € A, we have
dKla "N - po = dKla "N - po if and only if (a')"'a and (a')~'a’ are conjugated by some
element in W',

The classical Iwasawa and horocyclic decompositions G = NAK resp. X = NA - po correspond to
1=0. o

Proof. Up to translating by a’ _1, we can assume for simplicity that a’ = e. Recall that X was the
relative symmetric space X/ = G!//K! identified as the orbit X/ = G’ - pg of pg in X. According to
[GJT98, Corollary 2.16], we have the following generalized horocyclic decomposition (also called
Langlands decomposition):

X = A[N[XI = A[N[GI * Po-

Furthermore, in this decomposition, the components in A;, Ny and X'~ G!- pgare unique.

The group K’ is a maximal compact subgroup of the semisimple group G/, and A’ is a Cartan
subgroup of G/, so we can consider the Cartan decomposition of G/ as

GI — K[AIKI

where the component in A’ is unique up to conjugation by some element in W/,
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Fix some point p € X. According to the two previous decompositions, we can find a; € Ay,
u; € Ni,k! € K and o’ € A! such that

p= a1u1k1a1.p0

where a; and u; are unique and @’ is unique up to conjugation by some element in ‘W!. As A;
commutes with K/, we also have

p = (aua; k' aza’ . po.
Since A; and K'M normalize N;, we have (alulal‘l)kl e K'Nj.

As a consequence, p € K'Njaja'.po, where a;a’ € A is unique up to conjugation by some element
in ‘W (notice that ‘W' commutes with a; € Aj). O

4.1.5 Finsler Geometry

A Finsler metric on a smooth manifold M generalizes the concept of a Riemannian metric. It is
a continuous family of (possibly asymmetric) norms on the tangent spaces, which are not neces-
sarily induced by an inner product. See [BCS00], [P1a95] and [Run59] for a reference on Finsler
geometry.

Definition 4.1.42 Let M be a smooth manifold. A Finsler metric on M is a continuous function
F:TM — [0, 00)

such that, for each p € M, the restriction Flr,y : TpM —> [0, ) is a (possibly asymmetric)
norm. o

The length and (forward) distance on a Finsler manifold can be defined in the same way as on a
Riemannian manifold:

Definition 4.1.43 The length of a curve y : [0,1] CR — M is defined as

Loy = [ Fow. sy
The forward distance between two points p,q € M is given by
dF(p,q)t=igfl(7%
where the infimum is taken over all piecewise continuously differentiable curves y : [0,1] — M
with y(0) = p and y(1) = gq. o
Remark 4.1.44 As the norms on the tangent spaces do not have to be symmetric, we have in

general dr(p, q) # dr(q, p). o

The symmetric space X carries a G-invariant Riemannian metric, which is essentially unique (up
to scaling on the irreducible factors). However, X also carries many G-invariant Finsler metrics.

Recall that a norm on a vector space was uniquely determined by its unit ball. We have a similar
result for Finsler metrics on homogeneous spaces.

Lemma 4.1.45 ([Pla95, Ex. 6.1.2]) Let M be homogeneous, that is, there is some topological
group G which acts transitively on M by diffeomorphisms. Let po € M be a point and C C T, M
a convex Gp,-invariant ball. Then there is exactly one G-invariant Finsler metric on M with C as
unit ball of this norm ||-||. o
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The closed unit ball on T, M is given by

Bl :={Y € Tp,M | F(po.Y) < 1}, (4.6)
which is a convex body. It is defined separately in each tangent space. Based on the previous
lemma, Planche gives the following identification:

Proposition 4.1.46 ([P1a95, Thm. 6.2.1]) There is a bijection between
1) the ‘W-invariant convex closed balls B of a,
ii) the Ad(K)-invariant convex closed balls C of p,
iii) the G-invariant Finsler metrics on X. o

In particular, any G-invariant Finsler metric on X gives rise to a (not necessarily symmetric) norm
on the vector space a, whose unit ball is the W-invariant convex ball B, and it is in turn completely
determined by this norm. Using this equivalence, we can define a polyhedral Finsler:

Definition 4.1.47 A G-invariant Finsler metric on X is said to be polyhedral if its “W-invariant
convex ball B in a is a finite sided polytope. °

Polyhedral norms give Finsler metrics that are not Riemannian. To get the Riemannian metric we
choose the Euclidean norm as shown in the following example:

Example 4.1.48 If we choose the Euclidean unit sphere with respect to the norm induced by the
Killing form « as the ‘W-invariant convex ball in a, then the corresponding Finsler structure on the
symmetric space X = G/K induces a Riemannian metric on g for all V, W € T, X by

1
8 (VW) := = [F(po. V+ W)* = F(po. V)* = F(po. W)’

The other way round we have

F(V):= {[gp(V.V). o

4.2 The Intrinsic Compactification and the Compactification of a Flat
in X

Let X = G/K be a symmetric space with G = Isom(X) and K = G, for some base point py € X.
Throughout this section, we will assume that the associated ‘W-invariant vector norm on the flat
a is such that every horofunction is a Busemann point. According to [Wal07, Thm. 1.2], this is
equivalent to asking the set of extreme sets of the dual unit ball to be closed. This is a very mild
condition, satisfied for example by every polyhedral norm.

Let d be the distance function associated to a G-invariant Finsler metric on X = G/K, and
Ui X = C(X), z— Y, with Y (x) = d(x,z) — d(po, z) the embedding defined in Subsection 3.1.1
on page 39. Let us state some basic observations.

Lemma 4.2.1 The function yp,, : X — R is K-invariant. Moreover, for every g € G, the function
Yo p, is gK g -invariant. o
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Proof. Fix g € G and k € K. Then, for any x € X, we have

W po((gkg™").x) = d((gkg™").x, g.po) — d(po, g.po)
= d(x, gk™' g g.po) — d(po, g.po)
=d(x, g.po) — d(po, &-Po) = Yg.p,(%).

S0 Yrg p, is gKg™ ! -invariant. O

Lemma 4.2.2 The map ¢y : X — E(X)~1's K-equivariant, that is, Yy ,(x) = k- y,(x) forall x,z € X
and k € K. Hereby the action of K on C(X) is given by k - f(x) := f(k™'x). o

Proof. Fix x,z € X and k € K. Then

Wi (%) = d(x, k.z) — d(po, k.2)
=d(k'.x, 2) - d(po, 2)
= Y (k7' x) = k- g (x). O

The previous two lemmas will now help us to determine the horofunction compactification of X.
Lemma 4.2.3 Let G = KA*K be a Cartan decomposition and X = KA*.po. Then

—hor  ——Fx) ———CX —Cx
X =yX)  =y(KA*.po) =K y(A*.po)

——CX
In particular, the horofunction compactification y(X) 0 is determined by the horofunction com-
pactification of the flat F = A.pg, or more precisely of a closed Weyl chamber F* = A*.py. o

—C(X) —
Proof. Since Y(A*.pg) is a compact subspace of C(X) and K is a compact subgroup of G
— —CX)
which acts continuously on C(X), we deduce that the space K ¢/(A*.po) is a compact subspace
~ N —FCX) —CX)
of C(X). Since it contains ¥(KA™.pg), we conclude that y(KA*.pg) C Ky(A*.pp) . Asthe

converse inclusion is clear, we conclude that

— X - X
Y(KA*.po)  =Ky(A*.po) . m

Note that the closure of l,//(zF .po) 1s taken in C (X) but not in C (A*. DPo)-

—CX)
In order to understand the horofunction compactification ¥(A*.pg) of a closed Weyl chamber
a® in C(X), we will first compare it to the closure in the so called intrinsic horofunction compact-

ification in C(A. Po), which we define in the next section.

4.2.1 The Closure of a Flat

The intrinsic compactification of the flat F = A.pg is the horofunction compactification of F

within the space of continuous functions on F = A.py, i.e. WC(F). That is, we see F = A.pg
as a space of its own. Since the exponential map exp : a — A.pg is a diffeomorphism, the
intrinsic compactification is homeomorphic to the horofunction compactification of the normed
vector space a with respect to the norm defined by the “W-invariant convex ball B. The aim of
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this section is to compare the intrinsic compactification of F with the closure of the flat F in the
horofunction compactification of X.

In Theorem 4.2.17 we will give for any G-invariant Finsler metric on the symmetric space an
explicit homeomorphism between the intrinsic compactification of a flat and the closure of a flat in
the horofunction compactification of the symmetric space X. To minimize confusion, we introduce
the following notation: Let

v X — C(X)

4.7
2 ¢ = d(,2) — d(po,2) @

be the embedding of X into the space of continuous functions on X vanishing at po. The closure
of X in C(X) gives the horofunction compactification of X with respect to the G-invariant Finsler
norm defining d.

We denote by d also the restriction of the distance function to the flat F' = A.pg € X and let

' F — C(F)

4.8)
2yl = d(,2) - d(po,2)

denote the embedding of F into the space of continuous functions on F' vanishing at pg. The
closure of ! (F) C C(F) is the intrinsic compactification of F. We set F* := A*_py.

Types of Sequences and Horofunctions

We have seen in Lemma 4.2.1 that each function y, p, is invariant under the conjugate gk g ! of
the maximal compact subgroup K. In order to study the invariance properties of horofunctions, we
will use the study of limits of conjugates of K (see [GJT98, Chapter IX]). In order to describe such
limits, we need to introduce the notion of type of a diverging sequence of elements in A. Roughly
speaking, the type of a sequence encodes the roots "along which" the sequence goes to infinity.

Definition 4.2.4 A sequence (a,)qey in A~ is said to be of type (I,a"), where I is a proper subset
of A and &' € A, if

i) for @ € I, the limit lim,_,., a(log a,) exists and is equal to a(loga’),
ii) for @ € A\I, there holds a(loga,) — +co. o

To minimize notational confusion, we denote elements in A’ that define the type of a sequence by
ahat: af € Al

Example 4.2.5 As as example let us look at some sequences in SL(4, C) and determine their types.
We start with
log(a,) = diag(n + 4,n,6,—2n — 10) € a*

with ot = {diag(hy,...,hs) | X;hi =0, hy > hy > hy > hy} as determined in Example 4.1.33.

Then we compute

ai2(log(ay)) = 4;
ax(log(ay,)) = n - 6;
as4(log(ay)) = 2n + 16.

Therefore (a,), has type (I, a') with I = {e>} and limit &' = diag(e?,e72,1,1) € a’.
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Next we consider the sequence (by,)qen given by
log(b,) = diag(n + 1,n,n — 10,-3n +9).
We again compute
a2(log(by)) = 1;

az3(log(by,)) = 10;
az4(log(by)) = 4n — 19.

Now the limit of a»3 is also finite and we get J = {a12, @23} and b’ = diag(e*, €3, ¢7, 1) such that
(by), has type (J, b7).
The last sequence we want to look at is
log(c,) = diag(n + 8,n,—n + 2, —n — 10).
Here we get
a2(log(cn)) = 8;

az3(log(cy)) = 2n - 2;
asg(log(cy)) = 12.

Therefore we know that (c,,),en has type (K, ¢5) with K = {@2, @34} and ¢K = diag(e4, e, e, e70).
o)

The main result on limits of conjugates of K is the following.

Proposition 4.2.6 ([GJT98, Proposition 9.14]) Let (a,)seny be an unbounded sequence in A* of
type (1,a"). In the space of closed subgroups of G, endowed with the Chabauty topology, the
sequence (a,Ka, "),ey converges to a' K'M(a')~'N;. o

Recall that we gave a short definition of the Chabauty topology after Proposition 3.1.6.

Remark 4.2.7 Since the groups 'K/ M(a')~' Ny arise as limits of the maximal compact subgroups
under conjugations by sequences of type I in A, the (generalized) Iwasawa decompositions can
thus be seen as limits of the Cartan decomposition. o

‘We will now use this result to deduce some invariance for horofunctions.

Lemma 4.2.8 Let (a,)qen be a sequence in A* of type (I, a') such that (1//2(" _ po)neN converges to £.
Then & is ' K'M(a')~' N;-invariant. o

Proof. For each n € N, the function 1//51(" po 18 invariant under a,Ka, I, because K = G,, is the
stabilizer of the base point pg. Since the sequence (a,,Ka;l)neN converges to a'K'M@" " 'N; in
the Chabauty topology (see Proposition 4.2.6 above), for every g € a' K' M(a')~' Ny there exists a
sequence (k,), in K such that the sequence (ankna,_,l),, converges to g. Therefore, for every p € X
we have

E(g.p)—&(p) = lim Yy, (8-p) =Yg, py(P)

ngrfm d(g.p, an.po) —d(p, an.po)

lim d(aykaa,".p, an.po) = d(p, ay.po) = 0.

n—+oo

As a consequence, ¢ is invariant under &' K M(a! ) IN;. O
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Definition 4.2.9 A horofunction n € dyF (F +)C(F) is said to be of type (I,a'), where I is a proper
subset of A and &’ € A’, if there exists an almost geodesic sequence (ay)nen in A of type (I, ah)
such that the sequence (l//gn _py)nell Converges to 7 in 5(F ). Note that, since we assumed that every
horofunction is a Busemann point, a horofunction may have several types, but has at least one

type. 1o

——C(F) A
Lemma 4.2.10 Lety € dyF(F*) ~ be a horofunction which has two types (I,a') and (J,b’),
where I,J C A witha' € A" and b’ € A’. Then the horofunction 1 also has type (I N J,¢!™) for

some &¢I e ANV

o
Proof. Let (a,)nen and (by)nen be two almost geodesic sequences in A* of different types (1, ah
and (J, b’ ) respectively, such that the sequences (1//5’1 o Jnen and l//f: 0 )nen both converge to n. For
every n € N, we define

1 1
Cn = exp (5 10g(an) + 5 log(bn)) .

The sequence (c,)nen has type (1N J, &), where ¢/ € (exp (% log(a') + % log(h’ )) Ajn ]) NAINY,
According to the Convexity Lemma (Lemma 3.1.16), the sequence (wﬁ: po)n also converges to 7.
As a consequence, 7 has type (I N J, ¢7Y). O

————C(F) .
Lemma 4.2.11 Let p € dyF(F™) be a horofunction of type (I,a'), where I ¢ A and &' €
Al. If p is invariant under A for some subset L C I, then n also has type (I\L, ¢!\l) for some
¢\l e ANE, o

Proof. Let (a,)nen be an almost geodesic sequences in A+ of type (I,a') such that the sequence
(1//5'1 _po)nel converges to 7. Fix ¢ € AL For each k € N, the sequence (l,l/fka po)nEN converges to

ck -5 = n, since n is invariant under A-. As a consequence, there exists 7; € N such that, for every
n > ny, and for every a € A such that d(py, a.py) < k, we have

1

’d (a.po, ckan.po) —d(a.po, a,.po)| < 1

We can also assume that the sequence (ny)y is increasing. Fix a € A. For every k > d(po,a.po)

we have |d(a.po, c*ay,.po) — d(a.po, an,.po)l < w7 and |d(po, c*an,.po) — d(po, an,.po)l < .

Therefore, we have

kh—>r2> l//cka,,k .Po (Cl.po) = kl—if-{loo d(a-PO, Ckank -PO) - d(pO’ Ckank -PO)
= kl—l>r-{l:loo d(a‘pOa ank-p()) - d(pOa ank pO)
= n(a.po) — n(po)-

F

As a consequence, the sequence (lﬁ .
¢ an -pPo

) converges to 7.
keN

To conclude, observe that the sequence (ckank ke has type (1\L, &I\l for some &\ e AT\, O

4.2.2 Some Technical Lemmas

Before we come to the comparison of the compactifications of a flat in the next section, we state
some technical results that will be used in the proof of Theorem 4.2.17. They are all about finding
subsets of the simple roots that satisfy some orthogonality and invariance conditions.
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Definition 4.2.12 Two subsets /, J of A are said to be orthogonal if the roots @ and 3 are orthog-
onal for every @ € I and 8 € J. A subset I C A is called irreducible if it is not a disjoint union of
two proper orthogonal subsets. o

Lemma 4.2.13 Fix a subset I of A and consider a linear subspace V of a! which is invariant
under the action of ‘W!. Then there exists a subset J C I such that V = o/, and J and I\J are
orthogonal. o

Proof. Let I = Jy U Jp U --- U J, be the decomposition of [ into irreducible subsets. The
linear representation of W’ on o/ decomposes as the direct sum of the irreducible representa-

p
tions of = @ a’i. Since V is a ‘W!-invariant subspace, there exists R C {1,2,...,r} such that
j=1
V= @ a’i. As a consequence, we have V = a’, where J = I_I Jj. |
JER JER

Lemma 4.2.14 Let C be a non-discrete subset of A’. Let L C I denote the smallest subset such
that the following conditions are satisfied:

i) C CcAL forallc e C,
i) L and I\L are orthogonal.

Then the smallest closed subgroup of “W!'A  containing all  conjugates
{cW!c™ | ¢ € C)is equal to WAL, o

Proof. In this proof, we will identify A with its Lie algebra and thus consider A as a vector space.
Up to conjugating, we can assume that the affine subspace of A spanned by C contains 0. Let
I' € WA denote the smallest closed subgroup containing all conjugates {cW/c™! | ¢ € C}. Since
C is non-discrete, I' is not discrete and the linear part of I is equal to ‘W/. So the identity compo-
nent I'g of T is a vector subspace of A’ containing C. Since I' is invariant under W/, we deduce
according to Lemma 4.2.13 that I'y = AL, for some L C I such that L and I\L are orthogonal. O

———C(F) N
Lemma 4.2.15 Letn € yF(F*)  be a horofunction that has two types (I,a') and (I,b') with
al, b! € Al. Then there exists a subset L C I such that :

i) al e b'AL,
ii) the roots in L and I\ L are orthogonal, and

iii) n is W!AL-invariant. o

Proof. For simplicity, up to translating by (a/)~!, we may assume that & = e.

Fix A € [0,1]. Foreachn € N, let ¢;, = exp((1 — A)loga, + Alogh,) € A. According to the

Convexity Lemma 3.1.16, the sequence (:,bfn _ po)n€N converges to 7. The sequence (c,),en is of type

(1 , (@1 )/l), where (131 ) denotes exp(4log b ). Since the sequence (1//5; .po)neN converges to 17, we
A aron—1

know by Lemma 4.2.8 that n is (b)) W/ ((b’ )’1) -invariant for every A € [0, 1]. Let L C I be the

smallest subset such that 5’ € AL and such that the roots in L and in I\L are orthogonal. Then by
Lemma 4.2.14, 1 is invariant under ‘W/AFL, O

——C(F) ) o
Lemma 4.2.16 Letn € ¥ (F*) be a horofunction that has two types (I,a') and (J, b’) where
J C I C A. There exists a subset L C I such that :
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i) JUL=1,
ii) the roots in L and I\L are orthogonal, and

iii) 1 is ‘W!Al-invariant. o

Proof. Let (ay,), and b, be the sequences of type I and J converging to 5. For simplicity, up to
translating by (a’)~!, we may assume that &/ = e. Up to passing to a subsequence, let us partition
I\Jinto I\J = I; UL, U --- I, such that:

a(log by)

e V1<i<pVa,pBel: lim i Bloghy)

€ (0, +00),

a(logh,) _ 0

s Vi<i<j<pVaeel,VBelj: liMysic grogpy =

Fix 1 <i < p and for some « € I; define

1
~ a(logb,)

such that ¢, — 0 as n — +oo. Fix A > 0. For each n € N, let
cn = exp ((1 — Aty loga, + Aty logb,) € A.

According to Lemma 3.1.16, the sequence (z//i _po)nel converges to 7. Let us define

&= lim (nfi(by)" € AP,

n—+oo

where 7/i(b,,) denotes the orthogonal projection of b,, onto A'i. This definition makes sense because
the sequence converges: for any 8 € I;, we have

B 10g (r" 1)) = ozt = Z0ED,
50 liMyos 100 3 (log (n’f(bn))’”) € (0, +00).
On the other hand, for any 8 € A\I;, we have
B (1og (x"4)") =0, 49)

so the limit ¢ € A’i exists. Furthermore, we have & € (A%)*. Let
Ji=JuhLu---ul.
For every v € A\J; we have
v(ogc,) = (1 — At,)yy(logay) + Atya(logb,) — +co.
Foreveryye JUI U---U[;_; we have
y(logc,) = (1 = Aty)y(log ay) + Atyy(log b,) — y(loga') = 0.
For every y € I; we have

y(ogcy) = (1 — Aty)y(log ay) + Atyy(log by)
— y(log aly + Ay(log eliy = Ay(log elhy.
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As a consequence (using Equation (4.9)) the sequence (cj),en is of type (Ji, (6"")’1), where (&/)*

denotes exp(1log &%). Since the sequence (v,l/ff; _po)nel converges to 17, we deduce by Lemma 4.2.8
-1
that 77 is ()W ((&")') " -invariant.

As ¢l e (AT)*, we know by Lemma 4.2.14 that 7 is also invariant under Ai. Because this is true
for every 1 < i < p, we conclude that 7 is invariant under A’\.

Since the sequence (a,),en is of type (I, e), and the sequence (:,bf; o )nen converges to 17, we know
by Lemma 4.2.8 that 17 is ‘W/-invariant. Therefore 7 is invariant under ‘W’ and A’\/. The smallest
closed subgroup of ‘WA’ containing both ‘W and A’V is ‘WAL, where L C I is the smallest
subset containing /\J such that the roots in L and in /\L are orthogonal. We conclude that 7 is
invariant under ‘W/A~L. O

4.2.3 The Intrinsic Compactification versus the Closure of a Flat

Recall that on a flat F' we have two compactification to consider: the intrinsic compactification of

F—E(F) . <hor S C® . .
F,namely ¢ (F*) , and the closure of F in X , namely y*(F*) . In this section we define
an explicit map from the intrinsic compactification of the flat F into the horofunction compactifi-
cation of X. For this we use the invariance shown in Lemma 4.2.8 and the generalized horocyclic

decomposition X = a'K'a’ _INIA. po from Lemma 4.1.41.

For a horofunction 7 of type (I, a') we define the following map:

1//§:X—>R,

a'k' @) uga.py € X — n(a.po).

Theorem 4.2.17 The following map

—EF 5X F X +
¢3L/IF(F+)()—>1//X(X)(), {wz — yX forze F*,

n = yx fornoftype (I,a").

is a well-defined, continuous embedding. o

Proof. We will first show that ¢ is well-defined and then continuity. As the restriction to F*

. . e . ——CF) .
is a left-inverse to ¢, we deduce that ¢ is injective. Since yF(F*) is compact, ¢ is then an
embedding.

Well-definedness

We want to prove that the map ¢ is well-defined. To do so, we first show that the formula defining
¢ is independent of the choice of the component in A. Then we will show that if 7 has two types,
then ¢ still defines the same horofunction independent of the types.

Consider first a horofunction n € F(F +)C(F) which has some type (I, a') and consider two
decompositions a'k(a')usa.py = a'k’'(@')"'u}a’ . po of the same point in X as given in Equation
(4.5). According to Lemma 4.1.41, there exists w € W! such that (@")'a’ = w@')law™!. By
Lemma 4.2.8 we know that 7 is invariant under a’W(@’)~!, so

n(a.po) = n(a'w@) ™ aw™".po) = n(@w@)"a.po) = n(a.po).
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This means that the formula defining ¢ does not depend on the choice of the A component in the
decomposition X = a’K!(a")~'N;A.p.

Consider now a horofunction n € oy (F +)C(F) which has two types (I, a'y and (J, b’ ). We will
prove that the two formulas defining ¢(n), for each type, agree. Let (a,)nen, (Pp)nen € A* be
two sequences of type (I,a’) and (J, b’y respectively, such that (wfn . po)l’lEN and (wgn.po)”EN both
converge to 7. Up to passing to a subsequence, we may assume that the sequences (t,l/zfn _poIney and
(wfn 0 e converge to & and &’ respectively.

We need to prove that & = ¢, which will be done by induction on || +]J]. As we know (see Lemma
4.2.10) that n also has type (I N J, /") for some ¢/ € A"/, we assume from now on that J C I.

Assume first that |I| + |J| = 0, so I = J = 0. According to Lemma 4.2.8, ¢ and & are both
N-invariant, so for every p = ua.py € X = NA.py, we have &(p) = n(a.po) = &' (p). Therefore

£=4¢.

By induction, fix m € N and assume that if |I| + |J| < m, then & = &’. Consider now I, J such that
[1] + |J| = m + 1. We will distinguish the two cases J =l and J C I.

The case / =1 Assume that J = /. By Lemma 4.2.15 we know that there is a subset L C [ such
that L and I\ L are orthogonal and 1 is ‘W/AL-invariant. Therefore by Lemma 4.2.11, we know that
n also has type (/\L, &\l for some ¢\ € AL, Let (¢,)nen denote a sequence of type (I\L, eI\l
such that the sequence (wi y po)”EN converges to r7. Up to passing to a subsequence, assume that the
sequence (wfn _pyJneN converges to some £”.

The result will now follow by two inductions. Since al e b'AL (see Lemma 4.2.15) and &' # b,
we know that L # (. Therefore (recall that I = J) we have |I| + |I\L| < |[I[| + |I| = m + 1, so
|7] + |I\L| < m. By induction applied to the sequences (a, ), and (¢, )nen, we deduce that & = £”.
By induction applied to the sequences (b;)en and (c,)nen, We deduce that & = £”. In conclusion,
we have & = £. This concludes the induction, and finishes the proof that &£ = &’ in the case where
J=1

The case J C I Assume that J C /. Similarly to the case before, we first observe an extra
invariance of 77: By Lemma 4.2.16 we know that there is a subset L C [ with I = J U L such that L
and I\L are orthogonal and 7 is ‘W/AL-invariant. To conclude the result by induction, we have to
distinguish again two cases depending on whether / \ L = J or not.

Since 7 is invariant under AX, we deduce again by Lemma 4.2.11 that 5 has type (I\L, ¢/\L), for
some &\ € AN,

If \L € J, then |I| + |I\L| < |I| + |J]| and |J| + [I\L| < |I| + |J], so by applying the induction twice,
we know that & = &’.

We are left with the case I\L = J. In this case J and L = I\J are orthogonal and r is A _invariant.
We show that & = &’.

By the orthogonality of J and L = I\J we have the orthogonal decomposition A’ = A’AL. Let
us decompose &' = a’at € A’AL. Up to translating by (a’a%)~!, we can assume that @’ = e and

al =at e AL,
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As X/ and X* are orthogonal, we have the decomposition K/ = K/ K*, with K/ and K* commuting.
Furthermore K’ and A; are commuting. Since A” C A, we deduce that & commutes with K. In
particular,

a"k'@"y' = k'atk*@h™. (4.10)

Let p € X be any fixed point. We will show that &’(p) = &(p). This will be done by showing that
& (p) = n(cr.po) = &(p) for some ¢y € Ay that will be defined on the way. We start with £&'(p).

Using Equation (4.10) in the generalized horocyclic decomposition given in Lemma 4.1.41, we
get X = alK'(a")"'N;A.py = K/ Nja KL (a*)~' A.pg. Write

p =k uatk @ e.py € X, 4.11)

where k/ € K7, u; € N;, kb € KL and ¢ € A. According to Lemma 4.2.8 and because we assumed
a’ = e, we know that &’ is invariant under K’MN;. Since N; C N;, we conclude that

£(p) =& (a"k"@" " e.po). (4.12)
In the decomposition A = AL AL, let us write ¢ = ¢;cL. Then
atikb @ le = cpat kB @byt € ¢ G (4.13)

By the Iwasawa decomposition it is G* = NYALKE, and therefore we can find u* € N* and
d" € AT such that utalkL(@a")~'ct € d“K*. As K = G.po we get from Equation (4.13):

ut - (@K@ e.po) = crd”.po. (4.14)

We claim that
£ (p) =& (czd".po),
or equivalently by Equation (4.12) and (4.14), that

¢ (a k@M e.po) = € (utatk @™y c.po).

Since the sequence (b,Kb, '), converges to K/MN; in the Chabauty topology (see Propo-
sition 4.2.6), and as u” € NY C Nj, there exists a sequence (k,).en such that the sequence
(bnknbn‘l)neN converge to u®. Therefore:

¢ (ML&LkL(&L)—lc‘pO) iy (&LkL(&L)—lc‘pO)
= lim d(ua"k @) " c.po, bn.po) - d(a“k“@")™" c.po, bu.po)

n—+oo

= lim_d (bykub,'a"k"(@") " c.po, by.po) - d (@"K"@")" c.po, bu.po)

n—+oo

= 0.
Hence & (ulatkL(ah) ™ c.po) = & (alkL@h) ' e.po). so
¢(p) =& (czd".po).

By assumption, 7 is invariant under A’ = AL, Since we have ¢; € Ay as well as d* € AL and
since ¢’ and 7 coincide on A, we have

¢ (p) =& (crd".po) = n(crd".po) = ncr-po)-
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Next we want to show that also £(p) = n(cr.po). According to Equation (4.11) and Lemma 4.2.8,
we have

£(p) = £ (kK uia"k @"y ™ c.po) = &(c.po) = n(c.po),

because ¢ € A. Since ¢ = crcl and 75 is invariant under A, we conclude that £(p) = n(cr.po).
Therefore &’(p) = £(p), and as p was some arbitrary point, we get & = &'.

We have shown that in any case, if 7 has two types (I,a’) and (J, b’) with associated sequences
(an), and (b,), respectively, then the limits & = lim, l,lfffn o and & = lim, z,//ff o coincide. This
shows that the map ¢ is well-defined.

Continuity

We want to prove that the map ¢ is continuous. It is clear that ¢ is continuous on the interior
. . ——C(F)
YT (F*). So we need to show that ¢ is continuous at i for some fixed n € dyF (F+) .

Claim 1 Let (a,),en be an almost geodesic sequence in A~ such that the sequence ((//5'1 ' pO)neN
converges to n7. Then (wffn _po)nell converges to ¢(1).

Proof of Claim 1. Up to passing to a subsequence, we may assume that the sequence (a,),en has
some type (1,4') and that the sequence (:,.//fn poJnen converges to some ¢. By Lemma 4.2.8, £ is
invariant under &’ K'M(a")"' Ny, so for every p = a'k!(@") 'uja.po € X = &' K'(a')"'N;A.po, we
have £(p) = &£(a.po) = n(a.po).

Furthermore, since ¢ is well-defined and 7 has type (I, &), we can use this type in the definition of

¢(1), and thus ¢(1))(p) = n(a.po) = £(p). In conclusion, & = ¢(1), S0 (Y7, Iners converges to (1)
in C(X). O

——C(F) —
Claim 2 Let (Un)neN be a sequence in AYF(F*) converging to 1 in C(F). Then (¢(1,))nen
converges to ¢(n7) in C(X).

Proof of Claim 2. Up to passing to a subsequence, we may assume that the sequence (¢(17,,))nen
converges to some horofunction ¢ in C(X). Up to passing again to a subsequence, we may assume
that there exists I C A such that for each n € N, n, is of type (I,al) for some al € Al. For
each n € N, consider a sequence (@ ,)mev of type (I,al) converging to i,. Up to passing to a
subsequence, we may assume that the sequence (&), is of type (J,a’) for some J C I and some
a’ € A’. For each n € N, one can find some m, € N such that the sequence (anm, Jnen 1s of type
(J,&’) and converges to 1.
Fix

p=alk! @) "uje.po e X = a’ K’ (@) ' N,A. py.
Since the sequence (a! K’ M(a!)™'Np) e converges to &’ K/ M(a’)~' Ny in the Chabauty topology
(see Proposition 4.2.6), there exist sequences (kf,)neN in KM and (Un,)nen in Ny such that the
sequence (&l k! (al)~ u, Pnex converges to a’k’ (@) u,;. Hence

E(p) = lim_$(1n)(@yk,(@y) " unsc.po)

lim 7,(c.po)
n—+00

n(c.po)
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= ¢()(@’ k' @) use.po)
= d(m(p).

As a consequence, we have &€ = ¢(1), so the sequence (¢(17,,))neny converges to (7). O

So we have proven that the map ¢ in Theorem 4.2.17 is continuous. This concludes the proof of
the theorem. O

The just proven embedding shows that the horofunction compactification of the flat F = A.pg in

<hor . e . .
X" is the same as the intrinsic compactification of the flat:

Theorem 4.2.18 Let X = G/K be a symmetric space of non-compact type. Consider a G-invariant
Finsler metric on X such that the dual unit ball belongs to one of the cases I) - IV) and such that

. . <h . . . .
its set of extreme sets is closed. Let X - be the horofunction compactification of X with respect to

this Finsler metric. Then the closure of a maximal flat F in Yhor is isomorphic to the horofunction
compactification of F with respect to the induced metric. °

4.3 The Satake Compactification of Symmetric Spaces

In this section we want to introduce the generalized Satake compactification of a symmetric space
X = G/K of non-compact type. There are several ways to define this compactification, we will
follow the one Satake went in his paper [Sat60] and like it is done in [BJO6, 1.4].

4.3.1 Satake Compactifications

The Satake compactification is defined in two steps. In the first one, we construct the Standard-

Satake compactification 7Tns of a space #,, which is independent of X. The second step is based
on an embedding of X into $, as totally geodesic submanifold and depends on a representation 7
of G.

The first step Define the space
._ PSL(n,C)
P = [psuan)

and identify it via the map m PSU(n) — m m* (for m € PSL(n, C)) with the space of positive
definite Hermitian matrices, where m* := ' denotes the conjugate transpose of m € PSL(n, C).
Let H, be the real vector space of Hermitian matrices and P(H,,) the corresponding compact
projective space. For A € H,, we denote the corresponding equivalence class in P(H),) by [A]. As
P, C ‘H, is a subset, the map

i 2Py — P(H,)
A [A], (4.15)

is a PSL(n, C)-equivariant embedding. Therefore we define
—S —
Pn = i(Pn) € P(Hy)

to be the Standard-Satake compactification. Note that this is a general construction independent
of X.
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The second step Let 7 : G — PSL(n, C) be a faithful irreducible projective representation of
G. With the map

ir: X=G/K— P,
8K — 1(g)t(g)” (4.16)

we can embed X into $, as totally geodesic submanifold. There is a 1-to-1-correspondence be-
tween such embeddings and faithful projective representations of G into PSL(n, C) with the ad-
ditional condition 7(6(g)) = (7(g)*)~! for all g € G, where 6 denotes the Cartan involution on G.
Indeed, this additional conditions assures that 7(K) € PSU(n) and thereby 7(k)7(k)* = id for all
k € K. With this we define e

X, =i(X) S Py
as the Satake compactification of X with respect to the representation 7.

The action of G on P, is given by
g-A=1(g) A1(9)", forge G, AeP,.

. .. . . =S . . . .
Therefore the first embedding i, is G-equivariant and X, is a G-compactification, that is, the G-

action on X extends to a continuous action on Xf.

Note that there are finitely many isomorphism classes of Satake compactifications, one associated
to any proper subset I C A, see [BJO6, Prop. 1.4.35] for details. Equivalently, the isomorphism
class only depends on the Weyl chamber face of a* containing the highest weight p,. If y; is
generic, that is, it is contained in the interior of a™ (that corresponds to I = 0), then the resulting
compactification dominates all other Satake compactifications. Therefore, it is called the maximal
Satake compactification of X and denoted by )_(f. A Satake compactification that is dominated by
all the others is called minimal. In this case |I| = |A — 1]|. We will see more about this later when
talking about isomorphic Satake compactifications in Proposition 4.3.20.

Remark 4.3.1 The same constructionS also works when 7 is not irreducible. Then we obtain the
generalized Satake compactification X as introduced and described in [GKW15]. For generalized
Satake compactifications there are infinitely many isomorphism classes. o

Other ways to construct the Satake compactification of X are to use parabolic subgroups and
boundary components that are glued together appropriately. Descriptions for this can be found in
[BJO6].

4.3.2 The Compactification of a Flat in a Satake Compactification

We now compare the Satake compactification with the horofunction compactification of X with
respect to an appropriate polyhedral G-invariant Finsler metric.

With the Cartan decomposition (see Lemma 4.1.37 on page 119) we can write X = KA*.po,
where K is compact. By the previous section and Theorem 4.2.17, it is sufficient to show that
we have an “W-equivariant homeomorphism between the closures of A.pg in the horofunction
compactification and the Satake compactification respectively.

For the closure of the flat ' = A.pg in the Satake compactification we use the following result:

Proposition 4.3.2 ([Ji97, Prop.4.1]) Lett : G — PSL(n,C) be a faithful irreducible projective
representation. Let uy, ..., u; be the weights of T. Then the closure of the flat A.pg in the Satake

compactification Yﬁ is ‘W-equivariantly isomorphic to conv(2uy, ..., 2u;) C a*. o
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The factor 2 in the convex hull comes from the construction of the isomorphism using the moment
map in [Ji97]. As we are interested in horofunction compactifications which are invariant under
scaling of the (dual) unit ball, we will from now on omit this extra factor.

Remark 4.3.3 Because of the symmetry of the weights with respect to the Weyl chambers, the
convex hull of all weights is the same as the convex hull of the Weyl-group orbit of y1, -+, x1,
where y; are the highest weights of the irreducible components 7; of 7:

conv(ui, ..., mx) = conv(Wix1), -, W)). o

Example 4.3.4 Let us look at an example. Take X = SL(3,C)/SU(3) and recall (see Example
4.1.33) that the roots «;; € a* with 1 <i # j < 3 are given by

CZ,'J'(H) = h,’ —hj

for any diagonal matrix H = diag(h1, ha, h3) € a. The positive Weyl chamber we chose is

l

at = {diag(hl,hz,h3) S 5[(3,@) hy > h2 > h3, Z h,’ = 0}

and the simple roots are A = {a2, @»3}. Now let us look at different representations of SL(3, C)
and the corresponding convex hulls of the highest weights.

We start with the adjoint representation ad of g, which induces a representation on G. The weights
of ad are exactly the roots and the highest weight with respect to the positive Weyl chamber a* is
@13. Here the highest weight is regular, that is, it lies in the interior of a*, and we get a hexagon as
the convex hull of its Weyl group orbit, see Figure 4.2 on the left.

Q12 ker(au2) ker(ai2)
at sty >ty >t at: ty >t >t
Q32 a3
vr
keI‘(Ozzg) ker(a23)
31 023
a1 ker(aus) ker(aus)
Figure 4.2: LeFT: conv(u,,.. ., W) for the representation 7 = ad in a*. RiGHT: The convex hull

of a representation with regular highest weight ..

If we had taken another representation where the highest weight is regular, we would also have
obtained a hexagon, for example as in Figure 4.2 on the right. All compactifications with respect
to a regular highest weight give the maximal Satake compactification.

In the case of SL(3,C) there are two minimal Satake compactifications. To get them, the highest
weight has to lie on a singular direction, see Figure 4.3 for a picture. The representations here are
the standard and the dual standard representation (call them 7 and 7*) obtained by the inclusion
SL(3,C) — GL(3, C). The highest weight with respect to a* is

Ur =1 € a¥.

By the identification a = a* via the Killing form we also have

1. (2 1 1
Hﬁl =6d1ag 5,—5,—5 .
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kel’(a12) kel‘(am)
ker(as) ker(as)
ker(aus) ker(aa3)

Figure 4.3: These two convex hulls correspond to the standard (LeFT) and the dual standard
(RIGHT) representations.

This shows, that Hg, € ker(ay3) as given in the left picture of Figure 4.3.

The second minimal Satake compactification 7* has highest weight u«~ = —B83 with H g, €
ker(aqz). o

Example 4.3.5 All representations we considered so far were irreducible and the corresponding
compactifications therefore classical Satake compactifications. If we now take the convex hull of
the two triangles from the previous example, we again obtain a hexagon but now with its vertices
on the singular directions, see Figure 4.4.

ker(ai2)

ker(agg)

ker(aus)

Figure 4.4: The convex hull of the two balls above give a hexagon with vertices on the singular
directions.

This compactification of the flat corresponds to a generalized Satake compactification associated
to the direct sum of the standard and the dual standard representation. o

. .. . N .
Our goal of this section is to compare the Satake compactification X, with the horofunction com-

. . =h ..
pactification X o By Proposition 4.3.2 and Theorem 3.2.6 we already know that

X> = D := conv(W(ur)) = D

—hor

Xy =~ B°.

Additionally we know (see Proposition 4.1.46) that any G-invariant Finsler norm on X is defined
by the choice of a W-invariant unit ball B in a. The only requirement for B is “‘W-invariance,
so we have a lot of freedom here. Given a representation 7 of G and from this a polytope
D = conv(W(u;)) C a¥, we can choose B := —D°. Then B is ‘W-invariant and we get a homeo-

: =S —h . =S : : .
morphism between X and X * that realizes X, as a horofunction compactification. Note that we
choose B = —D° and not B = D° because of the topology defined by the convergence behavior,
which we consider in the next section.
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4.3.3 The Topology

In Theorem 3.2.6 and the remark thereafter we explained explicitly the convergence behavior of
sequences in the horofunction compactification. We now want to state a similar result for the
Satake compactification to finally see in Theorem 4.3.18 that with the appropriate choice of B,

convergence in Yi is equivalent to convergence in )_(hm. We follow [BJO06, 1.4.15.1F].

As in the decomposition X = Ke®" pg the group K is compact, we will consider limits of the form
i-(e"" po) with i as in (4.16) and H,, € a* unbounded. We choose a suitable basis of C" such
that

7(ef) = diag (1™, . .., ()

is a diagonal matrix for all H € a. Then

iz(e"" po) = [diag (ezﬂl(Hm), L eZMn(Hm))] ‘

It will turn out later, that convergent sequences can be characterized by special subsets of the
simple roots, so-called w,-connected subsets:

Definition 4.3.6 Let 1, be the highest weight of the representation 7. Then a subset / C A is called
U-connected, if the set I U {u,} is connected, that is, it is not the union of two subsets orthogonal
to each other with respect to the Killing form «. o

Remark 4.3.7 An easy way to decide graphically whether a subset / C A is u.-connected or not
is to consider the Dynkin diagram? of the roots. Add {u} as a vertex to the diagram and join it
with an edge to all those vertices of simple roots that are not perpendicular to u, with respect to «.
Then [ is y,-connected if and only if U {i,} is a connected subset in the diagram. o

There is a close connection between u.-connected subsets of A and the support of the weights as
it was defined in Definition 4.1.38 on page 120:

Lemma 4.3.8 ([BJO6, Prop. 1.4.18])

(1) Letyu; be a weight of the representation T. Then its support Supp(u;) is a . -connected subset
of A.

(2) Let on the other hand I C A be p.-connected. Then there is a weight u; of T such that
I = Supp(y;). o

Example 4.3.9 We consider again SL(4, C) with the adjoint and the standard representation. The
Dynkin diagrams of both representations are shown in Figure 4.5. For notations see the Examples
4.1.33, 4.1.40 and 4.2.5 before.

Hr=014 Hr 251
Q12 Q23 Q34 12 Q23 Q34

Figure 4.5: The Dynkin diagram of sl(4, C) for the adjoint representation (LerT) and the stan-
dard representation (RIGHT).

3The Dynkin diagram is a graph whose vertices are given by the set of simple roots A. Two vertices are connected
with (up to three directed) edges, if the corresponding roots are not orthogonal. The number of edges depends on
the angle between the roots.
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1) Let us start with the adjoint representation. With the highest weight y, = a4 the p,-
connected subsets are:

0, {ai2}, {aza}, {12, @23}, {12, @34}, {23, @34}, A.

This can either be calculated or seen by the Dynkin-diagram of sl(4, C). By Example 4.1.39
we know that

Supp(ai4) = 0, Supp(az4) = {12},
Supp(a13) = {34}, Supp(aas) = {12, @23},
Supp(az3) = {a12, 34}, Supp(a12) = {@23, @34}

So the proper u.-connected subsets of A are in 1-to-1 correspondence with the positive roots.
When looking for a root with support / = A we get all the negative roots.

2) For the standard representation, the u.-connected subsets are (see Figure 4.5 on the right):

0, {an}, {12, a2}, A.

The support of the weights was computed in Example 4.1.39 as

Supp(B1) = 0, Supp(B2) = {12},
Supp(B3) = {12, @23}, Supp(B4) = {@12, @23, @34} = A.

and all non-positive roots have support A. Here again all weights have a y,-connected subset
as support and we find a weight with support [ for all y,-connected subsets I of A. o

1

Recall that a positive chamber in af was given by a/* := {H €a |a(H)>0Va e I}. Its closure

will be denoted by al-+,

Let (Hp)jen € a* be an unbounded sequence of type (J,a’), that is, it satisfies the following
conditions:

(1) for @ € J the limit lim ;e @(H,,) = a(loga’) exists and is finite,
(2) for @ € A\ J there holds a(H,,) — +oco.

Let I C J be the largest u,-connected subset contained in J. It exists uniquely because the property
of being u,-connected is closed under unions and the empty set is also u,-connected.

Let H,, = log(@') € al* be the unique vector in a’-* such that @(Hs) = lim joo a(Hy) fora € 1. If
I = J then H,, = log(a’). Otherwise, since a! C a’, note that H,, does not depend on the limits of
a(H,,) for @ € J\I. For simplicity of notation let the weights of 7 be ordered as follows: y; = pu;
and yp, ..., u are all the weights with Supp(w;) C 1. Let g1, . .., 4, be the other weights. As H,,
and therefore also i(e" pg) is not bounded, we have k < r — 1 because I = A is not possible by
the unboundedness of (H,;,),,. With this ordering we obtain as limit

i(e"m pg) = [diag (62u|(Hm)’ o ezy,(Hm))]

— [EZﬂr(Hm) diag (1’ o2 Zaea cz,aa(Hm)’ g 2aen cma(Hm))]

“oy

— [diag (1’ ¢~ 2 Zoer 200(Hp) =2 Fen Cr,ad(Hm))]
N [diag (17 o2 Zael ca0He) 72 el ckat(He) () 0)] i

where we used the notation of Equation (4.4) in the first step and in the last step we used the fact
that for each i > k + 1 there is an « ¢ [ such that ¢;, > 0 and that therefore the whole expression
goes to zero.
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Example 4.3.10 We look at some of the sequences in SL(4,C) already considered in Example
4.2.5 on page 127.

Let
H,, = diag(m + 4, m, 6, —2m — 10) = log(a,)-

Then (see Example 4.2.5) H,, has type (I = {a}2},a’) with H., = log(a!) = diag(2, -2,0,0). The
set I is p,-connected with respect to the adjoint representation, where u, = aj4. By Example
4.3.9 we know that apart from a4 also the root a4 has support contained in /. We enumerate the
weights (i.e. the positive roots) in the following order:

M1 = Q14 M2 = @24
M3 = Q@12 M4 =Q@13 M5 =Q23 He = @34 M7 = Q4]
M8 = Q42 M9 = @21 M10 = @31 M1l = @32 M2 = @43.

For the non-positive roots u7, ..., x> we have u;(H,) < 0 for m big enough and
2w Hm)—p(Hu)) __, Vi=17,...,12.

Therefore we will omit their explicit expression in the following calculation and just indicate their
presence by some dots. Then we get

= [ diag (1,78, e70" 20, e om0 2]
—> |diag(1,¢7%,0,0,0,0,0.,0.0,0,0,0)|
= |diag (1,722, 0,...,0)].
Next we look at the sequence
H!, = diag (m + 8, m, —m +2, —m — 10)

with type associated to K = {a12, @34} and H., = diag(4,—4,6,—6). The set K is u.-connected
with respect to the adjoint representation and the roots with support contained in K are

M1 =Qu4,  fH2 = a4, M3 = @13, f4 = a3

The remaining two positive roots are s = a1 and g = a34. As above (omitting non-positive
roots) we calculate:

—> |diag (1,7, 7, ¢7%,0,0,0,0,0,0,0,0)]
— [diag (1 , 6_2012(H°°), 6—2034(1'100), 6—2(012+(l34)(1'1m)’ 0,..., 0)] )

Next we take now the same sequence but consider the standard representation. It has highest
weight y; = B as given in Example 4.2.5 and the set K is not u,-connected. The largest .-
connected subset contained in K is I = {a2}. Then the weights y; = 81 and up = 5> have support



4.3. The Satake Compactification of Symmetric Spaces 143

contained in I whereas pu3 = 3 and us = B4 do not. Here now we get (with dots instead of the
terms with non-positive weights):

iT(eH’/" o) = [diag (6251(11,'")’ eZIfz(Hln), 62ﬁ3(Hr,n), 62,34(Hr'n)’ - )]
— [diag (62(m+8)’ eZ-m’ 62(—m+2)’ eZ(—m—lO)’ - )]
_ [ezm+16 diag(1’8—16’6—4m—12’e—4m—36’ - )]
—> |diag(1,€7',0,0,0,0,0,0)|
= |diag (1,e72*2#),0,...,0)]. o

In their book [BJ06, §1.4.20], Borel and Ji show that the map

. o+ =S
ii:e'" — X,

Hyo +— [diag (1, 72 Zosr 200tle) | o72 e et 0 0)]. 4.17)

is well defined and an embedding. With the conditions for (H,,),, as stated above we have already
the important aspects of the proposition about converging sequences:

Proposition 4.3.11 ([BJ06, Prop. 1.4.23]) Let (Hy)m € a* be an unbounded sequence. Then
(eH'" po)m converges in )_(i if and only if there is a u.-connected subset I C A satisfying

(S1) for all & € I the limit lim,,—,, a(H,,) exists and is finite,

(S2) for all p,-connected subsets I’ € A properly containing I, there is an « € I’ \ I with
a(Hy) — oo.

Let Ho, be the unique vector in ol+ such that a(Hy) = lim,_,. a(H,,) for all « € 1. Then, with
the above ordering of the weights,

ir(e™ po) — ir(e™) = [diag (1,7 Zosr 200te) o 2Naercroaltle) o )]

.. T
The closure of the positive chamber e pg in X, is given by

= (o (T — —
i-(e¥ po) = lT(e“ po) U Ll lI(e“ ) at U U al+, o
IcA IcA
Ur—conn. Hr—conn.

13

Before we come to the identification of convergent sequences in Xhor and )_(i, we show some
lemmas about the connection of u,-connected subsets of I to faces of B the boundary of al-+.
Both results will be needed in the proof of Theorem 4.3.18. We start with some notations: Let
a;r = a;Na* be the restricted positive Weyl chamber and E =aq Nat its closure a7. By By, = BNay

we denote the restriction of B to qj.

Lemma 4.3.12 Let ] C A be a u.-connected subset. Then

dim(a;) = dima — #1. o

Proof. Assume the statement would not be true for some I € A which we choose minimal. As we
are taking intersections of hyperplanes for constructing a; , we know that dim a; > dima — #/, as
we loose maximal one dimension with each element of 1. In other words

#I > dim a — dim q;.
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Take af, the orthogonal complement of a; in a. Then dima’ = dim a — dim a;. With the identi-
fication a ~ a* via the Killing form «, a root @ € a* is orthogonal to its own kernel ker(a) and
therefore I C of. But that means, that we have a (dim a — dim a;)-dimensional subspace in which
lie #1 simple roots. As #/ > dim a — dim a, this is a contradiction to the fact that simple roots are
linearly independent. O

Lemma 4.3.13 Let the notations be as before. Then the relative boundary of a* is given as

8re,a_+=[U aj]ﬂa_+. o

0#JCA

Proof. Recall that for a subset I C A, we defined a; = (), ker(@). As every positive root in X*
can be written as a linear combination of simple roots with positive integer coefficients, we have

at={HealaH)>0VaeX}={Heca|alH)>0VaeA}.
The closure of the positive Weyl chamber is given by ot ={H € a| a(H) > 0 Ya € A}. Therefore
Oer0™ ={H € a* | Ja € A : a(H) = 0}
={Hea|JaeA:aH)=0Nna*t

:( U a,)ma_+. O

0#JCA

Now we want to give the correspondence between proper faces of B and p,-connected proper
subsets I C A. Let us first look at the face structure of D = ‘W(u,) and its negative dual B = —D°.
Note that B is polyhedral. We again identify a = o via the Killing form and denote the unique
element of a associated to an element « € a* again by H,. As D is the orbit of the highest weight
4. under the Weyl group ‘W, which acts by reflection at the Weyl chamber walls, the facets of D
are orthogonal to one-dimensional intersections of Weyl chamber walls. Therefore all vertices of
B C alie on such one-dimensional Weyl chamber faces.

Let F = conv{by,...,bi} C 0B be a convex polyhedral subset with vertices b; € dB. Then for
each b; there is a subset /; C A such that b; € ar; and dim(alj) = 1. Now we set

I:=Ln...nI[ CA.

Then 7 contains exactly all those roots, such that F' is contained in a;. Since ay N ag = ayyg for all
J,K C A, the set I is the maximal one satisfying

FCaq

and it holds
dim(F) = dim(q;) — 1.

Given a subset I C A, let F; C a* be the unique face of B determined by
B, Na* = FyNa*, (4.18)

where B,, = B N qy is the restricted unit ball.

When restricting F = conv{by, ..., by} to intersect a*, then the above two definitions are inverse
to each other.
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The face Fy associated to @ C A is the facet of B that covers a* (and probably more). By Lemma
4.3.13, all cones in the boundary of a* correspond to non-empty subsets / € A. Now we have to
characterize those subsets I C A that correspond to faces of BN a* and not only convex polyhedral
sets.

Lemma 4.3.14 F is a face of B if and only if I is u.-connected. o

Proof. Let I C A be not u.-connected. Then there are J, K C A orthogonal to each other with
I'U {u:} = <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>