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Zusammenfassung 

Die Entwicklung innovativer Technologien bedarf oft grundlegender neuer Materialeigenschaften 

einzelner Komponenten. In dieser Arbeit wurden metastabile Metallfasern mit einzigartigen 

mechanischen und thermodynamischen Eigenschaften sowie kristallografischen Charakteristika zu 

mechanisch stabilen, elastischen 3-dimensionalen Netzen verknüpft, ohne dass die Geometrie und die 

physikalischen und thermodynamischen Eigenschaften der Fasern verändert wurde. Die 

Metallfasernetze wurden als 3-dimensionale Stromkollektoren in der Lithium-Ionen-

Batterietechnologie eingesetzt und verbessern damit grundlegend die Batterietechnologie. Prinzipiell 

werden verbesserte Batterietechnologien in vielen gesellschaftlich relevanten Anwendungen dringend 

benötigt, um deren Energieverbrauch ökologischer und ökonomischer zu gestalten.  

Die durch ein Meltspinning-Verfahren hergestellten Metallfasern basieren auf einer Kupfer-Silizium-

Legierung. Die grundlegenden physikalischen und thermodynamischen Eigenschaften sowie der 

kristallographische Zustand der Metallfasern wurde quantifiziert. Die Metallfasern wiesen eine Länge 

von mehreren Zentimetern, eine Breite von 10-100 Mikrometern und eine Dicke von 2-10 

Mikrometern auf. Die mechanischen Eigenschaften wurden als Funktion der Metallfaserdimension und 

des kristallographischen und thermodynamischen Zustandes quantifiziert. Insbesondere erwies sich 

die thermodynamisch metastastabile Phase für die Verknüpfung der Metallfasern als grundlegend. 

Während des Herstellungsprozesses der Metallfasern wird die Metallschmelze innerhalb weniger 

Millisekunden abgekühlt und zur Erstarrung gebracht. Als Folge befindet sich die kristallische Struktur 

bei Raumtemperatur nicht im thermodynamischen Gleichgewicht, deren gespeicherte Energie 

bestimmt wurde.  

Eine dauerhafte Verknüpfung der Metallfasern wurde durch das kalte und warme Sintern der Fasern 

erfolgreich dargestellt, ohne dass die grundlegende Geometrie und teils die physikalischen sowie 

thermodynamischen Eigenschaften der Fasern beeinträchtigt wurden. An den Kontaktpunkten 

zwischen den Fasern zeigt sich bevorzugt eine Verknüpfung durch geringe Aktivierung atomarer 

Diffusion mittels mechanisch aufgebauten Drucks oder Temperatur. Grund hierfür ist die beim 

Abschrecken der Metallschmelze in den Fasern kristallographisch gespeicherte Energie.  

Die 3-dimensionalen Metallfasernetze wurden hinsichtlich ihrer Eignung als elektrische Stromableiter 

in Lithium-Ionen-Batterien untersucht. Vor allem die Verbesserung der mechanischen und elektrischen 

Eigenschaften von Lithium-Ionen-Batterien, die die Grundlage für eine Vielzahl von Prozessen in 

Batterien sind, stand in dieser Arbeit im Vordergrund. Die 3-dimensionalen Metallfasernetze 

ermöglichten grundsätzlich die Darstellung funktionsfähiger superdicker Batterieelektroden, die eine 

deutlich erhöhte Flächenkapazität von größer 8 mAh cm-1 aufweisen.  
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Abstract 

The development of innovative technologies often requires fundamental new materials properties of 

individual components. In the present work, metastable metal fibers with unique mechanical and 

thermodynamic properties as well as crystallographic characteristics were linked to form mechanically 

stable, elastic 3-dimensional networks without changing the geometry, physical and thermodynamic 

properties of the fibers. The metal fiber networks have been used in lithium-ion battery technology as 

3-dimensional current collectors, fundamentally improving battery technology. Worldwide there is an 

urgent need for improved battery technologies which are more ecological and economical.  

The metal fibers produced by a Melt spinning process are based on a copper silicon alloy. The basic 

physical and thermodynamic properties as well as the crystallographic state of the metal fibers were 

first quantified. The metal fibers had a length of several centimeters, a width of 10-100 micrometers, 

and a thickness of 2-10 micrometers. The mechanical properties were quantified as a function of metal 

fiber dimension, crystallographic and thermodynamic state. In particular, the thermodynamic 

metastable phase was shown to be instrumental for linking the metal fibers. During the metal fiber 

fabrication process, the molten metal is cooled and solidified within a few milliseconds. As a result, the 

crystalline structure at room temperature is not in a thermodynamic equilibrium, the stored energy of 

which was determined.  

A permanent linkage of the metal fibers was successfully implemented by cold and warm sintering of 

the fibers without affecting the basic geometry and partly the physical as well as thermodynamic 

properties of the fibers. Low activation of atomic diffusion by means of mechanically built-up pressure 

or temperature resulted in a linkage preferentially at the contact points between fibers. The reason 

for this is the crystallographic energy stored in the fibers during quenching of the molten metal.  

The 3-dimensional metal fiber networks were investigated in terms of their suitability as electrical 

current conductors in lithium-ion batteries. In particular, this work focused on improving the 

mechanical and electrical properties of lithium-ion batteries, which are the basis for a variety of 

processes in batteries. In principle, the 3-dimensional metal fiber networks enabled the fabrication of 

functional super-thick battery electrodes, which have a significantly increased surface capacitance of 

greater than 8 mAh cm-1.   
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1. Introduction 

A better battery has significant societal benefits. Its success accelerates the transformation from a 

fossil fuels-based economy to a CO2-free economy. [1-3] Batteries are being used in all mobile vehicles, 

consumer electronics and time-shifted energy supply systems, such as the powering of houses to name 

a few. This is because batteries are loaded with electrical energy, which may be produced entirely by 

environmentally friendly technologies. A better battery will have to be safe, have high gravimetric or 

volumetric energy density, high charging and discharging rates, be completely recyclable and, 

eventually, economically inexpensive. [4-6] So far battery research has been slow-moving when it 

comes to cell architecture, meaning that for decades batteries have been produced in the same way. 

The true potential of battery technology will only be unlocked once new structures with improved 

chemistries are implemented. [7] This requires fundamental knowledge and engineering science-

based breakthroughs in material chemistry which accumulates and releases energy, called active 

material, current collector and general cell design. It is widely understood in the battery field that the 

design of thick batteries is a major obstacle. This thesis explores fundamentally what limits the 

formation of thick batteries and presents a new battery design principle.  

Lithium-Ion Batteries (LIBs) are currently the dominating electrochemical storing system for electrical 

energy. The principles of the batteries go back to John Goodenough [8], Stanley Whittingham [9] and 

Akira Yoshino [10], who were awarded the Nobel Prize in Chemistry in 2019. The LIB contains several 

electrochemically active as well as inactive components. Electrochemically active components include 

anode and cathode active materials, and the electrolyte. Electrochemically inactive components are 

mainly the separator, current collector, additives, and the casing. [11] 

The working principle is based on lithium ion (Li+) diffusion in an electrolyte from cathode to anode 

(loading) and vice versa (unloading). This is schematically shown in Figure 1. Lithium is stored inside 

the active material at anode and cathode inside the respective structure. Here, two types of storage 

must be distinguished. The first type is known as conversion electrodes. Here, the atomic charge in the 

crystal of the active material changes during lithiation. Typical materials are therefore transition metal 

oxides like manganese oxide. The charge of the manganese changes during lithiation from Mn0 to Mn2+ 

which provides a theoretical capacity of 800 mAh g-1. [12]  

The second type of storage is intercalation of lithium inside material structures without a change of 

atomic charge. Two principle types of intercalation active materials are known: Layer-structured ones, 

e.g. graphite (anode) or LiNiMnCoO2 (NMC) (cathode). Here, the lithium is stored in between the layers 

of the active material. On the other hand, there are materials in which the lithium is ingested into the 

crystal structure, e.g. in Li4Ti5O12 (LTO) (anode). Intercalation and deintercalation occurs at a material-
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specific voltage, the so-called intercalation voltage, e.g. for graphite at 0.1 V vs. Li/Li+ or 3.7 V vs. Li/Li+ 

for NMC [11]. The cell voltage is then given by the difference between cathode and anode intercalation 

voltage, e.g. for a Graphite-NMC-Battery, which is the most common one, a value of 3.6 V is generated.  

If all lithium is removed from the active material, the assembled structure may collapse. Therefore, 

only a certain fraction of the lithium in the active material can be used and the real usable capacity is 

lower than the theoretical one. For Li1-xCoO2 (LCO) the theoretical capacity with x = 1  yields at 

274 mAh g-1, whereas the real capacity at  x = 0.3 ranges from 140-150 mAh g-1 without collapse. This 

effect is based on the Co3+/Co4+ redox couple that can only compensate the lithium ion removal to a 

certain point before phase transformation sets in. This phase transformation converts the usable 

hexagonal structure to a monoclinic phase and is not electrochemically reversible. [11, 13, 14] 

As described above, lithium ions are stored inside the active material at the anode and cathode. 

However, to make use of the potential difference in the charged state or to recharge the battery, it is 

necessary to ensure ion transport between anode and cathode. Hence, an ion conductive electrolyte 

is required. Lithium salts such as LiPF6 dissolved in compatible solvents usually serve as electrolyte. 

Typically, one or several carbonates (e.g. ethylene-, dimethyl-, diethyl-, ethylmethylcarbonate) are the 

solvents of choice. There are three decisive factors the electrolyte has to meet: Firstly, high resistance 

against decomposition during loading and unloading of the battery. Secondly, only minor electrical 

conductivity and thirdly, high lithium ion diffusion which is typically in the range of 10-10 m2 s-1. 

Especially in thick 3D batteries, demand for good lithium ion transport through the whole assembly is 

very high. [11, 15, 16] 

The next generation of lithium ion batteries are solid-state batteries. [5] In these type of battery, the 

liquid electrolyte is replaced with a solid one in form of a polymer gel. For these pseudo all-solid-state 

batteries, the same type of active materials is mainly used as for traditional liquid electrolyte cells. In 

real all-solid-state batteries, no electrolyte is used. [17] Therefore, a high lithium ion transport in the 

active material is needed. Here, lithium metal anodes are used due to their high capacity of 3860 mAh 

g-1 and their low potential of -3.04 V vs. the standard hydrogen electrode. [18] A large problem for 

lithium metal anodes is dendrite formation due to polarities in the electrode. Dendrite formation, 

however, can be prevented with a better potential distribution as, for example, in electrode systems 

with a 3D current collector. [19] 
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Figure 1: Scheme of the structure and working principle of a Lithium-Ion-Battery. [11] Reprinted under 
permission by Springer (© 2018 Springer) 

 

Additionally, a separator is needed. Its primary function is the physical and electrical separation of 

anode and cathode, thus preventing an electric short circuit of the cell, i.e. the separator needs to be 

electrically non-conductive. While the electron transport needs to be suppressed, a good ion transport 

through the current collector is necessary. This can be achieved by porous separator structures that 

can be penetrated by the electrolyte containing the ions. Another possibility are ion conductive 

materials, which are mainly used in all solid state batteries. Hence, separators are mainly based on 

porous polymers and/or ceramic particles and/or fibers. In some separators, mainly ceramic-based 

separators, it is also possible to suppress the formation of lithium dendrites, which could pierce the 

separator und would end in short-circuiting the cell. Therefore, a high mechanical stability of the 

separator is desirable. To ensure a good performance, thickness and porosity are crucial. If the porosity 

is too low or the separator too thick, lithium ion transport will be hindered whereas too thin or too 

porous structures fail at reliably isolating the cell. [11, 20, 21] 

In order to collect or provide electrons from the active material to the electrical circuit and vice versa, 

a so-called current collector is needed. This is typically an electrically highly conductive material that 

is coated with the active material. In state-of-the-art batteries, a copper foil at the anode side and an 

aluminum foil at the cathode side is used. Since the active material’s electric conductivity is lower 

compared to the current collector's, electron transport in the active material is better close to the foil. 

Especially in systems with low conductive active materials like oxide-based electrodes, the demand for 
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conductive additives like carbon black graphene sheets [22], carbon nanotubes [23] or metallic 

nanowires [24] is high. [25, 26]  

A current trend in Lithium-Ion Batteries is thicker electrodes. Here, the fraction of inactive components 

like current collector foils or also separators can be severely decreased [27] leading to a significantly 

increased gravimetric and volumetric energy density. The gravimetric energy density is the energy that 

is stored per gravimetrical unit in a battery. Together with the volumetric density, i.e. the energy per 

volumetric unit, they are the key parameters to describe the battery performance. Figure 2 illustrates 

the impact of electrode thickness and the resulting fraction of inactive components. Currently, the 

main problems and challenges are the poor electrical connection of active material located further 

away from the current collector and the poor ionic conductivity due to the thick layers. Figure 3 

illustrates the transport processes in lithium-ion batteries in detail. The electrical connection of the 

active material at the current collector is much better than for the active material far away from the 

current collector due to the bad electric conductivity of the active material. Therefore, a potential 

gradient inside the active material bulk forms. Since intercalation requires a certain threshold voltage, 

the active material next to the current collector can be charged more than other parts of the active 

material. In contrast to the electric conductivity gradient towards the current collector, lithium ion 

diffusion is increased at the separator and the lithium ion source. Consequently, the thicker the 

electrode, the larger is the distance between the two gradient maxima. In a worst-case scenario, the 

two gradients are not overlapping and, thus, the battery cannot be charged.  

To address the electrical conductivity problem, work has been underway for some time on 3D current 

collectors that use less conductive additives to enable electrical conductivity throughout the active 

material. Different forms of three-dimensional structures like metallic foams [28], graphene foams 

[29], 3D-printed structures, [30] or metallic fibers [31] were tested extensively. All these systems 

exhibit interesting properties and offer new possibilities for higher loading rates, higher energy 

densities, and longer lifetimes. However, most of these systems are costly and time intensive to 

produce and none of these have been translated from basic research into mass production. [7, 19, 32, 

33] While in 2D systems, the foil is coated with an active material layer, in 3D systems the structure is 

infiltrated with the active material and the electrode is pervaded by the 3D current collector over the 

overall thickness. Therefore, the potential gradient is restricted by the pores and does not stretch out 

over the whole current collector. Thus, theoretically, the thickness can be increased infinitely. For 3D 

systems, the pore size must be tuned precisely to adjust the electrically based battery properties. 
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Figure 2: Scheme of thin and thick electrodes and their components ratio. [27] Adapted and reprinted 
under permisson by Wiley (© 2019 Wiley) 

 

The main research focus in 3D current collectors are currently metallic structures like foams. Metals 

are characterized by very high electric conductivity as well as a very high mechanical stability. The main 

problem here are the production possibilities. In general, there are two production routes: In the first, 

the metal melt is frothed up with gas and cooled as metal foam. Due to random gas bubble 

recombination, the pore size diameter is very inhomogeneous and mainly in the millimeter range. 

Furthermore, the pore size cannot be adjusted to the demanded level. Consequently, the 

inhomogeneous and large pore sizes lead to a varying charging performance for the different pores. 

[34-36] The second route uses salts with high melting point. These salt particles act here as place 

holders in the metal melt. After solidification of the metal, the salt is dissolved and thus removed from 

the metal foam. With this strategy, the pore size diameter can be adjusted very accurately. [36] 

However, a general challenge for both strategies is the need of an open and connected porosity of the 

foam. [37] Here, precise process control necessary. However, this makes the whole process costly and 

laborious and, therefore, not preferable for large-scale battery production. Moreover, the most 

prominent metal foams are copper or nickel based. Due to the limited electrochemical stability of both 

materials, they are not suitable for active materials with a high intercalation level. [7] 
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Figure 3: Scheme of the thickness dependence of transport processes in lithium-ion-batteries. 

 

Additionally, graphene foams are currently of significant interest in 3D current collector research. 

Here, the production strategy is mainly based on graphene oxide plates which are dissolved and dried 

afterwards. The structure determining process is simple vacuum filtration [38] or, more advanced, 

freeze drying [39]. After the drying step, a loose structure is formed that has to be interconnected to 

form a stable structure. Therefore, the graphene oxide is reduced to graphene which then combines 

with the surrounding plates and forms a mechanically stable connection. The reduction can be 

initiated, for example, by thermal treatment. [33] A promising factor is that during the production 

process the active material can be introduced directly into the network and, therefore, provides a good 

charging performance. In addition, the graphene itself can be charged. [33, 39, 40] However, the main 

issues are the mechanical stability of the substrate and the pore size diameter, which is mainly in the 

nanometer to low micrometer range. Within this pore size diameter range, the infiltration of active 

material after the formation of the 3D structure, for example by doctor blading, is nearly impossible. 

The reduction process under vacuum, protective or reducing gas at high temperatures is again 

laborious and problematic for large-scale production. 

Metal fibers are also another field of interest in 3D current collector research. Here, two types of metal 

fibers must be distinguished. The first type of fibers are nanowires grown from solution made of a wide 

variety of metals. These networks are connected with each other and form a metal fiber network but 

with a pore size in the lower micrometer range. With their typical fiber thickness below 1 µm the 

networks are not very stable against mechanical deformation. Fiber growth is slow and cost-intensive, 

so this route is not very interesting for large-scale production.  

The second type of fibers are metal fibers in the micrometer range, which can be produced for example 

by bundle drawing - a method limited to non-corrosive materials like stainless steel. Jenax Inc. is 

building secondary batteries utilizing 3D networks made of stainless steel fibers for the current 
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collector network. [41] Due to the electrochemical limitation of stainless steel, active materials with 

an intercalation voltage of over 3.8 V vs. Li/Li+ are not suitable for these types of fiber networks. The 

mechanical stability, electric conductivity, and the pore size adjustability are favorable in this type of 

system. [42] 

In order to summarize the suitability of existing technologies, the 3D current collectors were evaluated 

in the following categories: i) accurate pore size adjustment in the range of 80-200 µm, ii) 

electrochemical stability uup to 4.3 V vs. Li/Li+, iii) mechanical stability, iv) electrical conductivity and 

v) large-scale production. Only state-of-the-art products were taken into account for all criteria  but 

not small lab-scale proof of principles. For the metal foams, irrespective of the production route, 

commercially available copper, nickel, cobalt, silver, stainless steel and titanium networks were taken 

into account. The graphene foams were assumed as current collector which needs to be filled with 

active material afterwards. The while formation plated active material provides only to less area 

capacities for industrial use. For the 3D-printed structures, electrochemically suitable materials like 

aluminum were taken into account. For the carbon nanotube (CNT) networks, fibrous papers without 

binder as well as carbon nanotubes, which are connected with a conductive binder, were considered. 

The most suitable metals for fibers were chosen. Thus, for the bundle-drawn fibers stainless steel fibers 

are the electrochemically best suitable fibers and are, therefore, not suitable as high-voltage cathode 

materials. 

The summarized data in Table 1 show that a wide range of parameters can be covered with existing 

technologies. For a large-scale production of metal fibers, the bundle drawing approach from Jenax 

Inc. seems to be a good candidate. Only the limited electrochemical stability up to 3.8 V compared to 

Li/Li+ eliminates the system as a universal current collector system for all types of existing and future 

active materials.  

In this work I propose a possibility to produce fiber-based 3D current collectors which are also suitable 

for large-scale production. Using a special Melt spinning technique, a wide range of metals and alloys 

with nearly no limitation can be spun into microfibers. Such fibers cover the whole electrochemical 

window and all kinds of actual and future active materials can be combined with the 3D fiber-based 

current collector network. Additionally, the ultra-fast quenching rate during the fiber production 

process introduces special thermodynamic and mechanical properties to the fibers. Especially the 

unique thermodynamic characteristics of the fibers as well as the mechanical properties typical of 

nano- and micromaterials underline the relevance of this class of materials. For example, special 

sintering technologies can be used to produce mechanically stable networks without severe reduction 

of the surface area of the fiber network compared to single fibers. Furthermore, the pore size of the 
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networks can be tuned quite well using different methods of fiber laying and the networks show a very 

homogenous pore volume distribution. Therefore, infiltration of the fiber networks with active 

material is not problematic while the adhesive forces holding the active material on the fibers are very 

strong due to the large contact area. The proposed approach also opens the path towards ultra-thick 

batteries: a fiber-based 3D current collector, evenly penetrating the whole electrode volume, can 

overcome problems like decreasing conductivity for ions and electrons, and strong conductivity 

gradients within the electrode can be formed. In addition, the mechanical stability of the 

network/active material system remains high. The enhanced mechanical properties of the fibers and 

the network in combination with the homogenous pores can decrease the problems caused by 

delamination of the active material on the current collector, leading to an increased lifetime of the 

battery, an enhanced tolerance towards increased loading rates as well as an improved overall 

performance. 

 

Table 1: Comparison between different 3D current collector technologies. 

 Pore size 

adjustability 

Electrochemical 

stability 

Mechanical 

stability 

Electrical 

conductivity 

Scale up 

possibility 

Metal foam (gas) [7, 

36, 37] 
- + + + - 

Metal foam (salt) [7, 

36, 37] 
+ + + + - 

Graphene foam [7, 

43] 
- + - 0 - 

3D print [30, 44, 45] - + + + 0 

CNT [7, 33, 46] 0 + - 0 0 

Metal fiber (grown) 

[7, 19] 
- + - + - 

Metal fiber (Jenax, 

steel) [7, 42] 
+ - + + 0 

 

In summary, the proposed system allows for the utilization of the advantages of ultra-thick electrodes 

while at the same time overcoming the known disadvantages with respect to battery performance as 

well as large-scale production: the feedstock for the network, the metal fibers, are produced with a 

special Melt spinning technique. Due to the special conditions during the manufacturing of the fibers, 
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they exhibit unique properties that are advantageous for their further applications. The networks 

formed by the fibers have an extremely large surface area and a defined and homogenous pore 

volume. Thus, the infiltration of the active material does not pose a big problem and results in an 

electrode that is evenly penetrated by the current collector over the whole volume. This prevents 

formation of strong conductivity gradients lancing through the current collector. In conclusion, the 

whole active material volume can be activated and utilized by the current collector, leading to 

improved performance, fewer problems caused by delamination, longer battery lifetimes and a 

formidable gravimetric and volumetric energy density. In the following, the production and the 

characteristics of these novel electrode materials will be described and discussed in more detail. 
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2. Materials 

2.1. Metalfibers  

2.1.2. Melt Spinning 

The production method of choice for the microfibers used in this work was Melt Spinning, a method 

that has been well-known for quite some time for the processing of various materials. The principle of 

Melt spinning is based on the rapid quenching of molten materials and it is mainly used for meltable 

polymers and metals, especially for metallic glasses. In principle, molten material is blown through a 

nozzle onto a fast spinning substrate. Traditionally, this spinning substrate for metal production is a 

vertically spinning wheel made of a copper alloy due to its good heat transfer and thermal conductivity. 

By contact with the copper wheel, the melt is quenched with a cooling rate of 10,000 K s-1 or more, 

which actually leads to solidification. The microstructure of such materials is either amorphous or 

nanocrystalline. Due to the high centrifugal forces induced by the spinning wheel with a rotational 

speed of 30-70 Hz, the solidified part of the melt is accelerated tangentially from the wheel. 

Interconnection forces between the liquid and solidified part of the material pull the solid material out 

of the liquid part into foils, ribbons or fibers depending on the nozzle shape and rotational speed. Here, 

it is important to mention that the spinning substrate can be made from different materials, however, 

most important is a high heat conductivity to convey the heat from the melt to the mostly water- or 

nitrogen-cooled wheel.  

The first continuous casting technique for metals was described 1976 by Liebermann and Graham who 

melted a Fe40Ni40B20 alloy by induction and blew it out with pure argon gas on a copper spinning wheel. 

This resulted in amorphous ribbons with a thickness of around 10 µm to 40 µm. [47] In the 2010s, Spatz 

et al. (at the Max Planck Institute for Intelligent Systems, Stuttgart, Germany) further developed the 

Melt spinning method into a production technique for fibers with thicknesses in the lower micrometer 

range. [48] At the end of the 2010s the same group around Joachim Spatz contributed another 

important advance in Melt Spinning by replacing the vertical wheel with a horizontal plate. [49] 

 

2.1.3. Copper-Silicon (CuSi) 

The CuSi fibers were produced by horizontal Melt spinning and kindly provided by Dr. Sebastian Weber 

and Louise Kaeswurm, both Max Planck Institute for Medical Research. As raw material, the custom 

alloys were produced by Wieland-Werke AG Vöhringen. CuSi3 means 3 wt.-% silicon in 97 wt.-% 

copper, CuSi4 4 wt.-% silicon in 96 wt.-% copper. Table 2 gives the alloy components for the element 

analysis of CuSi4 provided by the manufacturer. The CuSi3 alloy was produced with the same raw 
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materials, so a similar impurity concentration can be assumed. Thickness and width of the fibers were 

determined by scanning electron microscopy (SEM). The length of the fibers varies from a few 

millimeters up to several centimeters. If a special length of the fibers is needed, the fibers were 

parallelized by carding and cut to the demanded/necessary length. 

 

Table 2: Alloy components of the CuSi4 alloy. [50] 

Element wt.-% Element wt.-% Element wt.-% Element wt.-% 

Ag 0,00318 Al 0,00312 Cd 0,00334 Mg <0,00010 

Be <0,00010 Bi 0,00079 Fe 0,069 Pb 0,00676 

Cr 0,00133 Cu 95,752 P 0,00227 Si 4,123 

Mn 0,00124 Ni 0,00192 Se 0,00018 Zn 0,01712 

S 0,00146 Sb <0,00010 Ti 0,00025   

Sn 0,00999 Te <0,00010 B 0,00050   

Zr 0,00053 As <0,00010 Co 0,00205   

 

2.1.4. Vitrovac 

The Vitrovac fibers were produced by vertical Melt spinning and kindly provided by Dr. Alexandre 

Micoulet (Max Planck Institute for Medical Research). Vitrovac is a specially designed alloy that forms 

an amorphous alloy by Melt spinning. As raw material, Vitrovac ribbons from Vacuumschmelze GmbH 

& Co. KG Hanau were procured and remolten. The nominal composition is Co69Fe4Mo3(Nb,Si,B)rest. [51] 

The geometric dimension were determined by SEM and also cut to measure, if needed. 

 

2.2. Battery 

2.2.2. Active Materials and Additives 

As anode active material, graphite flakes with a median size of 7-10 µm on metal basis with a purity of 

99% (Alfa Aesar) were used. As conductivity agent Carbon black (Super P® Conductive, 99+% (metals 

basis), Alfa Aesar) was used. As binder, Poly-(vinylidenfluorid-co-hexafluorpropylen) (PVDF-HFP) was 

used (Merck). The conductive agent has the function to make the binder electrically conductive while 

the binder permeates the active material bulk and holds the structure together. 
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2.2.3. Coin-Cell 

As test setup for batteries, stainless steel (SS304) CR2032 coin cells (MTI Corporation) were used 

together with stainless steel (SS304) wave springs and spacers (MTI Corporation, article number 

CR20WS). Metallic lithium as precut chips (99.95 %) with 15.6 mm diameter and 0.45 mm thickness 

was used as anode for half-cell testing (PI-KEM Limited). As electrolyte 1 molar 

lithiumhexafluorophosphat (LiPF6) solution in EC:DMC 50:50 (ethylene carbonate:dimethyl carbonate) 

was used (Merk). As separator Whatman® glass fiber filters (934-AH) were used. 

 

2.3. General Chemicals and Gases 

 

Table 3: Used chemicals and Gases. 

Chemical Manufacturer Purity / % 

Acetone VWR Chemicals Reag. Ph.Eur.  

Argon Air Liquide 99.999+ 

Argon W5 (5 vol.-% H2 in Ar) Westfalen AG - 

Nitrogen Linde gas Liquid nitrogen 
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3. Methods 

3.1. Mechanical Characterization 

Amorphous and nanocrystalline materials are known for their unique mechanical properties. Especially 

their mechanical properties are notable and easily tunable by different processing steps like heat 

treatments. During external deformation, two types of distortion are present: the elastic and the 

plastic deformation. The hardness of the material is strongly influenced by the grain size, so that there 

is a strong connection to the crystallinity of the material. 

The determination of the above established mechanical properties is extremely important as these 

properties have a great effect on the workability, suitability, and possible application of the materials, 

especially for materials on the low micrometer scale. Nanoindentation is the method of choice to 

determine the mechanical properties of micro- and nanomaterials. Here, normally a pyramid-shaped 

diamond tip is pressed into the sample surface deforming the sample, first elastically then plastically. 

Due to the pyramidal shape of the tip, the effective projected surface Ac gets larger and the force is 

growing exponentially. To achieve good measurement results, a higher force is needed to overcome 

the background noise. However, for micro- and nanomaterials a higher force cannot be achieved by 

increasing the indentation depth. With flatter tips, the force is growing larger due to an increased 

contact area between sample and tip. Therefore, the standard tip for Nanoindentation is the flat 

Berkovich tip with an opening angle of 65.3° between edge and center plane (see Figure 4 c)). [52] The 

unloading curve can be fitted with the Oliver-Pharr-Method to determine the elastic modulus Er 

(reduced modulus) of the sample with equation (1). With the maximum displacement hmax and force 

Pmax,  the hardness H of the material can additionally be calculated with equation (2):  

 

 
𝐸𝑟 =

𝑆√𝜋

2𝛽√𝐴c
 

(1) 

 
𝐻 =

𝑃max
𝐴c

 
(2) 

 

Here, S is the contact stiffness and 𝛽 is a constant which is based on the tip geometry, e.g. 𝛽 = 1.034 

for a Berkovich tip. [53, 54] Figure 4 illustrates the principles of Nanoindentation and the usually used 

Berkovich tip. Figure 4 a) shows a typical load displacement curve, Figure 4 b) the material feedback 

and deformation, and Figure 4 c) a Berkovich tip scheme. While loading, the diamond tip is pressed 

into the material and the force is growing exponentially. According to equation (2), the maximum force 

Pmax over the projected tip area is the material hardness. The unloading curve is the elastic force 
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pressing against the tip while pulling the tip out of the material. The difference between the origin and 

hr is the plastic deformation of the material. Due to the need for accuracy, the displacement is normally 

piezo-driven, the force feedback about the electromagnetic feedback of a 3-plate capacitor. Here, 

forces in the Nanonewton range and displacements on the Nanometer scale can be determined. [55-

58] 

 

a) b) 

 

c) 

Figure 4: a) Typical load displacement curve of a Nanoindentation experiment, b) the material feedback 
and deformation and c) the scheme of a Berkovich tip. [55] Adapted and reprinted under permission of 
Springer Nature (© 2018 Springer Nature) 

 

Elastic deformation describes the reversible deformation of a material by applying an external force. 

A common measurement technique is the tensile test, where the material is elongated and the force 

feedback is measured. It can easily be described with the spring model. Here, the atoms are 

interconnected with a spring with a certain spring force and are elongated or compressed. For elastic 

deformation, two types of forces must be considered independently of each other. The first type are 

forces that are perpendicular to the surface like traction and pressure. The second type is shear stress 

emanating from a force parallel to the surface. This can be described by equation (3) and (4): 

 

 𝐹⊥

𝑞
= 𝐸

∆𝑙

𝑙0
   or   𝜎 = 𝐸𝜀 (3) 

 𝐹∥

𝑞
= 𝐺

∆𝑑

𝑑0
   or   𝜏 = 𝐺𝛾 (4) 
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Here, 𝐹⊥ is the perpendicular and 𝐹∥ the parallel force, q the affected area, l0 the original length, and 

Δl the length change, d0 the original thickness, and Δd the thickness change. From equation 3 and 4 

the so-called Hooke’s law can be formulated. The normal stress σ is proportional to the elongation ε 

and interconnected with the elastic modulus E. Similarly, the shear stress τ is proportional to the 

shearing γ interconnected with the shear modulus G. [59] E and G are material properties and can be 

evaluated by tensile tests, three-point flexure tests or dynamic mechanical analysis. The macroscopic 

properties are always based on the microstructure of the material. Shen et al. described the change of 

E and G by lowering the grain size, illustrated for iron in Figure 5. The authors concluded that the 

intrinsic modulus is fundamentally the same as for larger grain sized materials. At a certain point, the 

number of atoms which are part of the grain boundaries and their triple junctions in-between are 

getting larger and the materials properties are changing. [60] 

 

 

Figure 5: Change of the elastic and shear modulus by lowering the grain size of nanocrystalline 
materials. The dashed curve represents a grain boundary thickness of 0.5 nm, the solid one for 1 nm. 
The dashed-dotted line represents the ratio for materials with larger grain sizes. The open circles 
represent the E/E0 value of nanocrystalline iron versus the grain size. [60] Reprinted under permission 
by Springer Nature (© 1995 Springer Nature) 

 

Inelastic properties describe the non-reversible deformation of a material. Whereas for elastic 

deformation the atomistic connections are just elongated or compressed, for inelastic or plastic 

deformation the connections are released and reconnected with other atoms which leads to a 
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permanent deformation. Typical of this type of deformation during elongation is necking, i.e. a change 

in the diameter of the sample with the intention to provide material to the elongating sections before 

the sample fractures. During compression experiments, like Nanoindentation, folding occurs based on 

the same principles. A typical mechanism of plastic deformation is the sliding of crystallographic planes 

towards each other. The crystal structure of solid materials can glide at a certain force against each 

other to lower the induced stress. This mainly happens over the closed-packed planes inside the 

structure resulting in slip bands and in single crystals steps on the surface become visible.  

Depending on materials properties like ductility, elasticity, plasticity, and viscosity, the hardness 

describes the mechanical resistance against deformation. Hardness is mainly based on the atomistic 

microstructure of the material. A very prominent example is the difference between diamond and 

graphite, although both consist of pure carbon. While graphite has a density of 2.26 g cm-3 and a 

layered hexagonal structure resulting in a low hardness. In contrast, a diamond has one of the most 

dense lattice structures, resulting in a density of 3.52 g cm-3 and is the hardest naturally occurring 

material on earth. [61] Hardness can be described generally as material feedback against deformation, 

for example, like pressing an object inside the material, as is the case during Nanoindentation. 

However, the hardness of materials is also influenced by the structure of the material and can be 

adapted by special treatments. A well-known effect for hardening materials is the introduction of 

defects into the material. At such defect pinpoints, the prominent effects occurring during deformation 

tend to stack up as their propagation through the material is inhibited. These defects can be on an 

atomistic level like atomistic vacancies or line defects like dislocations while, for example, 

precipitations appear on a macroscopic level. Grain boundaries, for example, can be described as an 

agglomerate of defects between the grains. This leads to energetically more preferable areas with low 

defect density inside the grains whereas the interconnection in-between the grains has a high density 

of defects. Here, the propagation of slip planes or dislocations is hindered, hence the deformation of 

the material needs more energy. Thus, it can be easily understood that materials with small grains are 

macroscopically harder than materials with big grains due to the higher ratio of grain boundaries per 

area. This was described by Hall [62] and Petch [63] and can be expressed by the Hall-Petch equation 

(5):  

 𝜎y = 𝜎0 + 𝑘𝑑
−1/2 (5) 

 

Here, σy is the yield strength, σ0 is the stress below which no dislocation movement is present, k is the 

Hall-Petch slope, and d is the grain size. [59, 64, 65] For some materials, also the inverse Hall-Petch 

effect is influencing the material properties. It can be explained with the absorption of the atoms and 
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dislocations of grain boundaries. The larger the grain size of the material the larger the number of 

atoms which must be absorbed before the dislocation is absorbed. Therefore, absorption is less 

probable for larger grains than for smaller grains. [66] Figure 6 illustrates the relationship between 

grain size and yield stress. The Hall-Petch slope is positive to around a grain size of 100 nm where it is 

flattening, at around a grain size of 10 nm the Hall-Petch slope gets negative. This is generally explained 

by a dislocation pile-up in a grain leading to a stress concentration and, thus, the activation of 

dislocation sources. [67] 

 

 

Figure 6: Schematic relationship between grain size and flow stress. [65] Reprinted under permission 
by Elsevier (© 2003 Elsevier) 

 

For the Nanoindentation (NI) tests, the fibers were parallelized and bundled with adhesive tape. The 

fiber bundles were then placed upright in a silicone form. A mixture of Aka-Resin liquid epoxy and Aka-

Cure slow (Akasel A/S) were prepared according to instructions and poured into the silicone form. The 

embedding material was cured for 24 h at room temperature followed by 1 h at 110 °C in a drying 

furnace, both steps were done at ambient atmosphere. Afterwards, the samples were polished with 

grinding papers of different roughness (P180, P320, P600, P1200, P2400) for 3-5 min per paper, 

followed by a microfiber cloth (Aka-Napal; Akasel A/S) and grinding particles (DiaDoublo, DiaMaxx, 

Colloidal Silica; Akasel A/S) for 3-5 min. All steps were performed at a LaboPol-2 (Struers) polishing 

machine with 250 rpm speed and constant water flow. 

The cross-section samples were placed in a Hysitron TI 980 NanoIndenter (Bruker Corporation) on a 

Performech® 2 Controller. The measurements were performed with a TriboScanner piezo scanner 

equipped with a standard nanoDMA transducer and a Berkovich tip. A peak force of 1 mN with a 
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loading and unloading rate of 0.1 mN s-1 and 2 sec plateau time were used as load function parameters 

To exclude errors, which can be attributed to drift, a 40-sec drift monitoring with 20-sec drift analysis 

were performed before every measurement. For the modulus mapping, a maximum force of 200 µN 

with 1 mN s-1 loading and unloading rate, and a spacing of 1 µm were used. All measurements were 

performed at room temperature and ambient atmosphere in the environmental isolation enclosure of 

the TI 980 system. Data evaluation was done with the TriboScan software (version 10.2.0.22) and the 

Indentation Explorer (version 1.00.0.140, provided by Bruker Corporation), part of the Tribo iQTM 

package, plugin for Origin Pro (version 9.6.5.169). 

The tensile tests were performed on a Bose Electroforce 3200-AT series III equipped with a 22 N load 

cell. The samples were fixed on both sides with small vices and pulled with a constant displacement 

rate of 0.03 mm/s to a maximum level of 6 mm. The videos were taken with a Ximea MQ042RG-CM 

camera. 

 

3.2. Thermodynamic Characterization 

While the mechanical properties focus on the behavior of the material when mechanical energy is 

applied to the material, for example, in the form of stress or strain, the thermodynamic properties 

describe the stability and energetic balance of the material as well as the behavior when the material 

is exposed to thermal energy. Fibers produced by Melt spinning are not in a thermodynamically 

preferred state due to the high quenching rate. Some specially designed materials like Vitrovac [68] or 

Fe40N40B20 [69] are amorphous and often called metallic glasses.  

In general, most materials prepared by Melt spinning show a rather small grain size in the 

nanocrystalline regime as the unordered liquid phase is frozen into a solid state. By heating to the 

crystallization temperature Tc, the materials flip into a more preferable crystalline phase which, in 

special cases, can lead to a fundamental change in properties. For this crystallization, an activation 

energy Ea is needed. With thermal annealing the stored energy, in this case mostly the energy stored 

in defects, can be released. This energy can be seen as an exothermal peak in differential scanning 

calorimetry (DSC) measurements.  

A way to measure the energetic difference between the untreated, fresh-from-production state and 

the annealed or crystalline state is the specific heat capacity cp. The specific heat capacity is defined as 

the energy per mass which is needed to heat up the material by 1 K. Is the material in a meta- or 

unstable phase, less energy is needed for heating as the initial state is already energetically elevated 
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compared to the stable state. [70-75] From the specific heat capacity cp the enthalpy difference ΔH of 

the system can be calculated by equation (6): 

 

 
∆𝐻 = ∫ [𝐶𝑝,𝑎(𝑇) − 𝐶𝑝,𝑔(𝑇)]

𝑇f

𝑇i

d𝑇 
(6) 

 

Here Cp,a and Cp,g is the specific heat capacity of the glass and annealed state respectively, Ti and Tf is 

the initial and final state temperature respectively. [75-77] Figure 7 shows these effects in DSC 

measurements as well as the transmission electron microscopy (TEM) images for the different 

annealing states. Annealing can increase the glass temperature Tg  and the crystallization temperature 

Tc can be lowered due to the higher degree of crystallization and ordering in the material. The TEM 

images show this behavior directly. While for the hyper-quenched material almost no ordering is 

visible, the ordering and, thus, the degree of crystallization is growing. Therefore, less energy is stored 

which can be released and the exothermal curvature of the differential scanning calorimetry (DSC) is 

lower and shifted towards higher temperatures.  [71]  

The typical measurement method is DSC. Here, the sample is placed in a crucible and is heated 

together with an empty reference crucible. If an exo- or endothermal reaction of the sample occurs 

during the thermal treatment, a temperature difference between the crucibles can be measured. 

Combining this information with known calibration values, the reaction energy can be determined. 

[78] 

Thermal conductivity (see equation (7)) and thermal diffusivity (see equation (8)) are significant for the 

quenching of materials. As shown in the equations below, the thermal conductivity coefficient λ is 

depending on the heat flow rate Q, the contact area A, the thickness l, and the temperature difference 

ΔT, and describes the heat transfer trough a material. Using the thermal conductivity coefficient λ, the 

heat diffusion α can be calculated with the specific heat capacity cp and the material density ρ. It 

describes the time-dependent change of the heat transfer due to a temperature gradient. [78] 

 

 
𝜆 =

𝑄 ∙ 𝑙

𝐴 ∙ Δ𝑇
 

(7) 

 
𝛼 =

𝜆

𝜌 ∙ 𝑐𝑝
 

(8) 
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Two systems for DSC measurements were used in this work. For measurements of the melting 

temperature, and all measurements above 600 °C, a STA 449 F3 system (Netzsch-Gerätebau GmbH) 

with a silicon carbide furnace and a TG-DSC sample holder system with type S thermocouple were 

used. Before the measurement, the sample chamber was evacuated three times and flushed with pure 

argon gas. To remove remaining oxygen and moisture from the gas, an oxygen trapping system 

(Netzsch-Gerätebau GmbH) made of a zirconium ring was used. The samples were cut into parts with 

a length of 1-2 mm and pressed in the bottom of an 85 µl-aluminum oxide crucible (THEPRO GbR) with 

a pierced lid. For the measurements a constant argon gas flow of 50 ml min-1 working gas and 

25 ml min-1 protective gas was used. Data evaluation was performed with Proteus® Analysis (version 

8.0.1, Netzsch-Gerätebau GmbH). 

 

 

Figure 7: Metallic glass in different thermodynamic states. a) the heat flow DSC measurements for a 
fast quenched material that was annealed at ~0.8 Tg for 0 min, 5 min and 720 min or not fast quenched 
as standard, including b) TEM measurements and as insert the electron diffraction pattern for the 
hyper-quenched material and the dark field TEM images of c) the hyper-quenched, d) intermediate and 
e) highly relaxed states.[70] Reprinted under the Creative Commons Attribution 4.0 International 
License permission (© 2018 the Authors. Published by Springer Nature) 

 

For measurements of the specific heat capacity and annealing experiments below 600 °C, a DSC 214 

system was used. The system was equipped with an Intracooler IC40 systems for defined cooling, an 

Arena® silver furnace and a Corona® sensor (Netzsch-Gerätebau GmbH). The measurements were 

performed under constant nitrogen flow (60 ml min-1 working gas, 40 ml min-1 protective gas). The 

samples were cut into a length of 1-2 mm and placed in Concavus® crucibles (Netzsch-Gerätebau 
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GmbH), which were closed with a pressing system to prevent sample movement and guarantees good 

thermal contact to the crucible and sensor. Data evaluation was performed with Proteus® Analysis 

(version 8.0.2, Netzsch-Gerätebau GmbH). The specific heat capacity was calculated from the sample 

DSC results and a sapphire reference scan for sensitivity calibration according to the ratio method. [78] 

 

3.3. Crystallographic Characterization 

The crystallographic properties in materials are mainly dominated by two properties, i) the material 

composition and  ii) the cooling rate. The material composition and the resulting crystal phases can be 

expressed in a phase diagram. The phase diagram of the copper-silicon system is given in Figure 8. 

Here, the compositions of CuSi3 (3 wt.-% silicon in 97 wt.-% copper) and CuSi4 (4 wt.-% silicon in 96 

wt.-% copper) are marked as red lines. Super-fast quenching, as happens for example during the Melt 

spinning process, freezes the liquid phase of the material into a solid phase. Therefore, the solid phase 

has the same crystal structure as the liquid phase and an amorphous metallic glass is formed.  

However, if the quenching process is too slow, the atoms have sufficient time to form a 

thermodynamically more preferable crystalline phase and structure. For slower quenching rates, the 

atoms tend to grow to larger grains compared to fast quenching rates as more time is available to form 

larger crystallites. This can be described by the grain growth which is time and temperature dependent. 

The grains continue to grow as long as the temperature exceeds the activation energy which itself is 

temperature controlled. If the cooling is slow enough, the composition follows in this more or less 

theoretical case the liquidus line of the phase diagram, so that first one component (component A) of 

the alloy starts to crystallize. Thus, the composition of the melt changes due to the reduced portion of 

component A inside the melt until a minimum of the line, e.g. an eutectic point, is reached. If a 

minimum is reached and the melt is cooled down further, the melt will start to solidify without further 

impoverishment of component A. Furthermore, the remaining melt will solidify according to the stable 

phases depicted in the phase diagram for the alloy composition considered.  [79-81] 

Materials build their crystals randomly in every direction during cooling which is called isotropic 

growth. If there is an external influence like mechanical forces, strong temperature gradients or 

electromagnetic forces, the crystals tend to grow preferably into a special direction, called anisotropic 

growth. These preferred grain orientations can change the properties of the material. If the material 

is annealed or recrystallized, the degree of orientation is reduced until it is removed completely. The 

lowering of thermodynamic energy of the whole system is, therefore, the driving force. Annealing 

describes processes in materials that lower the defect concentration by movement of defects and 

thereby reducing the internal energy and stresses to a more preferred thermodynamic state. 
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Figure 8: Phase diagram of the copper-silicon system. The red lines indicated the CuSi3 (left) and CuSi4 
(right) composition. [82, 83] Reprinted under permission of Elsevier and Springer Materials, original 
data provided by [82], graphical work by [83] (© 2016 Springer Materials) 

 

However, the original crystal structure remains intact when the temperature stays under the 

recrystallization temperature. While this process already sets in at relatively low temperatures, a 

recrystallization of the material occurs at higher temperatures. Here, the atomic lattice is 

fundamentally reconstructed to a new, energetically more preferential crystal structure. [59, 71, 80] 

The standard method for evaluating the crystallographic properties is X-Ray Diffraction (XRD). Here, 

the electrons of the atomic layers in the crystal structure diffract a focused X-ray beam. Depending on 

the lattice plane distance, the conditions for constructive interference are fulfilled at certain angles of 

incidence. In 1913 William Lawrence Bragg expressed with his equation (9) the connection between 

the X-ray wavelength λ, the angle to the lattice plane 𝜃, and the distance d in-between the lattice 

planes:  

 𝑛𝜆 = 2𝑑 sin𝜃 (9) 
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Here, n is the grade of the investigated diffraction maxima and is a natural number. [84] The Laue 

indices can be derived from peak position, intensity and number of the crystal constants of the unit 

cell. This information is unique for every crystal structure and can be used for structural identification. 

The intensity of the diffraction peaks helps to identify the degree of a crystal orientation due to the 

proportionality of the intensity to the structure factor. This factor is the Fourier transform of the 

electron density and describes all waves that are diffracted in one crystallographic direction. It is, 

thereby, possible to illustrate these preferred orientations with XRD pole figures. Therefore, the X-ray 

beam is set to an angle 𝜃 (crystallographic orientation O) where a diffraction peak is visible on the 

common 2𝜃- diffraction-scan. By rotating the sample along two angles φ and ω, the angle of the 

preferred crystal structure to the surface can be determined. At a certain angle φ and ω, a higher 

intensity is measured which can be translated into the orientation distribution function and illustrated 

as a pole figure. [59, 81, 85] The measurement setup is shown schematically in Figure 9.  

 

 

Figure 9: Scheme of the pole figure measurement setup with the sample axis S, the crystallographic 
orientation O and the measurement angles φ and ω. 

 

The crystallographic analysis was performed with a Bruker AXS D8-Discover DaVinci. Either a copper 

or cobalt-sealed tube anode was used for the measurements. The 2𝜃 scans were done with line focus 

through a Göbel mirror and an 0.2 mm slit on the sample. The diffracted beam was detected on a 

Bruker AXS LYNXEye 1D detector. For this several fibers were fixed on a silicon wafer highly oriented 

in the (911) direction without an own peak in the measurement range. The measurement range was 
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20-120° 2𝜃 with a step size of 0.04° for copper radiation scans and 20-100° with a 0.1° step size for 

cobalt radiation scans. For the pole figure scans, the fibers were fixed parallelly with double-sided tape 

on a glass slide, the measurement angle was in line with the fibers. For these measurements, the X-ray 

beam was point focused trough a PolyCap and a 2 mm-snout on the sample. After the sample, a 

scintillation counter measured the beam after a parallel plate collimator. Here, a φ step size of 3° (0-

360°) and a ω step size of 2° (0-88°) with a scan time of 4 s per step was used. 

 

3.4. Structural and in-situ Sintering Characterization 

A Zeiss Ultra 55 scanning electron microscope was used with 3 kV acceleration voltage for structural 

characterization. The fibers were fixed with double-sided conductive carbon tape on the sample 

holder. The cross-section samples were also fixed with double-sided conductive carbon tape stripes on 

the sample holder. The double sided tape was led up to the top of the sample to provide good electric 

conductivity. Here, a 6-nm thick layer of carbon was coated on top. 

For the in-situ sintering experiments, the SEM was equipped with a 1050 °C heating module (Kammrath 

& Weiss GmbH). In order to fix the sample inside the heat stage, the fibers were placed on a soft carbon 

plate and covered with another plate with a hole in the middle through which the sample can be 

observed. This setup was placed inside the heat stage and pressed down with a tantalum frame to 

prevent detaching of the sample. 10 K s-1 was chosen as heating rate. 

 

3.5. Electrode and Battery Production 

3.5.1 Network Production 

Permanent connection between the fibers is achieved by sintering, a thermally activated diffusion-

driven process. Diffusion describes the particle movement in materials to balance out concentration 

differences. In 1855 Adolf Fick described the diffusion processes with his famous equations. His first 

law (equation (10)) describes the velocity of the particle movement in a certain direction and the 

second law equation (equation(11)) describes the concentration change as a function over time: 

 
𝐽 = −𝐷

𝜕𝑐

𝜕𝑥
 

(10) 

 𝜕𝑐

𝜕𝑡
= −𝐷

𝜕2𝑐

𝜕𝑥2
 

(11) 
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Here, J is the diffusion flux in one direction, D the diffusion coefficient, c the concentration, x the 

length, and t the time. [86] With the self-diffusion coefficient D0 the diffusion coefficient can be 

calculated by equation (12): 

 
𝐷 = 𝐷0𝑒𝑥𝑝 (−

𝐸a
𝑅𝑇
) 

(12) 

 

Here, R is the universal gas constant of R = 8.314 J mol-1 K-1 and T the absolute temperature. The self -

diffusion coefficient D0 is a material specific parameter and can be calculated and determined 

experimentally. In solid materials, diffusion can be described as the movement from one 

crystallographic lattice position to another. The self-diffusion coefficient can be expressed by the 

interatomic distance, the jumping frequency, and the amount of vacant lattice positions. For this 

processes, an activation energy Ea must be overcome. This can be achieved in a classic way by thermal 

excitation or by other external influences such as pressure. 

To determine the diffusion coefficient experimentally, several different determination methods are 

possible. One of the most famous and most used is the Matano method, first presented by Chujiro 

Matano in 1933. [87] Here, two materials are brought into contact with each other and thermally 

treated for a certain time. Between both materials, an interfacial area is formed with a material 

concentration gradient. The Matano plane describes the plane in the interfacial area with equal 

amounts of material on both sides. Hence, the diffusion coefficient can be calculated from the slope 

of the gradient at the Matano plane. Figure 10 a) shows a scheme of the Boltzmann-Matano method 

and b) an experimental illustration. By this method, the diffusion coefficient can be determined 

experimentally. [80, 88] 

In a system with similar materials, the determination of the element gradient is not possible. However, 

if a visible interfacial area is present, the diffusion coefficient can be determined by time and 

temperature variations. With known time, the width of the interfacial area can be measured and the 

diffusion coefficient calculated by equation (13): 

 

 
𝐷 =

〈𝑥2〉

2𝑡
 

(13) 

 

It is important to note, that the movement length x is the half of the interfacial area width, i.e. the 

distance of one material to the former contact plane, while t is the time. By determining the diffusion 

coefficient for several temperatures, the resulting diffusion coefficient can be plotted as an Arrhenius 
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plot. Here, the slope of the resulting fit can be used to calculate the activation energy Ea and the self-

diffusion coefficient D0 according to equation (7). [88, 89] 

 

 a) 

 

 

 

 

 

 

 

 

 b) 

Figure 10: a) Scheme of the Boltzmann-Matano method and b) the electron microscopy (SEM) picture  
of the cross-section of an aluminum and copper experiment, the concentration (green dots) are 
determined by energy-dispersive spectroscopy (EDX). [88] Adapted and reprinted under permission by 
Elsevier (© 2014 Elsevier) 

 

The process of sintering is mostly known for ceramics; however, the term generally describes a 

thermally activated densification method driven by the reduction of the free enthalpy ΔG of the system 

due to surface reduction. For ceramics, a powdery raw material is pressed into green bodies without 

a permanent mechanical interconnection. During the sintering process single particles form a 

mechanical interconnection by a diffusion-driven exothermal process. Diffusion can happen inside the 

material bulk, i.e. volume diffusion, across the material surface, i.e. surface diffusion, and in special 

cases also through evaporation and condensation or for liquid phase sintering also through dissolving 

and deposition. [90] 

The change in free enthalpy during the sintering process can be divided into three parts; the surface 

part ΔGS, the volume part ΔGV, and the grain boundary part ΔGB. However, during sintering the volume 

stays nearly constant while the surface is reduced and new grain boundaries are formed. Therefore, 

the surface fraction ΔGS is much larger than the grain boundary fraction ΔGB which results in a negative 

ΔGT for the whole process, so that the sintering runs by itself as long as the systems stays over the 

activation energy barrier. This can all be described with equation (14): 
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 ∆𝐺T = ∆𝐺V⏟
=0

+ ∆𝐺B⏟
>0

+ ∆𝐺S⏟
<0

 (14) 

 

Due to the capillary pressure between two particles, particle movement is directed towards the 

contact area leading to the formation of sintering necks. The sintering process works below the melting 

point Tm, normally at 75-95% Tm, and is diffusion driven. As described in equation (12), an activation 

energy Ea is needed which is normally given by thermal excitation. Thus, the principle shape of the 

green body can be preserved while a permanent mechanical connection in between the particles is 

formed. [80, 90] 

In order to produce networks for the current collector production, the fibers were first carded with a 

2-speed drum carding machine (Ashford) to lay a first network with relatively strong parallel fibers. For 

the experiments with a carded network, they were directly transferred to a graphite plate. For 

experiments with dispersed fibers, the carded networks were cut to shorten the fibers to a certain 

length, depending on the experiment. After cutting the fibers, the short fibers were singularized and 

dispersed afterwards in a vacuum filtration apparatus.  

By stirring, the fibers were homogenized and the dispersing medium was drained afterwards. The fiber 

fleece was collected on a polymer network and transferred to a graphite plate for sintering. The fleeces 

were sintered on the graphite plate with small titanium plates as space holders in a protective gas 

furnace (Carbolite Gero, CWF 12-65 with a retort A105). The furnace was evacuated three times and 

flushed with pure argon gas. During the experiment, a 1:1 mixture of argon and Ar-W5 was used to 

flush the chamber with 7 l/min. As sintering temperature, a temperature of 960 °C was chosen with a 

peak holding time of 1 h and a heating rate of 10 K min-1, followed by a natural cooling of the furnace. 

An infrared furnace (MILA-5000, Ulvac) was used for super-fast sintering. Here, the loose fibers were 

placed on the quartz glass sample carrier. The furnace was evacuated three times to remove oxygen 

and flushed with around 0.5 bar argon in between. For the sintering process, a flushing argon 

atmosphere of 50 mbar was used. 1 min was set as heating time for all experiments so that the 

variation of the heating rate is kept as small as possible.   

For pressure-assisted low-temperature sintering, a heatable uniaxial press (PW 100, Paul Weber 

Maschinen- u. Apparatebau) was used. The heat plates were heated first to working temperature 

before the network, placed between two highly polished steel plates (Thermax 1.4841), was 

introduced into the press. After around 2 min preheating of the sample sandwich, the working 

pressure was set and held for the time of the experiment. The sample sandwich was extracted 

immediately afterwards and the network was removed from the steel plates in its hot state. 
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3.5.2. Electrode Fabrication 

For the fabrication of electrodes, the sintered networks were first coated with active material by 

doctor blading with a graphite slurry containing 85 wt.-% graphite flakes, 10 wt.-% PVDF-HFP, and 5 

wt.-% Carbon Black. Then, the PVDF-HFP was dissolved in acetone while being stirred at room 

temperature. Dry graphite and Carbon Black were subsequently added to the solution and dispersed 

for 10 min at 9000 rpm (IKA, T25 easy clean digital with dispersing tool S25N-25G). The network was 

placed on an automatic film applicator with a heated vacuum bed (Thierry) and doctor bladed with an 

adjustable film applicator (Thierry). Afterwards, the coated network was dried at room temperature in 

a fume hood. In some cases, the electrodes were subsequently compressed with a hot rolling press 

MSK-HRP-04B (MTI Corporation) at 160 °C. 

 

3.5.3. Coin-Cell Production 

For the assembly of coin cells, plates with a diameter of 14 mm were punched out of the electrode and 

transferred in an argon filled glovebox (Labmaster SP, MBraun). In the negative case of the coin cell, 

the lithium plates were first placed in the middle followed by a separator. The separators were soaked 

with five drops of electrolyte before the electrodes were centrally placed on it. Depending on the 

porosity and thickness of the sample, up to ten additional drops of electrolyte were added until the 

electrolyte was no longer soaked up. Spacer and spring were placed on top, followed by the positive 

case. Finally, the coin cells were closed with a hydraulic crimping machine (Nanografi Nanotechnology). 

 

3.6. Electrochemical Characterization 

Several electrochemical processes inside the cell drive lithium ion batteries. One of the most important 

characterization methods for electrochemical cells is electrochemical impedance spectroscopy (EIS). It 

is typically used to measure different types of resistances and diffusion inside the battery. Figure 11 

shows a scheme of a Nyquist plot obtained by EIS of a half-cell and the equivalent circuit model. With 

equation (15) the equivalent circuit can be fitted. R1 represents the contact resistance inside the cell, 

C2 a double-layer capacitor, R2 the charge transfer resistance, and W3 the Warburg element with the 

Warburg coefficient σ3, representing diffusion. The impedance Z is a function of the frequency f and is 

not only a valid method for the determination of the cell parameters, the change of these cell 

characteristics can give information about aging and the current state of the cell. [91-94] 
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𝑍(𝑓) = 𝑅1 +

𝑅2
1 + 𝑖2𝜋𝑓𝑅2𝐶2

+
√2𝜎3

√𝑖2𝜋𝑓
 

(15) 

 

 

a) 

 

b) 

 

Figure 11: a) Impedance scheme of a half-cell an b) the associated equivalent circuit. 

 

The electrochemical testing was performed on a multichannel potentiostat VMP-300 (Bio-Logic 

Science Instruments GmbH). The electrochemical stability testing was performed with constant 

voltage (CV) measurements with a scan rate of 1 mV/s to 0-2.2 V. The battery cycling experiments were 

done with constant current (CC). The current was set depending on the loading rate and capacity of 

the electrodes. 0.012 V was chosen as lower and 2.2 V as upper cut-off criteria. The capacity was 

determined with a battery capacity determination (BCD) function, containing CC loading until 2.2 V 

and followed by a CV step with 10% of the initial current as cut-off criteria for loading, continued with 

CC unloading. A scanning range from 10 mHz up to 200 kHz with ten points per decade and a sinus 

amplitude of 10 mV was chosen for EIS measurements. 

The 4-point measurements were performed at a Keithley source meter (2612A) with linear contacts of 

2 mm length and a distance between the measurement contacts of 20 mm. The outer two electrodes 

had a distance of 10 mm to the inner ones. To ensure that there is good electrical contact with the 

network, the electrodes were pressed on the fibers or network by carefully pushing them down by 

hand. 

3.7. Thermal Treatment 

Thermal treatments of the fibers were performed with a tube furnace (SR 70-500, Gero). The samples 

were placed in an alumina crucible and heated in a 1:1 mixture of argon and argon W5. The heating 

rate was always set to 10 K/min with 1 h holding time and followed by natural cooling. The holding 

temperatures for all materials are shown in Table 4. 
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Table 4: Thermal treatment operation temperature. 

Material Annealing Temperature / °C Recrystallization/ Crystallization 

Temperature / °C 

CuSi3 300 980 

CuSi4 300 980 

Vitrovac 300 600 
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4. Results and Discussion 

4.1. Fibers 

The crystallographic, thermodynamic, and mechanical properties of the single fibers are 

experimentally analyzed and discussed.  

 

4.1.1. Crystallographic Properties 

The crystal structure is one of the most influential parameters of material properties. Depending on 

the composition of the material, cooling rate, production, and further treatments, the crystal structure 

can be tuned to obtain special characteristics. In the present work two similar, yet different, copper-

silicon alloys were investigated. As marked in the phase diagram shown in Figure 8, first the melting 

point is lowered by adding more silicon into the CuSi3 (Tm = 1003 °C) alloy to obtain CuSi4 (Tm = 965 °C). 

[82, 83] The next notable difference is that the CuSi3 alloy ends in the copper-type region. Here, the 

silicon atoms are located on interstitial positions of the face-centered cubic (fcc) (Fm3̅m) crystal 

structure. [95-97] The melt is directly frozen in the liquid state by rapid quenching and the normal 

solidification and hence crystallization pathways do not exist.  

The CuSi4 alloy differs in this regard. If we follow the material composition line from liquid towards 

room temperature, we end in the two-phase region, i. e. a mixed composition of the fcc copper with 

interstitial silicon and the Cu0.83Si0.17 phase (P4132). [98] After the melt spinning process, the quenched 

liquid is present as a metastable single phase, where the copper phase is overloaded with silicon. If the 

material is treated further, for example with heat, the structure frozen in a metastable state is driven 

towards a thermodynamically more stable condition, which is why the material splits into the two 

phases described above.  

In a thermodynamic consideration From a thermodynamic view, a secondary phase or precipitation is 

formed in a region with lower crystallographic perfection, for example, at grain boundaries or at the 

material’s surface. This process is diffusion driven, meaning it is dependent on time and temperature. 

In a first step, the secondary phase develops in the grain boundary region and is moving towards the 

surface for longer treatment times. To speed up this process, a higher temperature is needed. [79, 80, 

99, 100] Figure 12 shows the thermally annealed CuSi4 alloy. The formerly smooth surface now shows 

deep surface cracks at the grain boundary region as well as grown crystals on the material surface. 

Through these cracks at the grain boundaries, the secondary phase is diffusing towards the surface 

and the silicon content in the copper phase in the bulk is decreasing until a stable composition is 

reached. In this case, the Cu0.83Si0.17 precipitation is relatively brittle compared to the copper phase. 



34 
 

These brittle phases at the grain boundary reduce the resistance against elastic deformation for the 

whole material.   

XRD studies were performed to investigate the crystal structure of the fibers. The resulting pattern is 

typical for a crystalline sample. It seems that the cooling rate during melt spinning is too low for this 

system to produce an amorphous or nanocrystalline material, which is in general only possible for pure 

metals. [101] Figure 13 a) shows the XRD pattern of the CuSi3 fibers without any treatment (red line), 

with thermal treatment (black line), and the reference pattern for fcc copper (blue line) [102]. For 

better visualization, the reference pattern was turned negative and the measured pattern shifted 

along the y-axis.  

For an ideal sample, the (111) peak at 43.6 ° should be around double the height of the (200) peak at 

50.8 °, which in turn is around double the height of the (220) peak (at 74.7 °) and the (311) peak (at 

90.7 °). The (111) and (200) peaks for CuSi3 and the (111), (200), and (311) peaks for CuSi4 will be 

discussed in detail in the following. 

 

 a)  b) 

Figure 12: Thermally annealed CuSi4 fibers with Cu0.83Si0.17 precipitations. Some of the precipitations 
are marked with red arrows. 

 

For the untreated CuSi3 sample, the (111) and (200) peaks are approximately at the same height. Every 

peak represents a crystallographic plane, parallel to the surface. If one plane is overrepresented/occurs 

more often compared to other planes, the associated peak has a higher intensity. This effect is known 

as preferred orientation, therefore a (200)-plane preferred orientation is visible here. The case is 

different for the thermally treated sample. Here, the (200) peak is very low like all other peaks, except 

the (111) peak. During thermal treatment, the fibers change from an (200) orientation towards a (111) 

orientation. This can be explained by the recrystallization process during thermal treatment. As the 

whole crystal structure is rebuild towards a thermodynamically more preferred phase, the Gibbs 

energy is lowered. During the recrystallization process, a nucleation, mainly at the grain boundaries, is 
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present at first. Hence, these nuclei can be described as compromise phases of the surrounding 

material. Additionally, these nuclei are growing at a special growth rate and in the first step form a 

material with smaller grains than before. However, the grains continue to grow and start combining 

with their neighboring grains. However, the orientations of the combining grains must be similar in 

order to eliminate the formation of new grain boundaries. The new orientation is influenced by the 

macroscopic materials structure, the former orientation, and possible external stresses during 

recrystallization. [80, 103-109] If the process would continue infinitely, a single crystal could be 

formed. 

In comparison to Figure 13 a), Figure 13 b) shows the XRD pattern for CuSi4 fibers, also for an untreated 

sample (red line), a thermally treated (black line), and the reference pattern for fcc copper [102] (blue 

line) visualized with the same conventions as in Figure 13 a). Here, a (200) orientation is visible for the 

untreated sample, a little weaker as for the CuSi3 sample but still visible. In contrast to the strong (111) 

orientation of the CuSi3 sample, a strong (311) orientation is present here. The main difference 

between both samples is the different silicon fraction. While for the CuSi3 sample, no precipitation is 

expected and also not visible on SEM images, for the CuSi4 sample, a surface and grain boundary 

precipitation is present as discussed. It seems that these precipitations change the grain orientation 

during recrystallization. On the XRD pattern, neither the Cu0.83Si0.17 phase is visible nor another phase. 

The reason for this is the small fraction of just around 4 at.-% in the material which results in peaks 

smaller than the background noise of the instrument. Additionally, only the surface crystals can be 

measured by XRD and the grain boundary precipitation is perpendicular to the surface. Therefore, it’s 

visualization is not possible due to the lack of X-ray penetration. [80, 81] 

 

a)  b)  

Figure 13: XRD pattern of a) CuSi3 and b) CuSi4 fibers with and without thermal treatment and the 
simulated fcc copper reference pattern [102]. 
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Pole figure measurements were performed to further investigate the preferred orientation of the 

fibers. Therefore, two types of CuSi3 fibers with different widths were measured first as a normal scan, 

then as a pole figure on the two main peaks (111) and (200). The smaller fibers had a width of around 

30 µm, the bigger ones around 90 µm. Figure 14 shows the XRD patterns for both samples for 

untreated (black line), annealed (red line), and recrystallized (blue line) fibers as well as the simulated 

data for fcc copper [102] (green line). For the 90 µm fibers, the processes discussed above are present. 

In this case, annealed fibers were added to the investigation. In contrast to the recrystallized samples, 

no fundamental change of the crystal structure occurs. Only structural defects are moving towards 

grain boundaries to decrease the intrinsic free energy. Therefore, no change in the orientation is 

expected and only a small change within the measurement accuracy is visible.  

For the 30 µm fibers, the strong (200) orientation is not as pronounced in the untreated sample as for 

the 90 µm sample. For the annealed sample, the (200) orientation is again as strong as expected. As 

discussed, no fundamental change of the crystal structure takes place during annealing, therefore the 

weaker (200) orientation for the untreated sample must be attributed to measurement accuracy and 

preparation. For both fiber sizes, the dominant (111) orientation appears for the recrystallized sample. 

 

a) b) 

Figure 14: XRD pattern of annealed, recrystallized, and untreated a) 30 µm and b) 90 µm CuSi3 fibers 
as well as the simulated fcc copper pattern [102]. 

 

Figure 15 shows the measured (111) and (200) pole figures for the 30 µm CuSi3 fibers. In an ideal pole 

figure, the focused peak is just visible as a single point at a certain position. The specific position is 

given by the stereographic projection of the corresponding crystal structure. Under certain rotational 

angles φ and ω of the sample, the crystallographic plane parallel to the surface fulfills the Bragg 
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equation (9) and a diffraction is measurable, representing an increased intensity in the pole figure. If 

no peak is visible, no preferred orientation is visible at this position. Compared with typical 

measurements the surface of the sample here is not flat due to the surface curvature of the melt 

spinning fibers. If we focus first on the (111) scans, four intensities at φ = 0°; 90°; 180°; 270° and ω = 

54.74 ° are visible for the untreated sample. These correspond to the 4-symetrical (111) peaks of a 

cubic crystal structure. At all other positions, the intensity is unequal to zero, which means no total 

(111) orientation is present in the fibers. The surface curvature of the samples may also be another 

reason for this effect. For the annealed sample only two peaks are visible, the surrounding areas show 

the same values as for the untreated sample, unequal to zero. A big difference is visible in the case of 

the recrystallized sample. Here, nearly the whole pole figure is at a relatively low intensity. This also 

supports the aforementioned crystallographic changes during recrystallization and the 

decrease/reduction of the preferred orientations inside the sample.  

If we focus now on the (200) figures, a stronger orientation appears for the untreated and annealed 

sample. The expected peak is on the φ = 0° and ω = 0° position and is more focused than for the (111) 

figures. For the recrystallized samples, nearly the same (200) pole figure appears as for the (111), so 

also no preferred orientation is visible for this second crystallographic orientation. For the whole (200) 

system, the expected peak is elongated on the 0° and 180° direction which corresponds to the fiber 

direction inside the instrument. It can, therefore, be concluded that the (200) plane is only somewhat 

tilted along the fiber. Overall, the pole figures support the XRD measurements of the fibers and their 

changes in the preferred orientations for different states of thermal treatment. While the untreated 

and annealed samples show a slightly preferred orientation in the directions expected for the 

considered crystal planes, the preferred orientation is lost after recrystallization due to the new 

constitution of the crystal lattice. 

Figure 16 shows the pole figures for the larger 90 µm CuSi3 fibers. Here, a similar result compared to 

the smaller 30 µm fibers can be observed. While for the untreated and annealed fibers a preferred 

orientation is visible for (111) and (200), again no orientation is visible for the recrystallized samples.  
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Figure 15: (111) and (200) pole figures for untreated, annealed, and recrystallized 30 µm width CuSi3 
fibers. 

 

If we compare the pole figure of the small and larger fibers, the preferred orientation is more dominant 

for the larger fibers. Taking into consideration the quenching theory and the grain growth, this can 

easily be explained: If we assume an infinitely fast quenching, the solid state is reached immediately 

and the atoms have no time to build a crystal structure, therefore, the structure would be completely 

amorphous. The lower the quenching rate, the more time the atoms have to find their way into their 

predestined position in the crystal structure. By combining this with the fast acceleration of the wheel, 

it is obvious that the crystal structure has a preferred orientation due to the production process. As 

the fibers are pulled out of the molten metal in tangential direction to the wheel, the quenching is 

faster in this axis. The fibers are mounted for the measurements in a way that this axis is aligned along 

the φ = 0° to φ = 180° direction. If we assume now that the contact time between the melt droplet and 

the wheel is equal for all fiber sizes as well as the material-dependent heat transfer rate, the 
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transferred heat per contact area is also equal. Larger fibers have obviously a larger volume than 

smaller ones, so the energy per contact area is higher. With the same heat transfer rate per area, the 

higher area energy results in a lower quenching rate for larger fibers, resulting in a higher degree of 

crystallization and preferred orientations. [110-113] 

 

 (111) (200) 

No Treatment 
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Recrystallized 

  
Figure 16: (111) and (200) pole figures for untreated, annealed, and recrystallized 90 µm width CuSi3 
fibers. 

 

Another indicator of differences in the quenching rate is the grain size. This parameter is not only 

different for different fiber sizes, it is also different for the upper and lower side of the fibers. Figure 

17 shows SEM images of the upper a) and lower b) side of a CuSi fiber. While the upper side is 

macroscopically smooth, the lower side, which was in contact with the wheel, is structured. This 

structuring can be explained by the roughness of the wheel and is just in the range of several 
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nanometers. Consequently, the grains on the lower side are smaller and more elongated than the 

pseudo round and larger ones from the upper side. Again, the explanation can be found in the thermal 

diffusivity and the thermal conductivity. For the thermal conductivity, we assume that the heat 

removal is equal for all areas due to the water-cooled wheel and the area A can be assumed as not 

dependent on the thermal conductivity calculation according to equation (7). As the same material 

melt is considered, the only difference lies in the thickness, therefore the thermal conductivity λ and 

temperature difference ΔT are equal. It can be observed that the thickness ratio is proportional to the 

heat flow ratio rate of the fibers. The same accounts for the thermal diffusion described in equation 

(8). For the same material, like in this case, the thermal conductivity λ, the density ρ, and the specific 

heat capacity cp are equal. For pure copper, a thermal diffusivity of α = 114 mm2 s-1 [114] is reported. 

For a fiber thickness of 10 µm, the heat transport from the upper side to the lower side is in the range 

of 10-7 s. For a heat difference of 1000 K between melt and wheel, the quenching rate on the upper 

side of the fiber is in the 1010 K s-1 range. Liu et al. reported a quenching rate of 8.05~3.58*1013 K s-1 to 

generate copper in the metallic glass state, 3.58~0.715*1012 for the fcc-hcp structure transaction 

cooling rate and 5.43~3.62*1011 K s-1 for the hcp phase [115]. Hence, the quenching rate in the 

performed experiments was too slow to form a metallic glass and a crystalline fcc copper was formed 

instead. Figure 17 c) shows the cross section of a torn CuSi fiber. The right side represents the lower 

side and the left side the upper side of the fiber. This also shows that the grains directly at the contact 

side with the wheel are much smaller than in the rest of the bulk. This supports the assumptions that 

the contact area is quenched immediately and the rest cools down slower due to the limited thermal 

transfer. 

 

a)  b)  c)  

Figure 17: The a) upper and b) lower side of a CuSi fiber and their c) cross section. 

 

To evaluate the difference of the grain sizes for different fiber sizes, several fibers were measured for 

different thermal states. Fibers with a width of 30 µm, 45 µm, and 90 µm without thermal treatment, 

annealed fibers and recrystallized fibers were used. The results are shown in Figure 18 a). The smaller 
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the fibers, the smaller the grain size for the untreated fibers. As expected, the grain size does not 

change during the annealing process. During recrystallization, the grain size is growing for all fiber sizes. 

The biggest grain growth occurs for the smallest fibers compared to a lower growth for larger fibers. 

At the beginning of recrystallization an activation energy is needed for the nucleation to set in. While 

the rapidly quenched atoms are in a non-ideal thermodynamic state, more energy is stored inside the 

material. Therefore, less external energy supply in form of thermal energy is needed to start the 

nucleation processes and therefore the recrystallization starts earlier and proceeds faster. The stored 

energy is discussed in detail in chapter 4.1.2.. The biggest difference in the shape of the untreated 

(Figure 18 b) and annealed (Figure 18 c) fibers is the smoother surfaces and the more pronounced 

grain boundaries due to the movement of the crystal defects towards the grain boundaries. [59, 80, 

108, 116] 

 

 a)  b)  

 c)   d)  

Figure 18: a) Grain sizes of untreated, annealed and recrystallized CuSi3 fibers of different width and 
SEM images of a b) untreated, c) annealed and d) recrystallized CuSi3 fiber. 

 

However, the situation for the designed alloy Vitrovac appears to be different. Here, the quenching 

rate is fast enough to achieve an amorphous alloy. The fibers were annealed, crystallized, and 

investigated with XRD in the same way as the copper fibers were investigated. Figure 19 shows the 
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XRD pattern of the Vitrovac system. For the untreated and annealed fibers, a typical amorphous 

pattern is presented showing a typical undefined wave instead of sharp peaks. [68, 117, 118] This is 

caused by the fact that an amorphous material features only a near order of atoms instead of a far 

order, which is present in crystalline materials and needed to generate sharp XRD peaks. Thus, for 

amorphous materials, only blurred and widened peaks can be expressed at those angles where the 

peaks for the crystalline material would have been expected. [81, 119] Widened peaks are also visible 

for the crystallized fibers. This can be explained by the undersized grains present in the crystallized 

fibers with a low degree of far order. [120-122] Therefore it can be concluded that the correct 

quenching rate is important for the type and structure of the material. Schawe et al. presented in their 

work a theoretical system in which the heating and cooling rate is responsible for the nucleation and 

the crystal growth of the material. Depending on the cooling rate, a semi-crystalline glass, a self-doped 

glass or a homogeneous glass is formed. [123] With this, it can be explained the semi-crystalline 

structure of the fibers discussed in the present work can be explained. Also,by applying much higher 

cooling rates a less crystalline to completely amorphous material could be obtained.  

 

Figure 19: XRD pattern of Vitrovac fibers with and without thermal treatment. 
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4.1.2. Thermodynamic Properties  

Amorphous, nanocrystalline or, in general, all quenched materials are frozen in an unstable or 

metastable phase. These phases represent atomic positions outside of their thermodynamically ideal 

positions. Figure 20 a) shows a scheme of different thermodynamic states. The thermodynamic 

ambition of every material is always to achieve the lowest energetic condition which is normally 

represented by the ideal crystal structure of the material. Fast quenching and undercooling of the melt, 

causes the atomic positions to be frozen and a non-ideal thermodynamic system is formed. In the case 

of Vitrovac, the designed alloy is frozen in an unstable equilibrium. With thermodynamically small 

treatments like annealing, the atoms move from their frozen and unstable position to metastable 

positions but the material remains amorphous.  

With a more influential thermal treatment, the atoms are moving towards a labile position with the 

possibility to fall back in the metastable amorphous phase or into the stable crystalline phase. The 

temperature needed for atoms to overcome the labile state and fall into the crystalline phase is called 

the crystallization temperature Tc. [75, 80, 124] Figure 20 b) shows the DSC scans of three different 

Vitrovac samples. During heating, the frozen energy is released as an exothermal signal during heating. 

[70, 74] The frozen energy is defined here by the energy difference between the frozen energy level 

and the metastable energy level or the metastable energy level and the stable energy level. The 

released exothermal energy for the recrystallized sample originates mainly from the surface energy 

that is released while sintering the fibers. [90] This surface energy is released for all three types of 

fibers equally, so only the disparity of the curves is discussed here as frozen energy. The small 

exothermal peaks at 560 °C for the untreated and annealed fibers show the crystallization temperature 

of Vitrovac. The turning point, where the curve has a positive slope at 1030 °C, is the melting 

temperature. A detailed Vitrovac measurement can be found in the appendix Figure A 1. 

Crystallization of the fibers cannot only occur at temperatures above the crystallization temperature. 

If a thermal treatment like annealing is applied to overcome the activation energy barrier of 

crystallization, the material can also crystallize. To achieve this a temperature near the crystallization 

temperature is needed that is held for a specific time. This mechanism is based on the movement of 

atoms towards thermodynamically more stable positions during thermal treatment. The closer the 

treatment temperature is to the crystallization temperature, the lower the energy which is needed to 

overcome the activation barrier and the faster this process proceeds. [113, 125-129]  
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1: stable equilibrium 

2: labile equilibrium 

3: metastable equilibrium 

4: frozen equilibrium 

b)  

Figure 20: a) Scheme of different equilibria states and b) DSC results of Vitrovac fibers with and without 
thermal treatment. 

 

If the special properties of the amorphous form are needed, then the manufacturing processes have 

to be adjusted accordingly, for example during sintering. [130, 131] The crystallization temperature for 

Vitrovac at a constant heating rate of 10 K s-1 was determined to be 565 °C (appendix, Figure A 2). A 

typical process time for further processing like sintering is 1 h, so the fibers were treated pseudo-

isothermally by temperature-modulated DSC to split the reactions in a reversing and non-reversing 

part. Figure 21 shows the pseudo-isothermal treatment at a) 500 °C and b) 550 °C, the signals were 

shifted along the y-axis for better visualization. The treatment at 500 °C shows no reaction while an 

exothermal peak at around 6 min is visible at 550 °C. This peak corresponds to a non-reversible reaction 

like crystallization. Afterwards, a standard DSC measurement with heating showed the expected 

absence of a crystallization peak for the 550 °C sample, so the crystallization can clearly be assigned to 

the event at 6 min. For the 500 °C sample, however, a crystallization peak could be measured proving 

that no crystallization happened during pseudo-isothermal treatment. To calculate the activation 

energy of the crystallization Kissinger [132], Boswell [133] and Ozawa [134] formulated equations, all 

based on the shift of the crystallization depending on different heating rates. The different equations 

are given as: 

 

Kissinger equation 
ln (

𝛼

𝑇𝑝
2)

⏟    
𝑦

= −
𝐸𝑎
𝑅𝑇𝑝

+ constant 
(16) 

Boswell equation 
ln(𝛼)⏟  
𝑦

= −
𝐸𝑎
𝑅𝑇𝑝

+ constant 
(17) 
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Ozawa equation 
ln (

𝛼

𝑇𝑝
)

⏟    
𝑦

= −
𝐸𝑎
𝑅𝑇𝑝

+ constant 
(18) 

 

where α is the heating rate, R the ideal gas constant and Tp the maximum peak temperature. Figure 22 

shows the a) shift of the crystallization peak for several heating rates and b) the adapted Arrhenius 

plot according to the equations (16-18). From the slopes, the activation energy for crystallization was 

calculated as Ea = 538.7±5.8 kJ mol-1. This is about twice as high as for bulk samples from the same 

material [118]. The obvious difference is the sample format: here fibers in the micrometer range width 

are observed whereas Balasubramanian et al. investigated around 2mm wide and 40 µm thick samples 

also produced by Melt spinning. The surface of the fibers is several hundred times larger compared to 

the foil sample and thus exhibits a higher activation energy to reduce the surface energy. Here, both 

activation energies of crystallization and surface reduction are overlaying which results in a higher 

energy border before the unwanted crystallization happens. [90] 

 

 

a) 

 

b) 

Figure 21: Pseudo-isothermal TM-DSC measurements of Vitrovac fibers at a) 500 °C and b) 550 °C. 

 

The specific heat capacity, cp, is a good parameter to investigate the energy demand for heating and 

the stored inner energy. The specific heat capacity is defined as the energy needed to heat up 1 kg of 

the material for 1 K in order to bring it to a higher energy level. If we compare the energy levels of a 

frozen and a stable energetic state, it is clear that the frozen state is at an elevated energy level. 

Therefore, less energy should be needed to increase the energy level even further as compared to the 

stable state. Thus, the specific heat capacity is lower. [123, 135] Figure 23 shows the heat capacity 
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measurements of amorphous Vitrovac fibers. The peak at around 560 °C is the crystallization, here the 

specific heat capacity cannot be determined due to the phase transformation. [78] 

 

a)  b)  

Figure 22: a) DSC measurements with different heat rates and b) activation energy plots. 

 

Specific heat capacity measurements of metallic glasses in literature report a similar trend of the 

curvature but with significantly higher specific heat capacities. [71, 72, 123, 135] In all of these cases 

bulk materials were measured. Therefore, the parameter influencing the specific heat capacity seems 

to be neither the material nor the manufacturing route. However, the surface of the fibers is obviously 

several hundred times larger than that of a bulk material, especially the surface of the non-round 

fibers. Wang et al. described in their work the influence of the surface on the specific heat capacity 

[136]. They describe the surface as a negative pressure on the system that softens the phonon 

frequency and that the specific heat capacity is in direct correlation with the phonon frequency: The 

smaller the phonon frequency the higher the specific heat capacity. [137] Similar effects are known for 

material stresses which are also lowering the phonon frequency. [138] The high quenching rate results 

in a crystallographic orientation of the fibers and the amount of defects and, therefore, internal stress 

is increased. Thus, the specific heat capacity should be higher for our fibers than for bulk materials. 

Nevertheless, the measured specific heat capacities are significantly lower than expected, which is due 

to the decreased heat flow for porous materials like fibers as has been discussed before. If we compare 

the specific heat capacity before and after crystallization, a drop is visible which can be explained by 

the crystallization itself. During crystallization atoms jump from their unordered amorphous state to a 

regular crystalline state with a lower energy. The enthalpy change can be expressed with equation 

(19):  

 



47 
 

 d𝐻 = d𝑈 + 𝑝d𝑉 (19) 

 

While pressure p and volume V are not changing significantly, dV ≈ 0, the enthalpy change ΔH is mainly 

influenced by the internal energy U, which is decreased during the crystallization, i.e. dU < 0. This is 

resulting in a negative enthalpy change which leads to a lower specific heat capacity cp according to 

equation (6). The negative enthalpy change occurs for every exothermal reaction, i.e. a reaction where 

energy is released. The specific heat capacity drop is influenced by the cooling rate and therefore by 

the degree of disorder in the system. [139, 140] Thus, materials without super-fast quenching or after 

a specific thermal treatment cannot exhibit such a drop. 

 

 

Figure 23: Specific heat capacity of amorphous Vitrovac fibers. 

Similar effects can be observed in the also super-fast quenched but crystalline CuSi system. Figure 24 

shows the DSC measurements for a) CuSi3 and b) CuSi4. Like the Vitrovac fibers, the CuSi fibers show 

a strong exothermal reaction. For the CuSi3 fibers, the melting peak is well visible at 1025 °C while for 

CuSi4 the melting point is only visible as changes in the data slope. The melting point was determined 
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in a second heating cycle as 1002 °C. Both points are in agreement with the copper-silicon phase 

diagram shown in Figure 8. 

While just one solidification peak is visible at 988 °C for CuSi3, two solidification events are visible at 

945 °C and 933 °C for CuSi4. This difference can be explained by the phase diagram. While CuSi3 

remains in a single phase region where silicon is on interstitial positions in the copper-type structure, 

CuSi4 enters a two-phase region while cooling. Therefore, first one phase solidifies with a higher 

amount of silicon from the melt while cooling. Then the residual melt solidifies with a lower amount 

of silicon. This phase separation is not visible in the first heating step. Due to the super-fast quenching 

of the Melt spinning process, only one phase is present in the material but in a metastable phase with 

excess silicon jammed in the copper phase, leading to a stronger distortion of the crystal structure. 

Consequently, the melting peak is not visible as a single and sharp peak for CuSi4 but only as a slope 

change. In addition to the melting event, the temperature range also supports other processes like 

phase separation into two different but more stable phases. These exothermal processes are 

overlapping with the endothermal melting. In the second heating cycle, the melting peak can be seen 

clearly as an endothermal event showing a broadening shoulder with slope changes on the side 

towards lower temperatures. This shoulder can be explained by the two overlapping melting events of 

the two phases. [78, 79] 

 

a)  b)  

Figure 24: DSC results for a) CuSi3 and b) CuSi4. 

 

For the Vitrovac fibers the difference in energy is directly visible as a drop in the specific heat capacity 

after crystallization, whereas the CuSi3 fibers are crystalline after production. Therefore, the fibers 

were annealed to increase the degree of crystallinity and minimize stresses and defects. Qiao et al. 
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reported in their work an increase in the recovery enthalpy for metallic glasses during annealing below 

the crystallization temperature [71].  

Figure 25 a) shows the specific heat capacity for untreated and annealed CuSi3 fibers. The difference 

between both specific heat capacities is again the enthalpy change due to relaxation according to 

equation (6). The temperature integral of the data is shown in Figure 25 b). The higher the 

temperature, the higher the difference in specific heat capacity and the enthalpy change is, therefore, 

visible. As for the crystallization in Vitrovac, the relaxation is an exothermal event. In order to use the 

stored energy for a certain thermal process, a high heating rate should be used so that the stored 

energy is still present and not released during heating. The annealing and, therefore, the release of 

stored energy is highly time-dependent due to limited growth. [71] Again, it is important to note that 

the annealing of the fibers was performed at a temperature at which neither grain growth nor 

recrystallization occurred. Therefore, the initial parameters of the two samples only differ in the values 

of the internal energy in form of defects, stresses, and metastable phases and not with regard to 

crystallographic parameters like grain size. 

 

a)  b)  

Figure 25: a) Specific heat capacity for CuSi3 fibers in different states and b) the associated time 
integral. 

 

As the stored energy manifests not only in the change in the specific heat capacity, it can also effect 

the shift of the exothermal curvature in the heat flow of a DSC measurement as reported by Zhu et al. 

[70]. This was shown for the Vitrovac system in Figure 20 b). The recovery energy for the CuSi system 

is much lower due to the smaller degree of disorder in the system.  

As the thermal contact between sample and crucible is considered the parameter with the most 

influence on heat capacity measurements, fibrous and, therefore, very porous structures are not 
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suitable for all types of thermal measurements. This leads to a significant error, larger than the actual 

effect. The main influencing parameters here are the fiber widths and the fiber shapes, which are also 

crucial parameters when comparing the amount of stored energy within the fibers at different 

quenching rates. For each set of measurements, the same type of fibers with the same weight per 

sample were used so that the thermal heat flow is equally limited for all samples of the set. Under 

these conditions, the measurements can be compared qualitatively. [78, 141, 142]  

The fibers were measured with the same measurement program a second time to investigate the 

influence of external parameters. Here, the measurement data was similar for all samples, 

independent of their thermal history. Thus, the influence of external parameters on the data acquired 

during the first run can be neglected. In general, due to the complexity and the error proneness of the 

measurement setup, thermal analysis measurements are just valid relatively to each other within one 

system and should not be compared with a different setup without adequate caution. In the case of 

the CuSi system, the measurement error is rather significant so that the actual effect of the 

thermodynamic properties of CuSi is overlapped by the error.  

In summary, the previously discussed properties for varying grain sizes, crystallographic orders. and 

stored energy reveal a dependence on the fiber sizes. As smaller fibers show faster quenching rates, 

the structure is frozen in an undesirable, energetically high state leading to an unstable crystallographic 

state. This explains the comparatively rapid grain growth of smaller fibers as shown in Figure 18 a) as 

well as the mechanical properties and later the manufacturing principles like sintering. 

 

4.1.3. Mechanical Properties 

The mechanical properties of a material are of major significance as they define not only the stability 

but also the processability and possible applications. As crystallographic properties like the grain size 

as well as intrinsic stresses can influence the material properties in various ways, rapidly quenched 

materials show interesting mechanical properties. Therefore, CuSi3 and CuSi4 fibers were tested via 

Nanoindentation in different thermal and crystallographic states. Figure 26 shows the results for CuSi3 

fibers of different widths and in different states. The first result shows a reduced modulus for 

decreasing fiber widths. The highest elasticity was measured for all fiber widths for the fibers without 

treatment. As discussed before, the smallest fibers have the smallest grain size and the highest 

crystallographic disorder. Additionally, smaller fibers show a higher amount of stored energy that is 

often accompanied by stresses and defects inside the material.  
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As already discussed, thermal treatments like annealing or recrystallization can change the mechanical 

properties due to the reconstruction of the changing crystal structure. For metallic glasses, the degree 

of crystallinity is increased which results in a so-called embrittlement. This behavior was reported by 

Zhu et al. for a specific metallic glass after different thermal treatments [70]. Liu et al. reported a 

difference in crystallinity caused by different quenching rates [143]. These observations fit with the 

crystallographic properties and the XRD measurements of the structures discussed in the chapters 

before. [72, 144-147] Additionally, these results are supported by the thermodynamic observations of 

the recovery enthalpy while annealing metallic glasses or fast-quenched materials. [71, 72]  

If we compare the results with the bulk material properties of a slowly cooled CuSi3 sample, we see 

that the largest fibers are in the range of a bulk material while the smallest fibers are more elastic. 

Similar elastic properties as for bulk CuSi3 are known for bulk copper. [148] This corresponds to the 

principles of Hall-Petch [62, 63] and the reported data from Shen et al. [60], also displayed in Figure 5. 

As discussed, for the annealing process only the internal stress is reduced leading to a decrease of the 

stored internal energy without a change of the grain size. Hence, the difference between untreated 

and annealed fibers is defined by the low degree of crystallographic order while the grain size remains 

unchanged.  

Another key factor is the stress induced by the surface. In a thermodynamic ideal system, the volume 

to surface ratio is maximized to decrease the influence of the surface tension of the materials. The 

smaller the diameter of a body, the higher is the influence of the surface tension on the whole material. 

In the case of our fibers, the cross-section is not round but rather resembles an elongated ellipsoid. 

Therefore, the surface area and with this the surface tension is stronger compared to round fibers. 

[149-151] A rounding of the fibers can occur during recrystallization, if the treatment time is long 

enough.  

Another reason for the higher elasticity in smaller materials is mainly known from nature: while a single 

cellulose fiber is extremely flexible, cellulose fibrils, consisting of numerous single cellulose fibers 

stabilizing each other, show a higher stiffness and allow plants to build mechanically stable structures. 

Inhomogeneous materials like cellulose show various elastic points and less elastic points. When 

several fibers bundle up they are stabilized by the surrounding fibers. Compared with large fibers or 

bulk materials, our fibers have less neighboring structures stabilizing the material against deformation. 

The more elastic areas in cellulose fibers exhibit an amorphous phase while the less elastic areas have 

a crystalline structure. [152] A similar behavior can also be observed in semi-crystalline polymers. Here, 

a crystalline part increases the mechanical strength while the amorphous share enables a certain 

flexibility. [153] 
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Figure 26: Nanoindentation data for CuSi3 fibers of different widths and states and the CuSi3 bulk 
properties as red area. 

 

This can be translated to the metal system in our case where the fibers have domains with higher and 

lower crystallinity, as discussed previously. In the Nanoindentation experiments, the maximal 

displacement hmax was in the range of around 100 nm with a projected area of 0.34 µm2. This is 

smaller than the nominal grain size in the materials (see Figure 18). Hintsala et al. reported in their 

empirical study that the influenced bulk radius of a Berkovich tip is around 5.6 times higher than the 

indentations’ radii [154]. With a maximal displacement of around 100 nm, the tip radius was found to 

be around 800 nm. So the affected area is in the range of 4.5 µm, twice as large as the grain size but 

still smaller than the original fiber diameter. [57] Consequently, a neighboring grain with a lower 

degree of crystallinity affects the material properties of the whole measured region. As shown above, 

small diameter fibers, which are quenched with a higher cooling rate, have a lower degree of 

crystallinity and the influence on the mechanical properties is more prominent than in the case of 

fibers with a large diameter. This effect is not unique to the microscopic scale: The smaller the fibers, 

the smaller the number of neighboring grains with higher crystallinity. Hence, the stabilizing effect 

from neighboring grains with a pronounced crystallinity is weaker than it is in larger fibers. 
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Consequently, the fibers show a stronger elastic behavior and exhibit haptic properties similar to hair 

or silk. 

Crystallographic orientation represents another influential parameter. Wang et al. and Liu et al. 

reported a strong influence of the direction of single crystalline copper on the material properties [155, 

156]. In the pole figure experiments performed on our fibers, a strong orientation could be observed. 

Therefore, orientation could have an effect on the mechanical properties of fibrous materials. An 

additional effect on the mechanical properties, which is directly linked to the orientation. is the slip 

mechanism. This process plays a major role in macroscopic deformation and can be described as the 

sliding of whole crystal planes against each other. [157] The slip plane is always the closest packed 

plane in the crystal structure. For fcc materials like copper, this is the (111) plane. [158]  

In our system with a strong (200) orientation, the (111) plane is in a 54.75° angle to the elongated 

direction along the fibers length. This leads to a stronger deformation and an increased resistance 

against cracking in a tensile load along the fiber length. 

The results for CuSi4 in Figure 27 show the same trend of the reduced modulus as for CuSi3 fibers. In 

this magnitude, the determination of different kinds of effects is complex and even with an extremely 

precise measuring method like Nanoindentation, it is impossible to investigate the different effects 

independently. Hence, the focus will be on the overall material behavior. Here, the size effect is more 

dominant for the elastic properties. While for the CuSi3 fibers the untreated sample is always the one 

with the highest elasticity, the behavior is different for CuSi4. For the smallest two fibers, the 

recrystallized state is the one with the highest elasticity, for the largest fibers it is again the untreated 

state. The main difference between the CuSi3 and CuSi4 fibers is the formation of a ceramic and brittle 

second phase in CuSi4. While the recrystallized sample shows a high concentration of the secondary 

phase at the grain boundaries, the annealed sample shows a distribution of the phase over the bulk.  

The brittle secondary phase precipitations at the grain boundaries are in the double-digit nanometer 

range. As discussed before, the resolution of Nanoindentation depends primarily on the type and size 

of the surrounding material. It is therefore not possible to distinguish between the material properties 

of the two different phases or to determine the material properties of one phase isolated from the 

other. If the surrounding material is comparably brittle, the influencing area/volume around the 

indentation is smaller than for soft materials. With the brittle secondary phase, the elastic modulus of 

the whole material is higher due to the small grain size, especially for the smallest fibers. For the largest 

fibers, the grains can be sufficiently large after recrystallization, hence the influence of the secondary 

phase loses relevance. For the annealed fibers, the silicon overloading of the copper phase is not 

resolved by a secondary phase formation. Here, the material starts to build an area with higher 
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crystallinity in the nanometer range. Furthermore, thermodynamics promote the formation of an 

unfavorable secondary phase if this phase can severely reduce the stress in the whole material caused 

by the silicon overloading of the copper structure. As the relief of the thermodynamic state is the main 

driving force of every self-containing process, the final state of the system will exhibit a lower 

thermodynamic state as before transformation. [79, 159, 160]  

An additional temperature increase after annealing could lead to a diffusion of the secondary phase 

towards interfaces like grain boundaries or the precipitations could act as nuclei. The impact of such 

unaffiliated precipitates in the grains is lower than the effect of interconnected secondary phases at 

grain boundaries. [161-163]  

 

Figure 27: Nanoindentation data for CuSi4 fibers of different widths and states, and the CuSi3 bulk 
properties as red area. 

 

Yet, another important influence on the material is the stress induced by the quenching. This stress is 

reduced during annealing by the known/described mechanism and the elasticity of the material is 

enhanced. In contrast, the degree of crystallization is growing in general for undercooled metals which 

entails embrittlement. [144, 145, 164] In the case of metallic glasses, changes in material properties 
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are mainly caused by an increasing degree of crystallinity, while in crystalline materials a higher 

number of related effects are relevant. These effects include influences that diminish or enhance 

material elasticity like: crystallinity, thermodynamic state, thermal past and material treatments. Due 

to the variety of overlapping and related influences, it is impossible to differentiate between the 

respective implications of each effect. Therefore, theoretical considerations from metallic glasses are 

applied for the design and prediction of experimental outcomes, but empirical and experimental data 

are more popular for this type of material. [72] 

 

4.2. Networks 

For most applications like lithium-ion batteries, mechanically stable and electrically conductive 

macroscopic 3-dimensional network are required. In this section, the different fleece manufacturing 

strategies are discussed as well as the respective properties of the connected networks. As these 

characteristics are based on the fiber properties, sintering strategies maintaining the special fiber 

properties are discussed as well. Most sintering strategies make use of the energy stored in the frozen 

meta-stable state and are, therefore, unique for this system. 

 

4.2.1. Fleece laying 

Two well-known strategies in fiber technology for the production of networks were investigated for 

our metal fibers. In particular carding was used for a dry route, whereas a combination of dispersing 

the fibers followed by vacuum filtration was used for a wet route. While carding is a significant 

technology for the wool industry, vacuum filtration is widely used in the fleece and filter industry.  

 

4.2.1.1. Carding 

Carding is a mechanical process that is based on the detangling and straightening effect achieved by 

feeding the raw fibers through differently moving surfaces. These surfaces are covered with the so-

called card clothing that acts as tweezers pulling the clumped fibers apart, straightening them and 

laying them into an ordered network.  

In the beginning, the unordered fibers were collected by the first drum with the needle-like card 

clothing, which pulls up the fibers. A second larger drum with a higher rotational speed pulls the fibers 

out of the first smaller drum. Here, three production specific parameters can be changed and were 

investigated, i) minimal and maximal fiber length, ii) distance between the drums and iii) the rotational 

speed. 
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The minimal and maximal fiber length is mainly determined by geometrical conditions. The minimal 

fiber length is limited by the card clothing, which is collecting and holding the fibers. In our case, eleven 

needles per square centimeter are attached on the drum surface, which is relatively fine. The higher 

the amount of fibers per area, the shorter the fibers can be used while the stress on the fibers is 

increased at the same time. As the main application for carding is the sorting and ordering of organic 

fibers like wool, cotton or silk, a cross-section of around 20-30 µm is reported, which is similar to the 

dimensions of our metal fibers. [165]  

The main difference between organic and metallic fibers is their mechanical properties. Metals have a 

very high elastic modulus compared to organic fibers. For copper, the elastic modulus exceeds the one 

for cotton by roughly ten times[148, 166] Therefore, organic fibers can be elongated elastically up to 

30 % with a lower load compared to metallic fibers.  

During carding, the fibers are pulled out of the first small drum by the large drum leading to a parallel 

alignment. If the needle density on the drum is too high, the fibers get stuck between the needles, 

especially if knots or agglomerates are present inside the material. In an ideal case, the fibers would 

be pulled out of the knots and only small residuals stay on the small drum. If the needle density on the 

drum is too low, the fibers do not stay fixed between the needles and are therefore not transported 

to the transfer area between the drums and the small fibers fall out of the instrument. Hence, the 

minimal fiber length could be measured from these fibers as lmin = 5 cm. The maximal length of the 

fibers is limited by the scope of the drums.  

The fibers must be shorter than the drum scope, otherwise it is not possible to transfer the fibers from 

one drum to the other without tearing them apart. Actually the fibers start tearing much earlier limiting 

the fiber length to lmax = 15 cm. While organic fibers are very elastic and can glide smoothly against 

each other, the metal fibers are comparably brittle. A longer fiber length leads to a higher number of 

needles the fibers wrap around and increases the induced stress during transfer which increases the 

risk of the fibers tearing apart. Here, tests with fibers of various lengths were performed and the 

tearing, knots, and network homogeneity were determined optically. The best results for carding were 

achieved with fibers with a length of lideal = 5-7 cm.  

The distance between the drums affects the amount of fibers which are transferred and, therefore, 

can be used to regulate the amount of fibers in the system. In the case of overlapping needles, nearly 

all fibers are transferred from one drum to the other. Here, the induced stress on the fibers is so high 

that they are torn apart and cannot be used any further.  

If the distance between the needles of the two drums is nearly zero, only the fibers which are not stuck 

too deep inside the small drum are transferred. Here, the best results were achieved for the CuSi fibers. 
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On the other hand, some of the knots and agglomerates are also transferred to the large drum and 

must be sorted out afterwards, leading to the formation of holes in the network. Therefore, the zero 

gap approach is only valid for fibers without agglomerates.  

For fibers more brittle than copper, the stress is still too severe and they are torn apart. For such brittle 

fibers and fibers with a higher amount of agglomerates, a gap of 2-3 mm between the drums is 

preferrable. Here, only the fibers that are not stuck in the small drum are transferred with relatively 

low stress and most of the agglomerates or knots remain in the small drum. Additionally, the drum 

distance is also a decisive for the final thickness of the fleece. 

The rotational speed not only regulates the production speed, for example, the fibers can be pulled 

out easier from knots or agglomerates at a lower speed. On the other hand, this means a higher risk 

of an agglomerate being transferred to the large drum. At higher speeds, the tearing occurs more often 

but the amount of transferred knots and agglomerates is significantly lower. This can be explained by 

the mechanical properties of the fibers. When pulled slowly, the fibers can glide out of the knot and 

can be transferred. If the fibers reach their tensile strength before they are pulled out, the fibers are 

torn apart. The more brittle the fibers, the lower the carding speed has to be set. 

As a result of the carding process, the fibers are strongly parallelized and most of the agglomerates 

and knots are removed. The homogeneity of the resulting fleece is mainly influenced by the amount 

of used fibers. If just a small amount of fibers is used, pockets with higher area weight can form. The 

shape of the unordered fibers can explain this. Looking at the fibers directly after Melt spinning, the 

fiber bunch has domains with a higher fiber density. As carding only parallelizes and flattens the fiber 

dabbers, the domains with higher densities remain since the fibers are only relocated on a short-range 

instead of a long-range rearrangement. By re-carding the resulting network, these gradients can be 

lowered but for every carding step, a certain amount of fibers are torn apart and the amount of scrap 

grows.  

If a fleece with low area weight and, therefore, higher porosity is needed, it can be helpful to use 

assisting fibers which can be extracted in a further processing step without damaging the metal fibers. 

For example, the fibers are sintered after carding under protective gas, here argon, at a temperature 

of around 1000 °C, so a material that completely decomposes under these conditions would be suitable 

for the assist. To avoid the production of acidic gasses, all chloride-containing materials were excluded. 

The most promising materials are polymer fibers that solely consist of carbon, hydrogen, and oxygen. 

Therefore, Polypropylene, Polyester, and virgin wool were tested with the sintering program for their 

decomposition properties.  
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Figure 28 shows the STA results for two types of Polypropylene fibers. The lab produced fibers (DWI, 

Aachen) decomposed completely at around 490 °C, with the decomposition process starting at around 

350 °C. Under protective gas, Polypropylene starts to decompose and forms saturated and unsaturated 

aliphatic hydrocarbons, which are in the gaseous state at these temperatures. [167] The industrial 

fibers (IFG Asota, Linz) leave a residue of 4.9 wt.-% after processing  at 490 °C, while a 2.8 wt.-% residue 

remained at the maximum temperature of 600 °C.  

For the TG-signal, the line for the lab-produced fibers are constant over 490 °C while the line for the 

industrial fibers is still decreasing slowly. This decomposition over 490 °C is also visible as an 

exothermal signal in the DSC measurement. After the experiment, black foam stays as residual in the 

measurement crucible. Studies on the black foam residues of the industrial fibers showed that it 

contains several elements such as aluminum, sulfur, and phosphorus. All these elements are part of 

radical starters and catalysts of the polymer synthesis and unproblematic for normal application. 

However, for our approach only the pure form from lab production can be used. [168] The other types 

of fibers showed even higher amounts of residues and were, therefore, eliminated from further 

investigations. The STA measurements are shown in the appendix (Figure A 3, Figure A 4). 

 

a)  b)  

Figure 28: STA measurements of a) lab-produced and b) industrial Polypropylene fibers. 

 

For tests with the assist fibers, some carding experiments were performed with a volumetric metal to 

polymer fiber ratio of 1:1, 1:2 and 1:3. The higher the amount of polymer fibers, the higher the 

homogeneity of the resulting metal network before and also after sintering. On the other hand, the 

higher the amount of polymer fibers, the more often the fiber compound needs to be carded. For a 20 

mg cm-2 (metal fraction) metal network, the fiber compound needs to be carded 5-7 times before 

sufficient homogeneity is reached. It is expedient to mix the polymer and metal fibers as 
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homogenously as possible before the first carding due to the known minor ability to distribute the 

fibers over a longer distance. 

 

4.2.1.2. Dispersing 

As described in section 3.5.1, the parallelized CuSi4 fibers were cut into pieces and subsequently 

dispersed. Mainly two concepts are known for dispersing. The first concept involves the particles being 

held in liquid suspense due to the higher viscosities of the used liquid. Typical thickeners are soluble 

polymers like PVP (Polyvinylpyrrolidone) or PVA (Polyvinylalcohol) or organic substances like cellulose 

or arabic gum. The second concept is based on the surface modification using surfactants like soap, 

which is used most often. In this work, however, the focus is on the first concept based on the viscos 

liquids. This is necessary due to possible problems with contamination of the fibers arising during their 

later application as current collectors for lithium-ion batteries caused by the surface modifications.  

The first investigated system was water as medium and PVP and PVA as thickener. Both polymers show 

high thickening properties and are well soluble in water. [169, 170] For PVP, thermal decomposition 

under protective gas is reported to start at 395 °C and reaching 525 °C. Here, a residual of around 3.5 

wt.-% remains, so the thermal decomposition under protective gas is not feasible. [171] Insteat 

decomposition under air was investigated. Figure 29 shows the TG curve of pure PVP (Sigma Aldrich, 

mol. wt. 40,000) and CuSn8 (engineering product, EN CW453K) with an unknown part of PVP. For the 

pure PVP, a similar mass loss under air is visible as for a protective gas atmosphere. In the TG curve, a 

mass residual of 2.5 % is visible while the crucible was completely empty after the experiment. 

Therefore it can be concluded that a complete decomposition happens and the residual can be 

ascribed to a balancing error. For the fibers with PVP, a small mass loss starting at 200 °C and up to 

380 °C can be correlated with the decomposition of the PVP in the mixture. After 380 °C, a large mass 

gain is visible which fits perfectly with the oxidation of copper. [172]  

These results eliminate the use of polymers as thickeners followed by thermal decomposition for our 

CuSi fibers due to oxidation. It is impossible to rid the networks of the polymers residual free as the 

decomposition temperatures under protective gas are too high and the oxidation behavior of the fibers 

prohibit the use of oxygen-containing atmospheres. For non-oxidizing materials, such as stainless steel, 

this process is in contrast highly suitable.  

In a second approach, a polymer, which is well soluble in water, was used as thickener to test if the 

remaining polymer after dispersing could be decomposed or washed out. Here, a 1 molar aqueous PVA 

(Sigma Aldrich, mol. wt. 85,000-124,000, 99+ % hydrolyzed) solution was used to disperse the CuSi4 

fibers. The thermal behavior of this setup was investigated using TGA measurements. Here, in a first 
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step, PVA was decomposed under argon atmosphere as a baseline scan. Again, a non-complete 

decomposition occurs with a residual of 5.3 %, starting at around 250 °C. The results for the pure PVA 

is shown in Figure 30 as well as the TG measurement for the sample washed for 3 min under running 

water (5 l min-1). For washing, the network was pressed between two plates of fritted glass (size 00) to 

achieve a homogeneous water flow over the sample and to avoid destroying the loose fiber network 

due to the water flow. The decomposition of PVA is described in detail by Peng et al. [173]. No mass 

loss is visible for the washed fibers and the fibers were apparently in the same condition as before and 

not covered with residual PVA. This shows that the washing approach is helpful for the removal of 

polymer but that the network homogeneity is lowered by the water flushing, even if the network was 

pressed between two stabilizing frameworks. The small mass gain for the washed fibers at the 

beginning can be explained by the buoyancy effect. 

  

 

Figure 29: TGA measurement for PVP and CuSn8 fibers with PVP. 

 

For the next approach to find the right dispersing media, a low viscosity paraffin oil was chosen. 

Paraffin oil consists of different alkanes and, therefore, only of carbon and hydrogen. The chain length 

is between n = 18-32 with the sum formula CnH2n+2. Paraffin oil is well known for dispersing metal 
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nanoparticles due to their good wetting behavior. [174] For our approach, a bunch of loose CuSi4 metal 

fibers were mixed with a drop of paraffin oil (44 wt.-% CuSi4, 56 wt.-% paraffin oil) and tested for their 

thermal behavior. Figure 31 shows the TGA results for the experiment. It can be seen that starting at 

around 150 °C, the paraffin oil starts to evaporate and is completely removed at around 320 °C, which 

is well below the later sintering temperature. In contrast to the above tested polymers, no 

decomposition occurs here and therefore no residues remain in the fiber network. The above 

described polymers mainly decompose to low molecular-weight molecules like acetic acid, 

acetaldehyde, and methine. [171, 173] Most of the low molecular-weight molecules are gaseous at 

room temperature or slightly above and can be aspirated during the sintering processes. However, the 

paraffin oil evaporates directly at a comparatively high temperature, so the risk for condensation in 

the apparatus is comparatively high. The reason for this are cold zones in the instruments, especially 

in the pumping system. Nevertheless, paraffin oil shows the best results for further dispersing 

experiments from a processing point of view and is also advantageous for network homogeneity after 

dispersing and as well after sintering as no residuals remain on the network. 

 

Figure 30: TGA measurement of PVA and washed CuSi4 fibers with PVA. 
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Figure 31: TGA results of a CuSi4 fiber and paraffin oil mixture.  

 

4.2.2. Sintering of metal fibers 

Sintering is a basic principle for forming connections between particles without melting the material. 

The driving force for sintering is the lowering of the Gibbs free energy of the system by minimizing the 

surface according to equation (14). Therefore, a system with a high surface to volume ratio sinters 

faster and easier. with regard to our fibers not only their small size is helpful but also their non-round 

cross-section maximizes the surface compared to round fibers. The surface part ΔGs of equation (14) 

can be expressed with (20): 

 ∆𝐺𝑠 = 𝛾𝑠 ∙ ∆𝐴𝑠 (20) 

  

here, γs is the specific surface energy and ΔAs is the change of the surface. [90] If we compare round 

fibers with non-round fibers, the possible change of the surface is much higher. Depending on the 

fibers' size and aspect ratio, the surface can be several times higher. Figure 32 shows the sintering 

junction between two CuSi fibers and the sinter neck on the left side. The former interface of the fibers 

exhibits a different structure, here depicted as a light grey area and marked with a red circle. This 

interfacial area is the combined phase of both fibers. Both fibers contain the same material but with 

different crystallographic orientations. Therefore, the interfacial area can be explained as grain 

boundaries formed over the former contact point of the fibers. During longer thermal treatments this 
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interfacial area would disappear for thermodynamic reasons. Sintering is a diffusion-based process 

where the atoms form a new materials structure at the connection points. Therefore, here a different 

crystal structure is formed. From a thermodynamic viewpoint, it is more preferable to form a stable 

crystalline phase compared to the meta-stable phase observed in the fibers.   

 

Figure 32: Representative SEM image of sintered CuSi3 fibers with visible necking between the fibers. 
The red circle marks the interfacial area between the fibers. 

 

With in-situ SEM sintering, the temperature range was determined and also how well the fibers sinter 

together. Figure 33 shows two excerpts from a video. The temperatures indicated in both pictures 

were measured with a thermocouple on the heat stage. Noteworthy is the difference of around 100 K 

with regard to the sintering temperature determined later by ex-situ furnace experiments. This can be 

explained by the different experimental setups. Whereas an ambient protective gas atmosphere is 

used during the furnace experiments, a high vacuum is present in the SEM. Therefore, the thermal 

transport from heating element to the thermocouple is worse in the SEM, so if there is just a tiny gap 

between thermocouple and heating element then the measured temperature can be much lower than 

the real temperature present. Figure 33 a) shows the moment two copper fibers starts to sinter, which 

is visible as a smearing of the interface between the fibers. Figure 33 b) shows the critical temperature 

of the sintering when the diffusion is so high that a necking of the fibers occurs, preferably at points 



64 
 

where the fiber is twisted. The underlying mechanism is again the lowering of the surface energy. In 

addition, it can be seen that the width of the fibers is decreased, so that not only a necking occurs but 

the fibers also start to get round and minimize the surface. Therefore, the working range for sintering 

processes is very small for fibers with these dimensions.  

 

 

 a)  b)  

Figure 33: In-situ sintering of CuSi3 fibers with a) the sintering point and b) the necking point of the 
fibers. The red circles mars these points on the fibers. [175] 

 

4.2.2.1. Sintering with fiber rounding 

Parts of the experiments discussed, findings as well as graphs and images in this section are part of the 

patent application [176]. 

During a standard sintering process diffusivity is so high and the time so long that everything is moving 

towards the thermodynamically most preferred state. As the connection between the fibers is formed, 

the surface in minimized. For round fibers as well as for round particles, the process is described with 

the well-known 2-particle model. [90] The necking between the fibers is growing more and more until 

finally the two particles form one oval particle which gets perfectly round with continued treatment. 

The same principle applies to flat fibers but the contact area between flat fibers is highly increased 

compared to round fibers. Therefore, the pore volume between two fibers is much smaller and, 

consequently, the sintering time is reduced.  

Additionally, the sintering process can be deliberately used to round flat fibers and create a network 

of round fibers. This can be used to control the surface area of the network. In many processes the 

surface area is an important factor for the efficiency of the system, e.g. catalysis, electrolysis or current 

collectors in battery systems which benefit from large surface areas.  
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As described in the patent [176], the aspect ratio of the fibers in the network strongly influences the 

flow rate through a network, for example, in filter or catalysis applications. A higher residence time 

inside the network can be achieved for low flow rates, so non-round fiber are preferred. Round fibers 

are better suited if a high flow rate is needed. Therefore, the sintering process as a basic production 

step was modified to achieve the rounding fibers during sintering and to prevent rounding for different 

applications. 

As we know from Fick’s second law (see equation (11)) and the general diffusion equation depicted in 

equation (12), the process is temperature and time-dependent. Whereas temperature is mostly 

needed to overcome the activation energy barrier and influences the diffusion speed, time is 

responsible for the distance the diffusion can overcome. The diffusion coefficient in the sintering 

temperature range at around 950-980 °C is in the low 10-13
 m2 s-1 region. [177]  

While sintering is finished after a few minutes because of the low distance between the fibers, a much 

higher amount of material needs to be transported for rounding which leads to longer processing 

times, especially for larger fibers. Depending on the fiber size, the process can take up to one hour. An 

experimentally determined sintering temperature for the CuSi4 system is 950 °C with a certain holding 

time.  

If the fibers should be just round but not sintered, a second adjustment of the parameters is necessary. 

Figure 34 shows untreated and rounded CuSi4 fibers of the same batch as SEM images and Figure 35 

depicts the cross-sections. It can be seen that the flat fibers are nearly perfectly round afterwards. As 

discussed before and according to equation (20), the higher the change in surface energy, the higher 

the total difference in the free energy. Hence, the flatter the fibers, the higher the surface change and, 

thus, the faster the process.  

 

 a) b) 

Figure 34: SEM images of a) untreated and b) rounded CuSi4 fibers. [176]  
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Furthermore, the process proceeds faster at the beginning and decelerates during rounding. There are 

two reasons for this: firstly, the free energy remaining in the system drops over time, so less can be 

released during the continuing rounding process. Secondly, the energy stored inside the fibers is 

released during every thermal treatment, i.e. also during the rounding process. This energy can lower 

the activation energy and, thus, can also increase the diffusivity.  

The cross-section images were used to measure the width and thickness of the untreated fibers as well 

as the diameter of the rounded fibers and the area of both fibers. The results are shown in the appendix 

(Figure A 5, Figure A 6, Figure A 7). In addition, the aspect ratio change towards round fibers happens 

without any change of the cross-section area. While this, the crystal structure recrystallizes. Compared 

with the process combining sintering and rounding as discussed before, here a lower temperature is 

needed to avoid sintering between the fibers. Additionally, it is advantageous if the fibers are not in 

contact with each other or, if this cannot be prevented, that no pressure is applied to the overlaying 

point of fibers. While for the sintering, a temperature of 950 °C is needed, for the rounding only 

temperatures above 800 °C are necessary. According to equations (11) and (12), for lower 

temperatures a longer time is needed for the rounding to pervade the fibers completely. For the 

general rounding process, no significant difference between a protective gas atmosphere and vacuum 

conditions were found as the material transport only takes place within the fibers. 

 

 a)  b) 

Figure 35: Optical microscope image of embedded cross-sections of a) untreated and b) rounded CuSi4 
fibers. [176] 

 

4.2.2.2. Sintering without fundamental change of the aspect ratio 

Parts of the experiments discussed, findings as well as graphs and images are part of the patent 

application [175]. 
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A high surface area is helpful for some processes, so flat fibers are advantageous compared to rounded 

fibers. Thus, a sintering process that prevents the rounding of fibers was developed. The key parameter 

here is the heating rate. As we know from the DSC investigations, most of the stored energy is already 

released after a slow heating with 10 K min-1 as soon as the sinter temperature is reached. Therefore, 

the temperature must be increased as fast as possible to use the stored energy at the fiber interfaces 

to obtain sintered fibers without the time-consuming rounding process. Experiments with a heating 

rate of around 900 K/min showed that the fibers are sintered together but without a fundamental 

change of the aspect ratio. Figure 36 shows two sintered fiber intersections with fibers still in the non-

round shape as before sintering. As for the fibers with a change of the aspect ratio, a sinter neck can 

be observed between the fibers. Therefore, the sintering here is running according to the same 

principles as described above.  

To show the influence of the stored energy, annealed fibers were sintered with the same parameters 

as the untreated fibers. The untreated fibers were sintered as flat fibers starting at 910 °C whereas the 

annealed fibers needed a temperature of 970 °C to show first signs of sintering. Additionally, the 

sintered annealed fibers featured already a more round character as before the sintering process. 

Furthermore, the untreated fibers were sintered at 970 °C but also showed a rounder shape as before. 

In conclusion, only untreated fibers can be sintered without fundamental change of the aspect ratio 

since the stored energy is essential for this. 

 

 a) b) 

Figure 36: Sintered CuSi3 fibers without fundamental change of the aspect ratio. [175] 

 

This need for stored energy or, more generally speaking, the beneficial character can be explained by 

the equation for the Gibbs free energy G and equation (21): 

 ∆𝐺 = ∆𝐻 − 𝑇∆𝑆 (21) 
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ΔG (14) is negative during sintering due to the change of the surface (equation (20)) and can be 

assumed as equal for the glassy ΔGa and annealed ΔGa state. Therefore equation (21) can be 

reformulated to: 

 ∆𝐻𝑔 − 𝑇𝑔∆𝑆𝑔 = ∆𝐻𝑎 − 𝑇𝑎∆𝑆𝑎 (22) 

 

Ensuing from the release of the stored energy and equation (6), ΔHg is significantly smaller than ΔHa 

and, therefore, equation (22) can be reformulated to: 

 

 𝑇𝑔∆𝑆𝑔 ≪ 𝑇𝑎∆𝑆𝑎  (23) 

 

Therefore, the process temperature T required to fulfill the sintering is lower for fibers with stored 

energy than for fibers without. The reason for this is that the beneficial release of the stored energy 

leads to a lowering of ΔG. During sintering with a normal or slower heating rate, the energy is released 

during heating and, therefore, no beneficial effects are expressed.  

Another aspect is the heating rate-dependent shift of temperature-dependent processes. [72] The 

stored energy in the interface between the two fibers is released within a short timeframe at such high 

temperatures, so that the interface area starts sintering at a lower system temperature while the 

rounding and necking of the fibers is shifted to higher temperatures because of the high heating rate. 

A detailed look at the fibers in Figure 36 b) supports these assumptions. In comparison to other 

sintered fibers not only a sintering neck interconnecting the two fibers is present here but the fibers 

also look like they were literally fused together leaving no space between the two fibers. Hence, the 

contact area is extremely large and, thus, the connecting forces are very strong.  

 

4.2.2.3. Pressure-assisted low temperature sintering 

Parts of the discussed experiments discussed, findings as well as graphs and images are part of the 

patent [178]. 

As discussed in the previous sections, the mechanical properties can change upon different thermal 

treatments. For normal sintering processes, the temperature is high enough so that, for example, 

Vitrovac would crystallize during sintering or CuSi4 would split into the two phases. To prevent this 

from happening, a sintering process at low temperatures is needed. From equation (23) we know that 

due to the stored energy lower temperatures are necessary for sintering. Experimentally, the 
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temperature difference was found to be in the range of just several Kelvin, so an additional driving 

force is needed.  

In this case, the additional driving force is pressure. The rapidly quenched materials are in a 

crystallographic non-preferred state with a lower density than in the ideal crystalline state. [179, 180] 

Slipenyuk et al. reported a direct correlation between enthalpy relaxation and free volume reduction 

and, thus, a density increase during the relaxation process. [181] This is in agreement with 

phenomenological considerations. If pressure is applied to a material, the material can at some point 

no longer withstand the stress. On the one hand deformation can lead to stress reduction, on the other 

hand a densification process can reduce the stress. Some materials exhibit special high-pressure 

modifications, for example, diamond in the carbon system. [182]  

The phase transformation or in general the atomic movement in a phase with a higher degree of 

crystallinity is a diffusion-driven process. From a thermodynamic viewpoint, it is preferred to form a 

connection within the pressured material to lower the surface, i.e. in other words sintering occurs. In 

the case of Vitrovac sintering occurs at temperatures of only 350 °C, if a pressure of 35 MPa is applied 

to the network. These transformations happen very fast, so a sintering time of 1 min and less is 

sufficient. For other materials like CuSi fibers similar process parameters were needed. In general, a 

temperature of just around 30-40 % Tm is necessary with a pressure in the lower MPa range.  

The process is detailed exemplarily for Vitrovac fibers. After fleece laying and pressure sintering, the 

networks were measured with XRD for their crystallographic state. Figure 37 shows the XRD results of 

the pressure-sintered Vitrovac network and crystallized Vitrovac fibers as reference. It can be seen that 

the material is still amorphous. It is expected that the interface area between the fibers has a higher 

degree of crystallinity. However, this cannot be measured with XRD due to the overlaying of the 

amorphous and crystalline phases. Hence. the fiber cross-sections were investigated with 

Nanoindentation.  

Figure 38 a) shows the scanning probe microscopy (SPM) image of the cross-section of sintered 

Vitrovac fibers. The white box illustrates the area where a XPMTM modulus mapping was performed. 

XPMTM is the product name of Bruker Inc. for their ultra-fast modulus mapping, i.e. many single indents 

at a specific distance in a short time. This allows the modulus distribution over an certain area to be 

determined. Additionally, the resulting indents are visible in this area. Figure 38 b) shows the results 

of the XPM modulus mapping. As can be seen there, the interface area in between the fibers has 

different mechanical properties than the fibers themselves. To exclude the influence of surface 

roughness, the surface profile of the sample is shown in Figure 38 c). An average surface roughness of 

just Ra = 6.39 nm was measured over the whole indentation area. 
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Figure 37: XRD patterns of pressure sintered and crystalline Vitrovac as reference.   

 

 

 a)  b) 

c) 

 

Figure 38: a) SPM image of the sintered fiber cross-section with the indentation area (white box) and 
the topographic scan (green line), b) the XPM modulus mapping and c) the topographic scan. 
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range, so that a global and controlled process is expected instead of a spontaneous local process. In 

between the fibers in Figure 39 b), a typical sinter neck between fibers is visible. Therefore, a diffusion-

controlled process under the normal sintering conditions is expected. Temperature, time, and pressure 

variations were performed to investigate these in more detail.  

 

 a)  b) 

Figure 39: Pressure-assisted low temperature sintered Vitrovac fibers.   

 

Figure 40 shows the results of the pressure-assisted low-temperature sintering according to 

equation (13) for 450 °C. The data for 350 °C and 400 °C can be found as Figure A 8 and Figure A 9 in 

the appendix. Here, the displacement is the difference between the former interface and the new 

interface between fiber and interphase layer, i.e. the half of the total formed interface. A diffusion 

typical linear behavior of the time displacement relation is visible.  Moreover, a higher pressure means 

a thicker interface layer. From the slop fit, the diffusion coefficient D was calculated for all parameter 

sets. The diffusion coefficients were plotted as an Arrhenius plot and can be found as Figure A 10 in 

the appendix. From the Arrhenius plot, the self-diffusion coefficient D0 and the activation energy Ea 

were calculated according to equation (12). Both are plotted against the pressure in Figure 41. 

Activation energy and self-diffusion coefficient are independent of the temperature, which has a 

strong impact on diffusion. For the whole system, an equal self-diffusion coefficient and activation 

energy is expected. Therefore, the induced pressure is responsible for the difference between the data 

points. To achieve such a high diffusion as observed here, a higher activation energy is needed. Since 

for all experimental sets the same temperature was used, the same amount of activation energy was 

provided to the system by thermal energy. The remaining part of the activation energy must be 

released energy due to the pressure-induced shift from the structure into a phase with a higher degree 

of crystallinity. The same is true for the self-diffusion coefficient. The self-diffusion coefficient 

decreases with increased pressure and, therefore, the occurring diffusion is more a product of the 

induced energy instead of high self-diffusion. The self-diffusion coefficient is a material constant, so it 
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should be equal for the same material. Thus, pressure influences the activation energy as well as the 

self-diffusion coefficient. As a control experiment, the same parameters were applied to annealed 

fibers without any visible sintering effect. Therefore, the stored energy is essential for this special 

sintering technique. 

 

 

Figure 40: Diffusion interface data for Vitrovac at 450 °C. 
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Figure 41: Self-diffusion coefficient D0 and activation energy Ea from pressure-assisted low-temperature 
sintered Vitrovac fibers. 

 

4.2.3. Network Properties 

Fiber length and density represent the main influence on the mechanical properties of a network. 

Therefore, different fiber lengths were tested and compared to each other to investigate the 

mechanical properties as well as the electric conductivity. All CuSi4 fibers were cut as described before 

and dispersed in paraffin oil. The first investigated parameter was the homogeneity of the loose 

network. Figure 42 shows the variation in fiber length and area density. The networks exhibiting the 

highest homogeneity were produced with short fibers. The longer the fibers, the bigger is the chance 

that the fibers start to agglomerate and form inhomogeneities inside the network. The same principle 

applies to higher amounts of fibers per volume of dispersing media. If the density is too high, the fibers 

start to agglomerate. After the fibers were sintered, the electric conductivity was measured in two 

directions perpendicular to each other. No influence of the measurement direction was observed for 

the dispersed networks due to a statistical distribution of the fibers in every direction. The results are 

shown in Table 5. The higher the area density and the longer the fibers, the higher is the electric 

conductivity. This happens due to less connection points between the fibers. 
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Figure 42: Area density and fiber length variation. 

 

Table 5: Electric conductivity for area density and fiber length variation, respectively. 

Fiber length / mm Area density / mg cm-2 

15 20 25 

5 0.8±0.1 S m-1 1.5±0.2 S m-1 287.4±19.8 S m-1 

10 1.7±0.3 S m-1 129.5±57.7 S m-1 1389±309 S m-1 

15 35.2±12.4  S m-1 390.6±91.6 S m-1 1667±67 S m-1 

 

The  mechanical  properties  of  the  networks were measured for the highest area density of 25 mg 

cm-2. Figure 43 shows the results of the tensile tests as well as their elastic modulus and their tensile 

strength. The lowest elastic modulus was found for the 5 mm fibers. This phenomenon originates from 

the lack of connection points between the fibers that would stabilize the network. The highest elastic 

modulus as well as the highest tensile strength were found for the 10 mm fibers. Regarding the number 
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of connection points between the fibers, the highest values would be expected for the longest fibers. 

However, the reason for this behavior is depicted in Figure 44 featuring photographs of the networks 

at some special points. Both networks were practically the same before the tensile tests and the first 

difference occurs for the network elongated by 50 %. Here, the network with 10 mm fibers is torn 

apart in one line while the 15 mm network is just highly necked and still in good contact at the left 

side. Here, the homogeneity of the network comes into play. While the 10 mm network is highly 

homogeneous and all fibers are statistically distributed and, therefore, the mechanical properties are 

direction-independent, the 15 mm fiber networks shows areas with higher density. While the areas 

with lower density are much weaker and, therefore, break much earlier, the high-density area is still 

in contact and the complete network is only elongated. When the sample holder at the lower side is 

released, the residual elastic stress in the network pulls the network back together. Here, the residual 

stress for the 15 mm fibers is much higher than for the 10 mm fibers.  

 

Figure 43: Tensile test for CuSi4 networks with different fiber lengths. The straight line at the begin 
represents the elastic network elongation, the unsteady line fiber cracks inside the network.  
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Therefore it can be concluded that in the first step the network is elongated while the fibers are pulled 

in a more parallel direction resulting in the network being elongated. In the second step, the fibers 

exposed to the highest stress break, which is visible as a small drop in the load displacement graph. 

For the 10 mm fibers, a few fibers are still connected with the upper and lower part. Whereas in the 

case of the 15 mm fibers the dense areas are still connected while the less dense areas are ripped 

apart. Depending on the application, either a high elasticity is better or a higher strength is more 

favorable. For our later application, a stable network with high homogeneity is needed, therefore, a 

compromise between mechanical properties and fleece laying homogeneity must be found. 

Considering the results from the different studies, the 7 mm fibers were found to be the most reliable. 

 

Fiber length / 
mm 

Before tensile test After 50 % elongation After release lower side 

10 

   

15 

   

Figure 44: Pictures of networks with different fiber lengths during tensile tests. 

 

A variation of the area density was tested for the networks with the 7 mm long fibers. Therefore, 

20 mg cm-2 and 25 mg cm-2 were tested by tensile tests and their electric conductivity was also 

measured.  Figure 45 shows the load displacement graph of both networks. As expected, the elastic 

modulus as well as the tensile strength is higher for the network with higher area density. Especially 
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the elastic modulus is increased from 1.8 GPa for the 20 mg cm-2 to 10 GPa for the 25 mg cm-2 network. 

Additionally, the tensile strength is enhanced from 18 GPa to 83 GPa. Therefore, the network is highly 

suitable for the application as current collector for lithium-ion batteries. Both networks have an 

electric conductivity of around 71±1 S m-1 before the tensile test, again independent of the 

measurement direction. The conductivity of the 20 mg cm-2 network decreased to 17±4 S m-1 while the 

conductivity of the 25 mg cm-2 network decreased only to 54±7 S m-1. This difference in the decrease 

can be explained by the different nature of the connection points in between the fibers. The 

connection points are equally high in the untreated state before the tensile test leading to the equal 

electric conductivity. For the 50 %-elongated state, the network with higher area density has more 

connection points left and, thus, a higher conductivity. Both conductivities are still relatively high and 

confirm the suitability of these types of fiber networks as electrically conductive matrices for several 

applications, for example, as current collector for lithium-ion batteries, also under high stresses and 

deformations. 

 

Figure 45: Load displacement graph for CuSi4 networks with 7 mm long fibers with different area 
density. 
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However, the carded networks exhibit different characteristics. Due to the more directed character of 

the fibers in the network, the mechanical properties and the electric conductivity depend on the 

measurement direction. Parallel to the fiber direction, a conductivity of 2373±55 S m-1 was measured 

for a sintered network with an area density of 25 mg cm-2. This is nine times higher than the 

conductivity measured orthogonally to the fiber direction (254±27 S m-1). This is based on the 

mechanism that along the fiber direction there is a direct connection from one electrode to the other 

following a single fiber without any sintering points or longer paths through junctions. In addition, the 

elastic modulus parallel to the fiber direction was measured as 4.2 GPa and is 4.6 times higher than  

for the measurement direction orthogonal to the fibers direction (0.9 GPa). Along the fiber direction, 

the elastic properties are mainly influenced by the elastic modulus of a single fiber and not by sintering 

points. Therefore, the elastic deformation is much lower due to the lack of necking of the whole 

network. Orthogonally to the fiber direction, fewer fibers and connection points are holding the 

network together, therefore the tensile strength is much lower at 47 MPa than the tensile strength 

parallel to the fiber direction with 139 MPa. Farley investigated with simulation methods the 

relationship between fiber diameter, volume fraction, and the resulting mean pore size based on the 

fibers and manufacturing strategies described in the present work. [183] Figure 46 shows the resulting 

heat map of the simulations. Here, round fibers similar to the fibers after sintering with rounding were 

simulated. With this heat map, the resulting porosity of the network can be predicted and therefore 

the production adjusted to obtain the wanted pore size. 

With the help of the data from the simulation, a network of fibers with 50 µm width before sintering 

was produced. After sintering with rounding the fibers have a diameter of around 20 µm. With a view 

to the later application as current collectors for lithium-ion batteries, a pore size of around 150 µm 

should be obtained which requires 4 vol.-% fibers in the networks. The resulting network is shown in 

Figure 47 a) as a micro-CT scan (Skyscan 1272, Bruker Inc.). Figure 47 b) depicts the pore size 

distribution of the network (Euclid circles method, GeoDict, Math2Market GmbH). Pores over 250 µm 

are mainly open porosity on the network surface and will not be considered. As expected, a mean pore 

size of around 150 µm was achieved which follows along the predictions of the simulation. A pore size 

distribution is visible in the data and also correlated to the micro-CT picture. This distribution occurs 

due to variations in the fiber size and inhomogeneities during the network manufacturing, mainly in 

the dispersing step. 
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Figure 46: Heat map of the correlation between fiber size, volume fraction, and mean pore size. [183]  

 

a) b)  

Figure 47: a) micro-CT scan of a dispersed network and b) the resulting pore size distribution. 

 

In summary, the properties of dispersed and sintered metal fiber networks with a fiber length of 

around 7 mm and an area density between 20-25 mg cm-2 are highly attractive as a mechanically stable 

and electrically conductive backbone for several applications. The pore size after sintering can be tuned 
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with the simulated heat map depending on fiber diameter and volume fraction to produce the required 

pore size. The manufacturing strategies described in the present work are highly suitable for the 

precise manufacturing of networks with predetermined pore size. 

 

4.3. Sintered 3D fiber networks as current collectors in Lithium-Ion Batteries 

The current trend in lithium-ion battery technology focuses on thicker electrodes to reduce the 

fraction of inactive components in the battery. [27] However, there are still several challenges that 

have to be overcome. The three most important ones are: the electrical conductivity of the electrode, 

the lithium-ion diffusion through the electrode, and the mechanical stability of the electrode. 3D 

current collectors are one approach to solve these problems and obtain thicker high-performance 

electrodes. In this section, the improved electric conductivity obtained by the 3D fiber networks on 

the electrode is discussed with a focus on less overpotentials and potential gradients in the network. 

The increased lithium-ion diffusion inside the networks will be investigated in comparison with other 

additives or no additives at all in thick electrodes. In addition, the improvement of the mechanical 

stability of the active material and of the electrode as a whole can increase the lifetime of the battery 

significantly. With the switch from a 2D to a 3D current collector, the foil normally used on one side of 

the active material bulk is replaced by a 3D structure inside the completely active material bulk. In this 

case, the 3D structure is a fiber-based sintered 3D network of CuSi3 fibers. CuSi3 is suitable for this 

application due to its high electric conductivity and no electrochemical activity in the voltage window 

of lithium-ion battery anodes. This section should be understood as proof of principle of the whole 

system with explanations of the main principles and improvements of the 3D fiber-based current 

collector network. 

Parts of the discussed experiments, findings as well as graphs and images in this section are part of the 

patent and patent applications [178, 184, 185]. 

 

4.3.1. Electrical Conductivity 

The thickness of the active material is one of the main parameters influencing battery performance 

and general characteristics. While thin active material layers can be charged faster, thicker electrodes 

have a higher capacity due to a lower portion of inactive materials. However, the electric conductivity 

drops to values too low to achieve sufficient bulk conductivity when approaching a certain thickness. 

In normal 2D setups, a linear gradient though the active material occurs. Therefore, the voltage is 

higher at the active material close to the metal foil and is decreasing towards the separator. Table 4 

shows the electric conductivity of several active materials and also typical conductive additives. While 
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graphite has a relatively high electrical conductivity, the values for the oxide active materials are rather 

low. Therefore, the amount of conductive additives is increased with decreasing active material 

conductivity.  

 

Table 6: Electric conductivity of typical lithium-ion components. 

 Electric conductivity / S m-1 

Graphite (parallel to layers) [186] 106 

LTO [187] 10-5 

NMC622 [188] 10-1 

Carbon nanotubes [189] 106 

Copper [148] 107 

Aluminum [148] 107 

 

Figure 48 shows the simulative potential gradient in a) a standard 2D foil electrode, b) a 2D foil 

electrode with carbon nanotubes, and c) with a sintered CuSi3 network as discussed in this work. The 

simulation is based on a simulated 3D fiber network with comparable parameters based on the 

networks in this work. [183] For all electrodes, a voltage of 1 V was set at the left side while the 

separator and counter electrode on the right side were set to 0 V. The standard 2D foil electrode 

exhibits a potential drop that is linear through the material. For the electrode with carbon nanotubes, 

the potential drop is flatter at the start but increases towards the separator. For the copper network, 

nearly no potential drop is visible in the electrode; a strong drop is only visible at the separator to 

which the 0 V are applied. This shows impressively the convincing suitability of the 3D fiber network 

as current collector for lithium-ion batteries presented here.  

However, for the sintered metal fiber networks the sintering itself is crucial. Carbon nanotubes are the 

most common additive for a 3D battery. These carbon fibers are just in loose contact with each other 

in the active material bulk. [33] In an ideal case, the fibers have direct contact to each other but in the 

most cases, there is no direct contact between the fibers. To test the influence of the contact points, 

the dispersed networks were tested before and after sintering. Before sintering, an electrical 

conductivity from 89 S/m was measured which increases during sintering to 1242 S/m. These 

measured values are much lower than the theoretical values, which can be explained by the non-ideal 

contact between measurement electrodes and the porous structure of the fibers during the 4-point 

measurement. In graphite electrodes, the conductivity of the graphite matrix is high enough for a good 

conductivity. In cases with oxide active materials like LTO or NMC, the active material works as an 
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insulator (see Table 6). Therefore, the connection between the fibers is more important for electrodes 

with oxide active materials. Hence, a conductive binder inside the matrix helps to overcome the 

isolating interfaces between the conductive additives. 

 

  

Figure 48: Gradient simulation of a) a standard 2D electrode, b) a 2D electrode with carbon nanotubes 
and c) a 3D copper current collector electrode. [183] 

 

Two parameters are influencing the potential gradient inside fiber network electrodes or, in general, 

all 3D electrodes. The first is the amount of the conductive additive, the second is the conductivity of 

the conductive additive. Both was simulated by Farley in his work. [183] Figure 49 shows the results of 

the simulative variation of the amount of the fibers and the conductivity. The lower the amount of 

fibers and the lower the conductivity, the stronger the potential gradient. For the highest conductivity 

of the fibers, the gradient is also for the 0.6 vol.-% of fibers nearly not happen. For all simulations, an 

equal network structure was used for every volumetric fiber fraction. For this network structure, the 

material conductivity was changed. The highest simulated conductivity is in the range of the used CuSi 

fibers. For the second highest conductivity, which is around the range of carbon nanotubes, only the 

highest amount (2.0 vol.-%) exhibits a gradient low enough for good electric conductivity in a thick 

electrode. For lower conductivities, the thickness of the electrode is very limited due to the strong 

gradient inside the electrode. Therefore, only metallic structures are suitable for thick electrodes. 

Comparable systems are metal foams or fibrous metal structures which are much more difficult to 

manufacture. Furthermore, applying a precise set of parameters like the pore size is much more 

complicated compared to the system described here. [7, 32, 33, 190] 

a)  b)  c)  
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Figure 49: Simulative variation of fiber fraction and conductivity in thick electrodes. [183] 

 

To validate these simulative results, electrodes were measured with EIS to investigate the electric 

resistance of the electrode. Since the most common anode active material is graphite, graphite 

electrodes were measured in half-cell configuration with EIS at a cell voltage of 0.143 V. Figure 50 

shows the resulting Nyquist plot of two thick 3D electrodes and two 2D electrodes with a typical 

thickness of 40-60 µm. The electrical resistance is several times lower for 3D electrodes compared to 

the 2D electrodes. The contact resistance, mainly influenced by the contact between electrode and 

case, is equal for both systems. Apart from the current collector structure, also thickness, capacity, and 

porosity are different for both electrode systems. While for the 2D electrodes normally a residual 

porosity of around 10-15 % is present, the porosity is in the range of 50 % for the 3D electrodes without 

calendar treatment. Ogihara et al. described in their work the influence of the porosity on thick 

electrodes using EIS. [191] They described the internal resistance of an electrode as the sum of the 
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resistance of the electrolyte Rion and the charge transfer resistance Rct of the active material. Both are 

expressed by equation (24) and (25): 

 
𝑅𝑖𝑜𝑛 = 𝑅𝑖𝑜𝑛,𝐿 ∙

𝐿

𝑛
 

  [191] (24) 

 
𝑅𝑐𝑡 =

𝑅𝑐𝑡,𝐴
2𝜋𝑟𝐿

 
[191] (25) 

 

where Rion,L is the ionic resistance per unit pore length L, n a natural number, Rct,A the charge transfer 

resistance per unit electroactive surface area 2πrL. While the charge transfer resistance is decreasing 

with higher thickness, the ionic resistance is increased. Additionally, the reactive surface is increased 

with a higher amount of active material as well as with a higher porosity. Therefore, it is not possible 

to directly compare both electrodes phenomenologically. In total numbers, the internal resistance of 

3D electrodes is several times lower compared to 2D electrodes with the same active material.  

 

Figure 50: Nyquist plot for 2D and 3D electrodes in several thicknesses. 

 

The lower internal resistance results in less overpotentials and higher fast-charging probabilities. 
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electrode. [192] The overpotentials not only result in thermal energy, they can also initiate 

decomposition of the electrode - one of the strongest influencing factors for battery aging. [193] 

Overpotentials can be seen directly (green circle) in the loading curve of an electrode, which is given 

in Figure 50. Here, a 2D and a 3D electrode were loaded after formation with a loading speed of 0.5 C. 

Although both loading curves are nearly equal after a 0.1 state of charge (SOC), the 2D electrode shows 

a high overpotential of around 0.05 V. This overpotential is visible for the first 10 % of the battery 

capacity. The integral of the overpotential is energy which is not used for loading the battery. Not only 

from a thermal management point of view is this not promising, but also from energetically as the 

efficiency of the battery is decreased. Overpotentials cannot only decompose the electrode and the 

electrolyte thermally, the local potential peak can decompose the electrolyte also electrochemically. 

Especially, for active materials with significant lower conductivity like LTO or NMC, this effect is 

distinctively pronounced. Reason for this is the low electric conductivity of the active material and, 

therefore, a high potential gradient in the network with an overpotential next to the current collector. 

 

Figure 51:  Overpotential (marked with a blue arrow) while loading a 2D and a 3D electrode. 
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Another limiting factor for the loading rate can be assigned to  bulk conductivity. As shown in Figure 

49, the voltage is decreasing the farther away the active material is located from the current collector. 

Therefore, the active material next to the current collector can already be fully loaded while the active 

material farther away is still not loaded. As the cell voltage is always measured at the current collector, 

the active material next to it is already loaded while active material with a higher distance is not yet 

loaded due to the low conductivity. The voltage is increased at the current collector and the loading 

electronic stops the loading process to avoid overloading and, thus, damaging the electrode, while only 

the active material next to the current collector is charged and not the whole active material. Because 

of this an additional constant voltage loading step is applied at the end of the loading in most of the 

applications. This results in an only partially loaded battery. The loading gradient is equalized with time 

and the consumer shows a partially loaded battery. With a dynamic loading rate the partial loading 

because of potential gradients can be suppressed. As the slower loading range regions exhibit a smaller 

potential gradient compared to fast charging rates, the loading rate is lower in the beginning and 

increases when the battery charges up. [194] As already mentioned before, significance is increased 

for active materials with lower electrical conductivity and, thus, is not needed for 3D CuSi3 current 

collector batteries. 

 

4.3.2. Lithium-Ion Diffusion 

The second important transport mechanism inside lithium-ion batteries is the lithium-ion diffusion. 

While the diffusion coefficient from lithium ions in graphite is in the range of 10-13 m2 s-1 [195] the value 

for a typical electrolyte like LiPF6 in EC:DMC (50:50) is in the range of 10-10 [196]. Therefore, it is 

promising to transport the lithium ions as far as possible inside the electrolyte before entering the 

active material. Hence, a highly connected porous network would be beneficial for several reasons. 

Firstly, the lower volumetric capacity of the cells which is mainly an application problem. The high 

porosity presents space in the consumer which is not used for energy storage and, therefore, not 

preferred. Secondly, the lower electric conductivity caused by thicker layers and less contact points 

between conductive additives. Currently, pseudo all-solid-state batteries with a gel electrolyte are an 

up-to-date research topic. These gel electrolytes have a much longer lifetime but require a larger and 

connected porosity inside the active material bulk. [17, 197, 198] Here, 3D current collectors are a 

promising pathway to introduce a solid-state electrolyte while the electrical properties remain the 

same. [199] If the solid-state electrolyte is not penetrating the whole active material, the overall 

lithium-ion diffusion is low due to the low diffusion inside the active material and, thus, the loading 

rate is decreased. It should be also mentioned that for an active material bulk without any porosity the 
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diffusion interface (separator) is at the opposite site of the 2D conductive interface (current collector) 

inside the electrode.  

In graphite-based anode systems with a 3D CuSi3 fiber network current collector, diffusivity is 

increased compared to normal 2D electrodes. This diffusion can be measured with EIS and the results 

are given in Figure 50 as the linear part at the right side of the measurement curve. The Warburg 

coefficients were fitted from these curves and are plotted against the electrode thickness in Figure 52. 

The Warburg coefficient is reciprocally proportional to the diffusion coefficient which means the lower 

the Warburg coefficient, the higher the diffusion. The diffusion is reportedly decreasing with increasing 

thickness for different 2D thicknesses, whereas the diffusion inside the 3D electrodes is apparently not 

influenced by thickness. [200] The tested 3D electrodes are several times thicker than the tested 2D 

electrodes, nevertheless the Warburg coefficient is around eight times lower for 3D electrodes. There 

are several explanations for this behavior: One is the low tortuosity due to the metal fibers in the active 

material and the possible small gap between fiber and active material. Another is the increased 

porosity in the active material. Therefore, a set of equal electrodes were calendered to decrease the 

porosity as well as the electrode thickness. In contrast to the electrodes from Figure 50 and Figure 52 

these electrodes were tested not in half-cell configuration versus lithium but as symmetrical cells. This 

allows the exclusion of a possible influence of the metallic lithium but makes the measurements only 

comparable within one measurement series. As shows, the Warburg coefficient is independent of 

porosity and thickness of the 3D electrode. Therefore, the metallic 3D structure inside the active 

material must be the reason for the higher diffusivity in the electrode.  

Jia et al. described in their work a surface mechanism based on defects, which increases the diffusion 

for nanowires. [201] They combined surface effects and chemical diffusion for an advanced model that 

describes the increased diffusivity more exactly than existing models based on the surface elastic 

theory. [202, 203] An overall mechanism for all these models is the surface-induced traction due to 

the surface free energy. The fibers used in this work have a non-round cross-section and therefore the 

surface free energy is increased compared to round fibers. Additionally, the non-ideal crystallographic 

state with a high defect density increases the free energy of the system. Therefore, the used fibers are 

a possible candidate for the models to describe the increased lithium-ion diffusion. In comparison to 

nanowires, which are loosely introduced in the active material bulk, the fibers in the metal network 

here are connected with each other and thus the pathways are not interrupted. Rupp et al. were able 

to show that on the surface of a planar copper current collector a higher lithium diffusion occurs. [204] 

In the case of 2D electrodes, this is not influencing the electrode performance because of the 

orthogonal ion flux. In the case of 3D metal networks, the fibers are penetrating the active material 
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bulk with a statistic distribution in which every direction is represented by a fiber and surface diffusion 

can occur in any direction. 

 

 

Figure 52: Warburg coefficient for 2D and 3D electrodes with different thicknesses. 

 

While the hurdle of low electric conductivity inside an electrode towards fast charging electrodes can 

be overcome with conductive additives and more conductive active materials, increasing the lithium 

diffusion is more challenging. However, both mechanisms must be considered equally. While the free 

charge carriers during intercalation processes must be diverted without overpotentials, the lithium ion 

is needed for intercalation at the same point in the bulk. Therefore, a strategy that combines both 

approaches would advance the development of fast charging batteries.  
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Figure 53: Warburg coefficient for electrodes with different compression states. 

 

4.3.3. Mechanical Stability 

Another significant property of an electrode is its mechanical stability. However, a distinction must be 

made between two types of stability. On the one hand, there is the macroscopic stability of the whole 

electrode, on the other hand is the stability of the active material within the electrode.  

The focus will be first on the macroscopic electrode stability. Especially during the manufacturing of a 

cylindrical cell, but also for other types of batteries, the stress on electrodes is enormous. While the 

electrodes are pulled through roll-to-roll fabrication machines, not the tiniest defect is permitted. 

[205] Super-thin metal foils in the thickness range around 10 µm are not known for their high stress 

resistance. Even small cracks can lead to dangerous potential peaks that can then decompose the 

electrolyte. This happens frequently when the electrode gets stuck inside the manufacturing machines. 

These small metal foils will crack or tear without any remarkable elastic deformation. [206]  

It has been shown that metal networks are able to tolerate a high elastic deformation without cracking 

and even after a large deformation are still electrically conductive. Therefore, CuSi networks with a 

graphite-based slurry were tested with tensile tests. The results are shown in Figure 54. A deformation 
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metal fiber network and 1.8 GPa for the 25 mg cm-2 network was determined. Furthermore, the tensile 

strength increased from 7.6 MPa to 13.0 MPa with increased current collector area density.  

 

Figure 54: Tensile tests on CuSi network electrodes with graphite-based slurry. 
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inside the electrode. [209] The thicker the active material coating, the more urgent this problem 

becomes. Since the loose active material cannot be loaded, the capacity of the battery decreases. Even 

more problematic is the creation of short-circuits by the active material inside the electrode.  

A second force beside the binder is keeping the active material on the current collector in 3D current 

collectors. The fibers can keep the active material particles together from several sides, in other words, 

the active material is trapped in the network pores. The metal fiber network is an elastic structure; 

which can expand or contract together with the active material depending on the loading and 

unloading cycle. Hence, the connection between current collector and active materials is not stressed 

and the structure remains intact. This can significantly increase the cycle stability of the battery. 

Due to the second holding force, the binder can be reduced inside the electrode. 3D electrodes and, 

as a control experiment copper foils, were coated with an adjusted graphite-based slurry. Hence, the 

binder and carbon black fraction were reduced at the same ratio. Table 7 shows the results of kinking 

tests for 2D and 3D electrodes. For the kinking tests, the electrode was placed between two linear 

tweezers and kinked in a straight line 90° to one side, 180° to the other side and back in the original 

position. Only the binder fraction is indicated for reasons of clarity. For the 2D case, not only detached 

material is taken into account but also detached parts of the active material. For 2D and 3D electrodes, 

the area 3 mm left and right of the kink was taken into account. For all binder fractions, the active 

material loss is much lower in the case of 3D electrodes. This shows impressively the strong influence 

of the structure on the active material stability and the possibility to decrease the binder fraction. The 

stability during deformation makes the 3D fiber current collector electrode also applicable as an 

electrode for flexible batteries. Here, a much more flexible electrode structure is needed compared 

with normal applications. [210, 211] All 3D electrodes with different binder fraction were cycled with 

0.5 C for 100 cycles to prove the cycle stability. For none of the batteries, a detachment event was 

visible with comparably good cycle performance. 

 

Table 7: Kinking tests on 2D and 3D electrodes with binder fraction variation. 

Binder fraction / wt.-% 2D active material loss / wt.-% 3D active material loss / wt.-% 

10 3 0 

8 11 0 

6 32 0 

4 79 3 

2 100 9 
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4.3.4. Electrochemical Performance 

In the previous sections, the different properties of the electrodes were examined without relation to 

the other properties. Therefore, the general performance of the cells needs still to be investigated. 

However, the good electric conductivity combined with the increased lithium-ion diffusion and the 

high mechanical stability shows that the system is highly suitable as lithium-ion battery electrodes. In 

this section, the electrochemical performance of the electrode is discussed based on the previously 

mentioned properties. 

All the challenges discussed before represent also the key challenges for Kuang et al. in their work. [27] 

They describe not only the need for 3D current collectors as a possibility for classic lithium-ion 

batteries, they also describe the 3D electrode design for future battery technologies in the form of 

substrates for metallic lithium anodes. With an increase of the electrode thickness from 25 µm to 200 

µm, the fraction of inactive materials (28 vol.-% separator, 17 vol.-% current collector) can be reduced 

by one third (6 vol.-% separator, 6 vol.-% current collector) [27]. Calculations for the fiber electrodes 

showed that with the change from a thin-layer 2D current collector to a 3D fiber current collector with 

a 10 µm fiber size, 200 µm pore size, and an electrode thickness around 400 µm, the improvement is 

much bigger. The inactive material fraction can be reduced from around 7 vol.-% or 27 wt.-% to 5 vol.-

% or 8 wt.-%, respectively, while the gravimetric energy density can be increased by 23 % and the 

volumetric by 33 %. This is a big step towards future high-performance batteries.  

Another problem for thick electrodes is the slow charging rate or vice versa the small discharging 

current. The all-pervasive fiber network helps to create a super-parallel circuit in the battery. Tests 

with NMC/graphite pouch cells with the same capacity and thick 2D electrodes showed a seven times 

higher discharge current. Especially for applications which require high currents, this represents a 

unique possibility for a high-power high-energy battery.  

In order to compare 2D and 3D electrodes, electrodes with an equal area capacity of 2.9 mAh cm-2 and 

an equal slurry were produced and cycled as half-cells against metallic lithium with 0.5 C. The results 

of these cycling experiment are shown inFigure 55. The state of charge (SOC) of the 2D electrode drops 

to around 20 % and is later increasing towards around 40 %, which is a typical value for electrodes of 

this thickness. [11, 212] For the 3D electrode, the SOC is dropping again during the first cycles to around 

40 % increasing to 55 %. The drop at the first cycles is mainly caused by an incomplete SEI formation. 

[213] The low SOC in general is typical for graphite electrodes due to the low lithium-ion diffusion with 

long pathways inside the graphite particles. [11] The battery performance is highly influenced by the 

active material thickness due to the strong impact on the lithium-ion diffusion and electric 

conductivity. The tested network had an average pore size of around 160 µm, so the largest distance 
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to the next current collector is 80 µm. Hence, the cycling performance is comparable with a 2D 

electrode with an active material thickness of 80 µm, while the 2D electrode tested here has an active 

material layer thickness of around 158 µm.  

 showing an additional measurement for a 2D 98 µm active material layer can be found in the appendix 

as Figure A 11. This shows impressively the power of the technology discussed here. With the 

simulation provided in Figure 46, it is possible to tailor the pore size diameter precisely to achieve the 

optimum network geometry for every application. Thus, a battery loading and unloading performance 

with much higher gravimetric and volumetric capacity can be realized.  

Tests with super-thick electrodes showed a very strong increase in area capacity. Figure 56 shows 

several data points for thick 3D fiber electrodes with graphite as active material. For all electrodes, 

fibers with around 20 µm in diameter were used and the pore size was set to around 160 µm. As 

expected, a nearly linear increase of the area capacity with the electrode thickness is visible. For 2D 

electrodes, area capacities above around 5 mAh cm-2 are only possible with other types of active 

materials like silicon on the anode side and high amounts of conductive additive. 

 

Figure 55: Cycling performance with 0.5 C of a 2D and 3D electrode with the same area capacity. 
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In conclusion, the fibers produced by melt spinning are an auspicious material to manufacture 3D 

current collector batteries based on micro metal fibers. They combine improvements for several 

unique aspects of batteries and are a potential candidate to overcome different challenges currently 

facing actual state-of-the-art batteries. [214] From their high failure resistance due to the fibrous and 

highly deformable current collector structure to their high power high energy performance, this system 

may be the next big step in battery development. As the current collector is an inactive component in 

the lithium-ion battery, it can be seen as drop-in technology that further improves all kinds of current 

developments on active components as the active material or electrolyte. Especially their performance 

with respect to lithium-ion diffusion and conductivity makes it a very promising solution to the 

challenges occurring in all solid-state batteries. [215] Furthermore, the system can also be transferred 

to aluminum networks that can be used as current collector on the cathode side. Several experiments 

described above were already performed for this system and showed similarly promising results. 

Hence, the production of batteries with a 3D current collector system on both the anode and cathode 

side is feasible. This can lead to an overall improvement of the electrical performance of the lithium-

ion battery as well as an improved mechanical stability that opens the path to new applications as well 

as an increased sustainability of the batteries due to longer lifetimes. 

 

Figure 56: Area capacity for several 3D fiber electrode thicknesses. 
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5. Summary and Outlook 

5.1. Summary 

In the present work, the materials system of super-fast quenched microfibers is discussed in three 

parts. In the first part, the unique material properties are discussed and form the basis for all 

manufacturing routes, product properties, and applications discussed later. In the second part, 

different innovative manufacturing routes are introduced and discussed to form stable 3-dimensional 

fiber networks. In the last section, the application as lithium-ion battery current collector is presented 

and discussed with regard to their advantages over established systems. 

The material class of super-fast quenched but crystalline materials is an intermediate system between 

amorphous metallic glasses and classic crystalline materials and combines the properties of both. Due 

to the super-fast quenching during the melt spinning process, a low degree of crystallization in the 

material occurs. During the production process the fibers are highly accelerated in the direction of the 

fibers' length. Simultaneous to this acceleration the fiber is solidified, so that the fibers show a strong 

orientation towards the fiber length. The smaller the fibers, the higher is the quenching rate and, 

therefore, the time for reaching a crystallographically preferred lattice position is shorter and the 

orientation is lower. By a controlled thermal treatment, the orientation of the fibers can be equalized 

towards a crystallographically more stable phase while at the same the degree of crystallinity can be 

increased depending on the temperature. During this thermal treatment, the materials move towards 

a crystallographically and thermodynamically more stable system.  

The difference between the non-preferred state before the treatment and the more preferred state 

can be expressed as stored energy. For bulk metallic glasses, this stored energy is well known and can 

be measured as exothermal release while heating. It was possible to show that the bulk metallic glass 

as model system is also valid for the material system investigated here. After a thermal treatment 

above the crystallization temperature of amorphous fibers, the highest change in the degree of 

crystallization happens. This is directly visible as a drop in the specific heat capacity. For the crystalline 

CuSi fibers, a high exothermal release of the stored energy is also visible. Since the fibers are already 

crystalline, the stored energy could be measured as difference in the specific heat capacity of non-

treated and annealed fibers. Combined with the results of the crystallographic properties of the fibers 

and the change in the degree of crystallization, the stored energy is higher for smaller fibers. The 

mechanical properties of the fibers were investigated for different fiber sizes, thermodynamic states, 

and degrees of crystallization. While for bulk metallic glasses only the degree of crystallization is 

influencing the mechanical properties, the intermediate material investigated here is also influenced 

by the size of the fibers. For the CuSi3 fibers, the degree of crystallization is increasing the elastic 
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modulus within the fiber system. Similar to nanomaterials, the material is more elastic for smaller 

diameters.  

Dry and wet routes are discussed for fiber laying. The dry method called carding is a modified process 

from the wool industry. With the help of carding a network of highly parallelized fibers can be achieved 

which can be used immediately or can act as an intermediate step for the wet route. Here, different 

materials were tested as assisting materials and successfully introduced to increase the homogeneity 

in networks with low area density. Pure polypropylene fibers showed the best results as assisting 

agent. The fibers could be removed without any residues during the protective gas sintering process 

in the next production step. For the wet approach dispersing was investigated. Here the fibers were 

cut from the carded network in a certain length and it was investigated how production parameters 

influence network homogeneity and later network properties. Here, a fiber length of 7 mm was found 

to be the best compromise between network stability and network homogeneity. For dispersing the 

fibers, water with polyvinyl alcohol as dispersing agent showed good results with respect to network 

homogeneity and was easy to remove completely by washing the network. The most promising 

approach was dispersing in paraffin oil. The networks showed a high homogeneity and the paraffin oil 

residues on the fibers could be evaporated during protective gas sintering in the next production step.  

The fibers were sintered to stabilize the network. Here, the same basic principle of diffusion-driven 

processes could be demonstrated. Three unique routes, which can only be applied to these materials, 

were investigated. The fibers discussed here possess a non-round cross-section, which means that the 

surface is much larger than for round fibers. With a controlled thermal treatment, the fibers can be 

rounded by diffusion principles. The driving force here is the reduction of the surface towards a 

minimized Gibbs energy. Parameters for just rounding and combined rounding with sintering are 

presented in this work. A super-fast heating process is introduced for processes where a large surface 

is helpful. Super high heating rates in the range of several hundred kelvins per minute are required for 

this process. With this fast heating rate, the stored energy can be used as the process temperature 

and the sintering temperature can be decreased significantly. For this process, process times of less 

than one minute are required for a permanent connection of the fibers. Due to the reduced process 

time, the time is too short to round the fibers. For material systems like the metallic glass fibers, a 

sintering process with low temperatures is needed. The stored energy can also be used here to reduce 

the required energy. It could be shown that pressure combined with a temperature of just around 30-

40 % Tm is enough to sinter the fibers. Here, the pressure activation energy relation was investigated. 

The higher the pressure, the higher the diffusion rate at the same temperature.  
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The sintered networks were tested for their mechanical properties and their electric conductivity. The 

longer, the higher the electric conductivity. A fiber length of 7-10 mm showed the best properties with 

respect to elastic modulus and tensile strength. Here, the connection points and network homogeneity 

are the impact parameters. While short fiber networks showed a homogeneous elongation, networks 

with longer fibers showed an inhomogeneous necking due to inhomogeneities in the network caused 

by the production process. The area density of the 7 mm fibers was variated and showed that more 

fibers and, therefore, more connection points in between the network significantly increases the 

elastic modulus and the tensile strength. The electric conductivity in the network is in the range of a 

bulk metal and the conductivity is still high after elongation by 50 %. 

This good electric conductivity is one of the big improvements for the application of the 3D fiber 

networks as current collector for lithium-ion batteries. In contrast to a conventional foil-based 

electrode where only one side of the active material film is conducted with a metal substrate, in our 

case the whole active material bulk is conducted. This improves several battery properties. One is the 

overpotential in batteries, especially during high loading rates. Compared with other material which 

are used to improve the bulk conductivity, copper has a 10 times higher conductivity. Therefore, the 

overpotential could be removed nearly completely. The effect of overpotentials is not only more 

relevant for fast charging rates but also for thick electrodes. The larger the distance from the active 

material to the next current collector, the higher the potential gradient. Therefore, electrode thickness 

is strongly limited in the 2D case by the electric conductivity. 

It was possible to show, that in our system lithium-ion diffusion is increased compared to the 2D 

system. Possible explanations for this are a smaller tortuosity and surface diffusion effects. The higher 

surface stress due to the non-round cross-section as well as the high defect concentration are helpful 

for surface diffusion. Apart from electric conductivity, lithium-ion diffusion is the second limiting factor 

for fast charging and thicker electrodes. The longer the diffusion path in the solid active material, the 

lower the fast charging possibilities. Therefore, a system with higher porosity in addition to surface 

diffusion and tortuosity is helpful. With higher porosity, the electrolyte is penetrating more into the 

active material bulk and, therefore, much faster diffusion in the electrolyte can be used. A higher 

porosity is not possible in the 2D system because it decreases the conductivity. This is especially 

relevant for all solid-state batteries. 

Another impact factor for lithium-ion batteries is mechanical stability. In the 3D system, not only the 

adhesion effect of the binder helps to stabilize the active material. The 3-dimensional structure of the 

networks helps to keep the active material within the electrode. This is needed especially for active 

materials which are swelling while loading. The elastic structure of the fiber networks allows the active 
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material to swell while the current collector is swelling at the same time. During kinking tests it could 

be shown that also with a much lower binder fraction in the active material, the mechanical stability is 

highly increased compared with 2D electrodes. This was also visible during tensile tests. After a 15 % 

elongation less than 1 wt.-% of the active material was released. After a 25 % elongation, the electric 

conductivity in the electrode is still high which shows a high failure safety. This strong mechanical 

stability makes the 3D fiber electrode highly usable for flexible batteries. 

Based on the improved electric conductivity, lithium-ion diffusion, and mechanical properties, it could 

be shown that the system presented here is a good candidate for thick electrodes. With thick 

electrodes, the energy density can be improved highly due to less inactive components like separators 

or current collector foils. For our system with 10 µm fibers, the gravimetric energy density can be 

increased by around 23 % and the volumetric by around 33 %. An electrode with a thickness of over 

800 µm could be manufactured, which is up to 10 times higher than 2D batteries. It could be shown 

that in the case of the 3D fiber electrodes not the active material film thickness is setting the loading 

properties but the pore size. Also ultra-thick electrodes showed a good cycle performance. With this 

system it is possible to combine the high power and high energy of 2D electrodes to obtain high-power 

high-energy 3D energy. 
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5.2. Outlook 

The present work covers the complete system from the smallest part, a single fiber, the properties 

towards an intermediate product to the production result, a network, and finally its application as a 

lithium-ion battery anode. Further studies must be divided in the following steps: 

Fibers 

In this work, the basic properties of hyper quenched but still amorphous fibers is explained with the 

copper-silicon system as model system. However, a wide range of other materials and compositions 

also shows promise. While in this work, only fibers with a silicon content of 3 wt.-% and 4 wt.-% silicon 

were available, the systematic variation of fiber properties by a higher or lower amount of silicon could 

help to explain the influence of precipitations. The reported trend of mechanical properties as function 

of thermodynamics and crystallography towards smaller fibers can be extended towards fibers in the 

single-digit micrometer range or also in the nanometer range. In this range, the fibers could be also 

amorphous which would change all material properties significantly. 

Beside the copper-silicon system, aluminum is an important material for lithium-ion battery cathodes. 

Therefore, aluminum or aluminum alloys are a highly recommended candidate for further 

investigations. There, not only parameter variations presented here can be investigated but also the 

influence of material density compared with copper and the influence of surface passivation is of 

interest as well. 

In this work, amorphous design alloys were used as model systems to explain the processes inside the 

materials. For Vitrovac or other amorphous design alloys like Fe40Ni40B20 it seems to be interesting to 

study the fiber size variations to observe the influence of crystallinity in more detail and with a wider 

variation range compared to crystalline materials 

A modified melt spinning process could lead to much higher quenching rates and their influence could 

be investigated in more detail. In the present work only indicators showed the strong influence of the 

quenching rate on the properties. Here, it was not possible to investigate this influence without the 

possible influence of the fiber size. Same-sized fibers with different quenching rates could help to 

clarify the quenching rate influence. 

Networks 

The most obvious extension of the network parameters and sintering methods presented here is 

aluminum or the aluminum alloy system. Aluminum is a much softer, more elastic and lower meltable 

material and seems to be an interesting candidate to translate the methods presented here to a much 



100 
 

more difficult other material. Especially, low-temperature pressure-assisted sintering could be a good 

method to overcome sintering problematics caused by the oxide surface passivation layer.  

In general, it should be possible to translate the methods for rounding, sintering without fundamental 

change of the aspect ratio, and low-temperature pressure-assisted sintering to a wide range of 

materials.  

Especially for amorphous materials, low-temperature pressure-assisted sintering seems to be a unique 

method for sintering without crystallization. In this work, only macroscopic experiments were 

performed to explain the process mechanisms. More precise results could be achieved for single fiber 

sintering. While for the crystalline fibers, the interface area is clearly visible due to the change in the 

crystallinity, this is not the case for crystalline fibers. Here, the interface could be investigated with its 

mechanical properties or with doped materials and, therefore, an atomic gradient. For amorphous 

materials transmission electron microscopy could be used to investigate the crystallographic structure 

and the assumed amorphous to crystalline phase transition in the interface area in more detail. 

In this work, the influence of area density and fiber length was investigated. Another interesting 

parameter is the fiber size which could also influence the mechanical and electrical network properties. 

In addition, it would be worthwhile to study the influence of the fiber cross-section, i.e. round or non-

round fibers. 

Lithium-Ion Battery 

In this work, 3D fiber network current collectors were introduced. Based on copper-silicon fibers, only 

the anode was investigated here. Using aluminum fibers the 3D fiber network current collector could 

also be introduced into the cathode. Simulations in the group showed that the benefit of the 3D current 

collector in the cathode is much higher than in the anode due to the lower electric conductivity of the 

active material in the cathode. These simulations also showed the influence of the size of the fibers 

and therefore the amount of fibers on a certain pore size. Therefore, fiber size is important for the 

potential gradient in the electrode, especially for fast charging electrodes. For all these and more 

simulative results, an experimental validation is still missing. 

The results showed that the metal fiber network improves lithium-ion diffusivity through the anode. 

Here, systematic investigation on an atomistic scale is needed to explain this important property in 

detail. Additional electrochemical measurements like galvanostatic intermittent titration (GITT) or 

nuclear magnetic resonant and transmission electron microscopy (TEM) could help to determine 

diffusion parameters and the underlying mechanism. 
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Many of the electrode processing parameters like slurry viscosity and, thus, active material penetration 

in the network or the pore size have not been investigated completely. Here, a lot of processing work 

is still missing. 

Further applications 

Here, lithium-ion batteries are discussed as possible applications for the microfibers. However, many 

more surface-active processes could be improved by the 3D fiber networks. Possible candidates are 

electrolysis, catalysis or filtration. Here, the surface influence of fiber size variation and of the non-

round cross-sections are relevant parameters. Not only the higher surface is promising but also the 

good mechanical properties compared to state-of-the art systems are unique. 

While the surface is mainly relevant for most of the further applications discussed previously, also the 

amorphous character seems to be helpful to increase catalysis efficiency. Here, the low-temperature 

pressure-assisted sintering is a unique production route to form mechanically stable and, in a certain 

range, also thermally stable catalysts. 
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6. Appendix 

6.1. Supplementary Figures 

 

Figure A 1: DSC measurement results of Vitrovac: Tc = 565 °C; Tm,h = 1030 °C; Tm,c = 995 °C. 

0 200 400 600 800 1000 1200

-6

-5

-4

-3

-2

-1

0

1

2

D
S

C
 /

 m
W

 m
g

-1

Temperature / °C

 Heat  Cool

Tc

Tm,h

Tm,c



104 
 

  

Figure A 2: DSC measurement results of Vitrovac: Tc = 568 °C. 

  

Figure A 3: STA measurements results of Polyethylene (Advansa, Hamm). 
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Figure A 4: STA measurement results of virgin wool (Wollknoll, Oberrot). 

 

Figure A 5: Width and height of flat CuSi3 fibers. 
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Figure A 6: Diameter of rounded CuSi3 fibers. 

 

Figure A 7: Cross-section area flat and rounded CuSi3 fibers. 
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Figure A 8: Diffusion interface data for Vitrovac at 350 °C. 

 

Figure A 9: Diffusion interface data for Vitrovac at 400 °C. 
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Figure A 10: Arrhenius plot of the diffusion interface data for Vitrovac. 

 

Figure A 11: Cycling performance with 0.5 C for a 3D electrode compared with 2D electrodes with either 
the same area capacity or comparable active material thickness (thickness vs. 0.5 times pore diameter). 
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Figure A 12: Nanoindentation results for fibrous Vitrovac in different states. 

 

Figure A 13: Electrochemical stability of CuSi4 fibers vs. commercially available battery grade copper 
foil (MIT Corporation). 
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Figure A 14: DSC measurement results of Fe40Ni40B20: Tc = 423 °C; Tm,h = 1078 °C; Tm,c = 1018 °C. 

 

Figure A 15: : DSC measurement results of Fe40Ni40B20: Tc = 429 °C. 
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Figure A 16: DSC measurement results of AlSi1: Tm,h = 665 °C; Tm,c = 646  °C 
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6.2. Supplementary results 

With the process investigated in section 4.2.2.1, non-round melt spinning AlSi1 fibers were rounded in 

a controlled manner. Here, a temperature of 630 °C seems to be the ideal rounding temperature. 

Figure A 17 shows a SEM image of controlled rounded AlSi1 fibers. These results and findings are also 

published in [176]. 

 

 

Figure A 17: Rounded AlSi1 fibers.  

 

With the process investigated in section 4.2.2.2, non-round melt spinning AlSi1 fibers were sintered 

without a fundamental change of the aspect ratio. Untreated fibers with stored energy start to sinter 

at 630 °C while annealed fibers start at 640 °C but with a rounding of the fibers. Figure A 18 shows 

some of these sintered flat fibers. These results and findings are also published in [175]. 
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Figure A 18: Sintered AlSi1 fibers without fundamental change of the aspect ratio. 

 

With the process investigated in section 4.2.2.3, other fibrous melt spinning materials were sintered. 

The experimental determined parameters are given in Table A 1. The presented parameters can be 

understood as minimum parameters for a permanent mechanically stable connection between the 

fibers. Parts of the results and findings are published in [178]. 

 

Table A 1: Pressure-assisted low-temperature sintering parameters for Fe40Ni40B20, CuSi3, CuSi4 and 
AlSi1. 

Material Temperature / °C Pressure / MPa Time / s 

Fe40Ni40B20 350 35 60 

CuSi3 300 35 60 

CuSi4 300 35 60 

AlSi1 150 18 60 
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