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#### Abstract

The goal of the ALICE experiment at CERN is to study strongly interacting matter under extreme conditions, which are generated in ultra-relativistic heavy-ion collisions at the LHC. It has been established that a medium with unconfined quarks and gluons, the quark-gluon plasma (QGP), exists shortly after these collisions. Detecting direct photons produced in heavy-ion collisions can help characterize the properties and dynamics of this medium. We present the first direct photon measurement using the highest available heavy-ion collision energy per nucleon-nucleon pair of $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$. Photons are reconstructed from electron and positron track pairs, which emerge from the occurrence of pair production of photons in the detector material; this is the photon conversion method (PCM). Within the work of this thesis, new methods are developed and implemented in the analysis procedure. As a result, direct photon spectra and $R_{\gamma}$ are presented in 0-20, 20-40, 40-60, and $60-80 \%$ classes of collision centrality. The neutral mesons $\pi^{0}$ and $\eta$ constitute the largest background source for direct photons, with their decays to two photons, which is one motivation for measuring their spectra as precisely as possible. The second goal is to study the energy loss of partons in the QGP by observing the suppression of high transverse momentum particle production in heavy-ion collisions with respect to pp collisions. Neutral pion spectra and nuclear modification factors $R_{\mathrm{AA}}$ are presented in $0-10,20-40$, and $60-80 \%$ centrality classes, $\eta$ meson spectra, $R_{\mathrm{AA}}$, as well as $\eta / \pi^{0}$ ratios in $0-20,20-40$, and $60-80 \%$.

\section*{Zusammenfassung}

Das Ziel des ALICE Experimentes am CERN ist die Untersuchung von stark wechselwirkender Materie unter extremen Bedingungen, welche in ultrarelativistischen Schwerionenkollisionen, z.B. am LHC, herbeigeführt werden können. Es hat sich gezeigt dass für eine kurze Zeit nach einer solchen Kollision ein Quark-Gluon-Plasma (QGP) entsteht, in welchem Quarks und Gluonen ungebunden sind. Die Messung direkter Photonen, welche in Schwerionenkollisionen erzeugt werden, trägt dazu bei, die Eigenschaften und Dynamik dieses Materiezustandes zu charakterisieren. Die erste Analyse direkter Photonen aus Schwerionenkollisionen mit der höchsten verfügbaren Schwerpunktsenergie pro Nukleon-Nukleon Paar, $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, wird vorgestellt. Photonen werden detektiert, indem ElektronPositron Paare rekonstruiert werden, welche aus der Paarbildung im Detektormaterial entstehen, diese Methode nennt sich PCM (Photon Conversion Method). Im Zuge der vorgestellten Arbeit wurde die Analyseprozedur durch die Entwicklung und Anwendung neuer Methoden verbessert. Das Ergebnis, Spektren und $R_{\gamma}$ aus den jeweils zentralsten 0-20, 20-40, 40-60 und 60-80\% Kollisionen, werden vorgestellt. Da die neutralen Mesonsn $\pi^{0}$ und $\eta$ den gröten Beitrag zum Untergrund des Signals direkter Photonen darstellen, sollen diese möglichst präzise gemessen werden. Die Untersuchung des Energieverlustes von Partonen im QGP über die Beobachtung reduzierter Produktion hochenergetischer Teilchen in $\mathrm{Pb}-\mathrm{Pb}$ im Vergleich zu pp Kollisionen ist eine weitere Motivation. Spektren und $R_{\text {AA }}$ des $\pi^{0}$ werden in den zentralsten 0-10, 20-40 und 60-80\% Kollisionen gezeigt, Spektren und $R_{\text {AA }}$ des $\eta$ Mesons, sowie das Verhältnis $\eta / \pi^{0}$ in 0-20, 20-40 und $60-80 \%$.
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## Chapter 1

## Introduction

The main goal of the work presented in this thesis is the measurement of direct photons in ultra-relativistic heavy-ion collisions. A large amount of particles are produced in these collisions and photons are among their decay products. Direct photons however are defined as those that do not originate from the decays of other particles. For example, they can emerge from the initial scatterings of nucleons within the colliding ions. It has been established by experiments at CERN and BNL [1-4] that a state of strongly interacting matter where quarks and gluons are not bound within nucleons like in ordinary matter, the quark-gluon plasma (QGP), can be created in ultrarelativistic heavy-ion collisions. This hot and dense medium is expected to radiate direct photons as well, called thermal photons. A thermal photon signal is therefore a good signature of the QGP. Furthermore, because the mean free path length of photons is much larger than the medium size, photons can escape the QGP without further interaction and help characterize its properties. Therefore, measuring direct photons is one contribution to better understanding the behavior of strongly interacting matter under extreme conditions and consequently Quantum Chromodynamics (QCD), the theory of the strong interaction between quarks and gluons.
The basic concepts of QCD will be introduced in chapter 2, embedded in a short historical overview. Theoretical motivation for the existence of the QGP phase at high temperatures and densities will be given as well. In chapter 3, the method of ultra-relativistic heavy-ion collisions as a tool to study QCD and the QGP is presented. A historical overview of past experiments and some of their discoveries is given, as well as a description of the current general understanding of the course of events in a heavy-ion collision.
Chapter 4 is dedicated to the field of research of direct photons and neutral mesons and its discoveries. The measurement of the neutral mesons $\pi^{0}$ and $\eta$ is the second goal of this work. Photons originating from their decays are the largest contribution to the considerable decay photon background.

Therefore, a precise measurement of neutral mesons is required in order to quantify the direct photon signal. Another motivation is that neutral mesons can be used to study the energy loss of highly energetic quarks and gluons (from initial nucleon-nucleon scatterings) in the QGP, as described in section 4.1. In section 4.2, more detailed information on the sources of photons in heavy-ion collisions will be given and theoretical considerations will be summarized as well. In addition, the physics observables which are determined experimentally will be introduced; a measurement of direct photons does not only comprise verifying their production, but also detecting how many photons have been created, having which energy. The latter can for example give a first hint on the origin of the direct photon. Angular distributions can provide important information as well but are beyond the scope of this thesis.
The data which was used for the presented analysis was recorded with the ALICE experiment, which is one of the four big experiments at the Large Hadron Collider (LHC) at CERN, and specialized on heavy-ion collisions. $\mathrm{Pb}-\mathrm{Pb}$ collisions with a center-of-mass energy per nucleon-nucleon pair of 5.02 TeV were analyzed. This is the highest heavy-ion collision energy available worldwide and the first direct photon measurement at this energy is presented here. Both the ALICE experiment and the LHC will be described in chapter 6. The ALICE experiment offers different methods to detect photons. In addition to two electromagnetic calorimeters, photons can be reconstructed by detecting electron-positron pairs which originate from conversions of photons in the detector material. This so-called photon conversion method (PCM) is used in this analysis. Its main advantage over the calorimeters is the very good energy resolution [5]. The calorimeters can measure photons up to higher transverse momenta (the momentum transverse to the ion beam is called $p_{\mathrm{T}}$ ), but the $p_{\mathrm{T}}$ range which is accessible with PCM even exceeds the region where thermal photons are expected to be the dominant contribution to direct photons.
As it will be described in more detail in section 4.2, direct photons have been measured previously in different collision systems with lower collision energies. Some disagreement was found between the results of different experiments and to calculations of theoretical models. The results of the analysis presented here might contribute to the resolution of this ambiguity. Compared to previous datasets recorded by ALICE, ions were not only colliding with higher energy but also a larger number of collision events was recorded for the dataset at hand. It was investigated to what extent this larger amount of statistics can improve neutral meson and direct photon measurements. As mentioned before, one of the main challenges when measuring direct photons is the large decay photon background, which has to be quantified using a measurement of neutral mesons. In this thesis, it was attempted to increase the precision by introducing new methods in the analysis procedure, which will be presented, followed by the analysis results,
in chapter 7 and chapter $8 .{ }^{\text {a }}$
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## Chapter 2

## Quantum chromodynamics and the quark-gluon plasma

After Hofstadter and McAllister found in 1955 that the proton is not a point-like particle but a composite object with substructure [8][9], a journey of discovery into the hidden world inside of the nucleons began. In 1964 Murray Gell-Mann and George Zweig proposed the new idea that protons and neutrons could be made up of so-called quarks [10][11] and indeed, a bit later in 1968, deep inelastic scattering experiments proved that the proton contains point-like constituents [12-15].
By now, quarks of six different flavors are an integral part of the standard model of particle physics (see Figure 2.1). They are considered to be pointlike elementary particles, massive fermions, which carry an electric charge. In addition, each quark carries a color charge, of which there are three types, arbitrarily called red, green, and blue. The presence or motion of these color charges is what gluons, the exchange particles of the strong interaction, react to.

Back in the 1960s, physicists were wondering why these quarks are not observed as independent particles but seem to occur only confined together in hadrons. In 1973 David Politzer [17], David Gross, and Frank Wilczek [18] came up with a theory of the strong interaction featuring asymptotic freedom. The latter suggests that the coupling strength between quarks increases with increasing distance to another, which delivered an explanation for the observed confinement.
The fact that nucleons contain more constituents than quarks, was first supported by a measurement in 1971 which showed that only about half of the proton momentum is carried by its quarks [19][20]. It turned out that the rest is carried by gluons for which the direct evidence was provided in 1979 by observing the products of gluon bremsstrahlung in electron-positron collisions at DESY [21-24].
The quantum field theory of the strong interaction, known as Quantum


Figure 2.1: Elementary particles in the standard model of particle physics [16]. In addition to the up and down quarks, which are the constituents (valence quarks) of protons and neutrons, there are four more, heavier types of quarks. The four gauge bosons are the mediators of three of the four fundamental interactions; the gluon for the strong force, the photon for the electromagnetic force, and the W and Z bosons for the weak force. Mass, charge, and spin of all particles are listed in the figure.

Chromodynamics (QCD), which was further developing in parallel with the experiments, describes 8 different types of gluons. They carry color charge themselves, and therefore can also interact with each other.
One consequence of asymptotic freedom is that processes with high momentum transfer or small distances can be calculated with perturbation theory, where the solution to a problem is written as a power series in a small parameter, which is, in this case, the coupling strength $\alpha_{\mathrm{S}}$ of the strong interaction. This approach is called perturbative QCD (pQCD).
Early calculations based on QCD indicated that strongly interacting matter, when it exceeds a certain temperature or density undergoes a transition into a different phase where quarks and gluons are free [25, 26], called Quark Gluon Plasma [27].
For the regime where $\alpha_{\mathrm{s}}$ is large, where pQCD cannot be applied, the numerical approach called lattice QCD [28] is used, in which space-time is discretized, which simplifies the calculations. Monte Carlo techniques are used to calculate expectation values of physical observables [29].

Lattice QCD has proved itself capable of describing quantities quite precisely in agreement with measurements, for example, the masses of a variety of hadrons [30].
With this method, the energy density of strongly interacting matter can be calculated as a function of its temperature, for example. It features a rapid increase above $130 \mathrm{MeV}[31][32]$ which can be explained by a transformation of hadrons, when heated up, into a deconfined state of matter, the QGP. This is related to an increase in the number of degrees of freedom (due to the different possible flavor, color, spin, and polarization states of quarks and gluons) in the QGP than in the hadron phase. Another theoretical argument for deconfinement is delivered by the analysis of fluctuations of conserved charges (like charge, baryon number, and strangeness) as a function of temperature. For example, the difference between the second and fourth-order cumulants of baryon number fluctuations starts to deviate from zero for temperatures $T>145 \mathrm{MeV}$, which indicates the presence of degrees of freedom with fractional baryon numbers (like quarks) [33][34].
The behavior of strongly interacting matter can be visualized in a phase diagram [26] like in Figure Figure 2.2. It is shown in dependency of its temperature and baryon chemical potential $\mu_{\mathrm{B}}$. When describing equilibrated QCD matter with thermodynamics, $\mu_{\mathrm{B}}$ expresses the amount of energy that is absorbed or released when the baryon number is changed. The diagram displays ordinary nuclear matter, the heated hadron gas, as well as the QGP phase at even higher temperatures and densities. The first microseconds after the Big Bang, the universe was most likely in this state [37] before it cooled down and hadrons, atoms, and stars could form.
Another property distinguishes hot and dense from cold nuclear matter: hot QCD matter, where quark masses are small compared to its temperature, is characterized by chiral symmetry, whereas in normal nuclear matter chiral symmetry is broken. Calculations for $\mu_{\mathrm{B}}=0$ with physical quark masses show that the transition in-between is not a phase transition but a continuous crossover [38][39]. The corresponding pseudo-critical temperature was calculated as $T_{\mathrm{c}}=(156.5 \pm 1.5) \mathrm{MeV}[40]$.


Figure 2.2: Phase diagram of strongly interacting matter [35]. The dashed line at low $\mu_{\mathrm{B}}$ illustrates the smooth transition (crossover) between the hadron gas and the QGP (as opposed to a phase transition with a discontinuous change of thermodynamic properties). For higher values of $\mu_{\mathrm{B}}$, the existence of a secondorder critical endpoint (CEP) [36] was postulated, followed by a line of first-order phase transition.

## Chapter 3

## Ultra-relativistic heavy-ion collisions

The energy densities and temperatures which are required in order to create a quark-gluon plasma in the laboratory can be achieved by colliding heavy atomic nuclei which are moving with almost the speed of light. In these ultra-relativistic heavy-ion collisions, physicists want to investigate strongly interacting matter under extreme conditions, explore the QCD phase diagram and investigate the QGP phase, for example, its equation of state and transport properties.
Experiments with one beam aiming at a fixed target were for example pursued at the Super Proton Synchrotron (SPS) at CERN, and the Alternating Gradient Synchrotron (AGS) at the Brookhaven National Laboratory (BNL) starting in the 1980 s, with $20-200 \mathrm{GeV}$ and $2-15 \mathrm{GeV}$ beam energies per nucleon, respectively. Collisions of in opposite directions moving ions started in 2000 at the Relativistic Heavy Ion Collider (RHIC) with center-of-mass collision energies per nucleon-nucleon pair of $\sqrt{s_{\mathrm{NN}}}=130-200 \mathrm{GeV}$ using gold, and at the Large Hadron Collider (LHC) starting in 2010 with $\sqrt{s_{\mathrm{NN}}}=2.76-5.02 \mathrm{TeV}$ using lead (and later xenon). Different values of $\sqrt{s_{\mathrm{NN}}}$ are provided by the different accelerators and make different paths in the QCD phase diagram accessible. At the LHC, a medium with very high temperatures at very low $\mu_{\mathrm{B}}$ can be created.
Before giving a description of the current general understanding of the course of events in a heavy-ion collision, the next paragraphs focus on proton-proton and proton-ion collisions first, for simplicity.

## Proton-proton collisions

When two protons collide, it is their constituents that scatter off each other. The incoming constituents can be either one of the three valence quarks within each proton or one of the virtual quarks, antiquarks, or gluons. The probability to find a quark or gluon with a certain momentum fraction $x$ of the total proton momentum is described by so-called parton distribution


Figure 3.1: The sketch on the left illustrates the definition of the impact parameter $b$ in a heavy-ion collision. The ions are drawn flat because of the Lorentz contraction which is caused by their relativistic speed. The sketch on the right side shows how it is related to the number of participant- and spectator nucleons [42].
functions (PDF), which are functions of the momentum transfer $Q^{2}$. When the incoming protons are moving very fast, with almost the speed of light, the outgoing partons, quarks, and gluons, can be very energetic as well. This process is called hard scattering. It is followed by low-energy processes like gluon radiation and quark-antiquark pair creation, so that a shower of partons, all moving in a similar direction, is created around each outgoing parton (a jet). Then, in order to obey confinement, all free quarks get bound as hadrons, which can then be measured in the surrounding detectors.

## Proton-ion collisions

When colliding a proton with an ion instead of another proton, most of the nucleons are unaffected by the collision, but the situation gets somewhat more complicated. In the atomic nucleus, protons and neutrons are bound by the nuclear force. Now, the constituents of the proton can interact with the constituents of the protons and neutrons within the nucleus. However, there is a higher chance for multiple parton-parton interactions than in a proton-proton collision. Also, the PDFs are changed by the nuclear environment and are called nuclear pdfs (nPDF) in this case, originally motivated by the fact that experimental results from deep inelastic scattering off nuclei could not be explained using PDFs of free nucleons (for a review see [41]).

## Ion-ion collisions

The collision of two ions is characterized by its impact parameter, which is the distance of the two centers of the nuclei, in a plane perpendicular to the beam axis (see Figure 3.1). The larger the impact parameter, the more nucleons remain unaffected by the collision. These are called spectators. The more central the collision, the larger the overlap region and the more nucleons participate in interactions, with those coming from the other side. The spectators keep on traveling in their original direction. A large number of quarks, antiquarks, and gluons are created in the overlap region. They interact with each other frequently, so that the whole system of particles can approach local states of thermal equilibrium after $\tau_{0} \approx 1 \mathrm{fm} / c$. If the collision energy and centrality was high enough, the energy density is initially


Figure 3.2: Sketch of the space-time evolution in and after a heavy-ion collision [43].
above the critical energy density (The calculated value in ( $2+1$ )-flavor lattice QCD for $\mu_{\mathrm{B}}=0$ is $\left.\epsilon_{c}=(0.34 \pm 0.16) \mathrm{GeV} / \mathrm{fm}^{3}\right)$ so that the quarks do not hadronize immediately but make up a fluid-like medium called quark-gluon plasma (QGP), see Figure 3.2. Its properties like temperature, volume, pressure and chemical potential can now be described by its equation of state and relativistic hydrodynamics. Due to the large pressure gradient between the medium and the vacuum surrounding it, it expands quickly. This also means that the particles collectively move (flow) outwards. While expanding, the system cools down and the crossover takes place when the pseudo-critical temperature is reached. After the confinement transition, the system has transformed into a hot hadron gas. The moment when the hadron yields are fixed is called chemical freeze-out. However, the particles can still engage in elastic collisions. Then, after kinetic freeze-out, they do not change their momentum anymore. Along with the particles which were created in hard scatterings and around the highly energetic partons, those which were created during hadronization of the QGP, move away from the interaction point and can be observed by surrounding detectors. The probability with which a certain parton fragments into a certain final state particle species (with momentum fraction $z$ ) is usually described by fragmentation functions (FF). They can be modified (mFF) significantly in collisions of nuclei with respect to those in nucleon or lepton collisions; Because of the presence of the medium which they have to traverse, partons can lose part of their energy in interactions like elastic scattering and gluon radiation.
It has to be noted that the described picture is the traditional one where the creation of a hot and dense medium is only expected in AA collisions,
however, more recent measurements question this assumption (see for example [44]).
In the following paragraph a short historical overview over heavy-ion experiments is given, which are or have been operating at the aforementioned accelerator facilities, and their most important discoveries. The observation of particles in these experiments is based on the principles of interaction of particles with matter, which is the topic of chapter 5 .
In 2000, after the SPS heavy-ion beams had been used for fixed target collision experiments (NA*, WA*, etc.) for over a decade, in order to study strongly interacting matter under extreme conditions, the results from a variety of measurements were interpreted as "evidence for a new state of matter" which had been created in the laboratory [1][2].
The same year, RHIC started colliding gold ions with a 10 times higher center-of-mass energy. The experiments at the intersection points (STAR, PHENIX, PHOBOS, BRAHMS) were designed to further investigate the properties and behavior of this new state of matter and clarify if it is the theoretically predicted quark-gluon plasma.
One important discovery was the phenomenon of jet quenching [45-48]. As mentioned before, while the hard scattered partons travel through the created medium, they can lose energy by interacting with the medium constituents, the quarks and gluons. This was experimentally observed by comparing hadron spectra in nucleus-nucleus (AA) collisions to those in pp collisions, which revealed a significant suppression and shift to lower momenta in the spectra which were measured in AA collisions. Additional evidence for the interpretation that this observation is caused by parton energy loss was provided by the fact that in pA collisions, where no creation of a QGP was expected, also no suppression of high-momentum hadrons was observed. Also, direct photons, which would not be affected by the strong force governing a medium made of quarks and gluons, were not suppressed in AA collisions, as opposed to hadrons [49].
An important step towards revealing the nature of the created medium was taken with measurements of elliptic flow. In non-central nucleus-nucleus collisions, the overlap region where the two nuclei cross each other has an almond-like shape, which determines the initial shape of the medium. This leads to different pressure gradients in different directions, so that the medium expands anisotropically, unlike in central collisions. Therefore, particles in different fluid cells, of which each is characterized by a common velocity, are accelerated differently. Experimentally, the resulting azimuthal anisotropy of final velocities is addressed by measuring the angular distribution (with respect to the reaction plane) of momenta of the particles which enter the surrounding detectors. Using a Fourier decomposition of that distribution, one can extract the Fourier coefficients, of which the second one is referred to as elliptic flow coefficient $\mathrm{v}_{2}$. Measurements of $\mathrm{v}_{2}$ for different hadrons could confirm the predictions from hydrodynamical calculations
and simulations, modeling the expansion of a hot, liquid medium [3]. Since the elliptic flow coefficient is sensitive to the existence and value of viscosity of the medium (besides the initial conditions and equation of state) and the data could be described by non-viscous hydrodynamics quite well, it was deduced that the viscosity of the medium must be very small.
When the LHC started operating with lead ion beams in 2010, an even higher center-of-mass collision energy became available for heavy-ion collisions, which helped answer so far open questions. Proton-proton and proton-ion collisions were also on the schedule, being studied by the four big experiments ATLAS, CMS, ALICE, and LHCb. Of those, ALICE is the one which is specialized in investigating heavy-ion collisions.
An important piece of information was given by measuring yields of a variety of identified hadrons with different masses in ALICE and analyzing these with the statistical hadronization approach [50]. The measured particle multiplicities can be well reproduced by modeling a hadron resonance gas (which goes back to Hagedorn [51] [52]) by means of a statistical (grand canonical) ensemble of particles in chemical equilibrium, being produced simultaneously during a chemical freeze-out (cf). The temperature $T_{\text {cf }}$ and baryon chemical potential $\mu_{\mathrm{B}}$ of this ensemble are the two free parameters. By fitting the model to the measured hadron yields in most central $\mathrm{Pb}-\mathrm{Pb}$ collisions, the medium properties at the time of chemical freeze-out can be obtained $\left(\mu_{\mathrm{B}}=0.7 \pm 3.8 \mathrm{MeV}\right.$ and $\left.T_{\mathrm{cf}}=156.5 \pm 1.5 \mathrm{MeV}\right)$. It is remarkable that the temperature agrees well [50] with the results from lattice QCD calculations for the pseudo-critical temperature [53][32], and even [54] with the more precise result [40]. The chemical freeze-out temperature has also been extracted from hadron measurements with experiments using lower collision energies [55-61]. Comparing all results shows that $T_{\text {cf }}$ increases with increasing energy and saturates at some point, which confirms the expectation that hadronic matter cannot be heated above a certain critical temperature without transitioning into a whole different phase.
The time until kinetic freeze-out $\tau_{\mathrm{kf}}$ and the volume $V_{\mathrm{kf}}$ of a homogeneous region in the medium at that time can be measured with a method called HBT (Hanbury Brown and Twiss) interferometry [62]. Analyses showed that the lifetime of the medium in central $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=2.76 \mathrm{TeV}$ is $\tau_{\mathrm{kf}} \approx 10 \mathrm{fm} / \mathrm{c}[63]$. The medium size was determined as $V_{\mathrm{kf}} \approx 5000 \mathrm{fm}^{3}$ [64][63].
These findings, together with those from analyses of multiplicity and azimuthal anisotropy, indicate that at LHC energies the produced medium has a higher temperature, longer lifetime and larger volume at freeze-out than at the lower RHIC energies [63].
Low $p_{\mathrm{T}}$ direct photons, as well as other electromagnetic probes, can serve as more or less direct QGP signatures. This thesis contributes to this field of research, which will be discussed in chapter 4 .

## Chapter 4

## Motivation for measuring neutral mesons and direct photons

### 4.1 Light neutral mesons $\pi^{0}$ and $\eta$

By comparing neutral meson yields between pp and AA collisions, we can study the energy loss of hard partons in the QGP, in order to investigate the properties of the created medium. This is usually done by measuring the nuclear modification factor

$$
\begin{equation*}
R_{\mathrm{AA}}=\frac{\mathrm{d}^{2} N^{\mathrm{AA}} / \mathrm{d} p_{\mathrm{T}} \mathrm{~d} y}{\left\langle T_{\mathrm{AA}}\right\rangle \mathrm{d}^{2} \sigma^{\mathrm{PP}} / \mathrm{d} p_{\mathrm{T}} \mathrm{~d} y} \tag{4.1}
\end{equation*}
$$

where a particle yield in AA collisions $N^{\mathrm{AA}}$ is compared to the corresponding cross section $\sigma^{\mathrm{pp}}$, measured for that particle type in pp collisions. It is measured differentially in the transverse momentum $p_{\mathrm{T}}$ (transverse to the beam axis) and rapidity $y$. The nuclear overlap function $\left\langle T_{\mathrm{AA}}\right\rangle=\left\langle N_{\text {coll }}\right\rangle / \sigma_{\text {INEL }}^{\mathrm{NN}}$ is proportional to the average number of nucleon-nucleon collisions $\left\langle N_{\text {coll }}\right\rangle$ in the considered centrality class, which is obtained from simulations of nuclear collisions [65], based on the Glauber model (a short description of the latter can be found in the paragraph on centrality determination in section 6.4). The quantity $\sigma_{\text {INEL }}^{\mathrm{NN}}$ is the full cross section for inelastic nucleon-nucleon collisions, which is measured separately in a different analysis [66][67]. A measured $R_{\mathrm{AA}}$ of 1 would indicate that the particle production in AA collisions could be evoked by an independent superposition of nucleon-nucleon collisions. The commonly measured $R_{\mathrm{AA}}$ smaller than 1 is referred to as suppression. At low $p_{\mathrm{T}}$, it can be used to study collectivity in the medium evolution and hadronization. In the high $p_{\mathrm{T}}$ domain, we can investigate parton energy loss.
Because the comparison of measurements to theoretical models is used for
gaining insights, some theoretical considerations and aspects of the used models are described in the following. The cross section $\sigma^{\mathrm{pp}}$ for a given process in pp collisions can be calculated by factorizing it [68][69][70][71] into parton distribution functions (PDF), the partonic scattering cross sections $\hat{\sigma}$, and fragmentation functions (FF), illustrated by the simplified expression of convolution products:

$$
\begin{equation*}
\sigma^{\mathrm{pp}}=\int \mathrm{PDF} \otimes \mathrm{PDF} \otimes \hat{\sigma}_{\mathrm{pQCD}} \otimes \mathrm{FF} . \tag{4.2}
\end{equation*}
$$

The partonic cross sections can be calculated with pQCD. Fragmentation functions (e.g. [72],[73],[74]) and PDFs (e.g.[75][76]) can be obtained from the analyses of simpler collision systems like $e^{+} e^{-}$and ep.
In order to calculate particle production in AA collisions at high $p_{\mathrm{T}}$, one has to modify equation 4.2 by using nuclear PDFs (e.g.[77]) instead of proton PDFs. The nPDFs are generated by analyzing data primarily from leptonnucleus and pA collisions. In addition, one has to account for parton energy loss. In some models, the latter is incorporated by using modified fragmentation functions, other models calculate it separately. The energy loss of a parton depends on its own properties (its energy and if it is a gluon or a quark jet) as well as on the medium properties like the jet transport coefficient $\hat{q}$, which can be quantified by measuring high $p_{\mathrm{T}}$ particle production [78]. For calculating effects which are relevant for the low $p_{\mathrm{T}}$ region, hydrodynamics simulations of the medium evolution are used.

As mentioned before, jet quenching, the suppression of high $p_{\mathrm{T}}$ hadrons in AA with respect to pp collisions was first observed at RHIC with measurements of inclusive charged particles, and interpreted as the energy loss of hard scattered partons in the medium [79][80]. In the most central collisions, neutral pions were found to be suppressed by a factor of about 5 in the region $5 \mathrm{GeV} / c<p_{\mathrm{T}}<10 \mathrm{GeV} / c$ [81]. Measurements of charged particle production at the LHC with a much higher collision energy of $\sqrt{s_{\mathrm{NN}}}=2.76 \mathrm{TeV}$ were able to test the suppression up to higher $p_{\mathrm{T}}$ than previously possible [82-84] and showed that it is stronger than at RHIC $(\approx 7$ for $5 \mathrm{GeV} / c$ $<p_{\mathrm{T}}<10 \mathrm{GeV} / c$.). Furthermore, it was observed that the $R_{\mathrm{AA}}$ increases with decreasing collision centrality. Also, an increasing trend for increasing $p_{\mathrm{T}}$ was found, as opposed to the measurements at RHIC, which can be understood considering the interplay between the energy dependence of parton energy loss and the shape of the $p_{\mathrm{T}}$ spectrum of partons [85]. Also, gluons and quarks are suppressed differently and might contribute by a different amount to particle production in different $p_{\mathrm{T}}$ regions [86].
Important information can be obtained by the measurement of identified particles, allowing the comparison of the $R_{\mathrm{AA}}$ between mesons and baryons, as well as between hadrons with different masses and quark compositions. While the latter is a superposition of $u \bar{u}$ and $d \bar{d}$ for the neutral pion, it is
a superposition of $u \bar{u}, d \bar{d}$ and $s \bar{s}$ for the $\eta$ meson. Measurements [87][81] found that at high $p_{\mathrm{T}}$, the suppression of $\eta$ mesons is similar to the one of $\pi^{0}$ and kaons which suggests that it is a purely partonic effect.
The $\eta / \pi^{0}$ ratio was found to approach a universal constant value ( $\approx 0.5$ ) in different collision systems and -energies for high $p_{\mathrm{T}}$ [88]. A measurement of $\pi^{0}$ and $\eta$ mesons can also be used to test $m_{\mathrm{T}}$-scaling, which is the phenomenological observation that cross sections of different particles have the same shape when plotted as a function of their transverse mass $m_{\mathrm{T}}=\sqrt{m_{\mathrm{h}}^{2}+p_{\mathrm{T}}^{2}}$, where $m_{\mathrm{h}}$ is the hadron mass [89] [90]. However, a dependence of the spectra in the low and intermediate $p_{\mathrm{T}}$ region on the collision system and centrality is expected, considering that collective flow in AA collisions affects the heavier $\eta$ meson differently than the lighter pion. This would cause a violation of $m_{\mathrm{T}}$-scaling and also will be reflected in the $\eta / \pi^{0}$ ratio. A measurement of $\eta / \pi^{0}$ with sufficiently small uncertainties in the intermediate $p_{\mathrm{T}}$ region would also be sensitive to the jet transport coefficient [86].

Most photons which are produced in a heavy-ion collision originate from the decay $\pi^{0} \rightarrow \gamma \gamma$ followed by $\eta \rightarrow \gamma \gamma$. The sum of all photons from any hadron decay is referred to as decay photons. Direct photons are defined as those which come from other processes than hadron decays. In order to measure direct photons, the decay photon background has to be determined precisely, which is another motivation to measure as many mother particles as possible. The $\pi^{0}$ is the most relevant and most abundantly produced one, and therefore easiest to measure, followed by the $\eta$ which is more challenging. The direct photon excess over decay photons can then be determined on a statistical basis.

### 4.2 Direct photons

In order to understand the properties of the QGP, a variety of hadronic observables are used, but while hadrons are created during freeze-out, photons are emitted also during all previous stages of the collision and afterward they can leave the medium without further interaction because their mean free path length is much larger than the system size. Therefore, it is possible to look directly into the medium at higher temperatures and earlier times than with hadrons. In order to understand which pieces of information about which medium properties are carried by photons, one has to understand in which processes they are emitted. As mentioned in the previous chapter, the vast majority of all created photons are decay photons from $\pi^{0}$ and other particles. All photons which do not originate from hadron decays are called direct photons. They can be classified into the following categories.
Prompt photons come from interactions of partons within the colliding nuclei (Feynman diagrams (a) and (b) in Figure 4.1), and the fragmentation of scattered partons into photons among other particles, including Bremsstrahlung (Feynman diagram (c) in Figure 4.1)). Photons from the processes (a) and (b) occur back-to-back with a jet, whereas those from (c) can be found within a jet. The production of prompt photons in pp collisions can be calculated with pQCD [92-95], in a similar manner like calculating hadron production, factorizing the cross section into partonic cross sections, (n)PDFs and fragmentation functions to photons [96][97] (see also Equation 4.2). In AA collisions, fragmentation photons could be suppressed with respect to pp collisions because of the energy loss of the parton in the medium before the photon is created. On the other hand, the interaction of jets with the medium could generate new photons, which might balance the suppression [98][99].

## Thermal photons

When a medium is sufficiently hot and dense, its constituents (in the case of a heavy-ion collision the partons in the QGP and later the hadrons in the




Figure 4.1: Feynman diagrams of direct photon production processes to leading order: (a) quark-gluon Compton scattering, (b) quark-antiquark annihilation, and (c) Bremsstrahlung/fragmentation. Figure from [91].
hadron gas) scatter off each other and produce photons. If the QGP is not yet in equilibrium, they are called pre-equilibrium photons, otherwise thermal photons. In an equilibrated medium with temperature $T$ the thermal photon emission rate $R$ depends approximately exponentially on the photon energy $E$ :

$$
\begin{equation*}
E \frac{\mathrm{~d} R}{\mathrm{~d}^{3} p}(E, T) \propto T^{2} \mathrm{e}^{-E / T} \tag{4.3}
\end{equation*}
$$

[100][101][102]. Therefore, direct photons carry information about the temperature of the medium.
In the hadron gas, photons can be emitted in reactions between mesons (like $\pi+\rho \rightarrow \pi+\gamma$ ) and baryons, in radiative decays, or hadron Bremsstrahlung [103-107]. They also feature an approximately exponential spectrum at low $p_{\mathrm{T}}$ [103].
At high $p_{\mathrm{T}}$ direct photons are dominated by prompt photons because of their power-law spectral shape, in contrast to the approximately exponentially distributed thermal photons, which should dominate at lower $p_{\mathrm{T}} \lesssim 3 \mathrm{GeV} / \mathrm{c}$ [108]. Therefore, thermal photon production can be tested especially well by measuring direct photons at low $p_{\mathrm{T}}$ and prompt photons at high $p_{\mathrm{T}}$.

## Pre-equilibrium photons

It is natural to assume that the medium before reaching equilibrium emits photons as well. The initial state of the medium between collision and thermalization can be theoretically described as Glasma [109][110]. In [111] it was demonstrated that its contribution to direct photon production, which had not been taken into account before, is comparable to that of the thermal phase. Further theoretical calculations including pre-equilibrium photons [112] [113] showed that direct photons are sensitive to the pre-equilibrium stage. Therefore, photons might be able to even probe the medium before the QGP is created. However, there is no consensus on the impact of this contribution [114].
Furthermore, the effect of strong magnetic fields in non-central heavy-ion collisions on photon production was studied [115][116][117].

Measuring direct photons is experimentally challenging because the decay photon background has to be estimated very precisely. Technically, this is done on a statistical basis, by calculating the ratio of the two measured quantities inclusive photons $\gamma_{\mathrm{I}}$ and decay photons $\gamma_{\mathrm{D}}$ :

$$
\begin{equation*}
R_{\gamma}=\frac{\gamma_{\mathrm{I}}}{\gamma_{\mathrm{D}}}=\frac{\gamma_{\text {dir }}+\gamma_{\mathrm{D}}}{\gamma_{\mathrm{D}}}=1+\frac{\gamma_{\text {dir }}}{\gamma_{\mathrm{D}}} \tag{4.4}
\end{equation*}
$$

so that $R_{\gamma}>1$ indicates a direct photon signal, which can then be compared to the sum of expected photons from the different sources.
Direct photons in AA collisions have been observed for the first time in the WA98 fixed target experiment [118] at SPS with $\mathrm{Pb}-\mathrm{Pb}$ collisions at
$\sqrt{s_{\mathrm{NN}}}=17.3 \mathrm{GeV}$ at low $p_{\mathrm{T}}$. Comparisons to expectations for prompt photons hinted towards the existence of an additional photon source. At RHIC, the PHENIX experiment observed a direct photon signal in $\mathrm{Au}-\mathrm{Au}$ collisions at $\sqrt{s_{\mathrm{NN}}}=200 \mathrm{GeV}$ in different centrality classes up to $\approx 14 \mathrm{GeV}$ [119]. It was found to be consistent with $N_{\text {coll-scaled pQCD calculations }}$ for pp collisions, which confirmed pQCD calculations for prompt photons, including nPDFs, partonic cross sections and fragmentation functions to photons. Later, direct photons were measured more precisely in the low $p_{\mathrm{T}}$ region and the PHENIX collaboration found a large signal of $R_{\gamma} \approx 1.2$ in the $0-20 \%$ most central events [120] [121]. At the LHC, the ALICE experiment measured direct photons in $\sqrt{s_{\mathrm{NN}}}=2.76 \mathrm{TeV} \mathrm{Pb}-\mathrm{Pb}$ collisions [122] [123]. A direct photon signal of $R_{\gamma} \approx 1.1$ was found with $2 \sigma$ significance in most central events in the range $1 \mathrm{GeV} / \mathrm{c}<p_{\mathrm{T}}<2 \mathrm{GeV} / \mathrm{c}$, which exceeds the expected prompt photon contribution and therefore can be attributed to thermal photons. However, the signal is much smaller than the one observed by PHENIX. At higher $p_{\mathrm{T}}$ the ALICE measurement is consistent with expectations from pQCD calculations for prompt photons as well. The direct photon analysis of the STAR collaboration [124] also found values of $R_{\gamma}$ above the pQCD calculation for prompt photons with a significance of $1.8 \sigma$ at $p_{\mathrm{T}}=5.5 \mathrm{GeV} / \mathrm{c}$. However, their results are systematically below the PHENIX values up to $60 \%$ centrality and consistent with model calculations within uncertainties up to $80 \%$ centrality.
From the slope of the low $p_{\mathrm{T}}$ direct photon spectrum, one can extract information about the temperature of the medium. However, the photon emission rates are averaged over the whole medium evolution time and convoluted with the collective flow of the medium because - due to the movement of the emitting source towards the detector - the photon energies are blueshifted. Therefore, the measured inverse slope of the spectrum corresponds to an effective temperature $T_{\text {eff }}$, which is the time-average of the observable temperature $T_{\text {obs }}(t)$ :

$$
\begin{equation*}
T_{\mathrm{obs}}(t)=\sqrt{\frac{1+\beta_{\text {flow }}(t)}{1-\beta_{\text {flow }}(t)}} \cdot T(t), \tag{4.5}
\end{equation*}
$$

where $T(t)$ is the actual temperature of the medium at time $t$. From analyzing the most central AA collisions, the effective temperature $T_{\text {eff }}=$ ( $239 \pm 7$ stat $\pm 25$ syst) MeV was extracted by PHENIX and $T_{\text {eff }}=(297 \pm$ 12 stat $\pm 41$ syst) MeV by ALICE, which is both much larger than the expected deconfinement temperature. However, the development of the actual temperature over time can only be extracted by employing models which describe the whole evolution of the system.
Other interesting observables are the flow coefficients of direct photons. Even though thermal photons are neither in thermal equilibrium nor flow with the medium themselves, they still are emitted with the anisotropy
which the medium has at photon production time. This anisotropy can be addressed by measuring direct photons differentially in the azimuthal angle with respect to the event plane. The PHENIX collaboration found that the elliptic flow of direct photons $\left(v_{2}\right)$ is comparable to that of neutral pions [125]. The term direct photon puzzle was coined because it was difficult for theoretical models to describe the large anisotropy and the PHENIX direct photon spectra simultaneously. At the LHC, the ALICE collaboration measured the direct photon elliptic flow in central and semi-central $\mathrm{Pb}-\mathrm{Pb}$ collisions [126]. As expected, the $v_{2}$ in central events is smaller than the one in semi-central events because of the smaller initial spatial anisotropy in the first case. At low $p_{\mathrm{T}}$, where the direct photon signal was attributed to thermal photons, $v_{2}>0$ is found with a significance of about $1-2 \sigma$, which reflects the average elliptic flow of the medium at photon production times. Towards higher $p_{\mathrm{T}}$ it decreases, which is consistent with the growing importance of promt photons with $v_{2} \approx 0$ (no momentum anisotropy yet). The measurement confirmed that the $v_{2}$ of direct photons is similar to that of decay photons, which come from neutral pions mostly. A Bayesian approach was used to estimate the uncertainty and no significant deviation from model predictions was found. However, all predictions lie below the data points, which confirms the tension between data and theory.
The flow coefficients are sensitive to the viscosity of the medium [127-129], however, the experimental uncertainties are currently still too large in order to discriminate between different model predictions [125] [126] [129].
Summarizing, photon yields and flow coefficients are sensitive to the medium temperature and anisotropy (due to collective flow of the medium constituents) at photon production time. Therefore, we can use photon measurements to cross-check our understanding of the space-time evolution and photon emission rates.
One goal for the measurements carried out in this thesis is to reduce their uncertainty, in order to achieve a better significance and to be able to better confirm or exclude model predictions. In the low $p_{\mathrm{T}}$ region of the ALICE measurement, systematic uncertainties dominate and need to be reduced. Another goal is to compare measurements among different collision systems and energies; the analysis presented in this thesis uses a new dataset with $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$.

## Chapter 5

## Interaction of particles with matter

This chapter addresses the different types of interactions that particles can encounter with a given material which they travel through. For example, the particles created in a heavy-ion collision with a detector, which is set up surrounding the collision point.
When charged particles travel through a given material, they interact with the atomic electrons and nuclei. They can excite or ionize atoms when they scatter off electrons (depending on the amount of transferred energy). The mean energy loss per path length is described by the Bethe-Bloch formula for heavy, fast particles (e.g. charged pions). The released electrons can then cause further ionization if they have enough energy. Also, light (e.g. electrons) or very fast charged particles can lose energy via Bremsstrahlung when they are deccelerated in the Coulomb fields of atomic nuclei. The energy loss of electrons by Bremsstrahlung follows approximately the following relation:

$$
\begin{equation*}
E(x)=E_{0} \mathrm{e}^{-\frac{\rho x}{X_{0}}} \tag{5.1}
\end{equation*}
$$

The radiation length $X_{0}$ is given in units of $g / \mathrm{cm}^{2}$ and indicates after which distance on a path through a material with a given density the energy is reduced by a factor $1 / \mathrm{e}$. For decreasing electron energy, energy loss via Bremsstrahlung becomes less (and ionization more) important.
Photons, on the other hand, interact fundamentally differently. The possible interaction mechanisms are the photoelectric effect, Compton scattering, and pair production. The latter dominates over the other processes for photons with large energies $E_{\gamma}$, depending on the proton number Z of the traversed material (see Figure 5.1). While charged stable particles gradually lose energy in every interaction until they come to rest, for a photon this is not the case. Instead, we can only define a probability for a photon to still exist after it has traveled a certain length $x$ through a material with a given density $\rho$, according to equation Equation 5.2, which describes the


Figure 5.1: Interaction of photons with matter [130]. Dominance of different processes depending on the photon energy and the proton number $Z$ of the material.
attenuation of a photon beam.

$$
\begin{equation*}
I(x)=I_{0} \mathrm{e}^{-\mu \rho x} \tag{5.2}
\end{equation*}
$$

$\mu$ is a characteristic property of the material in units of $\mathrm{cm}^{2} / \mathrm{g}$.
Pair production will be described in more detail in the following because will be of importance later in this thesis. In the Coulomb field of an atomic nucleus, which can acquire the generated momentum recoil $\vec{p}_{\mathrm{r}}$, a photon with momentum $\vec{p}_{\gamma}$ can convert into an electron-positron pair (with momenta $\vec{p}_{\mathrm{e}^{+}}$ and $\vec{p}_{\mathrm{e}^{-}}$).

$$
\begin{equation*}
\vec{p}_{\gamma}=\vec{p}_{\mathrm{e}^{-}}+\vec{p}_{\mathrm{e}^{+}}+\vec{p}_{\mathrm{r}} \tag{5.3}
\end{equation*}
$$

Without the recoiling nucleus, it is impossible to satisfy energy and momentum conservation simultaneously. The photon energy is transformed into the fermion masses $m_{\mathrm{e}}$ and kinetic energies $E_{\mathrm{e}}$,

$$
\begin{equation*}
E_{\mathrm{e}^{-}}+E_{\mathrm{e}^{+}}=h \nu-2 m_{\mathrm{e}} c^{2} \tag{5.4}
\end{equation*}
$$

however, the electron mass is negligible compared to the photon energies which are relevant in this thesis. The kinetic energy transferred to the nucleus can be neglected due to its large mass.
The following relation holds for the opening angle $\theta_{\mathrm{o}}$ between the electron and positron [130]:

$$
\begin{equation*}
\theta_{\mathrm{o}} \approx \frac{m_{\mathrm{e}} c^{2}}{E_{\gamma}} \tag{5.5}
\end{equation*}
$$

which means that electron and positron emerge almost parallel from the conversion of a highly energetic photon. For the latter, the cross section can be approximated by

$$
\begin{equation*}
\sigma_{\text {pair }}=\frac{7 A}{9 N_{\mathrm{A}} X_{0}} \tag{5.6}
\end{equation*}
$$

where A and $X_{0}$ are the mass number and the previously mentioned radiation length of the traversed material, and $N_{\mathrm{A}}$ the Avogadro constant.

## Chapter 6

## The ALICE experiment

### 6.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a synchrotron-type circular particle accelerator with a circumference of 27 km , located near Geneva. It accelerates bunches of either protons or heavy-ions in two parallel beam pipes, in opposite directions. Experiments are located at four interaction points, where the beams cross and the particle bunches collide. In $\mathrm{Pb}-\mathrm{Pb}$ running mode, almost 600 bunches circulate in each direction, which contain 70 million ${ }_{82}^{208} \mathrm{~Pb}^{82+}$ ions each. During the lifetime of the beam of several hours, the number of particles per bunch decreases due to the loss of ions in collisions.
The beam pipes are surrounded by superconducting dipole magnets which bend the particle trajectories to keep them on their circular path (see Figure 6.1). They are contained in a cryogenic tunnel, which is cooled down to a temperature of 1.9 K . Inside, an ultrahigh vacuum has to be maintained. The beams are focussed by quadrupole and higher multipole magnets.
In order to prepare the lead ion beam, a lead sample is heated and a small


Figure 6.1: Left: Schematic drawing of the LHC and the pre-acceleration stages for ions. [131] Right: Cross section through the cryogenic tunnel of the LHC.
amount of atoms is vaporized. After they have been stripped from some of their electrons, the ions are gradually accelerated and further stripped in the linear accelerator LINAC3, the Low Energy Ion Ring (LEIR), Proton Synchrotron (PS) and Super Proton Synchrotron (SPS), as shown in Figure 6.1, before they are injected into the LHC, where they are accelerated to their final speed by means of radiofrequency cavities. The maximum center-ofmass energy in $\mathrm{Pb}-\mathrm{Pb}$ collisions per nucleon-nucleon pair is $\sqrt{s_{\mathrm{NN}}}=5 \mathrm{TeV}$, in proton-proton collisions up to $\sqrt{s}=13 \mathrm{TeV}$ were reached.

### 6.2 The ALICE detector

ALICE is an acronym, which stands for A Large Ion Collider Experiment. As the name suggests, the experiment is specialized in studying heavy-ion collisions. It was designed to be able to cope with the large particle densities arising in $\mathrm{Pb}-\mathrm{Pb}$, compared to those in pp collisions. It is situated at one of the four interaction points of the LHC, where collisions of ions, as well as protons, take place.


Figure 6.2: Schematic drawing of the ALICE detector and its components [132].
A schematic drawing of ALICE and its subdetectors is shown in Figure 6.2. The whole apparatus is 26 m long and 16 m in diameter [133]. A right-handed cartesian coordinate system with its origin at the interaction point and its $z$-axis along the beamline is used to describe points and vectors in the ALICE detector volume. In the central barrel part of the experiment (at mid-rapidity), the detector components are arranged in cylindrical layers around the LHC beam pipe, centered at the interaction point. Each subdetector serves a specific purpose and provides complementary information,
that is acquired during the passage of particles, which are created in the collisions. The central barrel is contained in a solenoid magnet (red color in Figure 6.2), which provides a 0.5 T magnetic field, oriented parallel to the beam direction. It causes charged particles to move on curved trajectories in the $x$ - $y$-plane according to their momentum and charge. The charged particle tracking in ALICE is performed by the Inner Tracking System ITS (green in Figure 6.2), the Time Projection Chamber TPC (blue), Transition Radiation Detector TRD (yellow) and time-of-flight detector TOF (orange) [134]. The subdetectors which are relevant for the analysis presented in this thesis are described in the following paragraphs.

## ITS

The Inner Tracking System ITS [135] is the innermost detector component, placed at radii $R$ between 3.9 cm and 43 cm . It consists of six layers based on different technologies: two Silicon Pixel Detectors (SPD), two Silicon Drift Detectors (SDD), and two Silicon Strip Detectors (SSD). Their working principle is based on the creation of electron-hole pairs in silicon diodes by ionizing particles and segmented readout chips which detect the electrical signal and deliver the position of the interaction. The ITS is used for track reconstruction and especially the vertex reconstruction benefits from the good spatial resolution of the SPD.

## TPC

The Time Projection Chamber [136] is a cylindrical detector in the central barrel, which covers the pseudorapidity range $|\eta|<0.9$. It is placed around the ITS, at radii $85<R<247 \mathrm{~cm}$. During the analyzed data-taking period, it was filled with an $\mathrm{Ar}-\mathrm{CO}_{2}(88-12)$ gas mixture. Charged particles ionize the gas along their trajectory. A high voltage electrode at the axial center (in $z$-direction), electrodes at the endplates, and a field cage at the inner and outer surface (in radial direction) provide a uniform electric field, which causes the ionization electrons to drift in $z$-direction with a constant velocity $v_{\text {drift }}$ towards the endplates of the TPC (shown in Figure 6.3). Here, the arrival locations in the $x-y$-plane and the arrival times are measured, so that the location of the initial ionization ( $x$ and $y$ directly and $z$ via $v_{\text {drift }}$ and the collision time) can be derived. The working principle is based on the multi-wire proportional chamber (MWPC) technique with pad readout. The ionized electrons travel until they reach a plane of parallel anode wires. On their way, they produce further electron-ion pairs, especially when they are close to the anode wires, where the electric field is strong enough to initiate electron avalanches. The positive charges are collected by the surrounding electrodes. Until collection, the moving charges induce currents in the pad plane, which is two-dimensionally segmented into pixels, allowing to determine the position in $x$ and $y$. The TPC is used for track reconstruction and particle identification based on the specific energy loss of particles.


Figure 6.3: Left: Schematic drawing of the TPC field cage with its central electrode and readout chambers Right: Closer view of a readout chamber showing the pad plane and wire planes [136].

## V0, T0, and ZDC

The V0 detectors are two arrays of scintillation counters, placed close to the beamline on either side of the interaction point. V0A in the pseudorapidity range $2.8<\eta<5.1$ and a longitudinal position of $z=329 \mathrm{~cm}$ and V0C at $-3.7<\eta<-1.7$ and $z=-88 \mathrm{~cm}$ [133]. They have a good time resolution better than 1 ns and are used for triggering. The V0 detector is also used to determine the collision centrality. In addition, background events that are not due to beam-beam collisions but interactions of one beam with residual gas molecules in the beampipe can be rejected when comparing V0A and V0C signal times.
The T0 consists of two Cherenkov detector arrays T0A and T0C on either side of the interaction point and has a time resolution of $20-25 \mathrm{ps}$ in $\mathrm{Pb}-\mathrm{Pb}$ collisions [134]. It is used to determine the collision time, which can vary by a few hundred ps within one bunch crossing [134].
The ZDC detectors are hadronic sampling calorimeters placed at a distance of $z=113 \mathrm{~m}$ on both sides of the interaction point [134] in order to detect spectator nucleons. In the dataset used for this work, they are used to reject background events from collisions between ions out of the main bunches.

## TOF

The time-of-flight detector (TOF, orange in Figure 6.2) consists of Multigap Resistive Plate Chambers (MRPC). It is positioned at radii $370<R<$ 399 cm from the beam axis, covers the full azimuth and the pseudorapidity range $|\eta|<0.9$. These fast ionization detectors measure the arrival time of a particle and therefore its velocity. The time has to be evaluated relative to the time of the collision, which is measured by the T0 detector. The intrinsic time resolution of TOF is 80 ps [134]. Together with the measured momentum of tracks found also in the TPC (and ITS) the mass of the particle is
determined and therefore the particle species can be identified. In addition, TOF provides additional space points for the reconstruction of tracks.

## TRD

The Transition Radiation Detector TRD [137] (yellow in Figure 6.2) was designed for electron identification, tracking, and triggering. In the analysis described in this work it is used mainly for calibrating the distortions caused by space charges in the TPC (see also Section 6.4 and [138] for more details). Its working principle is based on ionization by charged particles and transition radiation (TR). The TRD is placed between TPC and TOF, at radii between 290 and 368 cm from the beam. It covers the full $\phi$ range and the pseudorapidity window $|\eta|<0.84$. In $\phi$-direction it is segmented in 18 sectors, in $z$-direction in 5 stacks and in radial direction in 6 layers. One layer consists of a radiator made from Polypropylene fiber and Rohacell foam, where the TR is generated, a drift region filled with a xenon-based gas mixture, and an MWPC-based readout chamber. When charged particles travel through the gas, they deposit energy via ionization. In addition, the radiator which contains many boundaries between media with different dielectric constants, causes highly relativistic particles ( $\beta \gamma>800$ for the installed radiator [137]) to produce transition radiation. The TR photons deposit a large amount of energy at the entrance of the gas chamber. This characteristic signal is seen only for electrons because heavier paricles don't reach the $\beta \gamma$ threshold in ALICE. The TRD contributes also to track reconstruction. Clusters are reconstructed from signals in the segmented readout pad plane and sampled in time bins of 100 ns. From these, local track segments (tracklets) can be reconstructed within each TRD chamber. A TRD track can be composed of up to 6 tracklets, one from each layer.

## Photon detection

As described before, the dominant interaction mechanism of high-energy photons with matter is pair production. Ionization of the TPC gas or the silicon diodes, like for charged particles, does not take place. Therefore, photons are invisible to the tracking system. In ALICE, photons can be detected directly by the electromagnetic calorimeters EMCal/DCal (Di-Jet Calorimeter) [139][140] and PHOS (Photon Spectrometer) [141][142] and indirectly with the Photon Conversion Method (PCM).

## EMCal and PHOS

The probability for pair production depends on the density of the traversed material. However, the tracking detectors are designed to contain as little material as possible, in order to minimize the scattering of charged particles which distorts their trajectories. Many of the generated photons have not converted until they reach the calorimeters which are placed beyond the TOF detector. The working principle of the calorimeters is based on electro-
magnetic showers, the interplay of photon conversions in a dense material, and Bremsstrahlung of electrons. Electrons also initiate showers and can be distinguished from photons on the basis of matching tracks. The calorimeters measure the energy of the incoming particle, which is fully absorbed. The energy resolution improves for increasing particle energy because the number of interactions, which are detected, increases.
The EMCal is a sampling calorimeter (Pb-scintillator layers) placed at a radius of $R=4.3 \mathrm{~m}$ over a range of $80^{\circ}<\varphi<187^{\circ}$. The covered pseudorapidity window is $|\eta|<0.7$. It has a larger acceptance than PHOS, a homogeneous calorimeter made out of $\mathrm{PbWO}_{4}$ crystals. The latter is located at a radius of $R=4.6 \mathrm{~m}$ over a range of $250^{\circ}<\varphi<320^{\circ}$ and $|\eta|<0.12$. It is characterized by a finer cell granularity $\left(\approx 2.2 \times 2.2 \mathrm{~cm}^{2}\right)$ than EMCal $\left(\approx 6 \times 6 \mathrm{~cm}^{2}\right)$. DCal is an addendum with the same design as EMCal, covering $260^{\circ}<\varphi<327^{\circ}$. It was installed between LHC run 1 and run 2 for measuring di-jets.

## Photon Conversion Method

The Photon Conversion Method (PCM) is complementing the capabilities of the calorimeters to reconstruct photons. As mentioned, a photon can convert to an electron-positron pair in the detector material before the calorimeters as well. If the conversion takes place well before the outer radius of the TPC, the electron and positron, being ionizing charged particles, can be detected via tracking. The required track reconstruction will be described in Section 6.4 and the PCM is discussed further in Section 7.1. Figure 6.4 shows the distribution of conversion coordinates. Most conversions take place in the TPC containment vessels, the ITS layers and support structures, and the beam pipe. According to the material budget of the ALICE detector, $8 \%$ of all photons have converted within $R_{\text {conv }}<180 \mathrm{~cm}$. The ITS can complement the tracking, if a photon converts before the second layer of the SSD.


Figure 6.4: Left: $X$ and $Y$ distribution of conversion coordinates within the analyzed dataset. Right: Radial projection of conversion points, measured in pp collisions and compared to MC simulation. Different regions are labeled with the corresponding detector components [143].

### 6.3 Data taking

In the presented analysis, $\mathrm{Pb}-\mathrm{Pb}$ collisions with a center of mass collision energy per nucleon-nucleon pair $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$ are analyzed. The dataset was recorded in November/December 2015, when the LHC provided ion beams with the highest energy for the first time. During the analyzed period, called LHC15o, up to 518 lead ion bunches per beam were circulating in the LHC with a time bunch spacing of $150 \mathrm{~ns}-225 \mathrm{~ns}$ between them. This filling scheme results in a bunch crossing rate of about 6 MHz . However, on average a collision of two ions takes place only in about $1 \%$ of the bunch crossings. The actual collision rate in ALICE was about 6 kHz . As mentioned before, the maximum rate is achieved when a new beam is injected and decreases over time because the colliding ions are lost. During the LHC15o period, the beams were dumped followed by a new fill about 30 times. About $10 \%$ of the fills were injected with only 50 bunches per beam and delivered a lower collision rate of 50 Hz . The total delivered integrated luminosity at ALICE is $233 \mu \mathrm{~b}^{-1}$, which is $60 \%$ more than in the previous $\sqrt{s_{\mathrm{NN}}}=2.76 \mathrm{TeV}$ dataset, which was recorded in 2011, before the long shutdown between LHC run 1 and run 2 .
An inelastic collision of two ions is detected first by the trigger detectors, which initiate the data recording in the other detectors. In the analyzed minimum bias dataset, the trigger decision required a signal in both V0A and V0C detectors (V0AND) together with the beam crossing. Like this, a total number of 157 million events was recorded (compare also to Table 7.2).

### 6.4 Data reconstruction

The offline data processing is implemented based on the AliRoot software framework. It is used by the ALICE collaboration in the domains of reconstruction, calibration, analysis, and simulation, which will be described in the following sections. AliRoot is written with object-oriented programming techniques in $\mathrm{C}++$ and uses classes and tools of the data analysis framework ROOT [144] for data storage, analysis, fitting, visualization, and unfolding. The large amount of required resources for storing and processing the ALICE data is provided by a distributed computing infrastructure called Grid [145], which connects many computing centers worldwide [133]. The interaction with the Grid is organized by the AliEn environment [146].
First, all steps of reconstructing the raw data, which are common to all physics analyses, like calibration, track and vertex reconstruction, are organized centrally and the output is saved in event summary data files (ESDs). In a second step, the information from ESDs is further processed, subjected to basic track quality cuts, and saved in a compressed format in analysis object data files (AODs). Further calibration is done based on the reconstructed data and is provided to the specific physics analyses in an offline analysis database (OADB). The physics analyses like the one described in this thesis are performed on the Grid as well, using the AODs as input. The output is further analyzed and visualized locally using ROOT and $\mathrm{C}++$. All these steps are described in more detail in the following paragraphs.

Track and vertex reconstruction [134, 147]
Before the reconstruction of particle tracks starts, adjacent signals in space and time are grouped as clusters and their centers of gravity are determined. This is done in all detectors individually.
Afterward, a preliminary primary vertex (the coordinates of the collision) is reconstructed based on SPD tracklets. The latter are lines that connect a cluster in the outer layer of the SPD, one in the inner layer of the SPD, and the beam pipe. The point where most tracklets point to is identified as the primary vertex.
The Kalman filter (KF), a recursive data processing algorithm [148, 149] applied to track reconstruction [150] is used. It starts with previously determined seeds, finds tracks, and calculates their parameters and covariance matrix, while recursively adding more clusters. The parameters are the curvature radius, which determines the transverse momentum $p_{\mathrm{T}}$ and the position and angles with respect to the coordinate system. Seeds are determined in two different ways: either by two or three TPC clusters and with or without constraining the track to point to the preliminary primary vertex, in order to look for primary and secondary tracks respectively. The clusters are chosen from the outermost TPC radii, because the cluster density is minimal here. In general, the Kalman filter uses statistical methods
in every iteration to determine the best estimate and the uncertainty of the quantities of interest (here the track parameters), based on the seed or the previous iteration. When new information is added (in this context, the nearest cluster) the next iteration is started and the best estimate is updated, weighting with the uncertainties of the previous estimate and those of the current measurement (cluster). The KF is recursive in that sense that only the current best estimate and its uncertainty is stored after every iteration and all previous information does not need to be stored and reanalyzed. This algorithm runs from the outer to the inner TPC wall. Aftwerwards, matching ITS clusters are associated with the tracks. Then, the Kalman filter propagates the tracks back through ITS and TPC and adds TRD and TOF clusters to the tracks. In the final step, the tracks are refitted through all detectors until their distance of closest approach (dca) to the preliminary primary vertex. The $p_{\mathrm{T}}$ resolution is better than $1 \%[134]$ and the transverse dca resolution in $\mathrm{Pb}-\mathrm{Pb}$ collisions is better than $300 \mu \mathrm{~m}$ for $p_{\mathrm{T}}>0.2 \mathrm{GeV} / \mathrm{c}$ [134].
Finally, the final primary vertex can be determined from the reconstructed tracks. The resolution improves with respect to the preliminary SPD vertex, but both are better than 1 mm [134].

## TPC space charge distortions

The electric drift field in the TPC can be distorted due to the accumulated space charge. In the analyzed dataset, the measured clusters were shifted by up to 5 cm in the $x-y$-plane due to this effect. Therefore, the measured TPC clusters are corrected in an additional time-dependent calibration step [138]. For this purpose, tracks from the surrounding detectors ITS, TRD and TOF are interpolated and provide reference positions for the TPC clusters. Within small volumes, the deviations are averaged over a time window of 40 minutes, which provides a correction map for the distortions.

## $\mathrm{V}_{0}$ finder

Secondary vertices are identified using the $\mathrm{V}_{0}$ finder algorithm, which is described in the following. It can reconstruct secondary vertices due to neutral particle decays like $K_{\mathrm{s}}^{0}$ and $\Lambda$ or photon conversions, using the emerging tracks. It is used for the photon conversion method. Figure 6.5 shows a sketch of a $\mathrm{V}_{0}$ topology and an event display with conversion candidates. First, all secondary tracks are selected by choosing only those with a large distance of closest approach $b$ to the primary vertex. Then, pairs with opposite charge and a small distance of closest approach $D C A$ to each other are chosen. The secondary vertex position is obtained at the point where the two tracks meet. The on-the-fly $\mathrm{V}_{0}$ finder, which runs during the track reconstruction process, refits the track parameters based on the identified secondary vertex, using the cluster information. The particle candidate which decayed or converted at this point is called $\mathrm{V}_{0}$. Its momentum $\vec{P}_{\mathrm{V}_{0}}$ and spa-
tial coordinates are calculated from the track properties with an algorithm (AliKF) based on the Kalman filter [151]. This algorithm also provides a quality measurement $\chi_{\text {red }}^{2}=\chi^{2} / \mathrm{ndf}$, which quantifies how well the decay topology can be fitted consistently with the photon conversion hypothesis, i.e. assuming a massless mother particle and therefore small opening angle of the tracks. A cut on the angle $\theta_{\text {point }}=\Varangle\left(\vec{P}_{\mathrm{V}_{0}}, \vec{R}_{\mathrm{V}_{0}}\right)$ between the vector $\vec{R}_{\mathrm{V}_{0}}$, which points from the primary to the secondary vertex, and the momentum is used to reduce the number of random combinations within the $\mathrm{V}_{0}$ sample.

## Particle identification in the TPC

In a proportional chamber like the MWPCs in the TPC, the measured signal is proportional to the deposited energy in the gas. Therefore, after the track has been reconstructed and the trajectory length, which is projected onto the pad plane, is known, the energy loss per track length, the specific ionization loss $\mathrm{d} E / \mathrm{d} x$, of the initially traversing particle can be measured. The distribution of $\mathrm{d} E / \mathrm{d} x$ is plotted versus the particle momentum for all tracks of a given dataset in Figure 6.6. The $\mathrm{d} E / \mathrm{d} x$ resolution is $6.5 \%$ in most central $\mathrm{Pb}-\mathrm{Pb}$ collisions [134]. A parametrization is generated according to the Bethe-Bloch formula for each particle species s, so that the specific energy loss of a track can be compared to the expectation for a given momentum. The deviation is then expressed in number of standard deviations $n \sigma_{\mathrm{s}}$. The fact that the measured $\mathrm{d} E / \mathrm{d} x$ value can depend on the pseudorapidity $\eta$ of the track and the particle multiplicity of the event is considered. However, for parts of the analyzed dataset no multiplicity correction could be implemented. In addition, the $\eta$ distributions of the $\mathrm{V}_{0}$ tracks differ from those that are used to calculate the parametrizations.
Therefore an additional recalibration step is necessary for this analysis. All available $\mathrm{V}_{0}$ tracks are subdivided into bins of track momentum, $\eta$ and


Figure 6.5: Left: Event display with conversion candidates. Blue and red lines depict oppositely charged tracks emerging from a common secondary vertex. Middle: Closer view of the $x$ - $y$-plane. Right: Sketch of the $\mathrm{V}_{0}$ finder algorithm [147]
conversion radius. One histogram for each bin is filled with the corresponding $n \sigma_{\mathrm{s}}$ values. Then, the electron peak is fitted with a gaussian and the deviation of the mean with respect to the expectation of 0 is determined (illustrated in Figure 6.6) and saved in correction maps in the OADB. During further analysis, the $n \sigma_{\mathrm{s}}$ value is corrected accordingly.


Figure 6.6: Left: TPC $\mathrm{d} E / \mathrm{d} x$ with Bethe-Bloch parametrizations for different particle species in $\mathrm{Pb}-\mathrm{Pb}$ low interaction rate runs [152]. Right: Correction map for one $R$ bin of one centrality class, which was manually created within this thesis. The color illustrates the value of $n \sigma_{\mathrm{e}}$ in each bin before recalibration (see text for more details).

## Particle identification in the TOF

For PID with the TOF detector, the arrival time of a particle in the TOF modules is measured relative to the time of the collision, and compared to the expectation for the different particle species, as a function of $p_{\mathrm{T}}$. The performance in $\mathrm{Pb}-\mathrm{Pb}$ collisions is shown in Figure 6.7.

## Centrality determination

The $\mathrm{Pb}-\mathrm{Pb}$ data is analyzed in event classes of collision centrality. A class is described in terms of $c_{1}-c_{2} \%$ most central collisions, where $c$ is a percentile of the full hadronic cross section. The smaller the value $c$, the more central the collision and the larger the overlap between the nuclei. The impact parameter $b$ denotes the distance of the centers of the two nuclei to each other during the collision. Central events are characterized by a small impact parameter, which is large for peripheral events. It can reach up to twice the radius of the nucleus. The centrality is determined using the track multiplicity registered by the V0 detectors. It is proportional to the total number of produced particles, which is assumed to decrease monotonically with increasing impact parameter [154]. A more detailed description can be found in [154] and [65]. The blue points in Figure 6.8 show the distribution of the summed V0A and V0C signal (V0M) in the analyzed dataset. The red line is a fit based on the Glauber $[155,156]$ model and the negative binomial distribution (NBD) [157]. The Glauber Monte Carlo simulation relates the
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Figure 6.7: Particle identification with the TOF detector [153]. For this figure, tracks from low intensity runs were selected inside the pseudorapidity region $|\eta|<0.5$. Furthermore, tracks with more than one matchable cluster in the TOF detector have been discarded in order to reduce the contamination from mismatched tracks, which is visible between the bands from electrons, pions, kaons, protons and deuterium.
impact parameter of a (simulated) collision to the number of participating nucleons $N_{\text {part }}$ and the number of binary nucleon-nucleon collisions $N_{\text {coll }}$. It treats the nucleus-nucleus collision as independent nucleon-nucleon collisions, by which the nucleons are not deflected. This is justified by their large momentum. How many particles are produced according to $N_{\text {part }}$ and $N_{\text {coll }}$ is parametrized by the NBD $P_{\mu, k}(n)$, which determines the probability to measure n hits per ancestor (independently emitting sources of particles $\left.N_{\mathrm{a}}=f N_{\text {part }}+(1-f) N_{\text {coll }}\right)$ in the V0s. Afterward, centrality classes are assigned based on fractions of the integral of the V0M distribution. The geometrical properties $\left\langle N_{\text {coll }}\right\rangle,\left\langle N_{\text {part }}\right\rangle$ of this centrality class are then obtained from the Glauber MC. The centrality resolution is $<2 \%$ for $c<80 \%$ with V0M, which is better than the resolution which can be obtained with the ZDC or SPD multiplicity [134].


Figure 6.8: Distribution of V0M in all events of the analyzed dataset with NBDGlauber fit and centrality classes [158].

### 6.5 Simulation

Monte Carlo simulations are widely used in data analyses. For example, detector acceptances and reconstruction efficiencies determined from MC are used to correct measured particle spectra. The simulation consists of the event generator and the detector simulation with GEANT [159]. To simulate AA collisions, the HIJING [160] generator is used.
For the analysis in this work, MC simulations with in total 28 million events are used. Some of them are produced with limits on the impact parameter $b$ of the collision and some without (minimum bias). They are used together with the minimum bias productions for the respective analyzed centrality classes. A summary of the number of events in Data and MC in the different centrality classes can be found in Table 7.2.
In one MC production, additional $\pi^{0}$ and $\eta$ mesons were inserted into each event. They are distributed uniformly with respect to pseudorapidity (within $-1.2<\eta<1.2$ ), azimuthal angle $\phi$ and transverse momentum $p_{\mathrm{T}}$ (within $0<p_{\mathrm{T}}<50 \mathrm{GeV} / \mathrm{c}$ ). The $p_{\mathrm{T}}$ distributions will be reweighted in order to match a physical distribution, as described in Chapter 7. The number of added mesons was chosen based on the impact parameter of the event, according to Equation 6.1, which is visualized in Figure 6.9, so that more particles are produced in central events than in peripheral events, like in data.

$$
\begin{equation*}
N(b)=30+30 \exp \left(-\frac{1}{2}\left(\frac{b}{5.12}\right)^{2}\right) \tag{6.1}
\end{equation*}
$$



Figure 6.9: Number of added mesons in MC as a function of the impact parameter $b$.

## Chapter 7

## Measurement of the light neutral mesons $\pi^{0}$ and $\eta$

We measure the neutral mesons $\pi^{0}$ and $\eta$ via their decays to two photons. Due to these electromagnetic decays of the lightest mesons, they have a very short decay length, which makes a direct measurement impossible. The branching ratios $\mathscr{B} \mathscr{R}$ of these processes are listed in Table 7.1.
The measurement method will be discussed in the following sections, afterward the obtained results will be presented in section 7.6.

| decay | $\mathscr{B} \mathscr{R}$ | meson mass |
| :--- | :--- | :--- |
| $\pi^{0} \rightarrow \gamma \gamma$ | $(98.82 \pm 0.03) \%$ | $(134.9766 \pm 0.0006) \mathrm{MeV}$ |
| $\eta \rightarrow \gamma \gamma$ | $(39.41 \pm 0.20) \%$ | $(547.862 \pm 0.018) \mathrm{MeV}$ |

Table 7.1: Branching ratios of considered decay channels and particle masses [161]

### 7.1 Event and photon selection for PCM

The analyses of neutral mesons and direct photons, which are presented in the following chapters, are based on PCM. As described before, in this method, we measure photons by reconstructing the tracks of their conversion products. First, the on-the-fly $\mathrm{V}_{0}$ finder algorithm is used to identify secondary vertices, as described in Section 6.4. Afterward, the conversion point is recalculated, using the additional constraint that the track momenta must be parallel at this point due to the vanishing opening angle between electron and positron. This procedure is described in [162]. The $\mathrm{V}_{0}$ sample contains mostly photons, $K_{\mathrm{s}}^{0}, \Lambda$ and $\bar{\Lambda}$, and combinatorial background consisting of random track pairs. Therefore, we apply selection cuts on the $\mathrm{V}_{0}$ sample and the associated tracks to maximize the fraction of photons in the sample. They will be described in this section, after the following paragraph
on the event selection cuts that are used in this work.

## Event selection

The set of triggered events (see section 6.3) is subjected to further selections in order to ensure a good quality of the dataset. First of all, it was checked that all relevant detectors (ITS, TPC, V0, ZDC) were functional and showed normal behavior. In addition, background events are rejected based on the timing information from ZDC and V0. Furthermore, only events with the collision vertex z position within $\left|z_{\mathrm{vtx}}\right|<10 \mathrm{~cm}$ are used to prevent that the acceptance and reconstruction efficiency differs too much among the events. Because both collision rate and the probability that two collisions occur within one bunch crossing are small in $\mathrm{Pb}-\mathrm{Pb}$ collisions, compared to those in pp collisions, complications due to pile-up (when the detector has to cope with more than one collision event at the same time) are less frequent. The average time between two collisions is of the order $100 \mu \mathrm{~s}$. This is of the same order of magnitude as the TPC drift time ( $92 \mu \mathrm{~s}$ ), which limits the duration of the readout of one event. Therefore the pile-up probability is low but not negligible. To identify pile-up events, the V0 signal is compared to the number of tracks at the outer edge of the TPC. They should be clearly


Figure 7.1: Signal in the V0 detector vs. number of tracks at the outer edge of the TPC Left: before the cut in Equation 7.1 and Middle: after the cut. The color scale illustrates the number of events in each bin. Right: SPC clusters vs. tracklets before the cut in Equation 7.2, which is drawn as red line.
correlated. But if the TPC track multiplicity is disproportionately larger than the V0 multiplicity in one event, it is identified as pile-up event and discarded [163]. We keep events that satisfy the condition

$$
\begin{equation*}
V 0 M>-2500+5 N_{\mathrm{TPC} \text { tracks }} \tag{7.1}
\end{equation*}
$$

which is illustrated in Figure 7.1. In previous analyses of neutral mesons and direct photons in $\mathrm{Pb}-\mathrm{Pb}$ collisions, the contribution of pile-up was rejected on a statistical basis by analyzing the distance of closest approach (dca) of the ee tracks (associated with the photon candidates) to the primary vertex in beam-direction. This method was prone to error because it
depended on the subjective fitting of the pile-up background dca distribution by eye. (see for example [164]). In this work, for the first time for this kind of analysis, pile-up was rejected on an event basis, so that no further correction was needed. Remaining machine-induced background is rejected based on the correlation between SPD clusters and SPD tracklets. In contrast to particles coming from collision events, particles from background events move through the detector rather parallel to the beam pipe. Therefore, only random combinations of clusters can be reconstructed as tracklets. If the number of clusters is very high, this can work but still the number of tracklets will be lower in a background event than in a collision event. We keep only events on the diagonal which satisfy

$$
\begin{equation*}
N_{\mathrm{SPD} \text { clusters }}<200+7 N_{\mathrm{SPD} \text { tracklets }} . \tag{7.2}
\end{equation*}
$$

The resulting number of good events for analysis is summarized in Table 7.2.

|  | good events [10 $]$ in centrality classes [\%] |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | ---: |
| dataset | $0-10$ | $0-20$ | $20-40$ | $40-60$ | $60-80$ | $0-80$ |
| Low IR pass3 |  |  |  |  |  |  |
| High IR pass1 pidfix |  |  |  |  |  |  |
| High IR pass1 |  |  |  |  |  |  |
| total data | 10 | 20 | 20 | 20 | 20 | 80 |
| LHC18e1,a,b,c |  |  |  |  |  | 10 |
| LHC16h4 |  |  |  |  |  | 2 |
| LHC16i1a,b,c |  |  |  |  |  | 9 |
| LHC16i[2,3]a,b,c, |  |  |  |  |  | 7 |
| total MC | 1.9 | 2.7 | 5.7 | 9.4 | 9.7 | 28 |

Table 7.2: Statistics of data and MC productions in classes of collision centrality after event selection. The data was recorded in three different subsets, having different interaction rates (IR) and reconstruction passes. The MC production with added $\pi^{0}$ and $\eta$ mesons, mentioned in section 6.5, is LHC16h4.

## Photon selection

In order to select the photons from the $\mathrm{V}_{0}$ finder output, we use the TPC PID (see section 6.4) to enhance the fraction of electrons and positrons among all tracks, which contains also many pions and protons. We discard tracks with a $\mathrm{d} E / \mathrm{d} x$ value which deviates by more than $3 \sigma$ from the electron parametrization and those which are too close to the pion hypothesis. The pion rejection is only applied in the $p_{\mathrm{T}}$ region where the pion and electron bands do not overlap. This way one accepts a lower purity of the electron sample in order to not lose too much statistics. Only tracks and photon candidates within the TPC acceptance $|\eta|<0.9$ are used for the analysis. Tracks with $p_{\mathrm{T}}<0.05 \mathrm{GeV} / \mathrm{c}$ are rejected because a good track-finding effi-
ciency cannot be guaranteed. To ensure a good track quality, we also require that $60 \%$ of possible clusters, accounting for the track length in the TPC and the number of crossed pad rows, must be reconstructed and associated to the track.
The MC information in Figure 6.4 reveals that at small conversion radii,


Figure 7.2: Left: Sketch of how $\psi_{\text {pair }}$ is determined [165] Right: Distribution of $\psi_{\text {pair }}$ vs $\chi^{2} /$ NDF of true conversion photons in MC, in the $0-10 \%$ centrality class.
many photons come from Dalitz decays $\pi^{0} \rightarrow \gamma \mathrm{e}^{+} \mathrm{e}^{-}$because of the short lifetime and thus range of the $\pi^{0}$. Therefore conversions with $R_{\text {conv }}<5 \mathrm{~cm}$ are excluded as well.
Another measure to remove Dalitz decays, but also other decays and combinatorial background is a cut on the angle between the plane of the $e^{+} e^{-}$pair and the XY-plane, which is called $\psi_{\text {pair }}$. The separation power of this cut has to do with the fact that the conversion daughters of the massless photon have a very small intrinsic opening angle, whereas the decay daughters of the $\pi^{0}$ from the Dalitz decay can have random, non-zero opening angles [165].
In order to further reduce the contamination from kaon and lambda decays, we use the Armenteros-Podolanski method introduced in [166]. In the $q_{\mathrm{T}}$ vs $\alpha$ distribution of $\mathrm{V}_{0} \mathrm{~s}$, photons are well separated from heavier particles. The quantity $q_{\mathrm{T}}$ is small due to the small opening angle and $\alpha$ is randomly distributed because of the equal masses of the daughter particles. In addition, we apply a $p_{\mathrm{T}}$ dependent $q_{\mathrm{T}, \text { max }}$ cut as shown in Figure 7.3.

$$
\begin{equation*}
q_{\mathrm{T}}=\frac{\left|\vec{p}_{\mathrm{e}} \times \vec{p}_{\mathrm{V}_{0}}\right|}{\left|\vec{p}_{\mathrm{V}_{0}}\right|}, \quad q_{\mathrm{L}}=\frac{\left|\overrightarrow{\mathrm{p}}_{\mathrm{e}} \cdot \vec{p}_{\mathrm{V}_{0}}\right|}{\left|\vec{p}_{\mathrm{v}_{0}}\right|}, \quad \alpha=\frac{q_{\mathrm{L}}^{\mathrm{e}^{+}}-q_{\mathrm{L}}^{\mathrm{e}^{-}}}{q_{\mathrm{L}}^{\mathrm{e}^{+}}+q_{\mathrm{L}}^{\mathrm{e}^{-}}} \tag{7.3}
\end{equation*}
$$

All cuts are summarized in Table 7.3.


Figure 7.3: Left: Distribution of $q_{\mathrm{T}}$ vs $\alpha$ of MC true conversion photons and Right: TPC $\mathrm{dE} / \mathrm{dx} \mathrm{n} \sigma_{\mathrm{e}}$ of true electrons from conversions.

| Event selection |  |
| :--- | :--- |
| Trigger | $\mathrm{INT} 7=V 0 A \& \& V 0 C$ |
| Centrality | $V 0 M$ estimator, $0<c<90 \%$ |
| Vertex | $\left\|z_{\mathrm{vtx}}\right\|<10 \mathrm{~cm}$ and $\geqslant 1$ contributing track |
| Pileup | $V 0 M>-2500+5 N_{\mathrm{TPC} \text { tracks }}$ |
| Background | $N_{\mathrm{SPD} \text { clusters }}<200+7 N_{\mathrm{SPD} \text { tracklets }}$ |
| $\mathbf{V}_{\mathbf{o}}$ finder |  |
| Distance to primary vertex | $b>1 \mathrm{~mm}$ |
| Distance to each other | $\mathrm{DCA}<1.5 \mathrm{~cm}$ |
| Alignment of P and R | $\cos \left(\theta_{\text {point }}\right)>0.85$ |
| Track selection |  |
| Momentum | $p_{\mathrm{T}}>0.05 \mathrm{GeV} / c$ |
| TPC cluster | $N_{\mathrm{TPC}}$ cluster $/ N_{\text {reconstructible clusters }}>0.6$ |
| Acceptance | $\|\eta\|<0.9$ |
| Electron selection | $-3<n \sigma_{\mathrm{e}}<5$ |
| Pion rejection | $n \sigma_{\pi}>3$ for $0.4<p<2.0 \mathrm{GeV} / c$ and |
|  | $n \sigma_{\pi}>1$ for $p>2.0 \mathrm{GeV} / c$ |
| Photon selection |  |
| Acceptance | $\left\|\eta_{\mathrm{V}}\right\|<0.9$ |
| Conversion point | $5 \mathrm{~cm}<R_{\mathrm{conv}}<180 \mathrm{~cm}$ |
| Alignment of P and R | $\cos \left(\theta_{\text {point }}\right)>0.85$ |
| Photon quality | $2 \mathrm{D} \mathrm{triangle} \mathrm{cut} \mathrm{with} \psi_{\text {pair }}<0.1$ and $\chi^{2} / \mathrm{NDF}<30$ |
| Armenteros-Podolanski | $\left(\alpha / \alpha_{\text {max }}\right)^{2}+\left(q_{T} / q_{\mathrm{T}, \text { max }}\right)^{2}<1$ |
|  | with $q_{\mathrm{T}, \text { max }}=0.05 \mathrm{GeV} / \mathrm{cand} \alpha_{\text {max }}=0.95$ |

Table 7.3: Summary of cuts including those from the $V_{0}$ finder described in section 6.4. Accepted values are specified.

### 7.2 Lorentz-invariant yield

The quantity that we would like to measure first is the Lorentz-invariant yield of $\pi^{0}$ and $\eta$ mesons, differential in $y$ and $p_{\mathrm{T}}$.

$$
\begin{equation*}
E \frac{\mathrm{~d}^{3} N}{\mathrm{~d} p^{3}}=\frac{\mathrm{d}^{2} N}{2 \pi p_{\mathrm{T}} \mathrm{~d} p_{\mathrm{T}} \mathrm{~d} y}=\frac{N_{\text {meson }}^{\mathrm{raw}}-N_{\text {meson }}^{\text {sec }}}{2 \pi N_{\text {ev }} \mathscr{B} \mathscr{R} \epsilon A p_{\mathrm{T}} \Delta p_{\mathrm{T}} \Delta y} \tag{7.4}
\end{equation*}
$$

Here, $N_{\text {ev }}$ is the number of analyzed collision events (see Table 7.2). How the raw yield $N_{\text {meson }}^{\text {raw }}$ is determined will be described in the next section 7.3. The corrections that have to be applied (secondaries $N_{\text {meson }}^{\mathrm{sec}}$, detector acceptance $A$ and reconstruction efficiency $\epsilon$ ) in order to obtain the invariant yield are subject to the following section 7.4. The analysis is performed in $p_{\mathrm{T}}$ bins and their widths and centers enter as $\Delta p_{\mathrm{T}}$ and $p_{\mathrm{T}}$. The considered range in rapidity is $\Delta y=1.7(|y|<0.85)$.

### 7.3 Invariant mass method

Photons are detected with the photon conversion method as described in previously. Meson candidates are constructed by pairing the available photons in all possible combinations. The energies and momenta of each of these hypothetical particles are calculated as

$$
\begin{gather*}
E=E_{\gamma_{1}}+E_{\gamma_{2}}  \tag{7.5}\\
\vec{p}=\overrightarrow{p_{\gamma_{1}}}+\overrightarrow{p_{\gamma_{1}}} \tag{7.6}
\end{gather*}
$$

from the energies and momenta of the two hypothetical daughter photons. The candidate list will naturally contain not only the real mesons but also a large background, mostly of combinatorial nature. Its removal will be discussed later in this chapter.
Several selection cuts, which are applied to the list of meson candidates are described in the following. The rapidity is calculated as

$$
\begin{equation*}
y=\frac{1}{2} \log \left(\frac{E+p_{\mathrm{z}}}{E-p_{\mathrm{z}}}\right) \tag{7.7}
\end{equation*}
$$

Because of the limited acceptance of the detectors only candidates with rapidities $|y|<0.85$ are used for analysis.

In addition, we cut on the asymmetry of photon energies

$$
\begin{equation*}
\alpha=\left|\frac{E_{\gamma_{1}}-E_{\gamma_{2}}}{E_{\gamma_{1}}+E_{\gamma_{2}}}\right| \tag{7.8}
\end{equation*}
$$

in order to maximize the significance of the meson signal with respect to the combinatorial background [167] and therefore reduce the uncertainty on the background-subtracted signal.

$$
\begin{equation*}
\alpha<0.65 \tanh \left(1.8 p_{\mathrm{T}}\right) \tag{7.9}
\end{equation*}
$$

where $p_{\mathrm{T}}$ is the transverse momentum of the meson.
In the next step, we calculate the invariant mass of the remaining meson candidates using the photon energies $E_{\gamma_{1}}$ and $E_{\gamma_{2}}$ and the angle between the two photon momenta $\theta_{12}$ according to Equation 7.10 in bins of collision centrality and meson $p_{\mathrm{T}}$.

$$
\begin{equation*}
M_{\gamma \gamma}=\sqrt{2 E_{\gamma_{1}} E_{\gamma_{2}}\left(1-\cos \theta_{12}\right)} \tag{7.10}
\end{equation*}
$$

The black histograms in Figure 7.4 show the distribution of $M_{\gamma \gamma}$ in one


Figure 7.4: Invariant mass distributions in one $p_{\mathrm{T}}$ bin in most central events left: around the $\pi^{0}$ mass and right: around the $\eta$ meson mass, scaled by a factor of 40 . The black line shows the distribution before background subtraction and the red bullets afterward. The blue line is a fit with the function $A \cdot\left(g\left(M_{\gamma \gamma}\right)+e\left(M_{\gamma \gamma}\right)\right)$ from Equation 7.13.
example bin around the $\pi^{0}$ mass and around the $\eta$ meson mass (the particle masses are also listed in Table 7.1). As a next step, we estimate the aforementioned combinatorial background in order to subtract it from the measured distribution. To do so, we build another list of meson candidates, in the same way as described before but with taking $\gamma_{2}$ from a different event than $\gamma_{1}$ in order to ensure that these two photons cannot originate from the same meson decay or any other source of correlated photons. The two events are selected from different classes defined by the $z$ coordinate of the primary vertex position or by the number of photon candidates in the event. Within this thesis, the invariant mass distributions of background meson candidates have been compared between the different classes. One example is shown in Figure 7.6. The investigation showed that the invariant mass distributions can differ by up to a few percent between the different classes in the same way in mixed and same events, and therefore confirmed that it is necessary to mix only events from the same class. The combinatorial background invariant mass distributions are normalized in order to
agree with the distributions of the actual meson candidates in a region on the right side of the peak in the respective centrality and $p_{\mathrm{T}}$ bin. After subtraction of this combinatorial background also small meson peaks become visible and we observe a remaining background, which could originate from other processes than meson decays in which at least two photons are produced in a correlated way. The function $f\left(M_{\gamma \gamma}\right)$ (Equation 7.13) is fit-


Figure 7.5: Invariant mass distributions around the $\pi^{0}$ mass after subtraction of combinatorial background in the $0-10 \%$ centrality class. The green lines are fits with the function $f\left(M_{\gamma \gamma}\right)$ from Equation 7.13. The red vertical line indicates the $\pi^{0}$ mass. The grey lines mark the integration windows, as described in the text and Table 7.4. For other centrality classes see section A. 1 and the distributions around the $\eta$ meson mass section A.3.
ted to the remaining invariant mass distributions, in the ranges specified in Equation 7.11 and Equation 7.12, in order to 1) determine the peak position $\mu$ which defines the signal integration window and 2) determine the amount of remaining background $r_{i}\left(M_{\gamma \gamma}\right)$.

$$
\begin{gather*}
\pi^{0} \text { fit range: } 0.05 \mathrm{GeV} / \mathrm{c}^{2}<M_{\gamma \gamma}<0.25 \mathrm{GeV} / c^{2}  \tag{7.11}\\
\eta \text { fit range: } 0.4 \mathrm{GeV} / \mathrm{c}^{2}<M_{\gamma \gamma}<0.7 \mathrm{GeV} / c^{2} \tag{7.12}
\end{gather*}
$$

The function has 7 free parameters ( $A, \mu, \sigma, \lambda, a, b, c$ ). $A$ is the amplitude of the peak, $\lambda$ describes the shape of the exponential tail $e\left(M_{\gamma \gamma}\right)$ on the left side of the peak, which arises because of the energy loss of the conversion


Figure 7.6: Ratios of invariant mass distributions in different multiplicity ( m ) classes of (left:) combinatorial background $\eta$ candidates from mixed events and right: real $\eta$ candidates from same events.
electrons and positrons due to Bremsstrahlung.

$$
\begin{align*}
f\left(M_{\gamma \gamma}\right) & =A \cdot\left(g\left(M_{\gamma \gamma}\right)+e\left(M_{\gamma \gamma}\right)\right)+r_{i}\left(M_{\gamma \gamma}\right) \\
g\left(M_{\gamma \gamma}\right) & =\exp \left(-\frac{1}{2}\left(\frac{M_{\gamma \gamma}-\mu}{\sigma}\right)^{2}\right) \\
e\left(M_{\gamma \gamma}\right) & =\exp \left(\frac{M_{\gamma \gamma}-\mu}{\lambda}\right) \cdot\left(1-g\left(M_{\gamma \gamma}\right)\right) \cdot \theta\left(\mu-M_{\gamma \gamma}\right)  \tag{7.13}\\
r_{1}\left(M_{\gamma \gamma}\right) & =a+b \cdot M_{\gamma \gamma} \\
r_{2}\left(M_{\gamma \gamma}\right) & =a+b \cdot M_{\gamma \gamma}+c \cdot M_{\gamma \gamma}^{2} \\
r_{3}\left(M_{\gamma \gamma}\right) & =a+b \cdot M_{\gamma \gamma}+c \cdot M_{\gamma \gamma}^{2}+d \cdot M_{\gamma \gamma}^{3}
\end{align*}
$$

In this work, the necessity for remaining background fits with second-order polynomials ( $r_{2}$ instead of $r_{1}$ ) was demonstrated for the analysis of $\pi^{0}$ in central $\mathrm{Pb}-\mathrm{Pb}$ events. It is visible by eye in Figure 7.5 that especially in the region $1 \mathrm{GeV} / \mathrm{c}^{2}<p_{\mathrm{T}}<2 \mathrm{GeV} / c^{2}$, the histogram cannot easily be fitted with a single linear function on both sides around the peak. However, it is difficult to determine which function fits best for describing the remaining background because the latter changes with $M_{\gamma \gamma}$ and consequently it is not possible to fit the background far away from the peak, where no signal is left. Therefore, this question was further studied with MC information as described in the following. Figure 7.7 shows the invariant mass distributions in data (black points), reconstructed $\pi^{0}$ from MC (blue), reconstructed and validated $\pi^{0}$ from MC (red), which does not contain any background. To obtain the MC background (green), the red histogram is subtracted from the blue one. Different functions are fitted to the MC background; linear $\left(r_{1}\right)$, second $\left(r_{2}\right)$ and third-order polynomial $\left(r_{3}\right)$ in the range $0.02<M_{\gamma \gamma}<0.3$. It is visible by eye that a larger order polynomial than 1 is needed to describe the MC background. To make a quantitative statement, the $\chi^{2} /$ ndf values of the fits are compared to each other in Figure 7.8. Especially at low $p_{\mathrm{T}}$, the


Figure 7.7: Invariant mass distributions around the $\pi^{0}$ mass (left) for two $p_{\mathrm{T}}$ bins and around the $\eta$ meson mass (right). Mesons reconstructed from data, those reconstructed from MC and reconstructed and validated mesons from MC (MC truth) are shown. The functions $r_{1}$ (cyan), $r_{2}$ (red) and $r_{3}$ (grey) are fitted to the green histogram, which is the remaining background in MC.
$\chi^{2} /$ ndf values with $r_{2}$ and $r_{3}$ are smaller than those with $r_{1}$, which confirms that $r_{2}$ and $r_{3}$ are more suited than $r_{1}$ to describe the MC background. However, choosing a too high order might cause overfitting and removing part of the signal when only the background is supposed to be subtracted.
Furthermore, it was studied how well the $M_{\gamma \gamma}$ distribution in data can be described with fits including the different $r_{i}$ contributions. A measure for that is if the fit results for the parameters $\mu, \sigma$, and $\lambda$, which describe the actual signal, agree with those which are obtained when fitting the same function (without $r_{i}$ ) to true MC (reconstructed and validated MC). This comparison is shown in Figure 7.9. The parameters of the fit results are compared between data using $r_{1}$ or $r_{2}$ for the remaining background and true MC. in Figure 7.9. One can see that the second order polynomial fit parameter results agree well between data and true MC. In case a linear fit function is used for the remaining background, it is difficult to obtain matching results between data and MC for all parameters. In particular, the $\lambda$ tail parameter deviates around $p_{\mathrm{T}} \approx 1 \mathrm{GeV} / c$.
To use a higher-order polynomial function is more important in central than


Figure 7.8: $\chi^{2} /$ ndf of fits to the MC background (see text and Figure 7.7) $M_{\gamma \gamma}$ distributions around the $\pi^{0}$ peak in $0-10 \%$ most central events, using different functions (linear $=r_{1}$, pol2 $=r_{2}$, pol3 $=r_{3}$ ) to describe the remaining background.
in peripheral events because in the latter, the remaining bachground is much smaller. Around the $\eta$ meson mass, the remaining background has a different shape than around the $\pi^{0}$ mass. By eye, it looks linear (see Figure 7.7) and within the uncertainties it is not possible to make a quantitative statement on which $r_{\mathrm{i}}$ fits best.
To get the raw meson yield, the contents of all invariant mass bins within the solid vertical lines in Figure 7.5 are added up (see standard in Table 7.4, where $\mu$ is taken from the fit result, individually for each $p_{\mathrm{T}}$ bin). To subtract the remaining background, the part $r_{1}$ or $r_{2}$ of the fit function is integrated in the same range and this background is subtracted from the total integral. Executing this procedure for every $p_{\mathrm{T}}$ bin results in the raw meson yield $N_{\text {meson }}^{\text {raw }}$.

| narrow standard wide | $\mu_{\pi}$ | $\begin{aligned} & 0.030 \mathrm{GeV} / c^{2} \\ & 0.040 \mathrm{GeV} / c^{2} \\ & 0.055 \mathrm{GeV} / c^{2} \end{aligned}$ | $<M_{\gamma \gamma}<\mu_{\pi}+$ | $\begin{aligned} & 0.015 \mathrm{GeV} / c^{2} \\ & 0.02 \mathrm{GeV} / c^{2} \\ & 0.035 \mathrm{GeV} / c^{2} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| narrow <br> standard <br> wide | $\mu_{\eta}-$ | $\begin{aligned} & 0.06 \mathrm{GeV} / c^{2} \\ & 0.08 \mathrm{GeV} / c^{2} \\ & 0.10 \mathrm{GeV} / c^{2} \end{aligned}$ | $<M_{\gamma \gamma}<\mu_{\eta}+$ | $\begin{aligned} & 0.02 \mathrm{GeV} / c^{2} \\ & 0.04 \mathrm{GeV} / c^{2} \\ & 0.06 \mathrm{GeV} / c^{2} \end{aligned}$ |

Table 7.4: Integration ranges for the invariant mass $M_{\gamma \gamma}$ histograms, where $\mu$ is the fit result for the ( $\pi^{0}$ and $\eta$ ) peak position (top and bottom).


Figure 7.9: Parameters $\mu$, $\mathrm{FWHM}, \lambda$, and $\sigma$, obtained from fits of the invariant mass distributions around the $\pi^{0}$ mass, for the $0-10 \%$ centrality class. Comparison of fits with $r_{1}$ (red) and $r_{2}$ (blue) to data and fits to distributions from reconstructed and validated $\pi^{0}$ in MC (green).

### 7.4 Corrections

## Secondaries

First, we subtract secondary pions $N_{\pi^{0}}^{\text {sec }}$ from the full measured sample $N_{\pi^{0}}^{\text {raw }}$. Primary particles include per definition also daughters of strong and electromagnetic decays. This definition is chosen (within ALICE) because within the common detector resolution it would not be possible to detect the mother particles because of their short decay lengths. For example, the measured $\pi^{0}$ spectra contain also those from $\eta \rightarrow 3 \pi^{0}$ and other decays. Daughters of weak decays are considered as secondary particles and have to be excluded from the measurement. For example, if mother and daughter particles of a weak decay are charged and the daughter particle has a significant lifetime, there will be a kink in the observed tracks which indicates a decay topology. However, in our case, this method cannot be applied in order to check whether a $\pi^{0}$ originates for example from the decay $K_{\mathrm{s}}^{0} \rightarrow 2 \pi^{0}$ because we detect the $\pi^{0}$ not directly (as it is neutral and decays immediately) and also the $K_{\mathrm{s}}^{0}$ is neutral. Therefore we have to estimate the number of neutral mesons from weak decays on a statistical basis.
To do so, hadrons with known $\pi^{0}$ decays are generated in a so-called cock-


Figure 7.10: Parametrization of $K_{\mathrm{S}}^{0}$ and $\Lambda$ spectra and the ratio data/parametrization in $0-10 \%$ most central events [168]. Other centrality classes are shown in Figure A. 27.
tail simulation [169], according to parametrizations of their invariant yields, measured in the same collision system and energy. Afterward, the particle decays are simulated using branching ratios provided by the PDG [161] and as a result, we obtain the invariant yield of secondary $\pi^{0}$. The most important sources of secondary $\pi^{0}$ are listed in Table 7.5. The spectra of $K_{\mathrm{S}}^{0}$ and $\Lambda$,

| hadron | decays <br> into | $\mathrm{BR}[\%]$ to <br> this mode [161] | measured <br> via | $\mathrm{c} \tau$ | $1-$ <br> $e^{-<R>/ \mathrm{c} \tau}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $K_{\mathrm{S}}^{0}$ | $2 \pi^{0}$ | $30.69 \pm 0.05$ | mesured [168] | 2.68 cm | 1 |
| $K_{\mathrm{L}}^{0}$ | $3 \pi^{0}$ | $19.52 \pm 0.12$ | take $K_{\mathrm{S}}^{0}$ | 15.34 m | 0.0384 |
|  | $\pi^{+} \pi^{-} \pi^{0}$ | $12.54 \pm 0.05$ | param. |  |  |
| $\Lambda$ | $\mathrm{n} \pi^{0}$ | $35.8 \pm 0.5$ | measured [168] | 7.89 cm | 0.9995 |

Table 7.5: Considered hadrons with weak decays to $\pi^{0}$ in the cocktail simulation. Branching ratios and decay lengths $\mathrm{c} \tau$ are listed as well. The last column shows the fraction which has decayed after the mean conversion radius $<R>=60 \mathrm{~cm}$.
measured by ALICE in $\mathrm{Pb}-\mathrm{Pb}$ collisions at 5.02 TeV were parametrized, as shown in Figure 7.10. In the cocktail simulation, MC particles are generated with random azimuthal angle $0<\phi<2 \pi$, a random rapidity $-1<y<1$ and a random transverse momentum $0<p_{\mathrm{T}}<50 \mathrm{GeV} / \mathrm{c}$. Afterward the $p_{\mathrm{T}}$ parametrizations are used to scale the generated mother particles accordingly. Decays are simulated using PYTHIA [170]. The $\pi^{0}$ which were produced in the considered rapidity range $|y|<0.85$ are stored together with the information about their mother particle.
The last column in Table 7.5 shows that only $3.8 \%$ of the produced $K_{L}^{0}$ have decayed after the mean conversion radius $\langle R\rangle=60 \mathrm{~cm}$. Therefore we scale down the obtained secondary $\pi^{0}$ spectra from this particular source by this amount. Of $K_{s}^{0}$ and $\Lambda$ only a negligible fraction does not decay. Afterward, the secondary $\pi^{0}$ spectra are converted to raw yields ( $\left.N_{\pi^{0}}^{\text {sec }}\right)$ with correction factors obtained from the detector simulation, in order to subtract them from the measured raw yields $N_{\pi^{0}}^{\text {raw }}$, because the correction factors in Equation 7.4 differ between primary and secondary photons. These factors are shown in Figure 7.11 and the resulting raw secondary yields, displayed in Figure 7.12 , show that most secondary $\pi^{0}$ originate from $K_{\mathrm{s}}^{0}$ decays.


Figure 7.11: Correction factors (acceptance $A$ and efficiency $\epsilon$ ) from MC for primary and secondary $\pi^{0}$ from different contributions. The rest denotes those from interactions of particles with the detector material.


Figure 7.12: Raw yields of secondary $\pi^{0}$ from the different sources, for central and peripheral events. The rest denotes those from interactions of particles with the detector material. Calculated from the data-driven cocktail simulation (filled markers) and from the standard MC simulation relying on model-based particle generation (open markers).

## Acceptance and efficiency

In order to determine the number of neutral mesons which have been produced in a collision in the rapidity region $|y|<0.85$, we need to know how many of the generated particles enter our detectors and how many of those can be reconstructed. For this purpose, we calculate the detector acceptance $A$ and neutral meson reconstruction efficiency $\epsilon$ from the normal MC simulation (with HIJING generator, not data-driven like the cocktail simulation). The acceptance is defined as follows:

$$
\begin{equation*}
A=\frac{\text { produced mesons in } \Delta \mathrm{y} \text { and daughter } \gamma \text { 's in acceptance }|\eta|<0.9}{\text { produced meson in } \Delta \mathrm{y}} \tag{7.14}
\end{equation*}
$$

In the denominator, we count all generated primary mesons that decay to two photons. In the numerator the condition that the daughters' rapidity is within the acceptance of the TPC has to be fulfilled in addition. The efficiency is defined as follows:

$$
\begin{equation*}
\epsilon=\frac{\text { correctly reconstructed mesons }}{\text { produced meson in } \Delta y \text { and daughter } \gamma \text { 's in acceptance }|\eta|<0.9} \tag{7.15}
\end{equation*}
$$

The denominator is identical to the numerator of the acceptance correction. The numerator counts all mesons after detector simulation, invariant mass analysis, and verification of the correct reconstruction. It takes into account that only part of the photons converts. The acceptance and efficiency corrections are shown in Figure 7.11 for $\pi^{0}$ and Figure 7.13 for $\eta$ mesons.

## $p_{\mathrm{T}}$ weighting

The goal of $p_{\mathrm{T}}$ weighting is to adjust the $p_{\mathrm{T}}$ distributions of mesons from the MC simulation to the ones in actual data. The difference can be seen in the top left panel of Figure 7.14. Here, the $\pi^{0} p_{\mathrm{T}}$ spectrum from MC is


Figure 7.13: Acceptance and reconstruction efficiency for $\eta$ mesons in central events. As a cross-check, the efficiency is calculated using the standard (black bullets), wide (red circles) and narrow (orange circles) integration ranges (Table 7.4). All reconstruction effciencies for all centrality classes and both mesons are compared in section A.7.
normalized like an invariant yield and plotted together with the spectrum from data. The latter is at this point corrected with an efficiency calculated from all MC productions, added particles rejected. Because the $p_{\mathrm{T}}$ distribution from added particles (which are produced flat in $p_{\mathrm{T}}$ on purpose) is very different from the one of regular MC particles (which should already now match the data distribution), they are plotted separately (red and green points). Then, the ratio between MC and a fit to data is calculated in every $p_{\mathrm{T}}$ bin of the spectrum, the result is shown in the right panel. The quality of the fit to data can be checked in the middle panel. This input for the weighting procedure is saved in a file, for $\pi^{0}$ and $\eta$ meson, for all centrality classes and for all MC productions separately (even though for a better overview, all productions are merged for this figure). In the second step, during the next analysis train iteration, MC meson $p_{\mathrm{T}}$ histograms are filled weighted with this factor. Efficiencies from normal particles ( $\epsilon_{\mathrm{MB}}$ ) and from added particles $\left(\epsilon_{\mathrm{AS}}\right)$ are calculated separately and are merged afterward, taking into account the statistical uncertainties $\left(\Delta \epsilon_{\mathrm{MB}}, \Delta \epsilon_{\mathrm{AS}}\right)$ as follows:

$$
\begin{equation*}
\epsilon=\frac{\epsilon_{\mathrm{MB}}}{\left(\Delta \epsilon_{\mathrm{MB}}\right)^{2}}+\frac{\epsilon_{\mathrm{AS}}}{\left(\Delta \epsilon_{\mathrm{AS}}\right)^{2}} / \frac{1}{\left(\Delta \epsilon_{\mathrm{MB}}\right)^{2}}+\frac{1}{\left(\Delta \epsilon_{\mathrm{AS}}\right)^{2}} \tag{7.16}
\end{equation*}
$$

The result of the first iteration of $p_{\mathrm{T}}$ weighting can be seen in Figure the middle row of 7.14 . The left panel shows the data yield corrected with the new merged efficiency from weighted MCs. The latter agrees with the fit (orange line) to the new corrected yield within statistical uncertainties. Adding another iteration, meaning weighting the MC to the corrected yield as determined after the first iteration, does not improve the agreement between MC and data anymore (comparing middle and bottom row of 7.14). The same procedure is done for the $\eta$ meson as shown in Figure 7.15.


Figure 7.14: $\pi^{0}$ spectra Top: Before $p_{\mathrm{T}}$ weighting of MC Middle: after first and Bottom: after second iteration. Left: $p_{\mathrm{T}}$ spectra from data (with fit) and MC (Min Bias MC productions (red) and MC with added particles (green)). Middle: Ratio between data histogram and fit, demonstrating the quality of the fit. Right: Ratio between MC histograms and data fit, which are used as weights.


Figure 7.15: $\eta$ meson spectra Top: Before $p_{\mathrm{T}}$ weighting of MC Middle: after first and Bottom: after second iteration. Left: $p_{\mathrm{T}}$ spectra from data (with fit) and MC (Min Bias MC productions (red) and MC with added particles (green)). Middle: Ratio between data histogram and fit, demonstrating the quality of the fit. Right: Ratio between MC histograms and data fit, which are used as weights.

### 7.5 Systematic uncertainties

As described in Section 7.1, photon and meson candidates are selected from the complete list of reconstructed ones, based on cut variables (Table 7.3 and Equation 7.9), which are suited to separate true photons and mesons from falsely reconstructed ones. A good agreement of these cut variables between data and MC simulation output is needed because the cuts strongly affect the efficiency, which is used to correct the data and which is calculated from MC simulations. As a result of an extensive quality assurance procedure, some portions of events were discarded completely because a good agreement could not be ensured. However, small differences between data and MC cannot be avoided. Therefore, every cut introduces a systematic uncertainty, which can be estimated by varying the cut values. The procedure is as follows: the value of one cut at a time was varied in a reasonable way (meaning not making an obvious error). If possible, one stricter and one looser cut was chosen. The invariant yield (here denoted as $y$ ) was calculated in the same way as with the standard cuts and the deviation between the two results was evaluated:

$$
\begin{equation*}
\Delta_{\mathrm{i}}\left(p_{\mathrm{T}}\right)=y_{\mathrm{v}_{\mathrm{i}}}\left(p_{\mathrm{T}}\right)-y_{\mathrm{s}}\left(p_{\mathrm{T}}\right), \tag{7.17}
\end{equation*}
$$

where $s$ denotes the standard value of a cut and $v_{i}$ the variation number $i$ of the same cut. The mean of the absolute value of the deviations $\Delta_{i}$ was taken as systematic uncertainty. One further step was to assess whether the difference between standard and variation is significant or caused by variations due to the statistical uncertainty [171]. To do so, the statistical uncertainty of the deviation $\left(\sigma_{\Delta_{\mathrm{i}}}\right)$ was calculated from the statistical uncertainties of the yield $\left(\sigma_{y}\right)$ :

$$
\begin{equation*}
\sigma_{\Delta_{\mathrm{i}}}\left(p_{\mathrm{T}}\right)=\sqrt{\left(\sigma_{y_{\mathrm{v}_{\mathrm{i}}}}\left(p_{\mathrm{T}}\right)\right)^{2}-\left(\sigma_{y_{\mathrm{s}}}\left(p_{\mathrm{T}}\right)\right)^{2}} \tag{7.18}
\end{equation*}
$$

and if

$$
\begin{equation*}
\Delta_{\mathrm{i}}\left(p_{\mathrm{T}}\right)>\sigma_{\Delta_{\mathrm{i}}}\left(p_{\mathrm{T}}\right), \tag{7.19}
\end{equation*}
$$

the deviation in that $p_{\mathrm{T}}$ bin was considered significant. This assessment was considered in the next step, the smoothing of the systematic uncertainties; Because large fluctuations of the systematic uncertainty as a function of $p_{\mathrm{T}}$ (see left panels of Figures 7.16, 7.17 and 7.18 ) are unphysical, polynomial functions that fit the data points are chosen. The criterion from Equation 7.19 is considered in these choices. For the final values of systematic uncertainties, these functions are evaluated at the $p_{\mathrm{T}}$ bin centers. The result is shown in the right panels of Figures 7.16, 7.17, and 7.18.
The complete aforementioned procedure was carried out for all applied track, photon- and meson cuts. Afterward, the systematic uncertainties from all varied cuts was added quadratically for each $p_{\mathrm{T}}$ bin, together with the uncertainties arising from the material budget, the yield extraction, and the mass
resolution, which accounts for the fact that the invariant mass peak positions in data and MC differ. The material budget uncertainty is caused by the imperfect implementation of detector materials and geometry in GEANT; In the simulation of the passage of photons through the detector, the photon conversion probability strongly depends on the traversed material (just the same as in reality), which is implicitly included in the photon reconstruction efficiency. Therefore, an incorrect implementation of material in the simulation introduces an error in the efficiency and therefore also the measured spectra. The magnitude of this error was estimated in [172] to amount to $4.5 \%$ on single photon spectra and therefore $2 \times 4.5 \%=9 \%$ on neutral meson spectra. Consequently, in this analysis an uncertainty of $9 \%$ is added to the systematic uncertainty of the $\pi^{0}$ and $\eta$ spectra.
In order to estimate the uncertainty of the raw yield extraction procedure,


Figure 7.16: Systematic uncertainties of $\pi^{0}$ Top: Raw and Bottom: Smoothed, with material budget and mass resolution uncertainty and the quadratic sum of all contributions. The left figures show the $0-10 \%$ centrality class and the right figures $60-80 \%$.
the integration range was varied (see Table 7.4 and the dashed lines in Figure 7.4 illustrate the variations). In addition, as described in Section 7.3, the combinatorial background invariant mass distributions are normalized in a region on the right side of the peak. The second variation which is
considered in the yield extraction uncertainty is to choose a region on the left side of the peak for the normalization. The uncertainty of the choice of fit function to the remaining background is implicitly included by the variation of integration window. When choosing an appropriate function, that uncertainty is small, when choosing an inappropriate function, it is larger.
Figures 7.16, 7.17 and 7.18 illustrate how the aforementioned procedure


Figure 7.17: Systematic uncertainties of $\eta$ Top: Raw and Bottom: Smoothed, with material budget and mass resolution uncertainty and the quadratic sum of all contributions. The left figures show the $0-10 \%$ centrality class and the right figures 60-80\%.
was carried out in the centrality classes $(0-10) \%$ and $(60-80) \%$. The values for those in between were determined by linear interpolation. For the $\pi^{0}$, the systematic uncertainty due to the material budget uncertainty is clearly dominating, whereas for the $\eta$ meson it is of similar size as the other contributions. For the $\eta / \pi^{0}$ ratio, the material budget and mass resolution uncertainties cancel out. One can also see that the yield extraction uncertainty is one of the major sources of uncertainty. In central collisions, it gets especially large at low $p_{\mathrm{T}}$, where the signal to background ratio gets worse, whereas in peripheral collisions this uncertainty increases in particular at high $p_{\mathrm{T}}$, where one is running out of statistics (Faster than in central collisions). At low $p_{\mathrm{T}}$ the description of the remaining background in the in-


Figure 7.18: Systematic uncertainties of the $\eta / \pi^{0}$ ratio Top: Raw and Bottom: Smoothed, with the quadratic sum of all contributions (material budget and mass resolution uncertainties cancel in the ratio). The left figures show the $0-10 \%$ centrality class and the right figures $60-80 \%$.
variant mass spectra (after subtracting the mixed event background) plays a crucial role. Compared to the statistical, the systematic uncertainty is dominating. Only in peripheral collisions at high $p_{\mathrm{T}}$ the statistical uncertainty is larger than the systematic uncertainty.

### 7.6 Neutral meson results

The measured fully corrected invariant yields, as defined in Equation 7.4, are shown in Figure 7.19 for different centrality classes, for the $\pi^{0}$ on the left and the $\eta$ meson on the right. For comparison to theoretical calculations, data points are drawn to visualize the content of the histograms by using the method from [175]; When plotting a histogram containing counts which have been measured in extended bin ranges, according to a certain underlying, unknown, non-linear distribution, the best x (in this case $p_{\mathrm{T}}$ ) value to plot a data point is not the bin center. Rather, the most accurate $x$ value can be calculated from the expected functional form of the distribution. This introduces an uncertainty because the functional form is not


Figure 7.19: Invariant yields in different centrality classes. Vertical error bars indicate statistical uncertainties and the height of the boxes corresponds to the systematic uncertainties. The horizontal extension of the boxes indicate the bin widths. The meson yields N are counted within these bins and then divided by the bin widths $\Delta p_{\mathrm{T}}$. The data is compared to calculations by J.-F. Paquet et al. [129], V. Begun et al. [173] and the EPOS model [174].
known before (it is what is supposed to be determined by the measurement), but this uncertainty can be smaller than the error one makes by plotting the point at the center or barycenter. Instead of shifting the $\mathrm{x}\left(p_{\mathrm{T}}\right)$ value, one can shift the y (yield) value accordingly instead, while leaving the x value of the point unchanged, at the bin center. The latter approach was applied to the spectra for plotting as well as before calculating the $R_{\mathrm{AA}}$ and $\eta / \pi^{0}$ ratio.
The $\pi^{0}$ spectra are in good agreement with the calculations by V. Begun et al. [173], which focus on explaining effects that are relevant in the low $p_{\mathrm{T}}$ region. The calculations are based on a statistical hadronization model (SHM), the Cracow single-freeze-out model [176]. The time and size of the medium at freeze-out are parameters that have been fitted to measurements of charged pion and kaon spectra. A non-equilibrium version was developed in order to try to explain discrepancies of LHC measurements to the previous models, which could reproduce RHIC measurements well. This NEQ version is based on the sudden hadronization of the QGP [173]. The $\pi^{0}$ measurement does not favor one of them within the current uncertainties. Data and SHM differ between $2<p_{\mathrm{T}}<3 \mathrm{GeV} / \mathrm{c}$ in peripheral events. The spectra which were measured in central and semi-central events were also compared to calculations by Paquet et al. [129]. Here, a viscous hydrodynamics simulation with IP Glasma [110] initial conditions is used. The
results are in good agreement for $p_{\mathrm{T}}<3 \mathrm{GeV} / \mathrm{c}$. Above that, the calculation is accompanied by significant theoretical uncertainties [177], which have not yet been estimated and therefore are not shown in the figure. The spectra that have been obtained from the EPOS model [174] are in good agreement with the data up to $p_{\mathrm{T}}=6 \mathrm{GeV} / \mathrm{c}$ for all centrality classes and both mesons. In this approach, the medium, as well as jets and the interaction between the two, are modeled in order to obtain a good description in all $p_{\mathrm{T}}$ ranges. The calculation starts with flux tubes from initial collisions (hard scatterings and initial and final state radiation), which contribute to jets and the medium, depending on whether their energy is larger than their energy loss in the medium. The evolution of the medium is modeled with hydrodynamics. Viscosity is mimicked by choosing artificially large values for the radii of the flux tubes, which results in smoother distributions of the initial energy density in the transverse plane.
Figure 7.20 shows the ratio of the $\pi^{0}$ and $\eta$ spectra. In the left panel, the


Figure 7.20: Left: $\eta / \pi^{0}$ ratio in different centrality classes compared to the ratio in pp collisions [178] and to calculations by Paquet et al. [129]. Right: $\eta / \pi^{0}$ ratio in $0-20 \%$ most central collisions, compared to $m_{\mathrm{T}}$-scaling and calculations from the DCZW model [86] with two different initial values of the jet transport parameter $\hat{q}_{0}$.
different centrality classes are compared to each other and to the result from pp collisions [178] with the same center-of-mass collision energy. The calculation from Paquet et al. agrees up to 3 GeV with our measurement. As mentioned before, the calculation is accompanied by significant theoretical uncertainties for larger $p_{\mathrm{T}}$. The right panel shows only the data from most central events compared to the expected curve in case $m_{\mathrm{T}}$-scaling would hold (see also Equation 8.9). A deviation is seen especially in the region $2<p_{\mathrm{T}}<4 \mathrm{GeV} /$ c. The last point could also be a statistical fluctuation. In the DCZW model, medium-modified fragmentation functions are calculated from vacuum FFs for $\pi^{0}$ and $\eta$ mesons, using the higher-twist approach
[86] in order to incorporate parton energy loss due to multiple scattering via gluon emission. The event-by-event CLVisc (ideal) ( $3+1$ ) D hydrodynamics model from [179] is used to obtain the space-time evolution of the medium parameters like parton density and temperature. The comparison shows that the current $\eta / \pi^{0}$ ratio measurement is not yet sensitive to the jet transport coefficient $\hat{q}$.
In Figure 7.21 the nuclear modification factors of $\pi^{0}$ and $\eta$ mesons are


Figure 7.21: Nuclear modification factor $R_{\mathrm{AA}}$ for $\pi^{0}$ and $\eta$ in different centrality classes, with comparison to theoretical calculations by Djordjevic et al. [180] and Vitev et al. [181].
plotted. They have been calculated from the yields in $\mathrm{Pb}-\mathrm{Pb}$ from this work and the $\pi^{0}$ and $\eta$ meson cross sections in pp collisions from [178] according to Equation 4.1. The expected centrality-dependent suppression is observed for the $\pi^{0}$ as well as for the $\eta$ meson. The $\pi^{0} R_{\mathrm{AA}}$ is compared to theoretical calculations by Djordjevic et al. [180] and Vitev et al. [181] in Figure 7.21. The results by Vitev et al., based on the soft collinear effective theory $\mathrm{SCET}_{\mathrm{G}}$ for the propagation of jets in matter, are plotted as bands, illustrating the variation of the coupling ( $1.9<g<2.2$ ). The authors of [180] have provided two calculations, one with a constant temperature medium and a new development with Bjorken expansion, which are plotted in orange and red respectively. In peripheral events the $\pi^{0} R_{\mathrm{AA}}$ favors the calculation with Bjorken expansion.

## Chapter 8

## Measurement of direct photons

Most of the photons which enter our detectors originate from the decay $\pi^{0} \rightarrow \gamma \gamma$ because pions are abundantly produced and the majority of neutral pions decays to two photons. Direct photons however are defined as photons not originating from hadron decays. Because of the very short decay length of the $\pi^{0}, c \tau=25.5 \mathrm{~nm}[161]$, there is no way to distinguish decay and direct photons individually, photon by photon, in the reconstruction or analysis. Therefore, we use a statistical method and measure the ratio of inclusive photons over decay photons, differential in $p_{\text {T }}$ and collision centrality. Any excess over 1 can then be interpreted as direct photon signal. In order to eliminate some of the experimental uncertainties, we measure the double ratio:

$$
\begin{equation*}
R_{\gamma}=\frac{\gamma_{\mathrm{I}} / \pi_{\mathrm{M}}^{0}}{\gamma_{\mathrm{D}} / \pi_{\mathrm{G}}^{0}}=\frac{\gamma_{\mathrm{I}}}{\gamma_{\mathrm{D}}} \tag{8.1}
\end{equation*}
$$

How the inclusive photon invariant yield $\gamma_{\mathrm{I}}$ is obtained, will be described in Section 8.1. The decay photon spectra $\gamma_{D}$ are provided by a Monte Carlo simulation which is based on the measured $\pi^{0}$ and $\eta$ meson spectra, which are the most important sources of decay photons. The quantity $\pi_{M}^{0}$ in the formula is the measured $\pi^{0}$ invariant yield, which was presented in chapter 7 . $\pi_{\mathrm{G}}^{0}$ is the $p_{\mathrm{T}}$ distribution of $\pi^{0}$ generated by the simulation, according to the parametrization of $\pi_{\mathrm{M}}^{0}$. The simulation will be described in greater detail in Section 8.2.

### 8.1 Inclusive photons

Inclusive photons are all produced photons, in our case measured with the photon conversion method as described before. It is the same photon sample that we use to build pairs for the invariant mass analysis of the neutral meson measurement. The corrections (Secondaries $N_{\gamma}^{\text {sec }}$, purity $P$, reconstruction
efficiency $\epsilon$, conversion probability $C$ ), which have to be applied to the raw photon yield $N_{\gamma}^{\text {raw }}$, in order to obtain the inclusive photon invariant yield $\gamma_{\mathrm{I}}$ according to the following formula, will be described in the following paragraphs.

$$
\begin{equation*}
\gamma_{\mathrm{I}}=E \frac{\mathrm{~d}^{3} N_{\gamma}}{\mathrm{d} p^{3}}=\frac{\mathrm{d}^{2} N}{2 \pi p_{\mathrm{T}} \mathrm{~d} p_{\mathrm{T}} \mathrm{~d} y}=\frac{P\left(N_{\gamma}^{\mathrm{raw}}-N_{\gamma}^{\text {sec }}\right)}{2 \pi N_{\mathrm{ev}} \epsilon C p_{\mathrm{T}} \Delta p_{\mathrm{T}} \Delta y} \tag{8.2}
\end{equation*}
$$

Here, $N_{\mathrm{ev}}$ is the number of analyzed collision events. The considered range in (pseudo)rapidity is $\Delta y=1.6$ ( $y=\eta$ for photons and $|\eta|<0.8$ ). The bin widths and centers enter as $\Delta p_{\mathrm{T}}$ and $p_{\mathrm{T}}$.

### 8.1.1 Correction for secondaries

Decay photons can come from decays of primary or secondary hadrons. The latter category we label secondary photons. It is subtracted at this point just like we have subtracted secondary $\pi^{0}$ from the sample of all measured ones. To do so, we use a cocktail simulation, similar to the previously described one (Section 7.4), based on measured spectra of particles which decay via the weak force into particles with photon decays. The most important considered chains are listed in Table 7.5. This time, not only the weak decays to secondary hadrons, but also the subsequent electromagnetic decays are simulated. The resulting secondary gamma spectra are converted to raw yields ( $N_{\gamma}^{\text {sec }}$ ) with correction factors obtained from the detector simulation, in order to subtract them from the inclusive photon raw yields $N_{\gamma}^{\text {raw }}$, because the correction factors in Equation 8.2 differ between primary and secondary photons (see Figure 8.1). The resulting raw secondary gamma spectra are



Figure 8.1: Correction factors (conversion probability $C$ and efficiency $\epsilon$ ) for secondary photons, calculated from MC for the $0-20 \%$ centrality class, compared to those of primary photons.
displayed in Figure 8.2.


Figure 8.2: Raw spectra of secondary photons $N_{\gamma}^{\text {sec }}$ in two centrality classes, from the data-driven cocktail simulation (filled markers) and from the standard MC simulation relying on model-based particle generation (open markers). The rest denotes photons from interactions of particles with the detector material.

### 8.1.2 Cut studies for purity enhancement

To take into account the fact that not all reconstructed photons are true photons, but some are falsely reconstructed from randomly paired tracks, we calculate a purity correction $P$ from the MC simulation,

$$
\begin{equation*}
P=\frac{N_{\gamma}^{\text {true primary }}}{N_{\gamma}^{\text {primary }}} \tag{8.3}
\end{equation*}
$$

which is used in Equation 8.2. After all MC photons have been reconstructed, we check for each candidate if the two associated tracks are truly an electron and a positron with the same mother photon in order to obtain the distribution of true photons. If a photon is a primary can also be checked with MC information.
When choosing selection cuts, we have to consider the trade-off between purity and efficiency. Ideally, the cut variables separate signal and background. In reality, the overlap region is kept if one wants to maximize the efficiency and it is removed if the purity should be maximized. In particular, if the distribution of a quantity in data is well described by MC, one can tolerate a moderate loss in efficiency in order to gain purity. When analyzing photons we use different cuts than in the neutral meson analysis because the photon purity is more important: In the meson analysis the invariant mass of a photon pair including a falsely reconstructed $\mathrm{V}_{0}$ is not at the $\pi^{0}$ (or $\eta$ ) mass and is therefore not considered in the yield. In the photon analysis however, the purity enters as a factor in the corrected yield. At low $p_{\mathrm{T}}$ in central
events, this would be a $25 \%$ correction with consequently large uncertainties, because it is calculated from MC, which does not perfectly describe particle abundancies, $p_{\mathrm{T}}$ spectra, and flow effects of real data. For example, the number of $K_{\mathrm{s}}^{0} \rightarrow \pi^{+} \pi^{-}$processes that are falsely reconstructed as photon conversions is a quantity that depends on the $K_{\mathrm{s}}^{0}$ abundancy, which is not perfectly reproduced by MC. Therefore, to keep the measurement uncertainties as small as possible, the photon purity needs to be as high as possible. Within this work, the effects of cut variations on the photon purity and efficiency have been studied as described in the following. Figure 8.3


Figure 8.3: Ratio $c_{\mathrm{i}}$ of falsely reconstructed over true photons by contribution i, when using the same cuts that are used in the neutral meson analysis (see Table 7.3), in two centrality classes. In the legend, the particle species of the two tracks, that are falsely used instead of $e^{+} e^{-}$pairs from photon conversions, are denoted.
shows the ratio of falsely reconstructed $\mathrm{V}_{0}$ from different contributions to true photons, with the cuts from the neutral meson analysis. It shows the large contributions from e- $\pi$ pairs, $\pi-\pi, \pi-\mathrm{p}, \mathrm{e}-\mathrm{p}$, and e-e. A small portion of pions, kaons, and protons can pass the PID cuts which are supposed to identify electrons and positrons, and therefore enter the $V_{0}$ reconstruction. Therefore, the effect of different PID cuts on the photon purity was tested. In the TPC dEdx vs $p_{\mathrm{T}}$ distribution, the pion, kaon, and proton lines cross the electron line between 0.1 and 1 GeV track momentum and approach it again at higher $p_{\mathrm{T}}$ (see Figure 6.6). We use a $3 \sigma$ cut around the electron expectation line, which improves the purity and the signal to background ratio for $p_{\mathrm{T}}<2 \mathrm{GeV} / c$ photon momentum compared to the $-3<n \sigma_{\mathrm{e}}<5$ cut used in the neutral meson analysis. At $3 \sigma$ away from the electron expectation, the number of true electron tracks in MC has decreased to $1 \%$ of the maximum number.
In addition, we use a strict rejection of tracks that are too close to the pion expectation ( $3 \sigma$ ) up to $8 \mathrm{GeV} / c$ (instead of only up to $2 \mathrm{GeV} / c$ ) and a less strict cut afterward ( $2 \sigma$ ) where the $\mathrm{d} E / \mathrm{d} x$ separation is weaker and we have
to make sure that the efficiency does not decrease too much.
For the TOF PID (see Figure 6.7) the arrival time of a particle in the detector is measured relative to the time of the collision, and compared to the expectation for the different particle species, as a function of $p_{\mathrm{T}}$. In a similar way as for the TPC PID, we select tracks with are not more than $4 \sigma$ away from the electron line. The cut is only applied in the region $0.4<p_{\mathrm{T}}<2.5$ $\mathrm{GeV} / c$ because at high $p_{\mathrm{T}}$ the purity is not enhanced by a large factor which could justify the loss of efficiency, and at low $p_{\mathrm{T}}$ we found that the corrected $\pi^{0}$ yield was changed by the cut, which should not be the case because it is corrected for reconstruction efficiency, which accounts for different cut selections.
The purity and efficiency ratios with different PID cuts are shown in Fig-


Figure 8.4: Effect of different modifications to PID cuts on the photon purity and efficiency (ratio to 1 ) for the most central events ( $0-10 \%$ ).
1: Neutral meson analysis cuts as in Table 7.3
2: $3 \sigma$ around the pion line for $0.4 \mathrm{GeV} / c<p_{\mathrm{T}}<8 \mathrm{GeV} / c, 1 \sigma$ above
3: TPC electron selection cut $3 \sigma$
4: TOF $4 \sigma$ cut for $0.4<p_{\mathrm{T}}<2.5 \mathrm{GeV} / c$.
ure 8.4. One can see that the TPC pion rejection cut improves the purity around $4 \mathrm{GeV} / c$ by $13 \%$. The TOF cut combined with the stricter TPC electron selection cut enhances the purity at low $p_{\mathrm{T}} \approx 1 \mathrm{GeV} / \mathrm{c}$ by $14 \%$. When analyzing the dataset at hand with cuts that have been used in previous photon analyses [164], the purity was lower than in [164]. A reason can be differences in the datasets and MC productions. With respect to that cut selection, the purity could be improved by $5 \%$ around $p_{\mathrm{T}}=1 \mathrm{GeV} / \mathrm{c}$. After the PID cut modifications the combinatorial ee contamination dominates for $p_{\mathrm{T}}>2 \mathrm{GeV} / c$.
In a further step, the distribution of photon cut quantities for true and non-true photons was investigated with MC information to evaluate their separation power. In particular, we were interested in the pion and proton contamination, which is strong at low $p_{\mathrm{T}}<2 \mathrm{GeV} / c$ where we are especially interested in direct photons. Two examples are shown in Figure 8.5. In the $\chi^{2}-\Psi_{\text {pair }}$ plane, the signal is distributed over the colored shape, whereas


Figure 8.5: Signal-background separation power of $q_{\mathrm{T}}-p_{\mathrm{T}}$ cut (top) and the $\chi^{2}-$ $\Psi_{\text {pair }}$ cut (bottom) in the most central events ( $0-10 \%$ ). True photons (the color visualizes the number) are plotted together with falsely reconstructed photons (grey) from electrons and pions (left) as well as from e-p and $\pi$-p (right). The green, magenta and white lines denote different cut options.
the background including pions and protons extends towards higher values of both variables. An exponential cut is used instead of a triangular shaped one, in order to follow the shape of the distribution of true photons. In the Armenteros-Podolanski plot we do the same $q_{\mathrm{T}}-\alpha$ cut as in the meson analysis, but here the $q_{\mathrm{T}, \max }$ depends in addition on the $p_{\mathrm{T}}$, for the same reason. As it can be seen in the figure, this will mostly reduce the pion contamination because the proton contamination is located at higher $p_{\mathrm{T}}$. The final cuts are summarized in Table 8.1. The resulting purities and efficiencies are shown in Figure 8.6 and Figure 8.8 .

| Track selection |  |
| :--- | :--- |
| Pion rejection | $\mathrm{n} \sigma_{\pi}>3$ for $0.4<p<8 \mathrm{GeV} / c$ |
|  | $\mathrm{n} \sigma_{\pi}>2$ for $p>8 \mathrm{GeV} / c$ |
| Electron selection | $-3<\mathrm{n} \sigma_{\mathrm{e}}<3$ |
| TOF PID | $-4<\mathrm{n} \sigma_{\mathrm{e}}<4$ for $0.4<p_{\mathrm{T}}<2.5 \mathrm{GeV} / c$ |
| Acceptance | $\|\eta\|<0.8$ |
| Photon selection |  |
| Photon quality | $\chi^{2}<30$ |
| PsiPair | $\left\|\Psi_{\mathrm{pair}}\right\|<0.15 * \exp \left(-0.15 * \chi^{2}\right)$ |
| Armenteros-Podolanski | $\left(\alpha / \alpha_{\max }\right)^{2}+\left(q_{\mathrm{T}} / q_{\mathrm{T}, \max }\right)^{2}<1$ |
|  | $q_{\mathrm{T}, \max }=0.11 p_{\mathrm{T}}, q_{\mathrm{T}, \max }=0.04, \alpha_{\max }=0.95$ |
| Acceptance | $\left\|\eta_{\mathrm{V}}\right\|<0.8$ |

Table 8.1: Cuts which were modified with respect to the neutral meson analysis cuts presented in Table 7.3.


Figure 8.6: Purity with the final cuts for the $0-20 \%$ and $60-80 \%$ centrality classes. The other centrality classes are shown in section B.1.

### 8.1.3 Unfolding

In the next step, the fact that the reconstructed $p_{\mathrm{T}}$ of a photon can differ from the true $p_{\mathrm{T}}$ is taken into account by iterative Bayesian unfolding [182] of the measured spectra. Figure 8.7 shows the correlation of true and reconstructed $p_{\mathrm{T}}$ which is obtained from the MC simulation. The straight diagonal line is broadened by the limited detector resolution. At higher $p_{\mathrm{T}}$ where the width is small, one can see the effect of conversion electrons loosing energy due to Bremsstrahlung. This information is used in the unfolding procedure as it gives the probability to reconstruct a certain $p_{\mathrm{T}}$, given the true $p_{\mathrm{T}}$. In the first iteration, the distribution of MC photons as a function of true $p_{\mathrm{T}}$ is taken as a prior for the distribution of true $p_{\mathrm{T}}$ in data. As a result, we obtain the probability distribution for a true $p_{\mathrm{T}}$, given the reconstructed $p_{\mathrm{T}}$, which is then used as a prior in the next iteration. Four iterations are carried out.


Figure 8.7: Correlation of true and reconstructed $p_{\mathrm{T}}$ of photons from MC in two different centrality classes. The color visualizes the number of photons in the respective bin.

### 8.1.4 Reconstruction efficiency and conversion probability

In the next step, we correct the measured photon spectra for reconstruction inefficiencies. The efficiency $\epsilon$ is defined as the ratio of reconstructed and validated primary photons over all generated and converted primary ones, where in both numerator and denominator the MC photon distributions as a function of the true $p_{\mathrm{T}}$ are used. It is shown in Figure 8.8.

$$
\begin{equation*}
\epsilon=\frac{N_{\gamma}^{\text {true primary }}}{N_{\gamma}^{\text {conv primary }}} \tag{8.4}
\end{equation*}
$$

The conversion probability enters as a separate factor, calculated as the


Figure 8.8: Reconstruction efficiency $\epsilon$ of primary photons in two different centrality classes. The other centrality classes are shown in section B.2.
ratio of the converted primary photons over all primary photons which were generated in the considered rapidity window.

$$
\begin{equation*}
C=\frac{N_{\gamma}^{\text {conv primary }}}{N_{\gamma}^{\text {gen primary }}} \tag{8.5}
\end{equation*}
$$



Figure 8.9: Conversion probability $C$ of primary photons in two different centrality classes.

### 8.2 Decay photons

In the last section, it was described how the invariant yield of inclusive photons $\gamma_{\mathrm{I}}$, needed for Equation 8.1, is measured. This section is concerned with obtaining the decay photon yield $\gamma_{D}$. As it was described before, decay photons originate mostly from $\pi^{0}$ decays, but also from other hadrons like for example $\eta$ mesons. In the employed method, these hadrons with known photon decays are generated in a cocktail simulation, according to parametrizations of their invariant yields, measured in the same collision system and energy. Afterward, the particle decays are simulated using branching ratios provided by the PDG [161] and as a result, we obtain the invariant yield of decay photons.

### 8.2.1 Cocktail input

For the parametrization of the $\pi^{0}$ and the $\eta$, we use the invariant yield measured with the invariant mass method and photons from PCM as described in the previous Section 7. For the $\eta$ meson, we parametrize the measured ratio $\eta / \pi^{0}$ and then multiply it with the $\pi^{0}$ parametrization. This intermediate step is done instead of parametrizing the measured $\eta$ spectra directly because the $\eta$ meson measurement has fewer points with larger uncertainties than the one of the $\pi^{0}$ and it is difficult to constrain the parametrization. When parametrizing the ratio however, we can use previous knowledge on the expected shape, for example that it should not change dramatically in the region $p_{\mathrm{T}}>4 \mathrm{GeV} / \mathrm{c}$, like it was observed in previous measurements of $\eta / \pi^{0}$ for exampe in [87] and [88].
The following function [183] is used to parametrize the $\pi^{0}$ :


Figure 8.10: Parametrizations of measured $\pi^{0}$ spectra and $\eta / \pi^{0}$ ratios in all centrality classes.

$$
\begin{align*}
p\left(p_{\mathrm{T}}\right) & =N_{0} p_{\mathrm{T}} \frac{\sqrt{p_{\mathrm{T}}^{2}+m^{2}}-p_{\mathrm{T}} \beta}{\sqrt{1-\beta^{2}}} \exp \left(\frac{-\sqrt{p_{\mathrm{T}}^{2}+m^{2}}+p_{\mathrm{T}} \beta}{\sqrt{1-\beta^{2}} T_{\mathrm{kin}}}\right)  \tag{8.6}\\
& +N_{1}\left(\frac{a}{1+p_{\mathrm{T}}}\right)^{n_{1}}+N_{2}\left(\frac{b}{1+p_{\mathrm{T}}}\right)^{n_{2}}
\end{align*}
$$

It has 9 free parameters and is motivated phenomenologically. The first part of the sum describes an expanding particle source, where $\beta$ is the flow velocity and $T_{\text {kin }}$ the kinetic freeze-out temperature. The other two components are identical functions describing particles created in hard scatterings. The particle mass $m$ is a fixed parameter in the fit. The $\eta / \pi^{0}$ ratio is fitted with the function $q_{1} / q_{2}$ with another phenomenologically motivated function:

$$
\begin{equation*}
\left.q_{\mathrm{i}}\left(p_{\mathrm{T}}\right)=A_{\mathrm{i}}\left(p_{\mathrm{T}}^{-\left(a_{\mathrm{i}}+\frac{b_{\mathrm{i}}}{p_{\mathrm{T}}^{c_{\mathrm{i}}}+d_{\mathrm{i}}}\right.}\right)\right) \tag{8.7}
\end{equation*}
$$

Figure 8.10 shows the obtained parametrizations. They agree with the measured points within $10 \%$ deviation and in particular within the statistical uncertainties (see section B.3).
Table 8.2 shows a list of considered mother particles with known decays including at least one photon. The second column lists the most relevant decay and the third column its branching ratio. Only hadrons that have at least one photon in the first step of the decay chain are considered. Photons from a decay chain like $\eta \rightarrow 3 \pi^{0} \rightarrow 6 \gamma$ are included in the decay photons from $\pi^{0}$ because the measured $\pi^{0}$ spectrum contains those from $\eta$ decays. Secondary photons like those from $K_{\mathrm{L}}^{0} \rightarrow 3 \pi^{0} \rightarrow 6 \gamma$ are not included in the cocktail simulation and have been removed consistently from the measured inclusive photon and $\pi^{0}$ spectra. In the fourth column of Table 8.2 it is indicated if a parametrization is based on a fit to a measurement or if it has been obtained from transverse mass $\left(m_{\mathrm{T}}\right)$ scaling, a concept which

| hadron | decays <br> into | BR [\%] to <br> this mode [161] | measured via | $C_{m_{\mathrm{T}}}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\pi^{0}$ | $\gamma \gamma$ | $98.82 \pm 0.03$ | $M_{\gamma \gamma}$, PCM |  |
| $\eta$ | $\gamma \gamma$ | $39.41 \pm 0.20$ | $M_{\gamma \gamma}$, PCM, $\eta / \pi^{0}$ |  |
| $\eta^{\prime}$ | $\rho^{0} \gamma$ | $28.99 \pm 0.50$ | $m_{\mathrm{T}}$ scaling from $\pi^{0}$ | $0.4[184],[170]$ |
| $\omega$ | $\pi^{0} \gamma$ | $8.40 \pm 0.22$ | $m_{\mathrm{T}}$ scaling from $\pi^{0}$ | $0.85[184]$ |
| $\rho^{0}(770)$ | $\pi^{+} \pi^{-} \gamma$ | $<0.01$ | $m_{\mathrm{T}}$ scaling from $\pi^{0}$ | $1.0[184],[170]$ |
| $\rho^{ \pm}$ | $\pi^{ \pm} \gamma$ | $<0.001$ | $m_{\mathrm{T}}$ scaling from $\pi^{0}$ | 1.0 |
| $\phi$ | $\eta \gamma$ | $1.30 \pm 0.03$ | measured [185] | $0.35[184]$ |
| $K_{\mathrm{S}}^{0}$ | $\pi^{+} \pi^{-} \gamma$ | $<0.01$ | measured [168] |  |
| $K_{\mathrm{L}}^{0}$ | $\pi^{ \pm} e^{ \pm} \nu \gamma$ | $<0.01$ | take $K_{\mathrm{S}}^{0}$ param. |  |
| $\Sigma^{0}$ | $\Lambda \gamma$ | 100 | $m_{\mathrm{T}}$ scaling from p | $0.49[186]$ |
| $\Delta^{0}$ | $n \gamma$ | $0.55-0.65$ | $m_{\mathrm{T}}$ scaling from p $[187]$ | $1.0[186]$ |
| $\Delta^{+}$ | $p \gamma$ | $0.001-0.035$ | $m_{\mathrm{T}}$ scaling from p | $1.0[186]$ |
| $\Lambda$ | $n \gamma$ | $<0.01$ | $m^{2}$ |  |

Table 8.2: Considered hadrons with photon decays in the cocktail simulation. For every hadron, the most probable one is listed here together with its branching ratio.
was mentioned in Section 4.1. For the cocktail simulation, it is used to calculate the parametrizations of hadrons that have not been measured for $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$ according to formula 8.9, which follows from equation 8.8.

$$
\begin{gather*}
\mathrm{P}_{\mathrm{m} / \mathrm{b}}\left(m_{\mathrm{T}}\right)=C_{m_{\mathrm{T}}} \cdot \mathrm{P}_{\pi^{0} / \mathrm{p}}\left(m_{\mathrm{T}}\right)  \tag{8.8}\\
E \frac{\mathrm{~d}^{3} N_{\mathrm{m} / \mathrm{b}}}{\mathrm{~d} p^{3}}=\mathrm{P}_{\mathrm{m} / \mathrm{b}}\left(p_{\mathrm{T}}\right)=C_{m_{\mathrm{T}}} \cdot \mathrm{P}_{\pi^{0} / \mathrm{p}}\left(\sqrt{p_{\mathrm{T}}^{2}+m_{\mathrm{m} / \mathrm{b}}^{2}}\right) \tag{8.9}
\end{gather*}
$$

Parametrizations of these unexplored mesons $\left(\mathrm{P}_{\mathrm{m}}\right)$ are obtained from the $\pi^{0}$ parametrization $\mathrm{P}_{\pi^{0}}$. For baryons $\left(\mathrm{P}_{\mathrm{b}}\right)$, the proton parametrization $\left(\mathrm{P}_{\mathrm{p}}\right)$ is used instead. The factors $C_{m_{\mathrm{T}}}$, which have been determined from particle ratios in other measurements, or predicted by PYTHIA, are also listed in Table 8.2. As mentioned before, deviations from $m_{\mathrm{T}}$ scaling in AA collisions are reasonable and have been observed in this thesis (see Figure 7.20) and in [87] at intermediate $p_{\mathrm{T}}\left(2<p_{\mathrm{T}}<5 \mathrm{GeV} / \mathrm{c}\right)$ ) (as well as at low $p_{\mathrm{T}}<$ $3.5 \mathrm{GeV} / \mathrm{c}$ in $\mathrm{pp}[188]$ and $p_{\mathrm{T}}<4 \mathrm{GeV} / \mathrm{c}$ in $\mathrm{p}-\mathrm{Pb}$ [189] collisions). The largest contribution to the decay photon cocktail originating from a $m_{\mathrm{T}}$ scaled hadron comes from the $\omega$ meson and amounts to a few percent (see Figure 8.11).

### 8.2.2 Cocktail simulation

In the MC cocktail simulation, particles are generated with a random transverse momentum within $0<p_{\mathrm{T}}<50 \mathrm{GeV} / \mathrm{c}$ in the direction of random
azimuthal angle $\phi$ and random rapidity within $-1<y<1$. Afterward, the $p_{\mathrm{T}}$ parametrizations are used to scale the generated mother particles accordingly. Decays are simulated using PYTHIA [170]. The decay photon spectra $\gamma_{D}$ that were produced in the rapidity range which is considered for analysis of direct photons $(|y|<0.8)$ are stored together with the information about its mother. The contributions of the different mother particles to all decay photons are plotted in Figure 8.11. It shows that most decay photons originate from neutral pions, followed by $\eta, \omega$ and $\eta^{\prime}$ mesons.



Figure 8.11: Ratio of photons from a given source to all decay photons for two centrality classes.

### 8.3 Direct photons

In order to determine the direct photon double ratio $R_{\gamma}$ according to Equation 8.1, the $\pi^{0}$ analysis was repeated with the same cuts and in the same $p_{\mathrm{T}}$ binning as used in the inclusive photon measurement. From these two components, the $\gamma_{\mathrm{I}} / \pi_{\mathrm{M}}^{0}$ ratio was calculated. In addition, the $\gamma_{\mathrm{D}} / \pi_{\mathrm{G}}^{0}$ ratio is estimated from the decay photons and $\pi^{0}$ generated by the cocktail simulation. The results are presented in Section 8.5.
Direct photon spectra are calculated from the inclusive photon spectra and the double ratio using the following equation:

$$
\begin{equation*}
\gamma_{\mathrm{dir}}=\gamma_{\mathrm{I}} \cdot\left(1-\frac{1}{R_{\gamma}}\right) \tag{8.10}
\end{equation*}
$$

which follows from the definition of direct photons as inclusive minus decay photons:

$$
\begin{align*}
\gamma_{\text {dir }} & =\gamma_{\mathrm{I}}-\gamma_{\mathrm{D}} \\
& =\gamma_{\mathrm{I}}-\frac{\gamma_{\mathrm{I}}}{R_{\gamma}} \tag{8.11}
\end{align*}
$$

### 8.4 Systematic uncertainties

The systematic uncertainties were estimated in a similar way as those for the neutral mesons. The analysis was repeated with varied cuts and the differences of the physics observables were calculated. These are the inclusive photon spectra $\gamma_{\mathrm{I}}$ and the $R_{\gamma}$. By calculating the difference of the ratio directly, some of the uncertainties (and also possible errors) which affect the numerator and the denominator cancel out. Smoothing of the uncertainties as a function of $p_{\mathrm{T}}$ was also applied as described in Section 7.5. Due to the moderate dependency on the centrality class, the systematic uncertainty values estimated in the $0-20 \%$ class were used as an estimate for those in $20-40 \%$ and the ones from $60-80 \%$ were used for the $60-80 \%$ centrality class. One exception is the $\pi^{0}$ yield extraction. The effect on the direct photon observables of varying the latter was evaluated in all centrality classes. The uncertainties of the direct photon spectra $\gamma_{\text {dir }}$ follow from error propagation using those of $\gamma_{\mathrm{I}}$ and $R_{\gamma}$ according to Equation 8.10. One can see from the


Figure 8.12: Smoothed systematic uncertainties of inclusive photons (single contributions separately and the quadratic sum) for $0-20 \%$ and $60-80 \%$.

Figures 8.12 and 8.13 that the material budget is the origin of the largest systematic uncertainty. In central events, the next largest contribution is caused by the PID cuts. For the $R_{\gamma}$, the uncertainty due to the yield extraction is a relevant contribution because the $\pi^{0}$ spectra enter the calculation of $R_{\gamma}$. The cocktail contribution accounts for the uncertainty in the choice of parametrizations for the $\eta / \pi^{0}$ ratio and $\pi^{0}$, as well as the deviation from $m_{\mathrm{T}}$ scaling for the $\omega$ meson. Of those, the $\eta / \pi^{0}$ ratio uncertainty dominates. It is chosen to decrease for increasing $p_{\mathrm{T}}$, because the shape of the $\eta / \pi^{0}$ ratio is known better at higher $p_{\mathrm{T}}$. The value at low $p_{\mathrm{T}}$ is estimated using the uncertainty of the $\eta$ measurement multiplied with the percentage of decay photons originating from $\eta$ mesons.


Figure 8.13: Smoothed systematic uncertainties of $R_{\gamma}$ (single contributions separately and the quadratic sum) for $0-20 \%$ and $60-80 \%$.

### 8.5 Direct photon results

The measured inclusive photon and simulated decay photon spectra ( $\gamma_{\mathrm{I}}$ and $\gamma_{\mathrm{D}}$ from Equation 8.1, Equation 8.2, and Equation 8.11) are compared in Figure 8.14. The two ratios which enter the double ratio (numerator and denominator of Equation 8.1) are compared in Figure 8.15. The double


Figure 8.14: Inclusive and decay photon spectra in central and peripheral events. For other centrality classes see Figure B.9.
ratio $R_{\gamma}$ itself is presented in Figure 8.16 for the centrality classes $0-20 \%$,


Figure 8.15: Comparison of $\gamma_{\mathrm{I}} / \pi_{\mathrm{M}}^{0}$ and $\gamma_{\mathrm{D}} / \pi_{\mathrm{G}}^{0}$ in central and peripheral events. For other centrality classes see Figure B.10.
$20-40 \%, 40-60 \%$ and $60-80 \%$. In the high $p_{\mathrm{T}}$ region of most central events, a clear direct photon signal is found. At lower $p_{\mathrm{T}}$ and in the other centrality classes, the measurement is consistent with a small or no direct photon contribution.
The right panel shows that the results from this thesis are in agreement with


Figure 8.16: Direct photon double ratios in different centrality classes with comparisons to PHENIX [121] and ALICE 2.76 TeV results [164]. The vertical lines represent statistical and the heights of the boxes systematic uncertainties. The widths of the boxes indicate the bin widths. Note that in the top right panel the $0-20 \%$ centrality class of 5.02 TeV is plotted with the $0-10 \%$ of 2.76 TeV .
those which were measured at the lower collision energy $\sqrt{s_{\mathrm{NN}}}=2.76 \mathrm{TeV}$ [164] within the uncertainties, but all data points lie below. The expected higher temperature, longer lifetime, and larger volume of a medium that is
produced with a higher collision energy is expected to also result in a larger thermal photon yield. In the calculations of [190], a larger direct photon signal was found for $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$ than for 2.76 TeV . This expectation can neither be confirmed (the measured points with 5.02 TeV lie consistently below those measured with 2.76 TeV ) nor excluded (the measured points are in agreement with [190] and other calculations for for 5.02 TeV ). The fact that different centrality classes are compared ( $0-10 \%$ of 2.76 TeV to $0-20 \%$ of 5.02 TeV ) is not expected to have a large influence, due to the moderate centrality dependence of the $R_{\gamma}$ at low $p_{\mathrm{T}}$ which is observed over the other centrality classes.
The current measurement extends the $p_{\mathrm{T}}$ coverage with respect to the previously published ALICE direct photon result in $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=$ 2.76 TeV [123] from $p_{\mathrm{T}}>0.9 \mathrm{GeV}$ to $p_{\mathrm{T}}>0.4 \mathrm{GeV}$, which corresponds to the $p_{\mathrm{T}}$ reach of the PHENIX measurement in $\mathrm{Au}-\mathrm{Au}$ collisions at $\sqrt{s_{\mathrm{NN}}}=$ 200 GeV [121]. In most central events, there is a clear discrepancy to the PHENIX measurement in the region $1-4 \mathrm{GeV} / \mathrm{c}$, as can be seen in the top left panel of Figure 8.16.
In the left panel of Figure 8.17 the measured double ratios are compared to


Figure 8.17: Direct photon double ratios in different centrality classes with results from theoretical calculations. Left: pQCD calculation of prompt photons [94]. To illustrate the theoretical uncertainty, for each centrality class three curves are drawn with different values for the renormalization and factorization scales $\mu_{\mathrm{R}}=\mu_{\mathrm{F}}=p_{\mathrm{T}}$, $p_{\mathrm{T}} / 2$ and $2 p_{\mathrm{T}}$. Parton distribution functions from [191] and fragmentation functions from [96] were used for this calculation. Right: Comparison to models combining the medium evolution and photon emission rates by C. Gale et al. [192], P. Dasgupta et al. [190], O. Linnyk et al. [106], and H. van Hees et al. [193].
calculations from [94]: The authors compute prompt photon production in
hadron-hadron collisions with pQCD to next-to-leading order in the strong coupling constant $\alpha_{\mathrm{s}}$. That includes the processes depicted in Figure 4.1. For comparison to the $R_{\gamma}$ which was measured in this thesis, the prompt photon contribution in $\mathrm{Pb}-\mathrm{Pb}$ collisions is calculated as:

$$
\begin{equation*}
R_{\gamma_{\mathrm{p}}}=\frac{\gamma_{\mathrm{D}}+\gamma_{\mathrm{p}} \cdot N_{\mathrm{coll}}}{\gamma_{\mathrm{D}}} \tag{8.12}
\end{equation*}
$$

where $\gamma_{\mathrm{p}}$ is the above-mentioned theoretically calculated prompt photon cross section in pp collisions, converted to an invariant yield and $N_{\text {coll }}$ is the average number of nucleon-nucleon collisions in the respective centrality class, taken from [65]. The quantity $\gamma_{\mathrm{D}}$ denotes the decay photon contribution. Here, the same cocktail simulation output is used to calculate the theoretical $R_{\gamma}$ which is used for the experimental one. Figure 8.17 shows that down to the $p_{\mathrm{T}}$ where the prompt photon contribution can be calculated with pQCD, the measured direct photon $R_{\gamma}$ is consistent with the prompt photon $R_{\gamma_{\mathrm{p}}}$ within the uncertainties.
As mentioned in Section 4.2, in order to compare direct photon measurements to theoretical calculations at lower $p_{\mathrm{T}}$, one has to combine photon emission rates from different sources, prompt and thermal photons, with the space-time evolution of the medium. This is done in the models from which calculations for $R_{\gamma}$ are plotted in the right panel of Figure 8.17. The calculations by P. Dasgupta et al. [190] use a longitudinally boost invariant $(2+1)$ dimensional ideal hydrodynamic framework. The initial conditions are generated by a MC Glauber model with a smooth energy density, however the authors suggest using fluctuating initial conditions with inhomogeneous energy density profiles in future calculations, like in their previous work [194]. The hydrodynamic simulation is starting at time $\tau_{0}=0.14 \mathrm{fm} / \mathrm{c}$, switching from QGP to hadron gas at $T=170 \mathrm{MeV}$. Thermal photons from the QGP and hadron gas as well as prompt photons from calculations in [195], based on the JETPHOX MC program (NLO pQCD), are included. Also in the calculations by van Hees et al. [193], a boost invariant ideal hydrodynamic framework with Glauber initial conditions is used to model the medium evolution. Prompt photons are obtained from the measured spectra in pp collisions, using the $x_{\mathrm{T}}$-scaling ansatz [196]. In the calculations by C. Gale et al. the description of the heavy-ion collision and medium evolution starts with IP-Glasma initial conditions [110]. In [192] the effect of including a pre-equilibrium phase is studied, described using the $\mathrm{K} ø \mathrm{MP} \varnothing \mathrm{ST}$ approach [197], before switching to modeling the QGP with relativistic hydrodynamics. The latter is done by using the MUSIC approach [198], which accounts for shear and bulk viscosity. The pre-equilibrium phase starts at time $\tau=0.1 \mathrm{fm} / \mathrm{c}$, which corresponds to a saturation scale of $Q_{\mathrm{s}}=2 \mathrm{GeV}$ and evolves into the hydrodynamic phase at $\tau_{0}=0.8 \mathrm{fm} / \mathrm{c}$. In order to obtain photon yields, photon emission rates are folded with the development of medium properties over time, obtained from KøMPøST and MUSIC. In
the pre-equilibrium phase, the required temperature is calculated from the energy density and the QCD equation of state. The hadronic phase, which starts when the medium reaches a temperature of $T=145 \mathrm{MeV}$, is modeled with UrQMD [199]. However, since photons are not produced in this package, hydrodynamics is used up to $\mathrm{T}=105 \mathrm{MeV}$ for the calculation of photon production. Prompt photons, calculated with NLO pQCD, are also included. All models above use the same QGP photon emission rates [102], different additions to the basic photon rates in the hadronic phase [103], and different thermalization times $\tau_{0}$. The model used by O. Linnyk et al. [106] is a microscopic transport approach called Parton-Hadron-String Dynamics (PHSD) [200], which is able to describe the partonic as well as the hadronic phase, both in and out of equilibrium, in one model.
All calculations are consistent within the uncertainties of the measurement, which therefore cannot discriminate between them. Also, we cannot claim a significant thermal photon signal. However, the tension of the direct photon puzzle, which was describing the discrepancy between PHENIX data and theoretical models, is further reduced.
Direct photon spectra are shown in Figure 8.18 for all centrality classes. For


Figure 8.18: Direct photon spectra points and upper limits in different centrality classes with pQCD calculation [94] for prompt photons in pp collisions, scaled with $N_{\text {coll }}$ [65]. The vertical lines represent statistical and the heights of the boxes systematic uncertainties.
data points that are consistent with a value of 0 within the quadratic sum of statistical and systematic uncertainties, upper limits ( $95 \%$ confidence level)
are calculated and drawn as arrows. A data point is drawn in addition to the arrow if $\gamma_{\text {dir }}=0$ is not excluded when considering only either the statistical or systematic uncertainty. One can see the similar shapes of the spectra in Figure 8.18, which are consistent with the pQCD calculation. In the region $1 \lesssim p_{\mathrm{T}} \lesssim 2 \mathrm{GeV}$ only upper limits could be measured in most central and peripheral events, due to the small or absent direct photon signal. Figure


Figure 8.19: Comparison to a theoretical calculation of direct photons with and without pre-equilibrium photons [201] with different values for the saturation scale $Q_{\mathrm{s}}$, in the $0-20 \%$ centrality class.
8.20 shows a comparison to all theoretical models mentioned above, which indicates a good agreement.
The lowest point of the direct photon spectrum and $R_{\gamma}\left(0.4<p_{\mathrm{T}}<0.8 \mathrm{GeV}\right)$ disagrees slightly with the theoretical calculations: the direct photon signal in this bin is larger than in the adjacent bins. This could be either a result of an actual increase in direct photon production, (for example due to an additional source of photons, in addition to prompt and thermal photons, or due to a different $p_{\mathrm{T}}$ dependency and number of thermal photons than expected) or otherwise, it can be a result of a $p_{\mathrm{T}}$-independent error/uncertainty or a statistical fluctuation; the value is consistent with a small thermal photon signal predicted by the models within $2 \sigma$.
In Figure 8.19 the measured direct photon spectra in most central events are compared to the calculation in [201]. Here, a pre-equilibrium phase is described using effective kinetic theory based on the relativistic Boltzmann equation, starting at time $\tau=Q_{\mathrm{s}}^{-1}$ with only gluons (from which quarks are then produced in the following evolution). The medium expansion is described using the Bjorken model. The photon rate is calculated using the small-angle approximation like in [111]. The parton dynamics


Figure 8.20: Direct photon spectra in different centrality classes with different model calculations for prompt photons by W. Vogelsang [94] and for direct photons by C. Gale et al. [192], P. Dasgupta et al. [190], O. Linnyk et al. [106], and H. van Hees et al. [193].
of the pre-equilibrium phase are stopped at time $\tau_{0}=0.4 \mathrm{fm} / \mathrm{c}$. Prompt photons and thermal photons (from viscous hydrodynamics modeling up to $T=105 \mathrm{MeV}$ ), calculated by J.-F. Paquet, are included in this direct photon calculation. Two versions with different values for the saturation scale, $Q_{\mathrm{s}}=1 \mathrm{GeV}$ and $Q_{\mathrm{s}}=2 \mathrm{GeV}$ are compared. It is found that a direct photon measurement can be sensitive to the initial stages of the heavy-ion collision, however not within the current experimental uncertainties.

## Chapter 9

## Summary, conclusion and outlook

Summarizing, direct photon spectra and $R_{\gamma}$, as well as $\pi^{0}$ and $\eta$ meson spectra, nuclear modification factors $R_{\mathrm{AA}}$ and $\eta / \pi^{0}$ ratios have been measured with the photon conversion method in central, semi-central, and peripheral $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$.

## New methods in this thesis

In order to measure neutral mesons as precisely as possible for the decay photon simulation, the description of background in the invariant mass spectra was investigated within this work and improved in the case of the neutral pion. Furthermore, for a more realistic estimate of systematic uncertainties of neutral mesons at high $p_{\mathrm{T}}$, where also statistical uncertainties are large, the "Barlow criterion" was considered in the step of smoothing the distributions of uncertainties obtained from cut variations as a function of $p_{\mathrm{T}}$. A new approach to reject pile-up events (which was not developed within this thesis) was applied to both neutral meson and direct photon analyses, which allowed to omit a further correction to meson and photon spectra. For the direct photon analysis, the effect of different particle identification cuts on the purity of the measured inclusive photons was studied. In particular, it was found that a PID cut using the TOF detector in addition to the TPC PID can be very useful in the $p_{\mathrm{T}}$ range around $1 \mathrm{GeV} / \mathrm{c}$.

## Conclusion and outlook

No significant low $p_{\mathrm{T}}$ direct photon signal, which could be interpreted as thermal photon signal, could be found. However, the fact that the measurement is in agreement with the theoretical models, which describe the whole system evolution of a heavy-ion collision, from the initial conditions to the pre-equilibrium, QGP and hadronic phases, is an important ingredient for better understanding strongly interacting matter under extreme conditions.

The presented direct photon measurement is the first one using the highest available heavy-ion collision energy of $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, which is a factor 1.8 higher than the one used for the previous ALICE measurement, 2.76 TeV [123]. The expected collision energy dependency of direct photon production [190] could neither be confirmed nor excluded. The fact that the $R_{\gamma}$ in 5.02 TeV collisions is systematically smaller than the one in 2.76 TeV could be caused by one of the changes to the analysis procedure which were described above.
The $R_{\gamma}$ measured by PHENIX using a lower collision energy $\left(\sqrt{s_{\mathrm{NN}}}=\right.$ $200 \mathrm{GeV} \mathrm{Au}-\mathrm{Au}$ collisions) is significantly larger than the one presented in this thesis in the $p_{\mathrm{T}}$ region $1-4 \mathrm{GeV} / \mathrm{c}$, in the $0-20 \%$ centrality class. Therefore, our results contribute to solving the direct photon puzzle, a term which was coined because theoretical models were not able to simultaneously describe the large direct photon yield measured by PHENIX and the large measured $v_{2}$.
Neutral pion spectra could be measured with sufficient precision in order to well constrain the parametrizations for the decay photon cocktail simulation. However, the statistics of the dataset at hand is just high enough to perform a measurement of the $\eta$ meson. By parametrizing the $\eta / \pi^{0}$ ratio, it was possible to obtain a satisfying estimate of the number of decay photons from $\eta$ mesons, however, the choice of parametrization causes a relatively large uncertainty on the direct photon measurement. The measured $\eta / \pi^{0}$ confirms that using $m_{\mathrm{T}}$ scaling is not a good alternative to using a direct measurement of the $\eta$ meson for the cocktail simulation.
The suppression of high $p_{\mathrm{T}}$ particles due to parton energy loss, which is expected from the measurements of other hadrons, was observed in the nuclear modification factors of $\pi^{0}$ and $\eta$, ordered in strength by centrality class. However, studying high $p_{\mathrm{T}}$ effects like the sensitivity to the initial value of the jet quenching parameter or differences in suppression between different particle species is not the strong suit of this analysis and dataset due to the limited $p_{\mathrm{T}}$ reach and the large uncertainties of the $\eta$ meson. By combining PCM measurements with those using the calorimeters with their higher reconstruction efficiency and triggering capability at higher $p_{\mathrm{T}}$, it is possible to measure neutral mesons up to higher transverse momenta [87][178].
Also, the $\eta$ meson measurement uncertainties will greatly benefit from higher statistics in datasets that will be analyzed in the future. Looking at the invariant mass distributions around the $\eta$ meson mass (section A.3) it becomes clear that it is difficult to distinguish the peak from a statistical fluctuation in the lowest and highest $p_{\mathrm{T}}$ bins. This statistics-effect also enhances the systematic uncertainty that is assigned to the yield extraction. Partially, because the signal and background shapes can be determined more realistically with more statistics and therefore varying the integration window will result in a smaller variation of the corrected yield. Therefore, both statistical and systematic uncertainties can be reduced by increasing the statistics
of the dataset.
The dataset at hand (recorded in 2015) contains more events than the dataset used for the previously published ALICE measurement of direct photons [123] which used part of the $2.76 \mathrm{TeV} \mathrm{Pb-Pb}$ data (recorded in 2010). After event selection, 80 million events compared to 13 million events were available for the PCM analysis. In the analysis presented in this thesis, direct photons could be measured down to $0.4 \mathrm{GeV} / \mathrm{c}$ instead of $0.9 \mathrm{GeV} / \mathrm{c}$ in [123]. Furthermore, the statistics in the 2015 dataset is also larger than in the data used for the previously published ALICE measurement of neutral mesons in $2.76 \mathrm{TeV} \mathrm{Pb-Pb}$ collisions (recorded in 2011) [87] ([5] with 2010 data). However, in the 2011 dataset, a centrality trigger was used which enhanced the number of recorded events in semi-central events with respect to peripheral events and in central events with respect to semi-central events. Therefore, in the most central class ( $0-10 \%$ ) fewer events were available for the PCM analysis in this thesis ( 10 million), compared to 19 million in [87]. Only the analysis of peripheral events benefits from the larger overall statistics and it was possible to measure the $\eta$ meson in the $60-80 \%$ centrality class, which was in [87] only measured up to $50 \%$ centrality.
Going forward, not all of the data from $5.02 \mathrm{TeV} \mathrm{Pb-Pb}$ collisions, which were recorded in LHC run 2, was analysed yet (so far about $20 \%$ of the total integrated luminosity). Furthermore, the heavy-ion data taking of LHC Run 3 will start in 2022, where an about 7 times higher interaction rate will be recorded by the upgraded ALICE experiment. This will also reduce the statistical uncertainty of the direct photon measurement, which helps especially for $p_{\mathrm{T}}<1 \mathrm{GeV} / \mathrm{c}$ and $p_{\mathrm{T}}>5 \mathrm{GeV} / \mathrm{c}$ where it is comparable to or larger than the systematic uncertainty.
However, for a more precise measurement with the goal to disentangle and characterize different direct photon sources, and to extract an effective temperature, it is crucial to reduce the systematic uncertainties as well. The largest contribution to the systematic uncertainty of the $R_{\gamma}$, the 'material', is caused by the imperfect implementation of detector materials and geometry in GEANT combined with the fact that the probability for pair production depends on the type of the traversed material, as described in section 7.5 and chapter 5. By weighting the efficiency in radial bins, using a detector region with well-known material, the TPC gas, to calibrate the rest of the detector [202], the assigned value of $4.5 \%$ can be reduced to $2.5 \%$ [203]. Furthermore, in the upgraded ALICE detector for LHC run 3, a dedicated wire for conversions was installed in the ITS, made out of $99.9 \%$ pure tungsten material with precise thickness measurements available. In addition to the material and the $\pi^{0}$ and $\eta$ yield extraction and cocktail parametrization uncertainties, which were discussed previously in this chapter, the particle identification in the TPC is accompanied by sizeable uncertainties as well, despite recalibration of the $\mathrm{n} \sigma$ values in data and checking that for MC no recalibration was needed. The reason for this can be related to the contam-
ination being different in data and MC and has to be investigated further in future work. Generally speaking, a good description of cut quantities by MC simulation is crucial for small systematic uncertainties because the reconstruction efficiency is calculated from MC.
In order to avoid the overestimation of systematic uncertainties, it is left for future work to check the Barlow criterion not only for the cut variations in the neutral meson analysis but also in the direct photon measurement and for the yield extraction. Moreover, it would be correct to generate a new $\pi^{0}$ parametrization and cocktail simulation for every cut variation. However, this was not feasible technically at the time. This might cause an overestimation of the $q_{T}$ uncertainty on the $R_{\gamma}$ at high $p_{\mathrm{T}}$ and is also left for future work.
When detecting only a small direct photon signal, like it is the case with ALICE compared to the PHENIX measurements, it is particularly difficult to extract their flow coefficients with reasonable uncertainties (the smaller the value and the larger the uncertainty of $R_{\gamma}$, the larger the uncertainty of the $v_{2}[126]$ ). The triangular flow coefficient $v_{3}$ could so far only be measured by PHENIX, however with large uncertainties [204]. With ALICE it is expected, with the aforementioned new datasets and planned improvements to the analysis procedure, to measure $v_{2}$ also in $5.02 \mathrm{TeV} \mathrm{Pb-Pb}$ collisions and $v_{3}$ in the future. With their complementary information, these measurements can provide new insights into the mechanisms of direct photon production.

## Appendix A

## Additional neutral meson figures

A. 1 Invariant mass distributions around the $\pi^{0}$ mass corresponding to Figure 7.5 for $20-40 \%$ and 60-80\%


Figure A.1: Data 20-40\%


Figure A.2: Data 60-80\%

## A. 2 Invariant mass distributions around the $\pi^{0}$ mass in validated MC



Figure A.3: Validated MC (LHC18* and LHC16i* from Table 7.2), 0-10\%


Figure A.4: MC with added signals (LHC16h4 from Table 7.2), validated, 0-10\%


Figure A.5: Validated MC (LHC18* and LHC16i* from Table 7.2), 20-40\%


Figure A.6: MC with added signals (LHC16h4 from Table 7.2), validated, 20-40\%


Figure A.7: Validated MC (LHC18* and LHC16i* from Table 7.2), 60-80\%


Figure A.8: MC with added signals (LHC16h4 from Table 7.2), validated $60-80 \%$
A. 3 Invariant mass distributions corresponding to Figure 7.5 around the $\eta$ mass for all centrality classes


Figure A.9: 0-20\%


Figure A.10: $20-40 \%$

3.00 GeV/c $<p_{\mathrm{T}}<4.00 \mathrm{GeV} / c$


4.00 GeV/c $<p_{\mathrm{T}}<6.00 \mathrm{GeV} / c$


6.00 GeV/c $<p_{\mathrm{T}}<8.00 \mathrm{GeV} / c$


Figure A.11: 60-80\%

## A. 4 Invariant mass distributions around the $\eta$ meson mass in validated MC


$2.00 \mathrm{GeV} / c<p_{\mathrm{T}}<3.00 \mathrm{GeV} / \boldsymbol{c}$

$6.00 \mathrm{GeV} / c<\boldsymbol{p}_{\mathrm{T}}<8.00 \mathrm{GeV} / c$
$4.00 \mathrm{GeV} / \boldsymbol{c}<\boldsymbol{p}_{\mathrm{T}}<6.00 \mathrm{GeV} / \boldsymbol{c}$


$3.00 \mathrm{GeV} / \boldsymbol{c}<\boldsymbol{p}_{\mathrm{T}}<4.00 \mathrm{GeV} / c$

$8.00 \mathrm{GeV} / c<\boldsymbol{p}_{\mathrm{T}}<\mathbf{1 0 . 0 0} \mathrm{GeV} / c$


$10.00 \mathrm{GeV} / c<p_{\mathrm{T}}<12.00 \mathrm{GeV} / \boldsymbol{c}$


Figure A.12: Validated MC (LHC18* and LHC16i* from Table 7.2), 0-10\%


Figure A.13: MC with added signals (LHC16h4 from Table 7.2), validated, 0-10\%


Figure A.14: Validated MC (LHC18* and LHC16i* from Table 7.2), 20-40\%


Figure A.15: MC with added signals (LHC16h4 from Table 7.2), validated, 20$40 \%$


Figure A.16: Validated MC (LHC18* and LHC16i* from Table 7.2), 60-80\%


Figure A.17: MC with added signals (LHC16h4 from Table 7.2), validated, 6080\%

## A. 5 Merging of $\pi^{0}$ efficiencies

See Equation 7.16: $\epsilon$ is the merged efficiency, $\epsilon_{\mathrm{MB}}$ the efficiency from LHC18* and LHC16i* (Min Bias), and $\epsilon_{\mathrm{AS}}$ is the efficiency from LHC16h4 (Add Sig).


Figure A.18: Merging of $\pi^{0}$ efficiencies, $0-10 \%$


Figure A.19: Merging of $\pi^{0}$ efficiencies, 20-40\%


Figure A.20: Merging of $\pi^{0}$ efficiencies, $60-80 \%$

## A. 6 Merging of $\eta$ meson efficiencies

See Equation 7.16: $\epsilon$ is the merged efficiency, $\epsilon_{\mathrm{MB}}$ the efficiency from LHC18* and LHC16i* (Min Bias), and $\epsilon_{\mathrm{AS}}$ is the efficiency from LHC16h4 (Add Sig).


Figure A.21: Merging of $\eta$ meson efficiencies, 0-20\%


Figure A.22: Merging of $\eta$ meson efficiencies, 20-40\%


Figure A.23: Merging of $\eta$ meson efficiencies, $60-80 \%$

## A. 7 Reconstruction efficiencies corresponding to the right panel of Figure 7.13 for $\pi^{0}$ and $\eta$ for all centrality classes



Figure A.24: $0-10 \%$ for $\pi^{0}$ and $0-20 \%$ for $\eta$


Figure A.25: $20-40 \%$ for $\pi^{0}$ and $\eta$


Figure A.26: $60-80 \%$ for $\pi^{0}$ and $\eta$
A.8. Cocktail parametrizations for the secondary $\pi^{0}$ correction corresponding to Figure 7.10 for 20-40\% and 60-80\%

## A. 8 Cocktail parametrizations for the secondary $\pi^{0}$ correction corresponding to Figure 7.10 for $20-40 \%$ and $60-80 \%$



Figure A.27: $20-40 \%$ and $60-80 \%$

## A. 9 Results without theory comparison



Figure A.28: Neutral meson spectra


Figure A.29: $\pi^{0} R_{\text {AA }}$

## Appendix B

## Additional direct photon figures

B. 1 Purity of inclusive photons for $20-40 \%$ and $40-60 \%$ corresponding to Figure 8.6


Figure B.1: $20-40 \%$ and $40-60 \%$
B. 2 Efficiency of inclusive photons for 20-40\% and 40-60\% corresponding to Figure 8.8
B.3. Parametrizations for the decay photon cocktail for all centrality classes


Figure B.2: $20-40 \%$ and $40-60 \%$

## B. 3 Parametrizations for the decay photon cocktail for all centrality classes



Figure B.3: $\pi^{0} 0-20 \%$ and $20-40 \%$
B.3. Parametrizations for the decay photon cocktail for all centrality classes


Figure B.4: $\pi^{0} 40-60 \%$ and $60-80 \%$


Figure B.5: $\eta / \pi^{0} 0-20 \%$ and $20-40 \%$
B.3. Parametrizations for the decay photon cocktail for all centrality classes


Figure B.6: $\eta / \pi^{0} 40-60 \%$ and $60-80 \%$


Figure B.7: Proton 0-20\% and 20-40\%
B.3. Parametrizations for the decay photon cocktail for all centrality classes


Figure B.8: Proton $40-60 \%$ and $60-80 \%$
B. 4 Inclusive and decay photon spectra for 20 $40 \%$ and $40-60 \%$ corresponding to Figure 8.14


Figure B.9: $20-40 \%$ and $40-60 \%$

## B. $5 \quad \gamma / \pi^{0}$ for $20-40 \%$ and $40-60 \%$ corresponding to

 Figure 8.15

Figure B.10: $20-40 \%$ and $40-60 \%$

## B. 6 Results without theory comparison



Figure B.11: Direct photon double ratio $R_{\gamma}$
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7.4 Invariant mass distributions in one $p_{\mathrm{T}}$ bin in most central events left: around the $\pi^{0}$ mass and right: around the $\eta$ meson mass, scaled by a factor of 40 . The black line shows the distribution before background subtraction and the red bullets afterward. The blue line is a fit with the function $A \cdot\left(g\left(M_{\gamma \gamma}\right)+e\left(M_{\gamma \gamma}\right)\right)$ from Equation 7.13.50
7.5 Invariant mass distributions around the $\pi^{0}$ mass after subtraction of combinatorial background in the $0-10 \%$ centrality class. The green lines are fits with the function $f\left(M_{\gamma \gamma}\right)$ from Equation 7.13. The red vertical line indicates the $\pi^{0}$ mass. The grey lines mark the integration windows, as described in the text and Table 7.4. For other centrality classes see section A. 1 and the distributions around the $\eta$ meson mass section A.3.
7.6 Ratios of invariant mass distributions in different multiplicity ( $m$ ) classes of (left:) combinatorial background $\eta$ candidates from mixed events and right: real $\eta$ candidates from same events.
7.7 Invariant mass distributions around the $\pi^{0}$ mass (left) for two $p_{\mathrm{T}}$ bins and around the $\eta$ meson mass (right). Mesons reconstructed from data, those reconstructed from MC and reconstructed and validated mesons from MC (MC truth) are shown. The functions $r_{1}$ (cyan), $r_{2}$ (red) and $r_{3}$ (grey) are fitted to the green histogram, which is the remaining background in MC.
$7.8 \quad \chi^{2} / \mathrm{ndf}$ of fits to the MC background (see text and Figure 7.7) $M_{\gamma \gamma}$ distributions around the $\pi^{0}$ peak in $0-10 \%$ most central events, using different functions (linear $=r_{1}$, pol2 $=r_{2}$, pol3 $=r_{3}$ ) to describe the remaining background.54
7.9 Parameters $\mu$, FWHM, $\lambda$, and $\sigma$, obtained from fits of the invariant mass distributions around the $\pi^{0}$ mass, for the 0 $10 \%$ centrality class. Comparison of fits with $r_{1}$ (red) and $r_{2}$ (blue) to data and fits to distributions from reconstructed and validated $\pi^{0}$ in MC (green).
7.10 Parametrization of $K_{\mathrm{S}}^{0}$ and $\Lambda$ spectra and the ratio data/parametrization in $0-10 \%$ most central events [168]. Other centrality classes are shown in Figure A. 27.57
7.11 Correction factors (acceptance $A$ and efficiency $\epsilon$ ) from MC for primary and secondary $\pi^{0}$ from different contributions. The rest denotes those from interactions of particles with the detector material.
7.12 Raw yields of secondary $\pi^{0}$ from the different sources, for central and peripheral events. The rest denotes those from interactions of particles with the detector material. Calculated from the data-driven cocktail simulation (filled markers) and from the standard MC simulation relying on model-based particle generation (open markers).
7.13 Acceptance and reconstruction efficiency for $\eta$ mesons in central events. As a cross-check, the efficiency is calculated using the standard (black bullets), wide (red circles) and narrow (orange circles) integration ranges (Table 7.4). All reconstruction effciencies for all centrality classes and both mesons are compared in section A.7.
$7.14 \pi^{0}$ spectra Top: Before $p_{\text {T }}$ weighting of MC Middle: after first and Bottom: after second iteration. Left: $p_{\mathrm{T}}$ spectra from data (with fit) and MC (Min Bias MC productions (red) and MC with added particles (green)). Middle: Ratio between data histogram and fit, demonstrating the quality of the fit. Right: Ratio between MC histograms and data fit, which are used as weights.61
$7.15 \eta$ meson spectra Top: Before $p_{\mathrm{T}}$ weighting of MC Middle: after first and Bottom: after second iteration. Left: $p_{\mathrm{T}}$ spectra from data (with fit) and MC (Min Bias MC productions (red) and MC with added particles (green)). Middle: Ratio between data histogram and fit, demonstrating the quality of the fit. Right: Ratio between MC histograms and data fit, which are used as weights.62
7.16 Systematic uncertainties of $\pi^{0}$ Top: Raw and Bottom: Smoothed, with material budget and mass resolution uncertainty and the quadratic sum of all contributions. The left figures show the $0-10 \%$ centrality class and the right figures $60-80 \%$64
7.17 Systematic uncertainties of $\eta$ Top: Raw and Bottom: Smoothed, with material budget and mass resolution uncertainty and the quadratic sum of all contributions. The left figures show the $0-10 \%$ centrality class and the right figures $60-80 \%$.65
7.18 Systematic uncertainties of the $\eta / \pi^{0}$ ratio Top: Raw and Bottom: Smoothed, with the quadratic sum of all contributions (material budget and mass resolution uncertainties cancel in the ratio). The left figures show the $0-10 \%$ centrality class and the right figures $60-80 \%$.
7.19 Invariant yields in different centrality classes. Vertical error bars indicate statistical uncertainties and the height of the boxes corresponds to the systematic uncertainties. The horizontal extension of the boxes indicate the bin widths. The meson yields N are counted within these bins and then divided by the bin widths $\Delta p_{\mathrm{T}}$. The data is compared to calculations by J.-F. Paquet et al. [129], V. Begun et al. [173] and the EPOS model [174].
7.20 Left: $\eta / \pi^{0}$ ratio in different centrality classes compared to the ratio in pp collisions [178] and to calculations by Paquet et al. [129]. Right: $\eta / \pi^{0}$ ratio in $0-20 \%$ most central collisions, compared to $m_{\mathrm{T}}$-scaling and calculations from the DCZW model [86] with two different initial values of the jet transport parameter $\hat{q}_{0}$.68
7.21 Nuclear modification factor $R_{\mathrm{AA}}$ for $\pi^{0}$ and $\eta$ in different centrality classes, with comparison to theoretical calculations by Djordjevic et al. [180] and Vitev et al. [181].69
8.1 Correction factors (conversion probability $C$ and efficiency $\epsilon)$ for secondary photons, calculated from MC for the $0-20 \%$ centrality class, compared to those of primary photons. . . . .71
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8.3 Ratio $c_{\mathrm{i}}$ of falsely reconstructed over true photons by contribution i, when using the same cuts that are used in the neutral meson analysis (see Table 7.3), in two centrality classes. In the legend, the particle species of the two tracks, that are falsely used instead of $e^{+} e^{-}$pairs from photon conversions, are denoted.73
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