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1. Introduction

1.1 Role and benefits of carbon-ion radiotherapy
As first suggested by R. Wilson in 1946 (Wilson 1946), particle therapy, which includes proton and carbon-ion radiotherapy, offers several advantages when compared to other conventional photons radiotherapy techniques such as VMAT, IMRT, IGRT, SBRT, etc. (Sakthivel et al. 2019). Currently, more than a hundred centers worldwide treat patients with particle therapy using either protons or carbon ions (PTCOG 2021a). Among the main advantages of proton and carbon-ion radiotherapies over conventional radiotherapy belong the physical benefits of charged particles, which include their finite range inside the tissue, and the associated increasing dose deposition towards the end of their range (the so-called Bragg-peak or BP). This characteristic dose profile improves sparing of the surrounding tissues and thus allows dose escalation within the tumor. Which is especially of interest for deep seated tumors. Additionally, heavy charged particles also exhibit biological benefits characterized through an enhanced relative biological effectiveness (RBE) in the Bragg-peak compared to photons, which allows to better control radio-resistant tumors. Given all of this, particle therapy using proton and carbon ion beams is seen as an attractive tool to treat deep-seated, radio-resistant cancers, while keeping the dose delivered to the healthy organs within limits (Rackwitz et al. 2019).

Within particle radiotherapy modalities, carbon-ion radiotherapy offers further advantages compared to proton radiotherapy in terms of additional physical and biological advantages. The higher mass of carbon ions compared to protons leads to their lower scattering in tissue and thus narrower lateral penumbra of the carbon-ion beams. The higher RBE of carbon ions towards the end of their range compared to the plateau leads to more unrepairable carbon-ion induced DNA damages in tumor cells per unit dose in comparison to protons (Combs et al. 2012). Additionally, carbon ions are seen to be more effective in hypoxic tumors compared to protons (Mohamad et al. 2017). These benefits of particle therapy are of special interest when aiming to reduce the risk of secondary radiation-induced tumors for young patients (Combs et al. 2012) or patients with tumors in the close vicinity of organs at risk (Rackwitz et al. 2019).

Today, carbon-ion radiotherapy has gained a lot of interest and is used in twelve centers located across five countries, including Austria, China, Germany, Italy, and Japan (PTCOG 2021a) and six more carbon-ion radiotherapy sites are under construction in China, Japan, France, South Korea, and Taiwan (PTCOG 2021b).

1.2 Limitations of carbon-ion radiotherapy
The steep dose deposition profile of the Bragg peak makes carbon-ion radiotherapy more sensitive to the treatment delivery uncertainties (Paganetti 2012). In particular variations in the dose distribution due to geometrical changes of the patient’s anatomy can lead to undesirable under-dosage of the tumor tissues or over-dosage of the healthy tissues (Fattori et al. 2014). These treatment delivery uncertainties can be divided into systematic or random uncertainties (ICRU 93 2016).
Systematic uncertainties of carbon-ion radiotherapy affect in the same way all repeated irradiations of the same patient treatment. They stem, among others, from treatment planning uncertainties including wrong relation between CT and range in the calculation of the physical dose distribution or uncertainties of the biological dose calculation. On the contrary, random uncertainties of the carbon-ion radiotherapy are randomly distributed over the entire treatment course and separately affecting each repeated irradiation of patient treatment. They arise from daily beam delivery changes, inter-fractional changes (patient positioning uncertainties, swelling, weight loss, tumor volume changes), and intra-fractional changes (such as heartbeat, organ, or respiratory motions).

To counteract these effects, larger safety margins are currently applied around targeted tumor volumes in patients treated with particle therapy (up to 3.5 % + 3 mm for proton therapy (Paganetti 2012) and 2 to 3 mm for carbon ions in the head (Fattori et al. 2014; Jäkel, Krämer, et al. 2001). However, as safety margins are defined around the tumor volume directly in healthy tissue, larger margins immediately lead to more healthy tissue being irradiated.

1.3 Techniques for monitoring of carbon-ion radiotherapy delivery

Due to the above-mentioned reasons, monitoring methods of the treatment dose delivery within the patient are of great importance for carbon-ion beam radiotherapy. This is necessary to properly follow possible under- or over-dosage in the patient, and, eventually, to control them, and thus reduce the tumor safety margins applied around targeted tumor volumes and decrease the overall dose delivered in healthy tissues.

Over the years, several non-invasive in-vivo ion-beam monitoring methods have been developed, as summarized in (Kraan 2015; Parodi 2016; Parodi et al. 2018). Most of these methods are based on the detection of secondary radiations (such as β+ emitters, prompt gammas, or prompt charged nuclear fragments) which are emitted from a patient during the particle therapy delivery. As these secondary radiations are the results of nuclear interactions of the primary irradiation beam with the nuclei of the crossed tissue, they carry valuable information regarding the primary radiation beam such as the carbon-ion range and beam position, in the patient.

Each ion-beam monitoring technique offers different advantages and has certain limitations as detailed in section (§2.3.2.). Although PET-based monitoring techniques were up to now the only technique implemented in clinics (Parodi 2016; Shakirin et al. 2011), these PET-based monitoring techniques are still limited by β+ emitter ranges in tissue, long acquisition times, or physiological wash-out. On the contrary, other monitoring techniques such as the prompt secondary-ion-based techniques offer fast and direct measurements of the carbon-ions of secondary radiations in the patient (Muraro et al. 2016) without the need for additional time, nonetheless with large enough detection yields. These secondary-ion-based monitoring techniques, thus appear to be an interesting tool for non-invasive in-vivo carbon-ion beam monitoring.
1.4 Study aim

This thesis aims at investigating and further developing a monitoring method based on secondary-ion tracking to estimate the carbon-ion pencil beam stopping positions inside a patient's head and under clinical conditions (i.e. using clinical treatment beam energies, doses, and dose rates). This is considered to essentially contribute to visualize and quantify inter-fractional anatomical changes that might occur between two irradiation fractions.

This thesis is based on the previous research and development of (Félix-Bautista 2017; Gaa et al. 2017; Gwosch et al. 2013; Martišíková et al. 2012; Reimold 2018; Reinhart et al. 2017). The main difference to the previous studies resides in the investigation of full clinic-like treatment plans, composed of thousands of single pencil beams including those with low numbers of primary-ions, instead of single pencil beams with significantly higher fluences (Reimold 2018).

The final purpose of this thesis is to demonstrate the applicability of the monitoring of carbon-ion pencil beam delivery in real patient treatment by designing a patient-friendly measurement setup, integrating it into a clinical workflow, and performing first patient measurements for carbon-ion pencil beam monitoring using secondary-ion tracking.

1.5 Thesis structure

The thesis report is structured as follows: the next Chapter 2 gives a global overview of the thesis framework which includes medical and physical bases necessary to understand the context within which the thesis was conducted. Chapter 3 details the methods, experimental configurations, and data analysis developed for the pre-clinical and clinical measurements performed within the frame of the thesis. Chapter 4 summarizes the thesis results. These results comprise five main investigations:

1) A general analysis of the secondary-ions track distributions along the beam axis.

2) An analysis of the measured secondary-ion emission profiles (single feature analysis) to detect inter-fractional surface and internal changes, including the detectability and localization of the anatomical changes.

3) An investigation of the ideal mini-tracker position.

4) An analysis of the measured secondary ion cluster and track parameters (multi-feature analysis) was developed to evaluate the potential of the method to detect small inter-fractional surface changes.

5) A first clinical application the proposed monitoring methodology during a patient treatment delivery.

Chapter 5 proposes an overall discussion of the thesis towards essential future investigations. Chapter 6 offers a summary and conclusions regarding the performed work. Bachelor (A. Schlechter) and Master (N. Abbani) students were supervised during this thesis. Part of the presented results regarding the ideal mini-tracker angle analysis was based on the analysis developed by (Schlechter 2021), see section (§4.3.3.). Part of the simulation presented in (§4.1.1.), was based on the simulations developed by (Abbani 2020; Schlechter 2021).
2. Medical, physical, & biological backgrounds of ion-beam radiotherapy

The first mention of the clinical advantages of particle therapy can be traced back to Robert Wilson in 1946 (Wilson 1946). Since then, more than a hundred centers have treated patients with particle therapy using either protons or carbon ions. Carbon-ion radiotherapy (CiRT) in particular, is used today in twelve centers located across five countries, including Austria, China, Germany, Italy, and Japan and six more CiRT sites are under construction in China, Japan, France, South Korea, and Taiwan, (PTCOG 2021b). In Germany, at the Heidelberg Ion Therapy center, HIT, see section (§3.1.), between 2009 and 2017, approximately 2800 patients were treated with CiRT (PTCOG 2017, 2019). Currently, the global interest in using carbon-ion radiotherapy for clinical applications is growing, but what makes carbon ions such an interesting therapeutic tool?

In this chapter, the medical, physical, and biological backgrounds relevant to this thesis are described. First, a short medical background will be detailed in section (§2.1.), with a focus on head-and-neck, brain, and skull base tumors. Carbon-ion radiotherapy is one of the many treatment modalities for such tumors. Therefore, the general physical and biological properties of ions and, in particular carbon ions, will be detailed (§2.2.). A special emphasis will be then given to carbon-ion beam radiotherapy in section (§2.3.) where a list of its advantages but also its limitations will be detailed. This last section will then conclude on the current state of the art of treatment monitoring techniques for carbon-ion radiotherapy.

2.1. Medical background

2.1.1 Definition of cancer and tumor types

A tumor, also known as a neoplasm, can either be benign or malignant. Cancer is a generic term which regroups malignant tumor diseases. A tumor is defined as malignant, and thus cancerous, when it exhibits several key hallmarks as summarized in (Hanahan et al. 2000, 2011). Cancer is mostly characterized by a fast proliferation of abnormal cells which is based on diverse genome instabilities and mutations. In 134 countries out of 183 ones, cancer is either the first or the second main cause of premature death (death between 30 and 69 years). Cancer also ranks third or fourth in an additional 45 countries (Wild et al. 2020). It can affect any type of cell, in any organ, at any time. Its causes are many and mostly depend on the cancer type and/or the cancer location. Cancer types are defined by the International Statistical Classification of Diseases and Related Health Problems of WHO using the following codes (C00-C97) (WHO 2019):
• Primary cancer types (C00-75) of the:
  o Lip, oral cavity, and pharynx (C00-C14)
  o Digestive organs (C15-C26)
  o Respiratory system and intrathoracic organs (C30-C39)
  o Bones, joints, and articular cartilage (C40-41)
  o Melanoma and skin (C43-44)
  o Mesothelia and soft tissue (C45-49)
  o Breast (C50)
  o Female genital organs (C51-C58)
  o Male genital organs (C60-C63)
  o Urinary track (C64-C68)
  o Eye, brain, and central nervous system (C69-72)
  o Thyroid and endocrine glands (C73-75)
• Ill-defined sites, secondary sites, and unspecified sites (C76-80)
• Lymphoid and hemopoietic sites (C81-C96)
• Independent multiple sites (C97)

2.1.2 Tumor types of interest
The treated tumors at the Heidelberg Ion Therapy Center (HIT) facility in Germany are, among others: salivary gland carcinoma (C08), chordo-/chondrosarcoma (C41), meningioma (C70), glioma (C71), astrocytoma (C71), medulloblastoma (C71), and, pituitary adenoma (C75), and craniopharyngioma (C75) (UniversitätsKlinikum Heidelberg 2021b). In this thesis, a focus was given to brain and central nervous system (CNS) tumors (C69-71), as well as to head and neck (HN) tumors (C00-14), and skull base tumors (C40). Each of these tumor types will be shortly described in the following three paragraphs. For some of these tumor types, and especially for brain tumors, conventional radiotherapy has been shown to significantly improve local control and to prolong patient survival (Rieken et al. 2012). Nonetheless, the treatment of such tumors is challenging and calls for precaution when using conventional radiotherapy, thus carbon-ion radiotherapy is of interest for such tumors (Rieken et al. 2012). This is mostly because of their location and their proximity to known sensitive organs at risk (OARs), such as optic nerves, spinal cord, salivary glands, or mucous glands.

Brain or CNS tumors are a relatively broad term that is used to describe tumors affecting brain cells. A distinction should be made between primary and secondary (metastatic) brain tumors, and between adults and child brain tumors. Brain cancer is the 13th most common cancer in men and the 14th most common in women (Wild et al. 2020). Overall, a total of approximately 297 000 new brain and CNS cancer cases were found worldwide in 2018 (Bray et al. 2018). Brain cancer causes are not clear yet and the only known cause for brain and CNS tumors is X-radiation and γ-radiation exposure (Wild et al. 2020). The most common types of primary brain tumors for adults are gliomas and meningiomas (skull base tumors), see Figure 2.1-a)-b) for an example. Gliomas arise from glial cells and account for 78 % of malignant brain tumors. Gliomas include astrocytoma, glioblastoma, and medulloblastoma (the most frequent tumor in children) (Moini et al. 2020). Meningiomas, on the other hand, arise from the meninges, the membrane surrounding the brain and spinal cord (WHO report 2020).
Head and neck (HN or H&N) tumors cover a wide range of tumor types and locations. They can be located in the oral cavity (50%), the pharynx (34%, including 10% oropharynx, 14% nasopharynx, and 10% hypopharynx), the larynx (20%), the nasal cavity/paranasal sinuses, or the salivary glands (WHO report 2020). Head and neck cancer is the 7th most common cancer type with a total of approximately 888,000 new cancer cases found in 2018 (Bray et al. 2018). The causes of head and neck cancers are many, among them, one can cite: tobacco smoking, alcohol consumption, and certain human papillomaviruses (HPVs) (WHO report 2020).

Other cancer types that are of relevance for this thesis are not strictly speaking classified as brain cancers (C69-71), nor head and neck cancers (C00-14). These additional cancer types are mostly cancers of the bones of the skull and face (C40), located within the skull area and surrounded by OARs, as shown in Figure 2.2. Of these cancers, skull base chordoma/chondrosarcoma and skull base osteosarcoma are of interest.

Figure 2.1: Clinical CT, MRI, PET, and CT+ treatment plans images of typical primary brain tumors treated with carbon-ion radiotherapy (CiRT) at the HIT facility: (a) glioblastoma multiform and (b) atypical meningioma. Both tumors were treated with carbon-ion radiotherapy using two treatment fields. Reprinted from (Rieken et al. 2012).

Figure 2.2: Clinical carbon-ion radiotherapy treatment plan of a skull base clival chordoma overlayed with clinical CT images of the patient. Reprinted from (Vogin et al. 2019).
At the HIT facility, in 2009, among the 80 first-treated patients, 36% of the treated tumors were HN tumors (salivary glands), and 13% were brain tumors, including low-grade gliomas (< 1%), astrocytoma + glioblastoma (10%). The remaining 36% of the first treated tumors were other skull base tumors, which included chordoma (11%), skull base chondrosarcoma (22%), and skull base osteosarcoma (3%) (Combs, Ellerbrock, et al. 2010).

Moreover, among the first 36 children and young adults treated with particle therapy (protons or carbon ions) at the HIT facility in 2009, 28% of the treated tumor were primary brain tumors, 28% were skull base chordoma/chondrosarcoma, and 8% were skull base osteosarcoma (Combs et al. 2012).

Additionally, at the HIT facility, 260 patients with brain and skull base tumors were treated between 2009 and 2013. Among them, 107 had meningioma, 55 had high-grade gliomas, 51 had low-grade gliomas, 14 had pituitary adenomas, and 5 had craniopharyngioma. Of these 260 brain cancer patients, 84 patients were treated specifically with carbon-ion radiotherapy (Combs et al. 2013).

2.2. Physical and radiobiological backgrounds of particle therapy

Particle therapy, also known as ion-beam therapy or hadron therapy, was implemented in clinics based on the physical properties of ions and their interactions in matter. In this section the physical and radiobiological bases of charged particles, also called ions, are detailed. This section will present first the physics processes that ions, and in particular carbon ions, undergo in matter. In a second section, the radiobiology of ions will be detailed.

2.2.1 Physics of particle therapy

2.2.1.1 Interactions of charged particles with matter

The linear stopping power, $S$, of a charged particle, e.g. a carbon ion, in matter is defined as its energy loss, $dE$, per unit path length, $dl$, (ICRU 93 2016):

$$ S \ [MeV/cm] = mean \left( -\frac{dE}{dl} \right) \quad (Eq.2.1) $$

In principle, $S$ can be divided into several independent components for the electronic, radiative, and nuclear effects (ICRU 93 2016):

$$ S = S_{el} + S_{nuc} + S_{rad} \quad (Eq.2.2) $$

The electronic stopping power, $S_{el}$, is caused by inelastic Coulomb scattering leading to the ionization of matter. The nuclear stopping power, $S_{nuc}$, is due to elastic Coulomb scattering on target nuclei, which is dominant at low energies (< 10 - 100 keV/u) (Bimbot et al. 2005). And the radiative stopping power, $S_{rad}$, is due to the emission of radiation during the acceleration of the charged particle in the Coulomb field of the target nuclei (Bremsstrahlung) and may be neglected as compared to the other contributions. Figure 2.3 shows the contribution of $S_{el}$ and
In water for carbon ions (ICRU 93 2016). For therapeutic protons and carbon ions, $S_{el}$ is the dominant part of $S$ in tissue:

$$S \sim S_{el} \quad \text{(Eq.2.3)}$$

$S_{el}$ of a charged particle is usually described by the relativistic Bethe-Bloch formula (Bethe 1932; Bloch 1933; Fano 1963):

$$S \sim -\left(\frac{dE}{dl}\right)_{el} = \rho_{med} 4\pi N_{A} r_{e}^{2} m_{e} c^{2} \frac{Z_{med} z_{p}^{2}}{A_{med} \beta^{2}} \ln \left(\frac{2 m_{e} c^{2} \beta^{2}}{I_{med} (1 - \beta^{2})}\right) - \beta^{2} - \frac{C}{Z_{med}} - \frac{\delta}{2} \quad \text{(Eq.2.4)}$$

where $N_{A}$ is the Avogadro number ($N_{A} = 6.022 \times 10^{23}$ atoms/g-atom), $r_{e}$ is the electron radius ($r_{e} = 2.82$ fm), $m_{e}$ is the electron rest mass ($m_{e} = 0.5110$ MeV/c²), and $c$ is the speed of light ($c = \sim 3 \times 10^{8}$ m/s). $Z_{med}$ represents the charge number of the medium, $A_{med}$ its atomic mass number, $\rho_{med}$ its mass density, and $I_{med}$ the mean excitation potential of the medium’s atoms. $\beta$ represents the normalized particle velocity ($\beta = v/c$) and $z_{p}$ its charge number ($z_{p}(^{12}\text{C}) = +6$). The last two terms are correction terms: the shell correction ($C/Z_{med}$), to describe electron capture that may occur for a charged particle with a velocity comparable to the electron orbital velocity, and the density correction ($\delta/2$), which considers the dielectric polarization in the medium through the electric field of the charged particle crossing it. For therapeutic carbon ions, the polarization correction is of minor importance (Schlegel et al. 2002).

![Figure 2.3: Contributions of the energy loss per unit path length S in water for carbon ions and protons. The top axis illustrates the corresponding carbon-ion range in water. Reprinted from (Schardt et al. 2010).](image-url)
At non-relativistic energies, the electronic stopping power, $S_{el}$, from (Eq.2.4) is dominated by the factor $1/\beta^2$. Therefore, the particle energy loss increases with decreasing particle velocity. It is known that when penetrating a certain medium, charged particles such as protons or carbon ions slowly slow down, depositing little energy to the medium in a so-called dose plateau. Once their entire kinetic energy is almost depleted, there is an increased peak in energy deposited to the medium, followed by a particle stop at a well-defined range. This precise energy deposition of particles in matter is called the Bragg peak (or BP) (Bragg et al. 1904), as seen in Figure 2.4.

![Figure 2.4: Calculated depth-dose profiles for different ion beams with energy that corresponds to a BP located at a depth of 161.6 mm. Reprinted from (Burigo et al. 2014).](image)

Additionally, if both correction factors in (Eq.2.4) are neglected and considering the following approximation:

$$\beta^2 \approx \frac{2E}{A_{proj} m_{nuc} c^2}$$  \hspace{1cm} (Eq.2.5)

with $A_{proj}$ as the atomic mass of the projectile and $m_{nuc}$ as the nucleon mass.

Then, the stopping power, $S_{heavy-ion}$, of a heavy ion can be approximated from the stopping power, $S_{proton}$, of a proton (Schlegel et al. 2002):

$$S_{heavy-ion} \approx Z_{heavy-ion}^2 \times S_{proton} \left( \frac{E}{A_{heavy-ion}} \right)$$  \hspace{1cm} (Eq.2.6)

with $Z_{heavy-ion}$ the atomic number and $A_{heavy-ion}$ the atomic mass number of the heavy-ion. Considering (Eq.2.6) and as seen in Figure 2.5, the stopping power, $S_{carbon-ion}$, of a carbon ion is thus 36 times greater than the stopping power, $S_{proton}$, of a proton of the same energy per nucleon.
Chapter 2: Background

Figure 2.5: Linear stopping power $S$ of several ions as a function of their kinetic energy (logarithmic scale). Reprinted from (Jäkel 2020).

The mass stopping power, $S_{\text{MASS}}$, is defined as the linear stopping power of a charged particle, $S$, divided by the medium density, $\rho$ (ICRU 93 2016):

$$ S_{\text{MASS}} \left[ \text{MeV} \cdot \text{cm}^2/\text{g} \right] = \left( S/\rho \right)_{\text{tot}} \quad \text{(Eq. 2.7)} $$

The linear energy transfer, LET, of a charged particle to a medium is a measure of the energy locally transferred, $dE$, by the particle per path length, $dl$. The local aspect of the LET is defined as follows: the restricted $\text{LET}_\Delta$ with $\Delta$ being the maximum energy up to which the energy loss is counted. In its unrestricted form, $\text{LET}_{\text{inf}}$ is equal to mass stopping power, $S$, (ICRU 85 2011):

$$ \text{LET}_\Delta \left[ \frac{\text{J}}{\text{m}} \text{ or } \frac{\text{keV}}{\mu\text{m}} \right] = \frac{dE_\Delta}{dl} \quad \text{(Eq. 2.8)} $$

$$ \text{LET}_{\text{inf}} = S \quad \text{(Eq. 2.9)} $$

The LET of a charged particle is a common measure for local biological effects induced by the charged particle to the crossed medium. It is thus used for characterizing the ionization density of different charged particle types. A distinction is made between high and low-LET radiation, where high-LET corresponds to high doses locally deposited. A detailed explanation of high and low LET will be given later in section (§2.2.2.1.).

### 2.2.1.2 Physical dose

In radiotherapy, the physical or absorbed dose, $D$, describes the mean energy, $d\bar{\epsilon}$, macroscopically deposited in a medium by an ionizing radiation per unit mass, $dm$:

$$ D \left[ 1 \text{ Gy} = 1 \frac{\text{J}}{\text{kg}} \right] = \frac{d\bar{\epsilon}}{dm} \quad \text{(Eq. 2.10)} $$
The physical dose, \( D \), is given in [Gray (Gy)] and used to be expressed in the old unit [rad] (where 1 Gy = 100 rad). \( D \) should not be confused with the biological dose, \( D_{RBE} \) in [Gy (RBE)], nor with the Exposure, \( X \), or the Equivalent Dose \( H [Sv] = D \times w_R \).

The physical dose, \( D \), of charged particles in a medium is also connected to the stopping power \( S \) or mass stopping power \((S/\rho)_{tot}\) by (Schardt et al. 2010):

\[
D [Gy] = 1.602 \times 10^{-9} \times F \times \left(\frac{dE}{dl} \frac{1}{\rho}\right) \quad \text{(Eq.2.11)}
\]

where \( F \) represents the particle fluence \( \text{cm}^{-2} \), \( \rho \) is the medium density expressed in \( \text{g/cm}^3 \), and \((dE/dl)/\rho\) is the mass stopping power in \( \text{keV}/\mu\text{m} \).

### 2.2.1.3 Range of charged particles in matter

The range, \( R \), of a particle beam in a medium is defined as the depth at which 50% of the primary particles have stopped (if nuclear interactions are neglected). This depth depends on the particle type, its energy, and the medium material. For mono-energetic protons, the depth at which half of the protons have stopped coincides with the distal point at which 80% of the maximum dose is reached, i.e. 80% of the Bragg peak (Paganetti 2012):

\[
R = d_{80} \quad \text{(Eq.2.12)}
\]

The stopping power, \( S \), of a charged particle in a medium can also be used to calculate the particle mean total path length (or range, if the path is assumed to be straight) \( R \) by using the so-called continuous slowing down approximation (CSDA). \( R_{CSDA} \) of a charged particle is then given by the integration of the inverse stopping power \( S \) of the particle from the initial particle kinetic energy \( E_{initial} \) until zero (ICRU 93 2016):

\[
R_{CSDA}(E_{initial}) = \int_{E_{initial}}^{0} \frac{1}{S(E)} dE = -\int_{E_{initial}}^{0} \left(\frac{dE}{dl}\right)^{-1} dE \quad \text{(Eq.2.13)}
\]

Using the approximation (Eq.2.6), the mean range of a heavy ion \( R_{\text{heavy-ion}} \) can be calculated from the range of a proton \( R_{\text{proton}} \) of the same energy per nucleon (ICRU 93 2016):

\[
R_{\text{heavy-ion}}(E_{initial}) \approx -\frac{A_{\text{heavy-ion}}}{Z_{\text{heavy-ion}}^2} R_{\text{proton}}(E_{initial}) \quad \text{(Eq.2.14)}
\]

The mean range of mono-energetic carbon ions, \( R_{\text{carbon-ion}} \), is thus a third of the range of proton ions, \( R_{\text{proton}} \), of the same energy per nucleon. Figure 2.6 shows the mean ranges in water for different charged particles.
2.2.1.4 Range straggling

The range straggling is defined as the range difference that is seen between particles with identical initial energy. Both energy-loss straggling and lateral straggling directly contribute to the range straggling. As in Figure 2.7, the standard deviation $\sigma_R$ of a range distribution $R$ in water (in cm) due to the range straggling of ions with the atomic number $A_{\text{heavy-ion}}$ can be approximated as a function of the depth, $x$, (Chu et al. 1993):

$$\sigma_R = 0.012 \times x^{0.951} \sqrt{A_{\text{heavy ion}}} \quad (\text{Eq. 2.15})$$

During the energy-loss process, as seen in Figure 2.8, the energy loss statistically fluctuates due to the number of collisions and the energy transferred in each collision. This effect is called energy-loss straggling and is one of the reasons for the broadening of the Bragg peak.

When charged particles pass through matter, they also experience repeated elastic scattering caused by the Coulomb field of the target medium nuclei. This process leads to many small angular deflections and results in a lateral scattering of the charged particles. The summation of all these small angles is called multiple Coulomb scattering (MCS). MCS is described by the Molière distribution (Bethe 1953; Moliere 1948). For larger deflection angles, the resulting angular distribution is obtained from Rutherford scattering. For small deflection angles, the angular distribution is approximated by a Gaussian function (Highland 1975). For charged particles of the same speed the root-mean-square angle $\theta_0$ of multiple Coulomb scattering is (ICRU 93 2016):

$$\theta_0 \propto \frac{Z_{\text{ion}}}{A_{\text{ion}}} \quad (\text{Eq. 2.16})$$
Figure 2.7: Impact of the range straggling on the broadening of the Bragg peaks as a function of the carbon-ion range in water as reprinted from (Schardt et al. 2010).

Figure 2.8: The Landau distribution representing the energy loss probability as a function of the energy loss $\Delta$, this phenomenon is the energy-loss straggling. Reprinted from (Leo et al. 1990).

2.2.1.5 Relative stopping power of a material

The linear stopping power of a medium is directly used to express the relative stopping power, $RSP$, of a medium, also called water equivalent path length, $WEPL$. It defined is by the ratio between the linear stopping power $S_{\text{medium}}$ of the medium, as defined as in (Eq.2.1), and the linear stopping power of water $S_{\text{water}}$. Therefore, by definition, $RSP_{\text{water}} = 1$.

$$RSP = WEPL = \frac{S_{\text{medium}}}{S_{\text{water}}}$$  \hspace{1cm} (Eq.2.17)
The water equivalent thickness, \( WET \), of an object, is the integrated \( RSP \) (or \( WEPL \)) of the medium along the charged particle beam path. In other words, the \( WET \) of an object characterizes the thickness of a water body that has the same effect as the object on the particle range:

\[
WET_{object} = \int_{0}^{L} WEPL \, dl = RSP \, L \quad \text{(Eq. 2.18)}
\]

The knowledge of the \( RSP \) values in a patient is crucial for particle therapy planning. Those values are obtained from Computed Tomography (CT) images. However, CT images measure X-ray attenuation in matter. The measured attenuation \( \mu \) is expressed in Hounsfied Units [HU] as:

\[
H \, [HU] = \left( \frac{\mu}{\mu_{H2O}} - 1 \right) 1000 \quad \text{(Eq. 2.19)}
\]

(Schneider et al. 2000) proposed to retrieve the mass density and chemical composition of human tissues using measured CT HUs and stoichiometric calibration curves. So-called Hounsfield Look-Up Tables (HLUT) have thus been made for different radiation types, allowing integrated carbon ion stopping powers to be extrapolated from measured CT HUs. For this, measured HUs were correlated to measured \( RSP \) (Jäkel, Jacob, et al. 2001; Rietzel et al. 2007) leading to the following calibration function (see Figure 2.9):

\[
RSP = \begin{cases} 
(HU \, (9.41 \pm 0.08) \times 10^{-4} + 1.0) & \text{if } HU < 0 \\
(HU \, (4.35 \pm 0.12) \times 10^{-4} + 1.0) & \text{if } HU \geq 0
\end{cases} \quad \text{(Eq. 2.20)}
\]

The uncertainties of the stopping power conversion are found to be 2 % to 3 % for carbon ions in water (Jäkel, Jacob, et al. 2001).

![Figure 2.9: Comparison of the measured HUs to measured RSP (or WEPL) values (retrieved from measured carbon-ion residual ranges) for different tissue samples. Reprinted from (Rietzel et al. 2007) using data from (Jäkel, Jacob, et al. 2001).](image)
2.2.1.6 Nuclear fragmentation

When crossing a medium, heavy ions experience hard nucleus-nucleus interactions. These so-called nuclear fragmentations lead to a decrease of the primary-ion fluence and a production (build-up) of light fragments (secondary, tertiary, etc. ions).

The nuclear fragmentation of an ion is described in a two-step process by the abrasion-ablation model (Serber 1947) as shown in Figure 2.10. First, target and projectile nuclei collide, and a fireball is produced from the shredded off nucleons in the overlapping region of the target and projectile (abrasion step within $10^{-23}$ s). Second, the de-excitation of the produced target and projectile fragments, as well as the fireball, happens, leading to the emission of nucleons and prompt gammas (ablation step within $10^{-21}$ s to $10^{-16}$ s).

![Figure 2.10: Abrasion-ablation model describing the nuclear fragmentation of high-energy projectile nuclei (yellow) and target nuclei (blue). Reprinted from (Gunzert-Marx et al. 2008).](image)

The produced target fragments are considered at rest, while the projectile fragments continue to cross the material in a forward peaked direction with a velocity similar to the projectile. As the projectile fragments have a lower mass and charge than the projectiles themselves, these fragments exhibit longer ranges in the medium than the projectiles. The produced secondary fragments directly contribute to the dose deposited in the medium. Thus, the energy of target fragments can be deposited downstream of the Bragg peak in a characteristic fragmentation dose tail as seen in Figure 2.11.

![Figure 2.11: Depth-dose profile by carbon ions of 330 MeV/u in water as measured at GSI. Contribution from the produced secondary and tertiary fragments is visible in the so-called fragment tail downstream of the Bragg peak. Reprinted from (Schardt 2007).](image)
2.2.2. Radiobiology of ion beam therapy

2.2.2.1 Effect of radiation in cells

When radiation penetrates a medium, energy is transferred to the medium as described by the LET defined in (Eq. 2.8) in section (§2.2.1.1.). LET is also an important parameter to quantify locally the radiobiological effect of ion beams since it is linked to the Relative Biological Effectiveness (RBE) and the oxygen enhancing ratio (OER) of ions as presented in the next paragraphs. A distinction is made between non-ionizing radiations and ionizing radiations. Within the ionizing radiations, one distinguishes between (Lomax et al. 2013; Mohamad et al. 2017):

- indirect ionizing radiation, such as photons (X-rays and γ-rays) or neutrons, that are generally considered to be low-LET. This low-LET radiation mostly leads to simple DNA damages, such as single-strand breaks (SSB), or simple double-strand breaks (simple DSB). Only 30% of the energy deposited by low-LET radiation induces clustered or multiple damage sites.

- direct ionizing radiation, such as electrons, protons, charged particles, or heavy ions, leading to high-LET. This high-LET radiation mostly leads to complex multiple DNA damage, including complex double-strand breaks (complex DSBs). 90% of the energy deposited by high-LET radiation induces clustered or multiple damage sites (Lomax et al. 2013; Mohamad et al. 2017).

Two examples of the deposited energy distribution for high- and low-LET radiations are shown in Figure 2.12. Since this thesis focuses on carbon-ion radiotherapy, a special interest is given to direct high-LET ionizing radiation. Radiation-induced DSBs can be repaired using non-homologous end joining (NHEJ), alternative end-joining (Alt-EJ or A-EJ), or homologous recombination (HR). As shown in Figure 2.13, low-LET radiation-induced DSBs are repaired by NHEJ or a combination of NHEJ/HR. However, because of the more complex nature of the DNA damage induced by high-LET radiation, less efficient DNA repair mechanisms follow high-LET radiation exposure (HR repair mechanism only). This leads to DNA being unrepaird for a longer time, which promotes genome instability and eventually leads to cell death. (Lomax et al. 2013).
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Figure 2.12: Different track structures of carbon ions and photons in a cell nucleus and comparison with the DNA size. The deposited energy distribution is localized along the trajectory of the high-LET carbon ion, but it is randomly distributed for low-LET photons (X-rays) (reprinted from (ICRU 93 2016)).

Figure 2.13: Repair of radiation-induced DNA damage from high- and low-LET radiation. Simple DNA damage is repaired by NHEJ or a combination of NHEJ/HR. More complex DNA damage is repaired by less efficient repair mechanisms. Adapted from (Mohamad et al. 2017).
2.2.2.2 Cell survival fraction

The effect of a certain radiation dose, $D$, in a cell population is quantified by the survival fraction, $SF$, of the irradiated cells. This $SF$ is a measurable quantity that can be described as a function of the delivered dose, $D$, by linear quadratic curve (Podgorsak 2005):

$$SF(D) = e^{-(\alpha D + \beta D^2)}$$  \hspace{1cm} (Eq.2.21)

From this linear quadratic fit, cell-specific parameters can be retrieved: the parameter $\alpha$ (in Gy$^{-1}$) represents the single hits contribution, and $\beta$ (in Gy$^{-2}$) represents the double hits contribution. From these cell-specific parameters, an $\alpha/\beta$-ratio (in Gy) is defined. This ratio describes the extent of the $SF$ curve shoulder, see Figure 2.14-a). A small $\alpha/\beta$-ratio, seen as almost no $SF$ curve shoulder, corresponds to a large cell repair capacity, while a large $\alpha/\beta$-ratio, seen as a large $SF$ curve shoulder, correlates with small cell repair capacity.

The shape of the cell-specific $SF$ curve and the corresponding $\alpha/\beta$-ratio play an important role when treating cancer patients. Indeed, radiotherapy uses the differences in radiation sensitivity and repair capacity of healthy and cancerous cells to disproportionally affect tumor cells. This is done in the following way, as seen in Figure 2.14-b): the total dose to be delivered to a tumor is split up into several irradiations (called fractions) which are spread over several days. The time between each fraction allows the healthy cells (usually exhibiting a small $\alpha/\beta$-ratio) to repair their radiation-induced DNA damage, while tumor cells (usually exhibiting large $\alpha/\beta$-ratio) cannot do this to the same extent.

![Figure 2.14](image-url)

Figure 2.14: a) Two linear quadratic curves corresponding to two survival fraction curves after irradiation for cells exhibiting small and large $\alpha/\beta$. b) Repeated irradiations (fractionation) allow bettering healthy cells sparing (small $\alpha/\beta$) compared to tumor cells (large $\alpha/\beta$). Adapted from (Karger 2021).
### 2.2.2.3 Relative Biological Effectiveness

The Relative Biological Effectiveness, \( RBE \), of a charged particle in a medium is defined as the ratio between the iso-effective absorbed doses of X-rays and that of particles (ICRU 93 2016):

\[
RBE = \left. \frac{D_{X-ray}}{D_{ions}} \right|_{iso-effective} \tag{Eq. 2.22}
\]

A difference in the quality between the two radiation types thus leads to an \( RBE \neq 1 \). The \( RBE \) also depends on the biological endpoint (e.g. cell survival level) used for its calculation; see Figure 2.15.

![Survival fraction curves as a function of dose for photons and ions.](image)

Figure 2.15: Survival fraction curves as a function of dose for photons and ions. \( RBE_{10} \) and \( RBE_{1} \) are calculated at a cell survival of 10 % and 1 %, respectively. Reprinted from (Schardt et al. 2010).

Usually, the \( RBE \) of charged particles varies as a function of tissue type and fraction dose, but it is conventionally accepted that:

\[ RBE_{proton} = 1.1 \text{ and } RBE_{carbon-ion} \sim 1.5 \text{ to } 3 \]

The \( RBE_{carbon-ion} \) is given for a typical clinical dose range, target organs, and tumors (Mein et al. 2020). It can be determined experimentally or approximated by models such as the Local Effect Model (LEM I/IV) or the modified Microdosimetric Kinetic Model (MKM). At the Heidelberg Ion Therapy Center (HIT), carbon-ion treatment planning with \( RBE_{carbon-ion} \) is based on the Local Effect Model (LEM1) (Scholz et al 1997). For intracranial lesions, a constant tissue fractionation parameter \( (\alpha/\beta)_x \) of 2 Gy is used (Combs et al. 2013).

The \( RBE \) is a complex entity and is, among other factors, correlated with particle energy, the \( LET \), the cell type, etc. The main dependency of RBE is with \( LET \) and dose: \( RBE \) increases with the \( LET \) until the overkill effect is reached (as seen in Figure 2.16-a)-b)).
2.2.2.4 Oxygen Enhancement Ratio

The oxygen enhancement ratio, $OER$, is defined as the ratio between iso-effective absorbed doses under hypoxic and under oxic conditions (ICRU 93 2016):

$$OER = \frac{D_{\text{hypoxic}}}{D_{\text{oxic}}} \bigg|_{\text{iso-effective}}$$  \hspace{1cm} (Eq.2.23)

As seen in Figure 2.17, the $OER$ is LET dependent: for high-LET radiation, the $OER$ is seen to be smaller. In other words, high-LET radiation leads to the same damage under hypoxic or oxic conditions. Thus high-LET radiation is efficient against radio-resistant hypoxic cells.

Figure 2.16: a) Dependencies between $RBE$ and $LET$ for different cell lines (a), ions (b), and survival level (c). The decrease in $RBE$ at high-LET is due to the overkill effect. Reprinted from (ICRU 93 2016) using data from (Furusawa et al. 2000).

Figure 2.17: Relationship between $OER$, $RBE$ and $LET$ as measured for a large variety of ion types. Reprinted from (ICRU 93 2016) using data from (Wenzl and Wilkens, 2011).
2.2.2.5 Prescribed dose

In ion beam therapy, the dose is prescribed in RBE-weighted dose, $D_{RBE}$, (ICRU 93 2016):

$$D_{RBE}[Gy \ (RBE)] = RBE \times D$$  \hspace{1cm} (Eq.2.24)

The unit of the $D_{RBE}$ is Gy (RBE). In the particle community, RBE-weighted dose is also termed “biological effective dose” or “biological dose” (GyE, Gy(E), Gye, Gy (RBE), and CGE). Individual carbon-ion pencil beams show a Bragg peak that is too sharp for the treatment of typical tumors, see Figure 2.18. Therefore, pencil beams of different ranges, i.e. of different beam energies, are combined in a so-called spread-out Bragg peak (SOBP) as seen in Figure 2.19.

![Figure 2.18](image1.png)

Figure 2.18: Relative dose deposition curves in water for mono-energetic 200 MeV/u and 270 MeV/u carbon ions compared with 25 MV photons, and $^{60}$Co gamma radiation. The sharp energy deposition of carbon ions in matter shows a visible Bragg peak at the end of the ion range. Reprinted from (Schartd et al. 2010).

![Figure 2.19](image2.png)

Figure 2.19: Schematic difference between physical and RBE-weighted doses for a biologically optimized SOBP. Adapted from (ICRU 93 2016).
2.3. Carbon-ion radiotherapy

2.3.1 Theoretical advantages of carbon-ion radiotherapy
The theoretical advantages of carbon-ion radiotherapy over photon and proton radiotherapy are directly related to the intrinsic physical and radio-biological properties of carbon ions. A detailed list of carbon-ion advantages can be found in (Mohamad et al. 2017).

First, as seen in Figure 2.18, when comparing the dose deposition curve of ions in water with one of the photons, carbon ions and protons allow to better spare healthy tissues in their dose plateau regions and to deliver more dose to the tumor using the Brag-peak. This effect is even stronger when delivering doses using SOBPs. Though, as seen in (Eq.2.15), the range straggling of carbon ions is seen to be $\frac{1}{\sqrt{12}} \approx 3.5$ times smaller than for protons of the same range. An even sharper Bragg peak is thus expected for carbon ions than for protons. Carbon-ion radiotherapy should, thus, lead to a better dose conformation in the longitudinal dimension compared to photon and even proton radiotherapy.

Moreover, the MCS and the lateral beam spread associated with particle beams is reduced for carbon ions compared with protons, as seen in (Eq.2.16) and Figure 2.20. Carbon-ion radiotherapy should, thus, also lead to a better dose conformation in the lateral dimensions compared to proton or photon radiotherapy.

Additionally, as seen in Figure 2.16, the direct damage of high-LET radiation such as carbon ions has a higher biological effect than that of low-LET radiation such as X-rays and protons. Thus, carbon ions exhibit a higher $RBE$ than photons and protons.

Lastly, as seen in Figure 2.17, the $OER$ is seen to be smaller for high-LET radiations. Hence, high-LET carbon ions lead to the same damage under hypoxic or oxic conditions. Carbon-ion radiotherapy should, thus, be more efficient against radio-resistant hypoxic cells compared to proton or photon radiotherapy.

In conclusion, given all the aforementioned physical advantages of carbon ions (which include sharper dose profile, lower lateral penumbra, and/or smaller scattering) and considering the precision reached with carbon-ion beam delivery using magnetic steering (raster scanning beams), it is clear that carbon-ion radiotherapy is of interest compared to photon and even to proton radiotherapy. Overall, carbon-ion radiotherapy offers the possibility to design dose distributions of superior dose conformity compared with X-rays and protons, allowing to theoretically better spare healthy tissues and organs at risk (OARs) from radiation damage.
Current clinical trials

The inherent physical and biological properties of protons and carbon ions suggest that particle therapy is a great tool to treat challenging tumors such as deep-seated tumors of the brain and the HN (surgery, photon 3DCRT, IMRT, VMAT, etc.). These benefits have been verified for several tumor types such as skull base chordoma (Takagi et al. 2018), meningiomas (El Shafie et al. 2018), resistant adenoid cystic carcinomas (Schulz-Ertner et al. 2005), and pediatric tumors (Sakthivel et al. 2019). However, within particle therapy, the theoretical benefit of carbon-ion radiotherapy over protons radiotherapy is still under investigation (Rackwitz et al. 2019).

To prove and support the theoretical benefits of carbon ions over protons, several clinical trials have been initiated at the Heidelberg Ion Therapy Center (HIT) (UniversitätsKlinikum Heidelberg 2021c). Table 2.1 summarizes the current clinical trials at the HIT facility that compare carbon-ion radiotherapy treatments of CNS and HN tumors with other treatment modalities (such as photon or proton radiotherapies, with or without boost, etc.). More clinical trials evaluating carbon-ion radiotherapy can also be found in (Malouff et al. 2020).

From these trials, numerous metrics, such as treatment overall survival, long-term survival, tumor control, acute and late toxicities, can be used to evaluate the potential benefits of carbon-ion radiotherapy over proton or photon radiotherapies. As an example, the CINDERELLA trial showed that re-irradiation of patients with recurrent gliomas with 10 to 16 fractions of 3 Gy (RBE) is safe: it was found that carbon-ion radiotherapy leads to no dose-limiting toxicities and a higher median overall survival of approximately one year in comparison to fractionated stereotactic radiotherapy (Combs, Burkholder, et al. 2010).

However, even though the benefits of particle therapy shown in some of these trials are promising, it is difficult to conclude the general effectiveness of carbon-ion radiotherapy for an individual patient. Indeed, the lack of standardization in between treatments sites, the different dose effectiveness in between the radiation types, the different learning curves and training levels of operating teams, the years-long follow-up times, and the randomization issues that are linked to such clinical trials are some of the limiting points impeding further conclusions on the general effectiveness of carbon-ion radiotherapy (Rackwitz et al. 2019).
### Table 2.1: Carbon-ion radiotherapy clinical trials for brain and HN tumors at the HIT facility.

<table>
<thead>
<tr>
<th>Status</th>
<th>Closed</th>
<th>Recruiting</th>
<th>Evaluating</th>
<th>Published</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Brain tumors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MARCIE atypical meningiomas II</td>
<td>CLEOPATRA primary glioblastoma</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: photon + C12 boost</td>
<td>A: chemo. + H1 boost</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Combs, Kieser, et al. 2010)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>CINDERELLA</strong> recurrent glioblastoma</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>A: CiRT vs B: FSRT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Combs, Burkholder, et al. 2010)</td>
<td></td>
</tr>
<tr>
<td><strong>HN tumors</strong></td>
<td>TPF-C-HIT throat H&amp;N cancer</td>
<td>ACCO adenoid cystic carcinoma</td>
<td>COSMIC salivary glands</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: radioimmunotherapy + C12 + IMRT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Jensen, Krauss, et al. 2011)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACCEPT adenoid cystic carcinoma</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: IMRT + C12 boost</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Adeberg et al. 2020)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>IMRT-HIT-SNT</strong> sinu-nasal cancer</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: IMRT + C12 boost</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Jensen, Nikoghosyan, et al. 2011)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Skull base chordoma/sarcoma</strong></td>
<td></td>
<td>ISAC sacrococcygeal chordoma</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: H1 vs B: CIRT (Uhl et al. 2014)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Skull base chordoma III HIT-1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: CiRT vs B: H1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Nikoghosyan, Kampanagiotou-Schenkel, et al. 2010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Skull base chondrosarcomas III CSP12C</strong> A: CiRT vs B: H1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Nikoghosyan, Rauch, et al. 2010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSCAR inoperable osteosarcoma</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A: H1 + 12C boost</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(UniversitätsKlinikum Heidelberg 2021e)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.3.2 Disadvantages of carbon-ion radiotherapy
Opposite of the theoretical advantages of carbon-ion radiotherapy over photon and proton radiotherapy, carbon-ion radiotherapy also exhibits theoretical disadvantages and limitations. These disadvantages are detailed in the following section.

2.3.2.1 Fragmentation dose tail
First, as seen in Figure 2.4, a characteristic fragmentation dose tail is visible in the dose deposition curve downstream of the Bragg peak due to the contribution of produced light secondary fragments from carbon-ion beams. Due to the $Z^2/A$ energy-loss dependence of these secondary fragments (ICRU 93 2016), this fragmentation dose tail is bigger for carbon ions compared to protons. Protons, however, do not undergo nuclear fragmentation and deliver virtually no dose behind the Bragg peak (neglecting the production of neutral particles). The limitations introduced by the fragmentation tail can be mitigated by avoiding carbon-ion beam directions that make ions stop directly in front of organs at risk (OAR).

2.3.2.2 Systematic and statistical uncertainties
The more conformal dose delivery of ions, achieved thanks to their steeper dose profile, is also more impacted by treatment uncertainties (Fattori et al. 2014). These uncertainties can be separated into systematic and random (statistical) uncertainties. A summary of these systematic and random uncertainties are presented in Table 2.2 and the following two paragraphs.
Systematic uncertainties affect all fractions of patient treatment in the same way. These uncertainties, see Figure 2.21, can arise from the treatment planning uncertainties, uncertainties from conversion from CT HU to WET, the uncertainties from RBE-weighted dose calculation, or the patient immobilization setup uncertainties.

- Systematic treatment planning uncertainties mostly come from the planning CT uncertainties (affected by the CT imaging accuracy and CT reconstruction artifacts), the delineation variability of the tumor volume (Jäkel et al. 2000).
- Empirical uncertainties in the CT HU conversion into particle stopping power lead to systematic uncertainties of the order of 1 mm for carbon-ion radiotherapy (Rietzel et al. 2007). The combined uncertainty of stopping-power ratios derived from CT HU conversion is around 2-3 % (Jäkel, Jacob, et al. 2001) but can increase to 6.3 % for head and neck treatments from (ICRU 93 2016).
- RBE prediction uncertainties directly transfer into a systematic uncertainty of the biological RBE-weighed dose (Böhlen et al. 2012). The RBE is, among others, particle-type-specific, tumor-specific, and patient-specific. Hence, complex radiobiological models have been developed over the years to predict the RBE of carbon ions in matter. However, the employed RBE models differ significantly between Europe (LEM I/IV) and Japan (MKM). This results in RBE prediction uncertainties of up to 20 - 30 % (Fossati et al. 2012). In a recent in-silico patient study, these uncertainties lead to RBE-weighted dose prediction variations of up to ~ 40 % (Mein et al. 2020).
- Systematic patient immobilization uncertainties are directly linked to the accuracy of the robotic treatment couch position (below 0.2 mm ± 0.2 mm std at the HIT facility (Jensen et al. 2012)) and the accuracy of the patient correction imaging system, such as
in-room orthogonal X-rays (0.2 mm ± 0.1 mm std at the HIT facility (Jensen et al. 2012)).

Figure 2.21: Global overview of the systematic uncertainties directly affecting dose deposition during the carbon-ion radiotherapy treatment planning process. Reprinted from (Vogin et al. 2019).

Random uncertainties, on the other hand, randomly affect each fraction of patient treatment. They can arise from intra-fractional changes, happening within a treatment fraction, or from inter-fractional changes, happening between two treatment fractions.

- Intra-fractional changes can arise from organ or respiratory motion, or even heartbeat.
- Inter-fractional changes can come from random uncertainties in:
  - Inter-fractional patient positioning setup error, which is expected to be ±1.0 mm and ±1.0° for cranial treatments (Fattori et al. 2014).
  - Inter-fractional anatomical changes, as seen in Figure 2.22. Changes in the patient anatomy can arise from inflammation, weight loss ((Bhandari et al. 2014) found weight loss up to 10 % (3 to 8 kg weight loss) in studied HN cancer patients), or tumor volume shrinkage among others (mean PTV shrinkage of 149.83 cm$^3$ for HN tumor treated with IMRT (Bhandari et al. 2014)).

Figure 2.22: Tumor volume shrinkage between the first and a repeated CT scan for an HN tumor treated with IMRT. Reprinted from (Bhandari et al. 2014).
Table 2.2: Overview of uncertainty sources in CiRT (adapted from (ICRU 93 2016)). Systematic uncertainties are marked by * and random uncertainties by ▼.

<table>
<thead>
<tr>
<th>Uncertainty sources</th>
<th>Uncertainty deviations in delivered dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic patient parameters * ▼</td>
<td>&gt; 10%</td>
</tr>
<tr>
<td>α/β-ratio tissue parameters *</td>
<td>&gt; 10%</td>
</tr>
<tr>
<td>Patient individual radiation sensitivity *</td>
<td></td>
</tr>
<tr>
<td>Anatomical changes during radiotherapy (e.g. tumor growth/shrinkage, weight loss, re-oxygenation...) ▼</td>
<td>Strongly dependent on delivery and organ site</td>
</tr>
<tr>
<td>Inter- and intra- fractional organ motion ▼</td>
<td>Strongly dependent on delivery and organ site</td>
</tr>
<tr>
<td>Treatment planning *</td>
<td></td>
</tr>
<tr>
<td>Data base for TPS*</td>
<td>&lt; 3%</td>
</tr>
<tr>
<td>Planning imaging (distortion, geometrical uncert., image resolution, HU) *</td>
<td>&lt; 3% for CT, and between 3 - 10% for MR</td>
</tr>
<tr>
<td>Image registration*</td>
<td>Motion dependent (&lt; 3% for rigid areas, between 3-10% for deformable)</td>
</tr>
<tr>
<td>Segmentation, contoring, target definition*</td>
<td>&lt; 3% for normal tissue, &gt; 10% for target</td>
</tr>
<tr>
<td>Dose calculation model (scattering, fragmentation...) *</td>
<td>&lt; 3% and between 3 - 10% (heterogeneities)</td>
</tr>
<tr>
<td>Range uncertainties*</td>
<td>&lt; 3% and between 3 - 10%</td>
</tr>
<tr>
<td>Uncertainty in RBE*</td>
<td>&gt; 10%</td>
</tr>
<tr>
<td>Calculation of control parameters*</td>
<td>&lt; 3%</td>
</tr>
<tr>
<td>Beam delivery* ▼</td>
<td>Design and location of passive beam line elements (collimators, vacuum window, monitor system, ripple filter...) *</td>
</tr>
<tr>
<td>Changes of beam parameters (purity, position, energy, size, intensity...) ▼</td>
<td>&lt; 3% and between 3 - 10% (for beam size)</td>
</tr>
<tr>
<td>Calibration of dose or particle monitors ▼</td>
<td>&lt; 3%</td>
</tr>
<tr>
<td>Absorbed dose measurement *</td>
<td>&lt; 3%</td>
</tr>
<tr>
<td>Delivery uncertainties (control system and tolerances) ▼</td>
<td>&lt; 3%</td>
</tr>
<tr>
<td>Patient immobilization and setup ▼</td>
<td>Reproducibility of immobilization and alignment procedures*</td>
</tr>
<tr>
<td>Positioning devices (lasers, table) ▼</td>
<td>&lt; 3%</td>
</tr>
<tr>
<td>In-room imaging systems (orthogonal X-rays, CT, optical systems) ▼</td>
<td>&lt; 3%</td>
</tr>
<tr>
<td>Accuracy of position corrections (registration algorithms) *</td>
<td>&lt; 3%</td>
</tr>
</tbody>
</table>

2.3.2.3 Planned tumor volume margins

The above-mentioned uncertainties and their impact on the dose distribution are accounted for by adding safety margins around the tumor volume (Paganetti 2012). The ICRU 93 defines several volumes and margins to which strict RBE-weighted dose constraints are applied during radiotherapy from (ICRU 93 2016). These volumes are separated into oncological, anatomical, planned, and treated tumor volumes. The anatomical gross tumor volume (GTV) refers to the known oncological tumor volume. This GTV is then extrapolated into a clinical target volume (CTV) including probable microscopic tumor infiltrations and organs at risk (OARs) surrounding the CTV. The treatment planning aims to find an optimum compromise between high RBE-weighted dose conformation to the CTV and low dose conformation to the OARs. However, the CTV irradiation is subject to geometrical uncertainties, such as organ motion, patient misalignment, inter and intra-fractional changes, or setup uncertainties. For this, a planning target volume (PTV) is created. This PTV includes the
CTV and the internal target volume (ITV), which accounts for tumor motion within the patient, plus some additional margins that account for all external treatment uncertainties. The PTV is dependent on the tumor location, tumor type, and treatment modality. The actual treated volume (TV), which received the RBE-weighted dose, might differ from the PTV.

As seen in Figure 2.23, most carbon-ion facilities apply a 2 to 3 mm CTV-to-PTV safety margin (Fattori et al. 2014; Jäkel et al. 2000). However, applying such margins directly leads to a larger irradiated volume of healthy tissue. Even with a 2 mm CTV-to-PTV margin, random uncertainties in scanned beams can lead to heterogeneities in the delivered dose with hot and cold spots in the OARs and CTV (Fattori et al. 2014).

![Applied margins around the CTV for different carbon-ion beam facilities. Reprinted from (Greilich 2017).](image)

**2.3.3 Overview of non-invasive carbon-ion radiotherapy monitoring techniques**

It is thus of utmost interest to track and monitor any of the inter- and intra-fractional changes that directly impact the carbon-ion radiotherapy delivery. The monitoring of such treatment is especially relevant along the longitudinal coordinate (depth) as the dose distribution in the patient is very sensitive to the carbon-ion stopping positions. Therefore, methods to monitor the carbon-ion radiotherapy delivery in depth and to track potential anatomical changes during or after irradiation were developed. Such monitoring methods should ideally be non-invasive, time-resolved and in real-time (Parodi 2016).

Most of the developed methods for carbon-ion radiotherapy monitoring are based on the detection of direct and indirect nuclear reaction products such as radioactive nuclei (like β+ emitters, followed by a decay process that is slow with half-lives in the order of seconds to hours), de-excitation radiation (leading to the emission of prompt gammas, in a fast process in order of ~ $10^{-12}$s) and evaporated light ions (such as protons, neutrons, and alphas, in a very fast process in order of ~ $10^{-12}$s).

A detailed overview of monitoring methods for carbon-ion radiotherapy can be found in (Parodi 2016) or (Parodi et al. 2018). Some of the monitoring methods of carbon-ion radiotherapy will be detailed in the following paragraphs.
2.3.3.1 Positron Emission Tomography - based monitoring

Carbon-ion radiotherapy can be monitored in depth using Positron Emission Tomography (PET). Several PET-based monitoring methods have been developed over the years as summarized in (Shakirin et al. 2011) and in (Parodi 2016). The isotopes which are produced by the nuclear fragmentation of the carbon-ion beam in the target decay and emit positrons (β+). PET is based on the detection of pairs of annihilation photons that are emitted during the annihilation of these β+ with the tissue electrons. Measuring the annihilation-photons allows the carbon ion beam path in the patient to be reconstructed. PET-based monitoring of carbon ion beams has the advantage (compared with proton beams) that positron emitters are not only generated from target fragments but also from projectile fragments such as 13C, 10C 13N, or 15O, which correlate well with the ion beam range in a patient.

PET-based data acquisition can be performed online in-spill or inter-spill during the treatment delivery (in-beam PET) (Enghardt et al. 2004), shortly after irradiation (in-room PET) (Nishio et al. 2006), or outside the treatment room later after the irradiation (offline PET) (Parodi et al. 2007). In-room and offline PET monitoring can be operated with conventional clinical PET or PET-CT scanners, in-beam PET monitoring needs a dedicated scanner such as in (Ferrero et al. 2018).

PET-based monitoring methods highly depend on the half-lives of the produced isotopes, which range from a few seconds \( t_{1/2}(^{10}\text{C}) = 20 \text{s} \) to a few minutes \( t_{1/2}(^{11}\text{C}) = 20.4 \text{min} \). They therefore directly suffer from both fast signal decay due to the short half-lives of some of the created isotopes, and from long acquisition times due to the low induced activity and long half-lives of other isotopes (Enghardt et al. 2004). PET-based monitoring methods are consequently impacted by physiological washout happening within a few minutes after the irradiation. Other performance-limiting factors of PET-based monitoring are the poor count statistics, the high background, the partial volume effect due to PET’s limited spatial resolution which can lead to underestimation of activity concentrations, and the positron range in tissue after the beta decay. Additionally, PET-based monitoring does not directly measure the dose distribution and therefore requires the distribution of the produced positron emitters to be predicted e.g. via Monte Carlo simulations (Shakirin et al. 2011).

2.3.3.2 Prompt gamma-based monitoring

Carbon-ion radiotherapy can also be monitored in depth using the detection of prompt gamma rays that are emitted in the prompt de-excitation processes of the excited nuclei created in nuclear reactions induced by the carbon-ion beam. These prompt gammas are emitted on a prompt time scale of less than \( 10^{-16} \text{s} \) (Serber 1947). Over the years, several prompt-gamma-based monitoring techniques have been developed using either mechanical collimation (Min et al. 2006) or electronic collimation (Compton camera) (Everett et al. 1977), as well as uncollimated systems such as prompt gamma timing (PGT) (Golnik et al. 2014) and prompt gamma peak integral (PGPI) (Krimmer et al. 2017) based on TOF information. Clinical prototypes of prompt-gamma-based monitoring techniques are being implemented by several research groups such as (Draeger et al. 2018; Hueso-González et al. 2018). A detailed overview of prompt-gamma-based monitoring can be found in (Krimmer et al. 2018).

Prompt-gamma-based monitoring offers several advantages: unlike PET-based monitoring methods, which rely on the minute-long lifetimes of β+ emitters, prompt-gamma-based
monitoring methods allow real-time measurements during patient irradiations. Moreover, prompt gammas offer a better correlation between the distal dose and the activity falloff than PET-based monitoring (Kurosawa et al. 2012; Min et al. 2006), do not suffer from any biological washout, and allow both carbon-ion and proton beams to be monitored. Additionally, the spectrum of emitted gammas can also be used to determine the composition of the target tissues (Dal Bello et al. 2020). However, prompt-gamma-based monitoring methods still suffer from several limiting factors in the detection of high-energetic gammas rays. Among these challenges are the Compton scattering of prompt gammas, the large radiation background from neutrons, light fragments, and scattered photons as well as the limited detection efficiency, all of which affect the overall quantity and quality of measured gammas.

### 2.3.3.3 Secondary-ion-based monitoring

Carbon-ion radiotherapy can also be monitored in depth using the detection of promptly charged particles. During the nuclear reaction of the carbon-ion beam, prompt secondary ions are created from the fragmentation of the projectile nuclei. These secondary ions are emitted on a prompt time scale of less than $10^{-16}$ s and are predominantly emitted in a forward-peaked direction. Secondary-ion-based monitoring methods were first described by (Dauvergne et al. 2009) interaction vertex imaging (IVI) (Amaldi et al. 2010) and simulated in Geant 4 Monte Carlo study by (Henriquet et al. 2012). Up to now, fundamental research using secondary-ion-based monitoring methods was investigated based on secondary ion fluxes, energy spectra, emission profiles, and identification exclusively on PMMA targets and at relatively large detection angles with respect to the beam axis (60° and 90°). A detailed overview of monitoring of ion beam treatments using charged particles can be found in (Muraro et al. 2016). A first clinical implementation of such a monitoring method is described in (Fischetti et al. 2020). Detection and tracking of secondary ions can be performed using either drift chambers (DC) with lutetium–yttrium oxyorthosilicate scintillator crystals LYSO (Mattei, Battistoni, et al. 2017; Piersanti et al. 2014), scintillating fiber (Traini et al. 2017), hybrid pixelized silicon semiconductor (Gaa et al. 2017; Reimold 2018), or monolithic active pixel detectors (Reidel et al. 2019).

Compared to PET-based monitoring techniques, secondary-ion-based monitoring methods offer the same advantages as prompt-gamma-based monitoring methods, by allowing the measurement to be performed in real-time during patient irradiations. Additionally, simultaneous information on the lateral position of the carbon-ion beams can also be retrieved by monitoring these methods (Félix-Bautista et al. 2019; Félix-Bautista et al. 2021). Compared to prompt-gamma-based monitoring methods, secondary-ion-based monitoring methods offer superior detection efficiency and a better signal-to-noise ratio, since there exist no alternative production channels for charged fragments than projectile fragmentation. However, secondary-ion-based monitoring methods are only applicable for beam monitoring of ions heavier than protons because protons do not undergo nuclear fragmentation. Moreover, and in contrast to prompt gamma rays, charged fragments undergo MCS, which limits the imaging resolution. The spatial resolution along the longitudinal coordinate is further reduced because of the forward-peaked emission of nuclear fragments: the non-isotropic emission prevents the detection system to be placed at the optimum angle of 90 degrees to the longitudinal axis.
Table 2.3: Overview of the leading three carbon-ion radiotherapy monitoring methods

<table>
<thead>
<tr>
<th></th>
<th>PET-based</th>
<th>Prompt-gamma-based</th>
<th>Secondary-ion-based</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Process speed</strong></td>
<td>Slow decay seconds to hours</td>
<td>Prompt de-excitation $10^{-12}$ s</td>
<td>Prompt emission $10^{-12}$ s</td>
</tr>
<tr>
<td><strong>Online / real-time</strong></td>
<td>☒</td>
<td>☑</td>
<td>☑</td>
</tr>
<tr>
<td><strong>Acquisition time</strong></td>
<td>5 – 30 min</td>
<td>$&lt; 1$ min</td>
<td>$&lt; 1$ min</td>
</tr>
<tr>
<td><strong>Carbon detection</strong></td>
<td>Indirect</td>
<td>Indirect</td>
<td>Indirect</td>
</tr>
<tr>
<td><strong>Invasive</strong></td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td><strong>Visualization</strong></td>
<td>3D</td>
<td>3D</td>
<td>3D</td>
</tr>
<tr>
<td><strong>Anatomical location</strong></td>
<td>All</td>
<td>All</td>
<td>All</td>
</tr>
<tr>
<td><strong>Expected spatial resolution</strong></td>
<td>2-10 mm</td>
<td>~2 mm</td>
<td>~2 mm</td>
</tr>
<tr>
<td><strong>Production rate</strong></td>
<td>70 x higher production rate than $\beta^+$</td>
<td>High in the forward direction, low at large angles</td>
<td></td>
</tr>
<tr>
<td><strong>Detection yield</strong></td>
<td>Low detection efficiency, High background</td>
<td>Low detection efficiency, High background</td>
<td>High detection efficiency, low noise</td>
</tr>
<tr>
<td><strong>Disadvantages</strong></td>
<td>• PET simulation needed (bad correlation with dose)</td>
<td>• Collimators needed for non-Compton cameras</td>
<td>• Low spatial resolution, high attenuation, low correlation with dose</td>
</tr>
<tr>
<td></td>
<td>• Biological washout (20 min)</td>
<td>• No tracking, low detection yield, high background</td>
<td></td>
</tr>
</tbody>
</table>
3. Materials and Methods

The work of this thesis is based on the detection and tracking of secondary ions produced during irradiations of carbon-ion radiotherapy treatments. In this chapter, the materials and methods used for the thesis are summarized.

3.1. Heidelberg Ion-Beam Therapy Center

3.1.1 Facility overview

The experiments performed in this thesis were carried out at the Heidelberg Ion Therapy Center (HIT), in Germany. The HIT facility is composed of nine main elements, all of which are depicted in Figure 3.1. The HIT facility offers several ion types from different ion sources: two ion types for clinical purposes (protons $^1$H, and carbon ions $^{12}$C) and two ion types for research purposes (helium ions $^4$He, and oxygen ions $^{16}$O). A stage linear accelerator followed by a synchrotron allow for ions to be accelerated to up to 75% of the speed of light. Afterward, the synchrotron keeps the ion beam in a circular path. The ion beam is then guided and bundled by additional magnets towards the treatment delivery rooms. At HIT, three treatment rooms are available: one ion-Gantry room (rotating 360°, with a weight of 670 T) and two horizontal treatment rooms, called H1 and H2 rooms. Additionally, an experimental room, mimicking the irradiation conditions of the horizontal treatment rooms, is available for experimental work. Most of the experimental work in this thesis was performed in this last experimental room.

Figure 3.1: Overview of the HIT facility. (1) ion sources, (2) linear accelerator, (3) synchrotron, (4) magnets, (5-6) two horizontal treatment rooms, (7) one gantry, and (8) gantry treatment room, and (9) one experimental treatment room. Picture reprinted from (UniversitätsKlinikum Heidelberg 2021d)
The experimental work of this thesis was only performed with carbon-ion beams. The HIT facility offers carbon-ion beams energy values ranging from 88.83 to 430.10 MeV/u (LIBC library). This corresponds to ranges in water from 20 to 300 mm with range increments of 1.0 mm for low beam energies and 1.5 mm for higher beam energies of carbon ion beams. The full width at half maximum of the carbon-ion beam ranges from 3.4 mm to 13.4 mm (FWHM).

3.1.2 Active raster scanning technique
At the HIT facility, beam delivery is based on the active intensity-modulated raster scanning method (Haberer et al. 1993). This allows for an active variation of the carbon-ion beam’s focus size, the number of particles, and beam energy for each irradiation point, also called raster points. The term “pencil beam” often refers to the carbon-ion beam covering a certain irradiation point. With this raster scanning method, the tumor volume is sliced longitudinally into iso-energetic slices (IES) as shown in Figure 3.2. The continuous beam is actively deflected and focused using fast dipole magnets to irradiate laterally each IES of the tumor volume. At the HIT facility, shallow IESs are irradiated first with low beam energies. Deeper IESs are irradiated later with higher beam energies. Treated lateral field sizes at the room isocenter can be up to 20 cm × 20 cm at the HIT facility (Combs, Jäkel, et al. 2010).

![Figure 3.2: Each iso-energetic slice (IES) of a tumor volume by a continuous pencil beam that is actively deflected to cover all lateral pencil beam positions. At the HIT facility, shallow IESs are irradiated first (IES1) and deeper IESs are irradiated later (IES7).](image)

3.1.3 Accelerator beamline
At HIT the beam nozzle is located approximately 1.12 meters upstream of the room isocenter with which the patient is aligned. As depicted in Figure 3.3, the beam nozzle contains several elements that are important for patient irradiation. First, ripple filters of either 3 or 4 mm can be mounted in the beam nozzle. Ripple filters are used with carbon-ion beams to broaden the beam energies distribution and, thus, to reduce the number of ion beam energy steps required to achieve a smooth spread-out Bragg Peak in the tumor volume (Weber et al. 1999). Additionally, an online beam feedback system, called beam monitoring system (BAMS) is mounted at HIT in the beam nozzle. The BAMS allows for an active beam position feedback, as well as feedback concerning the number of carbon ions. The lateral beam spot positions are measured in the beam nozzle by two multi-wire proportional chambers (MWPC 1 and 2) and the number of particles per pencil beam is measured by three ionization chambers (IC1, 2, and
3.1.4 Treatment planning for carbon-ion radiotherapy

At the HIT facility, clinical CT images of the patients are made on a SIEMENS Sensation Open device, using head clinical protocols. Conversion of HU values of these CT images to WET is done using calibration functions, see (Eq.3.34) and (Jäkel, Jacob, et al. 2001; Rietzel et al. 2007). From these quantitative patient images, carbon-ion treatment plans are designed on the Siemens “Syngo RT Planning system” (Siemens Healthcare GmbH, Erlangen, Germany), using LEM1 for biological plan optimization (Combs, Jäkel, et al. 2010).

Within this thesis, three clinical carbon-ion treatment plans were used. Snapshots of the three carbon-ion treatment plans and their clinical CT images are shown in Figure 3.4. Details of the three treatment plans are summarized in Table 3.1. The three plans were designed for pre-clinical experiments on an anthropomorphic and a homogeneous head model, as well as for a first clinical application of the method on a real patient.

For the pre-clinical experiments in this thesis, two treatment plans of spherical tumor volumes treated with prescribed fraction doses of 3 Gy (RBE) were used. A 100-cm\(^3\) sphere was defined in the anthropomorphic head model and a 70-cm\(^3\) sphere was defined in the homogeneous head model. Both tumor volumes were centered in the head models and both treatment plans consisted of one single field.

For the first clinical application, a clinical patient treatment plan of a non-spherical tumor volume of 73.85 cm\(^3\) treated with a prescribed fraction dose of 3 Gy (RBE) was used. This clinical treatment plan consisted of two fields (5\(^\circ\) and 330\(^\circ\)). Only the first 5\(^\circ\) treatment field was measured in this thesis, corresponding to a maximum biological dose of 0.84 Gy (RBE).
Figure 3.4: Coronal views of the three clinic-like treatment plans as designed in the Siemens syngo RT Planning system overlaid with CT images for the anthropomorphic Alderson head model (left), the homogeneous cylindrical head model (center), and patient head (right). The green line delineates GTV (center) and the blue line PTV (left and right). Courtesy of Dr. M. Ellerbrock, and Dr. M. Winter.

Table 3.1: Carbon-ion treatment plan parameters

<table>
<thead>
<tr>
<th></th>
<th>Homogeneous head model</th>
<th>Alderson head model</th>
<th>Patient 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PTV (cm³)</strong></td>
<td>70.06</td>
<td>100.01</td>
<td>73.85</td>
</tr>
<tr>
<td><strong>Beam Modifier</strong></td>
<td>Ripple Filter 3mm</td>
<td>Ripple Filter 3mm</td>
<td>Ripple Filter 3mm</td>
</tr>
<tr>
<td><strong>Treatment field number</strong></td>
<td>1</td>
<td>1</td>
<td>2 (5° and 330°)</td>
</tr>
<tr>
<td><strong>Fraction dose (Gy (RBE))</strong></td>
<td>3</td>
<td>3</td>
<td>3 for total fraction 0.84 (*)</td>
</tr>
<tr>
<td><strong>Scan grid lat. dist X/Y (mm)</strong></td>
<td>2.0/2.0</td>
<td>2.0/2.0</td>
<td>2.0/2.0(*)</td>
</tr>
<tr>
<td><strong>Scan grid long. dist Z (mm)</strong></td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td><strong>Number of energy slices</strong></td>
<td>19</td>
<td>22</td>
<td>23 (*)</td>
</tr>
<tr>
<td><strong>Min energy (Mev/u)</strong></td>
<td>167.66</td>
<td>163.09</td>
<td>95.67 (*)</td>
</tr>
<tr>
<td><strong>Max energy (Mev/u)</strong></td>
<td>239.45</td>
<td>246.57</td>
<td>204.27 (*)</td>
</tr>
<tr>
<td><strong>Spot positions</strong></td>
<td>8356</td>
<td>10218</td>
<td>5735 (*)</td>
</tr>
<tr>
<td><strong>Total primary ion number</strong></td>
<td>5.69. 10⁸</td>
<td>7.06. 10⁸</td>
<td>3.31. 10⁸ (*)</td>
</tr>
<tr>
<td><strong>Pencil beams FWHM (mm)</strong></td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

(*) for the measured field
3.2. Secondary ion tracking system: mini-tracker

3.2.1 Hybrid semiconductor pixel detector

In this thesis, a mini-tracker was used to detect and track the secondary ions produced and departing from the irradiated head models. This mini-tracker consists of two hybrid semiconductor pixel detectors. 

Semiconductor detector refers to detectors that are made of semiconductor crystals, such as silicon or germanium. Semiconductors exhibit different conductivity depending on the concentration of impurity they contain. This conductivity is defined in a so-called doping process and can lead to different p- or n-types of materials depending on the atomic number of the used dopant. P-N junctions can be formed within a semiconductor crystal. A depleted region of the semiconductor can be created at the p-n junctions by applying an external voltage on both sides of the junction. The depletion width, \( W \), for n-type semiconductor detectors with p-n junctions is defined as a function of the applied bias voltage \( V_b \) (Spieler, 2005, p.65):

\[
W = \sqrt{\frac{2 \varepsilon_s}{q} \left( \frac{V_0 + V_b}{N_D} \right)}
\]  

(Eq.3.1)

with \( q = 1.602 \times 10^{-19} \text{ C} \) as the unit of the electric charge in Coulomb, \( \varepsilon_s = 1.0536 \times 10^{-12} \text{ F/cm} \) as the silicon electric permittivity (see Table 3.2), \( N_D = 1.005 \times 10^{12} \text{ cm}^{-3} \) intrinsic carrier doping concentration of donors or impurity concentration\(^1\), and \( V_b \) the applied bias voltage in volt. \( V_0 \approx 0.63 \text{ V} \) is the build-in voltage which is negligible when approximated by (Spieler, 2005, p.61):

\[
V_0 = \frac{k_b T}{q} \log \left( \frac{N_A N_D}{n_i^2} \right)
\]  

(Eq.3.2)

with \( N_A = 1 \times 10^{19} \text{ cm}^{-3} \) as the intrinsic carrier doping concentration of acceptors\(^1\), \( k_B = 1.38066 \times 10^{-23} \text{ J/K} \) the Boltzmann’s constant, \( T \) the temperature in Kelvin \( T = 300 \text{ K} \), and \( n_i = 9.65 \times 10^9 \text{ cm}^{-3} \) being the intrinsic silicon carrier concentration at 300 K. Table 3.3 summarizes the depletion width \( W \) of the mini-tracker silicon sensors for the different bias voltages applied in this thesis.

When a charged particle crosses a partially (or fully) depleted semiconductor sensor, it triggers the creation of charged electron-hole pairs along its path. These created pairs travel the sensor and produce a signal current that is then read by the detector electronics, as seen in Figure 3.5-b).

Semiconductor detectors are said to be “pixelized” when they have a 2D surface segmentation as seen in Figure 3.5-a) in contrast to, for example, other 1D strip semiconductor detectors. Pixel semiconductor detectors are said to be “hybrid” when they have miniaturized electronics, where each sensor pixel has its own readout channel connected via bump bound to the detector electronics, as seen in Figure 3.5-b).

\(^1\) \( N_D \) and \( N_A \) from Advacam s.r.o. personal conversation
Table 3.2: Silicon properties at room temperature (300 K) from (Spieler 2005; Sze et al. 2007).

<table>
<thead>
<tr>
<th>Properties</th>
<th>Silicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic density [cm(^{-3})]</td>
<td>(5.02 \times 10^{22})</td>
</tr>
<tr>
<td>Atomic weight A</td>
<td>28.09</td>
</tr>
<tr>
<td>Density (\rho) [g/cm(^{3})]</td>
<td>2.329</td>
</tr>
<tr>
<td>Dielectric constant (\varepsilon_s/\varepsilon_0)</td>
<td>11.9</td>
</tr>
<tr>
<td>Electric permittivity (\varepsilon_s) [F/cm]</td>
<td>(1.0536 \times 10^{-12})</td>
</tr>
<tr>
<td>Electron affinity (\chi) [V]</td>
<td>4.05</td>
</tr>
<tr>
<td>Energy gap / Bandgap [eV]</td>
<td>1.12 (indirect)</td>
</tr>
<tr>
<td>Intrinsic carrier concentration (n_i) [cm(^{-3})]</td>
<td>(1.45 \times 10^{10})</td>
</tr>
<tr>
<td>Mobility [cm(^2)/V-s]</td>
<td>Electrons (\mu_e = 1.450)</td>
</tr>
<tr>
<td></td>
<td>Holes (\mu_h = 500)</td>
</tr>
</tbody>
</table>

Table 3.3: Calculated depletion width of detector sensor in mini-tracker per applied bias voltages

<table>
<thead>
<tr>
<th>Bias Voltage [V]</th>
<th>Depletion width [(\mu)m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>118</td>
</tr>
<tr>
<td>30</td>
<td>200</td>
</tr>
<tr>
<td>40</td>
<td>231</td>
</tr>
<tr>
<td>80</td>
<td>325*</td>
</tr>
<tr>
<td>100</td>
<td>363*</td>
</tr>
</tbody>
</table>

* fully depleted 300 \(\mu\)m sensor

Figure 3.5: Hybrid pixel semiconductor detector (a) and zoom on its bump-bonded region (b). The charged particle generates electron-hole pairs (+ and -) while crossing the depleted zone of the sensor. The signal is then acquired by the electronics of the detector. a) is reprinted from (Rossi et al. 2005) and b) is reprinted from (Spieler 2005).
3.2.2 AdvaPIX TPX3 modules

The mini-tracker consists of two parallel AdvaPIX TPX3 modules\(^2\). Each of the AdvaPIX TPX3 modules contains a Timepix3 detector. Timepix3 is a compact hybrid semiconductor pixel detector that was developed by the Medipix3 Collaboration at CERN. Timepix3 detector has ultra-fast sparse data readout that allows acquiring up to 40-million-pixel hits per second. Each pixel is bump-bonded to the read-out chip. In this work, the Timepix3 sensitive area is around 2 mm\(^2\), divided into 256 x 256 pixels (pixel pitch of 55 μm), with a silicon sensor thickness of 300 μm.

Compared to the previous generation of mini-trackers, using Advacam TPX modules with the Timepix detector, (as in Gwosch et al. 2013, Reinhart et al. 2017 and Gaa et al. 2017), the new AdvaPIX TPX3 modules with Timepix3 detector allow for simultaneous measurement of position, energy, and time-of-arrival of single ions with a better time resolution (1.56 ns) and no deadtime.

Detailed characteristics of a single AdvaPIX TPX3 module are presented in Table 3.4 and Figure 3.6. During experimental and clinical measurements, the two AdvaPIX TPX3 modules of the mini-tracker were operated in synchronization, with a 3 keV pixel energy threshold. They were connected with a 5 V power supply and a USB 3.0 communication to a standard mini-PC notebook which assured continuous fast data-driven read-out of the acquired data. The two layers of the module sensor were partially depleted at a low bias voltage of 10 V, which corresponds to a depletion depth of the detector of about 100 μm (as calculated from (Eq.3.1) and (Eq.3.2)).

The two parallel AdvaPIX TPX3 modules of the mini-tracker can be operated in several pixel acquisition modes (Llopart 2014):

- in Time-of-Arrival mode only (ToA mode)
- in Time-of-Arrival and Time-over-Threshold mode (ToA/ToT mode)
- in event counting and integral Time-over-Threshold (event count and iToT)

In this thesis, the two AdvaPIX TPX3 modules were operated in the ToA/ToT mode and the measured raw data was exported in ASCII files in a .t3pa file format, see section ($\S$3.5.1.) for more details. The two parallel AdvaPIX TPX3 modules of the mini-tracker were also operated in synchronization, where the first module, i.e. the closest to the tumor center, was set to be the “Master” device and the other module was set to be the “Slave”. Measurements were started and stopped by the hardware trigger of the Master device.

Additionally, an offline synchronization with the beam record was implemented, allowing to distinguish from which pencil beam the measured tracks were coming.

---

\(^2\) ADVACAM s.r.o. Prague
Table 3.4: AdvaPIX TPX3 module characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor Material</td>
<td>Silicon (Si)</td>
</tr>
<tr>
<td>Sensor Thickness (μm)</td>
<td>300</td>
</tr>
<tr>
<td>Sensitive Area (mm x mm)</td>
<td>14 x 14</td>
</tr>
<tr>
<td>Time Resolution (ns)</td>
<td>1.6</td>
</tr>
<tr>
<td>Readout Speed (Mhits/s)</td>
<td>40</td>
</tr>
<tr>
<td>Number of Pixels</td>
<td>256 x 256</td>
</tr>
<tr>
<td>Pixel Pitch (μm)</td>
<td>55</td>
</tr>
<tr>
<td>Energy Resolution (keV):</td>
<td>1</td>
</tr>
<tr>
<td>Weight (g)</td>
<td>503</td>
</tr>
<tr>
<td>Dimensions (mm)</td>
<td>125 x 79 x 25.5</td>
</tr>
<tr>
<td>Software</td>
<td>Pixet Pro (v. 1.6.5.778)</td>
</tr>
</tbody>
</table>

Figure 3.6: Two parallel AdvaPIX TPX3 modules of the mini-tracker crossed by a secondary ion. The secondary ion track is represented by the dashed blue line, the ion hits on the sensor layers are represented by the yellow crosses. Module picture adapted from AdvaPIX TPX3’s datasheet.
Chapter 3: Materials and Methods

3.3. Pre-clinical and clinical measurement setups

3.3.1. Pre-clinical measurements
To mimic a clinical treatment, single carbon-ion treatment plan deliveries corresponding to a single fraction were performed in the experimental room of the HIT facility.

3.3.1.1 Head model targets
Two head model types were irradiated with carbon-ion treatment plans: either a homogeneous cylindrical head model or an anthropomorphic Alderson head model. Internal changes were aimed to be detected in the homogeneous head model, while only surface changes were feasible in the anthropomorphic one.

The homogeneous cylindrical head model was a homogeneous polymethyl methacrylate (PMMA) cylinder of 90 mm height and 80 mm radius as shown in Figure 3.7-a). Several geometrical shapes of different thicknesses could be inserted inside this cylinder as shown in Figure 3.7-b). The homogeneous cylindrical head model shape was chosen to investigate the secondary ion emission due to the carbon-ion beams in a simplified homogeneous medium with an RSP similar to soft human tissues and dimensions comparable to a real human head. The cylinder had an RSP (or WEPL) of 1,163 while soft human tissues have an RSP close to 1. This cylinder contained eight interchangeable 80 x 80 mm PMMA slabs of different thicknesses with an RSP of 1,151. The RSPs of these different elements of the cylindrical head model were measured with the PTW Peakfinder Water Column mounted with a thin T34080 Bragg Peak chamber and read out by a TANDEM XDR electrometer via the PTW Peakscan software (v.1.1).

The heterogeneous anthropomorphic Alderson head model, on the other hand, contained a real human skull, filled with homogeneous soft tissue-equivalent material (Alderson, 1962). It was irradiated in a standing upwards position (see Figure 3.7-c)) for easy reproducibility of the positioning in repeated experiments.

Figure 3.7: a) Homogeneous cylindrical head model, with an inserted PMMA slab containing a small 2-mm-tick 10-mm-∅ air disc. b) shows other possible insert shapes such as 80 x 80 mm air slabs or discs of thinner thicknesses. c) Alderson head model irradiated in a standing upwards position.
3.3.1.2 Experimental setups

The two homogeneous and anthropomorphic head models were placed with their tumor center coinciding with the center of the experimental room (room isocenter). As depicted in Figure 3.8, secondary ions exiting the head models were detected using the mini-tracker placed behind the targets at a distance $d$ from the room isocenter (usually $d = 120$ mm) with an angle $\alpha$ with respect to the beam axis (usually $\alpha = 30$ degrees). The distance $d$ was defined between the head-model center and the center of the mini-tracker’s first sensitive layer, i.e. placed the closest to the head model. The angle $\alpha$ is defined between the beam axis and the normal of the mini-tracker’s first sensitive layer. The two sensitive layers of the mini-tracker were separated by a distance of 25.5 mm, which is the thickness of the AdvapixTPX3 readout interfaces.

Using this experimental setup, different anatomical changes were investigated in front or inside of the head models. For this, several small geometrical heterogeneity shapes were used:
- 1-, 2-mm, or 3-mm-thick PMMA slabs placed in front of the anatomical head model
- 2-mm-thick (80 x 80 mm) air slabs placed inside the homogeneous head model
- 2-mm-thick (10-mm-Ø) air disk placed inside the homogeneous head model

Figure 3.9-a)-d) show the different experimental setups, as used during the measurements in this thesis. Measurements were either performed once or repeated eight times to acquire enough data to be equivalent to having 8 mini-trackers. The latter constitutes a setup similar to a setup that will be used in the near future for a clinical trial with a larger patient cohort.
Figure 3.9: Experimental setup with (a) anthropomorphic or (b-c-d) homogeneous head models standing in an upward position (blue volumes). The mini-tracker, represented by the yellow squares, was mostly positioned at 120 mm and 30° (a-b-c). Other mini-tracker positions were studied in (d). Several heterogeneities were introduced at different depths with respect to the tumor center: -a) PMMA slab (blue strip) placed -200 mm upstream of the center; - b) 2-mm-thick 80 mm x 8 mm 0 air slabs (white strips) centered at a depth of – 40, -22, 0, or +18 mm; -c) 2-mm-thick air disk of 10 mm diameter (small white strip) centered at a depth of -40 mm; and -d) 2-mm-thick 80 mm x 80 mm air slabs (white strips) centered at a depth of – 40 or +0 mm. The minus sign indicates upstream of the center. The carbon ion beam is represented by the red arrow. The targeted tumor volume is represented by the red circle.
3.3.2. Clinical measurement
The clinical measurement was performed in the H2 horizontal patient room at the HIT facility where data of a single fraction of a clinical carbon-ion treatment were acquired to verify the applicability of the monitoring method to clinics.

3.3.2.1 Patient positioning
The patient was positioned on the robotic rotating table also called “treatment couch”, which allowed the tumor center to be aligned with the isocenter of the horizontal treatment room. This table has a position accuracy below \(0.2 \text{ mm} \pm 0.2 \text{ mm std}\) (Jensen et al. 2012). The patient was immobilized in a supine position with a standard head-rest pillow and a custom-made thermoplastic head mask (HeadSTEP IT-V), see Figure 3.10-b).

Additional patient position control was done using an orthogonal planar x-ray system mounted on a robotic C-arm. This C-arm has a radial position accuracy of \(0.2 \text{ mm} \pm 0.1 \text{ mm std}\) (Jensen et al. 2012). It is used to generate patient positioning images before the irradiation which are then compared to the CT images from irradiation planning (Combs et al. 2012). Daily position corrections can subsequently be performed.

Overall the robotic treatment table, thermoplastic masks, orthogonal x-ray, and daily position corrections permit to limit patient positioning uncertainties to 1 to 4 mm for extracranial HN targets (Jensen et al. 2012). Smaller uncertainties are expected with the subject patient of this thesis as the target was located inside the patient’s head.

3.3.2.2 Clinical setup of the mini-tracker
The mini-tracker was placed behind the patient's head at a distance \(d = 160 \text{ mm}\) from the center of the tumor with an angle \(\alpha = 30\) degrees with respect to the beam axis as seen in Figure 3.10-a). The distance \(d\) was bigger for this clinical measurement than for the experimental measurement due to the patient geometry (shallow tumor) and to avoid any contact between the mini-tracker and the patient’s head.

Figure 3.10: a) Clinical setup for patient measurement with mini-tracker placed at a distance \(d = 160 \text{ mm}\) from the tumor center and at a detection angle of \(30^\circ\) with respect to the beam axis. The mini-tracker is represented by the two yellow rectangles, the tumor volume is shown in pink. b) The patient’s head was immobilized to the table with a custom-made thermoplastic head mask, the mini-tracker was placed in a housing to protect the detector sensitive areas.
3.3.2.3 Patient monitoring system
To evaluate the performance of this monitoring method in clinics, an entire patient monitoring system, containing the mini-tracker, was designed and developed during this thesis in collaboration with G. Echner and (Félix-Bautista 2021). Detailed pictures of the patient monitoring system can be found in Figure 3.10 and Figure 3.11. The monitoring system consists of the same mini-tracker as for the preclinical experiments and is explained in section (§3.2.), as well as in Table 3.4. As seen in Figure 3.11-a), the mini-tracker was additionally covered by a protective housing, positioned at the end of an aluminum arm which allowed the tracker sensor to be placed next to the patient's head while keeping the rest of the equipment far from it. The Mini PC for the detector steering and data acquisition, as well as the power supplies, were stored in the drawer compartment of a Siemens medical trolley. All cables connecting to the mini-tracker were mounted inside the aluminum arm. The power supply of the trolley was connected to the HIT power system via an isolating transformer (polytronik Medical Isolating Transformer polyMIT from Sedlbauer) to avoid electric shock to the patient and isolate the monitoring system from the patient room electrical circuit. The Mini PC was connected to the HIT network via an Ethernet cable and a galvanic Ethernet insulator for medical appliances (MI 1005 from Baaske Medical GmbH 1 Co. KG). The alignment system of the entire patient monitoring system consisted of three plastic indicators used to align the medical chart with respect to the laser system inside the treatment room as shown in Figure 3.11-a) and Figure 3.11-c). The height of the detector sensitive layers’ center was set to correspond to the fixed room isocenter.

3.3.2.4 Medical regulations compliance in the patient room
To guarantee the safe operation of the monitoring system inside the patient room, several medical safety regulations need to be fulfilled to ensure that no electrical interference with treatment delivery and no additional risk for the patient exists. These medical regulations were fulfilled considering that the AdvaPIX TPX3 modules of the mini-tracker are CE labeled, compatible with EN 61000-6-2 (2005), EN 61000-6-4 (2007), and EN 61010-1 (2010) standards. The mini-tracker and NUC Mini PC were operated at low voltage, thus fulfilling the low voltage directive (as from their CE labels). These two devices were connected to the two insulating units: the polyMIT transformer and the MI 1005 ethernet insulator. The PolyMIT transformer follows the IEC 60601-1:2005 3rd Edition and the EN 60601-1-2 standards, while the MI 1005 insulator is following IEC/EN 60601-1 and IEC/EN 6061-1-2 standards. Thus, there were no additional risks of electric shocks for the patient and the monitoring system was isolated from the patient room electrical circuit.
Figure 3.11: a) Patient monitoring system positioned with respect to the patient head and beam nozzle. The mini-tracker was placed in a protective housing at the end of a long aluminum arm. Mini PC, power supply, medical power insulator, Ethernet cable, and medical Ethernet insulator were placed in the drawer of a medical trolley. b) Indicator used to align the trolley with respect to the room isocenter via the room laser system.
3.4. Monte Carlo simulations

3.4.1 FLUKA and FLAIR
Monte Carlo (MC) simulations were performed to investigate the performance of the method with respect to the simulated true fragmentation origin positions. For this, an MC code using FLUKA (version 2011.2.8) (Battistoni et al. 2007, 2017; Böhlen et al. 2014; Ferrari et al. 2005) and the Flair graphical user interface (version 2.3-0) (Vlachoudis 2009) were used to simulate the true secondary-ion origin positions in different head models.

The physical parameters used in the MC simulation were defined from the built-in FLUKA HADROTherapy parameter set. In addition, two Fortran sub-routine templates (source.f and mgdraw.f) were adapted and compiled using Flair to implement additional features (FLUKA 2018) as indicated in Table 3.5.

Table 3.5: The adapted Fortran sub-routines as used in this thesis for Monte Carlo simulations

<table>
<thead>
<tr>
<th>Sub-routine</th>
<th>Activated by</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>source.f</td>
<td>FLUKA SOURCE</td>
<td>To mimic an entire clinic-like treatment plan of the homogeneous head model. It simulated multiple carbon-ion pencil beams per simulation, with specific beam energy, position, FWHM, and the number of primary ions per pencil beam.</td>
</tr>
<tr>
<td>mgdraw.f</td>
<td>FLUKA USERDUMP</td>
<td>To score carbon-ion fragmentation positions:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cartesian coordinates of the fragmentation position of the primary carbon-ions were scored as “true fragmentation origins”.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cartesian coordinates of every fragment (secondary, tertiary ions, etc.) crossing the mini-tracker scored as “measured tracks”.</td>
</tr>
</tbody>
</table>

3.4.2 Simulated elements

3.4.2.1 Simulated head models
Two main simulations were performed using both anthropomorphic and homogeneous head models. These simulations were based on the Master thesis of M. Reimold. Within this project, the Master's thesis of N. Abbani and the Bachelor's thesis of A. Schlechter allowed simulating the anthropomorphic and homogeneous head models, respectively. Figure 3.12 shows both simulated head models.

The homogeneous cylindrical head model was implemented in FLUKA as a PMMA cylinder of 160 mm diameter and 10 mm height, as described in (§3.3.1.1.), to investigate the performance of the monitoring at different detection angles and to compare the track origins, obtained with the same method as in the measured data, to the true fragmentation origins.
To investigate the performance of the monitoring for different mini-tracker sizes or positions, and for different target change complexities, the anthropomorphic Alderson head model was implemented in FLUKA as described in (Abbani 2020). For this, CT DICOM images, acquired using the clinically used SIEMENS Sensation Open scanner of the anthropomorphic head model were imported into the Flair interface. The Schneider parametrization was used to segment the CT images into different materials according to the Hounsfield Unit (HU) value of its voxels and to assign a nominal predefined mean density to each segmented material (Jiang et al. 2004; Parodi et al. 2012; Schneider et al. 2000).

### 3.4.2.2 Simulated mini-trackers

As depicted in Figure 3.13, the mini-tracker, composed of two Timepix3 detectors, was implemented in FLUKA by the following elements:

- Two silicon sensor layers of 14 mm x 14 mm width and 300 μm thickness.
- Two silicon read-out chip layers of 14 mm x 14 mm width and 700 μm thickness.
- Four aluminum sensor chip supports of 2.35 mm x 2.35 mm x 14 mm
- 256 x 256 bump-bonds placed between the sensor and read-out layer, represented by small cuboids of 25 μm x 25 μm width and 12.5 μm thickness, made of 63 % tin and 37 % lead alloy (mass fraction).

### 3.4.2.3 Accelerator beamline

The accelerator beamline, as described in (§3.1.1.) was implemented in FLUKA using the following two elements, as seen in Figure 3.14:

- a water insert of 1.47 mm thickness (Parodi et al. 2012) to approximate the beam energy loss induced by the beam delivery monitoring system (BAMS) in the beam nozzle.
- a PMMA ripple filter of 3 mm thickness (Parodi et al. 2012) is used at the HIT facility to increase the energy spread of the primary beam to achieve a flattening of the Spread-Out Bragg Peak in carbon-ion treatments.
left. The anthropomorphic Alderson head model adapted from (Abbani 2020) is seen on the right.

Figure 3.13: Top view of the FLAIR geometrical rendering of the mini-tracker as implemented in FLUKA. The mini-tracker is made of two parallel Timepix3 detectors, separated by a distance of 25.5 mm. Zoom is made on the bump bonds between the detection layer (sensor chip) and the read-out chip.

Figure 3.14: Top view of the FLAIR geometrical rendering of accelerator beam (left) and experimental setup (right) as implemented in FLUKA. The HIT facility beamline, visualized on the left of the figure, is composed here of a 3-mm-thick ripple filter and a BAMS represented by a water-effective beamline.
3.4.3 Simulated setups

The entire geometry of the experimental setup was reproduced in FLUKA, as shown in Figure 3.14. The experimental setup included the mini-tracker (with all its components as shown in Figure 3.13), one of the head models (either homogeneous or anthropomorphic, as shown in Figure 3.12), and the accelerator beamline (including the ripple filter, as shown in Figure 3.14). The head model was modified in different simulation runs using 2-mm-thick air slabs of 80 mm x 80 mm lateral surface, as seen in Figure 3.15.

Figure 3.15: Top view of the FLAIR geometrical rendering of the two head models with air cavities implemented in FLUKA. The homogeneous cylinder is seen on the left. The anthropomorphic Alderson head model adapted from (Abbani 2020) is seen on the right.

3.5. Data post-processing

Pixel information of single-ion hits measured by the mini-tracker was post-processed and analyzed using C++ and MATLAB codes. See the following paragraphs for details on each process and Figure 3.16 for an overview of the data post-processing.

Figure 3.16: Flowchart of the data post-processing from the pixel information acquisition of single ion hits by the sensor 1 and 2 of the mini-tracker, until the extraction of measured secondary-ion track and estimation of the track origin positions in the target. Each process is detailed in the following paragraphs.
3.5.1. Pixel data acquisition
During all measurements, the raw data acquired by the mini-tracker operated at 10 V bias voltage in ToA/ToT mode allows for the extraction of four main information for each detector pixel that was hit by a single ion where the signal rose above the 3 keV threshold:

- pixel coordinates (X, Y)
- time-of-arrival (ToA)
- fast time-off-arrival (fToA)
- time-over-threshold (ToT)

3.5.1.1 Pixel time of arrival extraction
Pixel signal arrival time, \( t_{\text{ToA}} \), is calculated using both the resolution of the fast clock (1.56 ns) and the resolution of the slow clock (25 ns):

\[
t_{\text{ToA}} \text{[ns]} = \text{ToA} \times 25 \text{ ns} - f\text{ToA} \times 1.56 \text{ ns}
\]  
(Eq.3.3)

3.5.1.2 Pixel energy calibration
Due to inherent differences in the read-out circuit characteristics of each individual pixel, an energy calibration needed to be performed for all 256 x 256 pixels of each detector. The calibration curves were parameterized by the following function:

\[
\text{ToT}(E) = aE + b - \frac{c}{E - t}
\]  
(Eq.3.4)

where \( a; b; c \) and \( t \) parameters were obtained for each detector pixel from a detector calibration procedure developed by (Jakubek 2009a, 2011; Jakubek et al. 2008) as shown in Figure 3.17. This calibration procedure uses discrete X-ray fluorescence and \( \gamma \)-radiation of known energies and is performed for each pixel individually. The AdvaPIX TPX3 modules used in this thesis were calibrated by ADVACAM s.r.o. in Prague.

The energy \( E \) deposited in a given pixel was thus calculated for the measured ToT using:

\[
E \text{[keV]} = \frac{at + ToT - b + \sqrt{(b + at - ToT)^2 + 4ac}}{2a}
\]  
(Eq.3.5)

with \( a, b, c, \) and \( t \) are the pixel parameters determined by the aforementioned calibration procedure of (Eq.3.4).
3.5.1.3 Charge sharing by neighboring pixels

When an ion impinges the sensitive area of the detector, its deposited energy can be collected over several neighboring pixels in a so-called charge sharing effect (Jakůbek 2009), as shown in Figure 3.18. The lateral spread of the collected charge of an ion is based on the diffusion of the created electron-hole pairs along the path of the ion in the silicon detector. Adjacent pixels that have collected the charge of the same ion will be referred to as cluster pixels. They together represent a single ion hit.

The magnitude of the charge sharing effect and the size of the resulting cluster depend on the energy deposited by the impinging ion and the bias voltage applied to the sensor. In this thesis, the bias voltage $V_b$ was set to 10 V to improve the energy deposition accuracy for ion measurements (Gehrke et al. 2017). After performing time conversion and energy calibration, an example of the measured time $t_{TOA}$ and energy $E$ pixel information of several neighboring pixels corresponding to a single ion hit are shown in Figure 3.19.
Figure 3.19: Cluster of pixels representing the hit of a single secondary ion in terms of a) time of arrival and b) time-over-threshold information as measured with a mini-tracker placed at 0° with respect to the beam axis. The red point represents the energy-weighted center of mass of the cluster of pixels. Reprinted from (Félix-Bautista 2021).

3.5.2. Clusterization

During the off-line data processing, quasi-simultaneous hits detected by neighboring pixels in a detector were grouped to form a so-called ‘cluster’. A clusterization time window, $\Delta T_{\text{Clusterization}}$, of 150 nanoseconds was defined on the $t_{\text{TOA}}$ of the measured pixels, see (Eq.3.3), to group these pixels while accounting for the charge collection time of an ion hit on the sensor (~ 10 ns). This charge collection time depends on the applied bias voltage, here 10 V. Figure 3.20 shows typical ToA-color-coded pixel information as measured during a 5 ms acquisition.

$$|t_{\text{TOA}2} - t_{\text{TOA}1}| \leq \Delta T_{\text{Clusterization}} = 150 \text{ ns} \quad \text{(Eq.3.6)}$$

Figure 3.20: ToA-color-coded pixel information scored by one of the mini-tracker sensor layers during a 5 ms time frame. Pixels are grouped in a cluster when their $t_{\text{TOA}}$ difference is $\leq \Delta T_{\text{Clusterization}} = 150$ ns.
3.5.2.1 Main cluster features
A group of \(N_{\text{pix}}\) pixels representing a single detected secondary ion in one of the sensor layers, i.e. labeled as a cluster, was characterized by four main features: the time of arrival \((T_C)\) of the entire cluster, the size \((S_C)\) of the cluster in terms of the number of pixels, the energy-weighted center of mass position \((X_C, Y_C)\) of the cluster, and the total deposited energy \((E_{\text{sum}})\) measured for that particular cluster. Each feature is defined as follow:

- Cluster time of arrival \((T_C)\):
  \[
  T_C \ [\text{ns}] = \min \left( t_{\text{T0Ai}} \mid i \in N_{\text{pix}} \right) \quad \text{(Eq.3.7)}
  \]

  Cluster size \((S_C)\), with a minimum cluster size of 2 pixels to neglect photons and electrons hits:
  \[
  S_C \ [\text{px}] = N_{\text{pix}} \quad \text{(Eq.3.8)}
  \]

- Energy-weighted center of mass position of the cluster \((X_C, Y_C)\):
  \[
  X_C \ [\text{px}] = \frac{\sum_{i=1}^{N_{\text{pix}}} X_i E_i}{\sum_{i=1}^{N_{\text{pix}}} E_i} \quad \text{(Eq.3.9)}
  \]
  \[
  Y_C \ [\text{px}] = \frac{\sum_{i=1}^{N_{\text{pix}}} Y_i E_i}{\sum_{i=1}^{N_{\text{pix}}} E_i}
  \]

\(X_C\) and \(Y_C\) [px] can then be converted into Cartesian coordinates [mm] with respect to the experimental room.

- Total deposited energy within the cluster \((E_{\text{sum}})\):
  \[
  E_{\text{sum}} \ [\text{keV}] = \sum_{i=1}^{N_{\text{pix}}} E_i \quad \text{(Eq.3.10)}
  \]

3.5.2.2 Additional morphological features of the cluster
From these four main cluster features \((T_C, S_C, [X_C, Y_C], \text{and} E_{\text{sum}})\), several additional morphological features of the cluster can be derived as detailed in (Marek 2020): optimal polar angle \((\alpha_p)\) that minimizes the momentum inertia along the x-axis, weighted standard deviations for new \((X”, Y”)\) coordinate system, cluster linearity, count of the border and the inner pixels, cluster thinness, cluster thickness, cluster curliness, cluster roundness, and cluster length. These additional morphological features can be used to differentiate between multi-coincident clusters when looking for two coincident particle hits on both sensor layers.

3.5.3. Coincident clusters finding and secondary-ion track reconstruction
If an ion crosses both sensor layers of the mini-tracker, it quasi-simultaneously generates a cluster in both layers. By finding such coincident clusters in both sensor layers, one can retrieve the two clusters created by the same ion. The trajectory of the ion in-between the two sensor layers can then be determined using the information of the impact position of the ion on the two detector layers, as detailed below.
3.5.3.1 Time-based coincidence

Two detected clusters C1 and C2 were defined as coincident when the difference between the cluster times was less than a certain coincidence time window, \( \Delta T_{\text{coincidence}} \). This window was large enough to cover the uncertainties due to several 25 ns clock ticks caused by possible delayed cluster times in either the first or the second sensor layer.

\[
|T_{C1} - T_{C2}| \leq \Delta T_{\text{coincidence}} = \pm 75 \text{ ns}
\]  

(Eq.3.11)

with \( T_{C1} \) the cluster time of C1 in the first sensor layer of the mini-tracker and \( T_{C2} \) the cluster time of C2 in the second one as defined in (Eq.3.7).

When exactly two coincident clusters were found within \( \Delta T_{\text{coincidence}} \) these clusters were referred to as single coincidence clusters. When three or more coincident clusters were found within \( \Delta T_{\text{coincidence}} \) these clusters were referred to as multi-coincidence clusters. Less than 10% of the measured clusters are multi-coincident. Additional dissimilarity-based analysis of multi-coincidence clusters was needed to resolve these clusters.

3.5.3.2 Dissimilarity-based anticoincidence

When three or more multi-coincident clusters were found, the dissimilarity (DIS) of the different cluster features was computed for each pair of the multi-coincident cluster as detailed in (Marek 2020). In the case of three multi-coincident clusters, the dissimilarity \( \text{DIS}(\text{cluster1}, \text{cluster2}) \) was compared to \( \text{DIS}(\text{cluster1}, \text{cluster3}) \) and to \( \text{DIS}(\text{cluster2}, \text{cluster3}) \). The two clusters with the lowest dissimilarity value were kept. With this method, approximately 97% of the multi-coincidence clusters could be resolved. Additionally, a maximum dissimilarity constraint of \( 2\sigma(\text{DIS}) \) was applied for single coincidence clusters.

The features used for the dissimilarity-based analysis were the following ones: the total deposited energy in the cluster \( E_{\text{sum}} \), the energy-weighted cluster center \( (X_C, Y_C) \), the maximum energy within one pixel \( E_{\text{max}} \), the \( \alpha \) axis and polar angle, the cluster linearity, the number of the border and the inner pixels, the cluster thickness, its thinness, its linearity, its curliness, its roundness, and its length. For definition see (Marek 2020).

3.5.3.3 Reconstruction of the secondary-ion tracks

Following the coincidence process, track reconstruction of the measured secondary ions was carried out. As shown in Figure 3.21, the straight ion-track which was followed by a detected secondary ion to travel from the first detector sensor layer to the second one was defined as the straight line connecting the energy-weighted center of mass positions \( (X_{C1}, Y_{C1}) \) and \( (X_{C2}, Y_{C2}) \) of two coincident clusters C1 and C2 in each detector.

3.5.4. Back-projections of secondary-ion tracks

The next step in the data analysis was to find the best approximation of the origin of the measured secondary ions. This was accomplished by a back-projection of the measured ion tracks to the head model volume.
Figure 3.21: Ion track reconstructed between two clusters: C1, detected in detector 1, and C2, in detector 2 using time-based cluster coincidence of (Eq.3.11) and energy-weighted center of mass positions ($X_{C1}$, $Y_{C1}$) and ($X_{C2}$, $Y_{C2}$) as defined in (Eq.3.9).

In this thesis, the depth of the secondary ion production site along the beam direction is of the highest interest, to estimate this depth three track-projection methods were investigated. This secondary ion production site is referred to as the origin along the beam axis and can be approximated using either a 2D, a time-dependent 2D+, or a time-dependent 3D+ projection method, as seen in Figure 3.22.

Figure 3.22. The secondary-ion origin along the beam axis in the head model was defined in the 2D projection method as the crossing point between the straight line representing the detected secondary-ion track and the constant plane longitudinal to the beam axis located at the center of the tumor, i.e. at the center of the head model, see Figure 3.22-a) – as used before in (Gwosch et al. 2013).

The secondary-ion origin along the beam axis in the head model was defined in the time-dependent 2D+ projection method as the crossing point between the straight line representing detected a secondary-ion track and the plane longitudinal to the beam axis that contains the carbon-ion pencil beam at the time of the secondary ion detection, see Figure 3.22-b).

The secondary-ion origin along the beam axis in the head model was defined in the time-dependent 3D+ projection method as the middle of the minimum distance in three-dimensional space between the straight line representing the detected secondary-ion track and the straight line representing the axis of the primary carbon-ion pencil beam at the time of the secondary ion detection, see Figure 3.22-c).

For the two time-dependent projection methods, information regarding the primary carbon-ion pencil beam was retrieved from the beam records of the irradiation. A time re-alignment of a few milliseconds between the beam record and the measured data was required.
Figure 3.22: Representation of the three track-projection methods a) 2D projection, b) 2D+ projection and c) 3D+ projection, as used to find the secondary-ion origin coordinate along the beam axis in the head model from the detected secondary-ion track. The head model is represented here by a blue cylinder, the detected ion track by the dashed black line, and the approximated ion origin position by the red dot. Only the depth of the origin-position is of relevance for this thesis.
During an entire fraction delivery, a distribution of the secondary-ion origin positions along the beam axis could be extrapolated from the measured secondary ion tracks, as shown in Figure 3.23. The uncertainty evaluation of each bin, \( N \), of this secondary-ion emission profile was defined based on a Poisson distribution, using:

\[
\sigma(N) = \sqrt{N} \quad (\text{Eq. 3.12})
\]

This secondary-ion origin distribution, also known as secondary-ion emission profile, carries information about the production of the secondary ions in the targeted head model during the treatment fraction delivery. Ideally, by comparing several secondary-ion origin profiles measured during different treatment fraction deliveries, internal changes inside the head model can be tracked.

Figure 3.23: Secondary-ion emission profile plotted along the beam axis with a bin size of 5 mm. The profile is retrieved here using the 3D+ projection method applied to the secondary-ion tracks measured from the anthropomorphic head model. Corresponding statistical uncertainties \( \sigma(N) \) are plotted as barely visible error bands.
3.6. Performances of the tracker

3.6.1. Energy deposition analysis

The energy deposited per unit path length by a secondary ion in a sensor layer \((dE/dl)\) was defined from \(E_{\text{sum}}\), see (Eq.3.10), using:

\[
\frac{dE}{dl} \left[ \text{MeV/mm} \right] = \frac{E_{\text{sum}}}{dl} = \frac{\sum_{i=1}^{N_{\text{pix}}} E_i \left[ \text{keV} \right]}{dl \left[ \text{mm} \right]} \times 0.001 \quad \text{(Eq.3.13)}
\]

and the path of the ion, \(dl\), in each mini-tracker layer is given by:

\[
dl \left[ \text{mm} \right] = \sqrt{dx^2 + dy^2 + dz^2} \quad \text{(Eq.3.14)}
\]

with \(dx\), \(dy\), and \(dz\), as the distance traveled in the x, y, and z directions by the detected ion in the depleted region of the sensor layer. Here \(dz\) corresponds to the depleted depth of the sensor layer which depends on the applied bias voltage. The two sensors were 0.3 mm thick depleted with a bias voltage of 10 V. This results in a depleted depth of approximately 0.118 mm as seen in Table 3.3 from equations (Eq.3.1) and (Eq.3.2). In this thesis, the mini-tracker was composed of two detector layers, hence \(dE_1/dl\) and \(dE_2/dl\) were defined to describe the energy deposited per unit path length in the first and second sensor layer respectively, as seen in Figure 3.24.

3.6.2. Detection yield of secondary-ion tracks

The detection yield of the secondary-ion tracks was defined as the ratio between the number of detected secondary-ion tracks and the number of incident carbon-ion primaries:

\[
Yield = \frac{N_{\text{secondary ion track}}}{N_{\text{primary ion}}} \quad \text{(Eq.3.15)}
\]

Additionally, the track yield can be defined per solid angle, \(\Omega\), in \([\text{sr}^{-1} \text{ per incident carbon ion}]\) as used in previous studies (Finck et al. 2017; Gunzert-Marx et al. 2008; Mattei, Bini, et al. 2017; Piersanti et al. 2014; Rucinski et al. 2018).

\[
Yield_\Omega \left[ \text{sr}^{-1} \text{ per incident carbon ion} \right] = \frac{N_{\text{secondary ion track}}}{\Omega} \frac{N_{\text{primary ion}}}{\Omega} \quad \text{(Eq.3.16)}
\]

Even though the secondary-ion emission is not isotropic, the solid angle \(\Omega\) allow to estimate the impact of the distance of the mini-tracker on the detection of secondary-ion tracks. The solid angle \((\Omega [\text{sr}]\)) of an on-axis rectangle of size \(a\) by \(b\) placed at a distance \(d\) was calculated using two cone parameters \(\alpha = \frac{a}{2d}\) and \(\beta = \frac{b}{2d}\), following the equation:

\[
\Omega \left[ \text{sr} \right] = 4 \cos^{-1} \left( \frac{1 + \alpha^2 + \beta^2}{\left(1 + \alpha^2\right)\left(1 + \beta^2\right)} \right) \quad \text{(Eq.3.17)}
\]
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Table 3.6 presents the solid angle ($\Omega$) calculated for a 14 x 14 mm rectangular plate placed at different distances $d$, as used in this thesis.

![Figure 3.24: a): Lateral visualization of the two sensor layers of the mini-tracker and their corresponding $dE_1/dl$ and $dE_2/dl$. b) $dE/dl$ spectra from both sensor layers.](image)

Table 3.6: Solid angle of a 14 mm x 14 mm rectangular plate (representing the first sensitive layer of the tracker) placed at different distances $d$ from the target center:

<table>
<thead>
<tr>
<th>Distance $d$ (mm)</th>
<th>$\Omega$ (msr = $10^{-3}$ sr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>13.6</td>
</tr>
<tr>
<td>160</td>
<td>7.6</td>
</tr>
<tr>
<td>340</td>
<td>1.7</td>
</tr>
</tbody>
</table>

3.7. Analysis of the measured secondary-ion emission profiles

In this thesis, different methods of analysis of the measured emission profiles of secondary ion tracks were employed, such as single-feature analysis, secondary ion grouping, and multi-feature analysis. The single-feature analysis aimed to detect and localize inter-fractional changes inserted in the head model using the measured emission profiles of secondary ion tracks. The secondary ion grouping aimed to improve the performances of the single-feature analysis by grouping measured tracks according to their corresponding pencil beam properties. The multi-feature analysis aimed to improve the performance of the single-feature analysis (using only secondary-ion emission profiles information) with additional track parameters information.

3.7.1. Detection & localization of anatomical changes using secondary-ion emission profiles

To investigate if any structural changes in the irradiated targeted volume can be detected in the global shape of the secondary-ion emission profile, the shape of the profile ($Z$) was investigated in a so-called single-feature analysis. For this analysis, several tools were utilized to analyze the shape of the emission profile.
3.7.1.1 Maximum value

The maximum value of the secondary-ion emission profile was defined as the average of the profile’s highest bin value and its two adjacent bins (Abbani 2020; Gwosch et al. 2013). An example is plotted in Figure 3.25.

![Figure 3.25: Secondary-ion emission profile along the beam axis as measured for the homogeneous head model at 30° from the beam axis, and 120 mm from the tumor center. Corresponding statistical uncertainties \( \sigma(N) \) of the measured track are plotted as error bars. The entire treatment fraction was irradiated with beam energies from 167.66 to 239.45 MeV/n. The maximum value is represented by the blue dot and line, the blue band indicates the uncertainties on the maximum. The linear fit \( y_{\text{fit}} \), performed between 50 % and 90 % of the profile’s maximum, is plotted using the black line, its uncertainties \( y_{\text{uncertainties}} \) are plotted using the black dotted lines (see (Eq.3.20)). The distance from the fit and each bin used for the fit are shown with the black error bars.](image)

\[
y_{\text{fit}} = (a \pm \sigma_a) x + (b \pm \sigma_b) \quad \text{(Eq.3.18)}
\]

with

\[
\sigma_{\text{fit}} = \sqrt{\sigma_a^2 x^2 + \sigma_b^2} \quad \text{(Eq.3.19)}
\]

\[
y_{\text{uncertainties}} = y_{\text{fit}} \pm \sigma_{\text{fit}} \quad \text{(Eq.3.20)}
\]

The \( a \) and \( b \) coefficients of the linear fit and their uncertainties \( \sigma_a \) and \( \sigma_b \) were based on a 1σ confidence level. Due to the broader shape of the profile measured from a full treatment plan compared to from a single pencil beam, the linear fit was performed between 50 % - 90 % of the profile’s maximum as opposed to the 25 % - 75 % used in (Abbani 2020; Gwosch et al. 2013). An example is plotted in Figure 3.25.
3.7.1.3 Detection of the position of a change in the irradiated volume

The discrepancy in the secondary-ion emission profiles between a reference and a follow-up fraction was searched by using the ratio between two measured profiles as defined on a bin-basis by:

\[
N_{\text{ratio}} = \frac{N_{\text{follow-up}}}{N_{\text{ref}}}
\]  
(Eq. 3.21)

and

\[
\sigma(N_{\text{ratio}}) = \frac{N_{\text{ratio}}}{\sqrt{\left(\frac{\sigma(N_{\text{follow-up}})}{N_{\text{follow-up}}}\right)^2 + \left(\frac{\sigma(N_{\text{ref}})}{N_{\text{ref}}}\right)^2}}
\]  
(Eq. 3.22)

with \(N_{\text{ref}}\) as the number of track origins in the bins of the profile of the reference fraction, \(N_{\text{follow-up}}\) as in the bins of the profile of a follow-up fraction, and with \(\sigma(N) = \sqrt{N}\) as defined in (Eq. 3.12).

To detect the position of the internal change in the irradiated volume, the air cavity position was assumed to be located at the minimum of the two profiles’ ratio and to correspond to the maximum of the signal reduction. The \(N_{\text{ratio}}\) curved was smoothed by its nearest neighbor as defined for each bin \(i\) by:

\[
N_{\text{ratio-smoothed}}(i) = \frac{N_{\text{ratio}}(i - 1) + N_{\text{ratio}}(i) + N_{\text{ratio}}(i + 1)}{3}
\]  
(Eq. 3.23)

The position \(Z_{\text{MIN-RATIO}}\) of the minimum ratio value was defined as the mean of the three-bin positions \(z_1, z_2, z_3\) of the three minimal bin values of the smoothed ratio \(N_{\text{ratio-smoothed}}\), weighted by their corresponding \(N_{\text{ratio}}\) heights \(N_{\text{ratio}}(z_1), N_{\text{ratio}}(z_2), N_{\text{ratio}}(z_3)\). This accounts for a potential asymmetry of the minimum. The statistical uncertainty on this \(Z_{\text{MIN-RATIO}}\) was estimated to be at maximum of the order of the bin size, i.e. 5 mm.

\[
Z_{\text{MIN-RATIO}} = \frac{N_{\text{ratio}}(z_1) \times z_1 + N_{\text{ratio}}(z_2) \times z_2 + N_{\text{ratio}}(z_3) \times z_3}{N_{\text{ratio}}(z_1) + N_{\text{ratio}}(z_2) + N_{\text{ratio}}(z_3)}
\]  
(Eq. 3.24)

with \(N_{\text{ratio}}(z)\) being the bin height of the profile of the ratio between the reference fraction and follow-up fraction at the position “\(z\)”, and \(z_1, z_2,\) and \(z_3\) the bin positions along the beam axis of the three minimal values of the smoothed profile of the ratio. Figure 3.26-a) shows two secondary-ion emission profiles. Their ratio and the corresponding position \(Z_{\text{MIN-RATIO}}\) of the maximum of the signal reduction are shown in Figure 3.26-b).
Parallel to this relative comparison of the secondary-ion emission profiles, an absolute comparison was performed. To do so, the difference between two secondary-ion emission profiles along the beam axis measured during a reference and a follow up fraction was defined on a bin-basis as:

\[ N_{\text{diff}} = N_{\text{follow-up}} - N_{\text{ref}} \]  

(Eq. 3.25)

and

\[ \sigma(N_{\text{diff}}) = \sqrt{\sigma(N_{\text{follow-up}})^2 + \sigma(N_{\text{ref}})^2} = \sqrt{N_{\text{follow-up}} + N_{\text{ref}}} \]  

(Eq. 3.26)

with \( N_{\text{ref}} \) as the number of track origins in the bins of the profile of the reference fraction, \( N_{\text{follow-up}} \) as the number of track origins in the bins of the profile of a follow-up fraction, and with \( \sigma(N) = \sqrt{N} \), as seen in (Eq. 3.12).

To detect the position of the internal change in the irradiated volume, the air cavity position was assumed to be located at the minimum of the two profiles’ difference. The \( N_{\text{diff}} \) curve was smoothed by its nearest neighbor as defined for each bin \( i \) by:

\[ N_{\text{diff-smoothed}}(i) = \frac{N_{\text{diff}}(i - 1) + N_{\text{diff}}(i) + N_{\text{diff}}(i + 1)}{3} \]  

(Eq. 3.27)

The position \( Z_{\text{MIN-DIFF}} \) of the minimum value was defined as the mean position of the three-bin positions \( z_1, z_2, z_3 \) of the three minimal bin values of the smoothed difference \( N_{\text{diff-smoothed}} \), weighted by their corresponding \( N_{\text{diff}} \) heights: \( N_{\text{diff}}(z_1), N_{\text{diff}}(z_2), N_{\text{diff}}(z_3) \). This accounts for a potential asymmetry of the minimum. The statistical uncertainty on this \( Z_{\text{MIN-DIFF}} \) was estimated to be at maximum of the order of the bin size, i.e. 5 mm.

\[ Z_{\text{MIN-DIFF}} = \frac{N_{\text{diff}}(z_1) \times z_1 + N_{\text{diff}}(z_2) \times z_2 + N_{\text{diff}}(z_3) \times z_3}{N_{\text{diff}}(z_1) + N_{\text{diff}}(z_2) + N_{\text{diff}}(z_3)} \]  

(Eq. 3.28)

with \( N_{\text{diff}}(z) \) the bin height of the profile of the difference between the reference fraction and follow-up fraction at the position “z”, and \( z_1, z_2, \) and \( z_3 \) the bin positions along the beam axis of the three minimal values of the smoothed profile of the difference. Figure 3.27-a) shows two secondary-ion emission profiles and their difference and the corresponding position \( Z_{\text{MIN-DIFF}} \) is shown in Figure 3.27-b).
Ratio

Figure 3.26: a) Secondary-ion emission profiles along the beam axis as measured in the homogeneous head model at 30° from the beam axis, and 120 mm from the tumor center for a reference and a follow-up fraction including a cavity. b) Their ratio. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.

Difference

Figure 3.27: a) Secondary-ion emission profiles along the beam axis as measured in the homogeneous head model at 30° from the beam axis, and 120 mm from the tumor center for a reference and a follow-up fraction including a cavity. b) Their difference. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.
3.7.1.4 Magnitude of the internal change and its significance

To evaluate the magnitude of the internal change and its significance with respect to an unaltered fraction, several $D$- and $D/\sigma(D)$-values were defined based on the absolute difference ($N_{\text{abs diff}}$) between the two follow-up fractions (the un-altered one and the one with a change) and the same reference fraction. The absolute difference ($N_{\text{abs diff}}$) between two emission profiles (see Figure 3.28), measured during a reference and a follow-up fraction, is defined by:

$$ N_{\text{abs diff}} = |N_{\text{diff}}| = |N_{\text{follow-up}} - N_{\text{ref}}| $$ \hspace{1cm} (Eq.3.29)

and

$$ \sigma(N_{\text{abs diff}}) = \sigma(N_{\text{diff}}) = \sqrt{N_{\text{follow-up}} - N_{\text{ref}}^2} $$ \hspace{1cm} (Eq.3.30)

![Figure 3.28: Absolute difference between the secondary-ion emission profiles along the beam axis as measured in the homogeneous head model at 30° from the beam axis, and 120 mm from the tumor center for a reference and a follow-up heterogeneous fraction. Statistical uncertainties corresponding to an 8-fold sensitive detector area are plotted as error bands.](image)

The integral values integrated along the head-model depth $l_{\tilde{N}_{\text{follow-up}}=N_{\text{ref}}}$ and $l_{\tilde{N}_{\text{follow-up}}=N_{\text{ref}}}$ of the absolute difference between two follow-up fractions and the same reference fraction were compared using $D$ and $D/\sigma(D)$ values. Two fractions were assumed to be different from each other if their $D$-value is large. The $D$-value was defined as:

$$ D = l_{\tilde{N}_{\text{follow-up}}=N_{\text{ref}}} - l_{\tilde{N}_{\text{follow-up}}=N_{\text{ref}}} $$ \hspace{1cm} (Eq.3.31)

with

$$ \sigma(D) = \sqrt{\sigma(l_{\tilde{N}_{\text{follow-up}}=N_{\text{ref}}})^2 + \sigma(l_{\tilde{N}_{\text{follow-up}}=N_{\text{ref}}})^2} $$ \hspace{1cm} (Eq.3.32)

Detection of an air cavity was assumed to be significant if the $D/\sigma(D)$-value between the fraction with the air cavity and the fraction without is $D/\sigma(D) > 1$, with:

$$ \frac{D}{\sigma(D)} $$ \hspace{1cm} (Eq.3.33)
3.7.2. Detection of small changes
To better detect small anatomical changes that only affect part of the pencil beams, the measured secondary ion tracks can be separated according to the pencil beams they originate from. This is possible due to the offline synchronization of the pencil beam delivery as measured by the BAMS and the corresponding secondary ion tracks detected. In this thesis, the separation was performed according to two characteristics:

- the pencil-beam lateral positions \((X_{PB}, Y_{PB})\)
- the expected pencil-beam stopping position along the beam axis \((Z_{EXP})\).

As seen in Table 3.1, the entire fraction irradiation of a 25-mm-radius tumor placed in the homogeneous head model contains 8356 different pencil beams. Each carbon-ion pencil beam was assumed to be parallel to the beam axis \((0, 0, \bar{z})\) and was characterized by its initial lateral position \((X_{PB}, Y_{PB})\) scored by machine beam records, its beam energy \((E_{PB})\), and its primary ion number.

3.7.2.1 Lateral separation in horizontal and vertical pencil beam positions
Several lateral regions can be defined to cover the lateral dimensions of a tumor (XY plane). As it can be seen in Figure 3.29 and Figure 3.30, nine lateral regions were defined to cover the lateral dimensions of an entire 25-mm-radius tumor centered on the axis of the treatment field \((X = 0 \text{ and } Y = 0)\). Each carbon-ion pencil beam used during the treatment plan irradiation was assigned to one of these nine defined regions depending on their lateral position.

![Diagram](image)

Figure 3.29: Schematic representation of the homogeneous head model (blue cylinder), tumor volume (red sphere), and inserted air disk of 2-mm-thick and 10-mm-diameter (white disk). Some of the treatment pencil beams used for the irradiation of the tumor volume are represented by the horizontal arrows upstream of the head model. The pencil beams are grouped in nine regions according to their lateral positions.
Figure 3.30: Lateral visualizations (beam eye view) of the nine 20 mm x 20 mm lateral regions defined to cover the entire lateral dimensions of the 25-mm-radius tumor. Each point represents a raster point position of the used treatment plan. Regions are numbered in the beam eye view from the top right (R1 red) to the bottom left (R9 yellow). Mini-tracker is positioned on the right side of the head model, closer to region 6 (R6). Region R5 ranges from X = [-10 mm; +10 mm] and Y = [-10 mm; +10 mm] and cover potentially affected pencil beams due to the inserted 10-mm-diameter air-disk (blue circle). A coordinated system is defined with the tumor center located at the room isocenter at (X, Y) = (0 mm, 0 mm).

As the measured secondary-ion tracks were resolved on a single pencil beam-basis, each of the measured ion tracks could be assigned to one of the nine defined regions depending on the primary pencil beam they came from.

3.7.2.2 Longitudinal separation of pencil beams according to the expected stopping positions

Following the lateral separation of pencil beams, longitudinal separation can also be performed. To do so, longitudinal regions can be defined along the beam axis to cover the longitudinal dimension of a tumor ($Z_{\text{EXP}}$). This is especially of interest in the case of a heterogeneous environment, e.g. a real patient head, as the expected stopping position $Z_{\text{EXP}}$ along the beam axis of carbon ion pencil beams for the same beam energy can spread over several centimeters depending on the water-equivalent thickness (WET) of the crossed material for different lateral positions of the treatment pencil beams. For example, in the real patient treatment (see Figure 3.33), the pencil beams of the IES20 of energy $E_{PB} = 192.13$ MeV/u have expected stopping positions that spread over more than 29 mm in depth.

To calculate these expected stopping positions $Z_{\text{EXP}}$, carbon-ion ranges in water ($R_{\text{WATER}}$) were extracted for typical beam energies of carbon-ion beams using the Electronic Stopping Power mobile application (Electronic Stopping Power (Aarhus Particle Therapy Group); Lühr et al., 2012; Toftegaard et al., 2014).
The $WET$ of a crossed material $i$ in a voxel was extracted from:

$$WET_i = RSP_i \times T_i$$  \hspace{1cm} (Eq.3.34)

with $T_i$ being the geometrical thickness and $RSP_i$ the relative stopping power of a traversed object of material $i$. In this work, the following RSP were assumed:

- $RSP_{\text{water}} = 1$,
- $RSP_{\text{air}} \approx 0.00089$ (Jäkel, Jacob, et al. 2001).
- $RSP_{\text{PMMA}} = 1.163$ for the cylinder, and $RSP_{\text{PMMA}} = 1.151$ for the inserted slabs in the cylinder measured as described in section (§3.3.1.1.).

WETs of the different patient head materials were extracted on a voxel-basis from the HU of clinical CT images using the matRad toolkit and a specific matRad base data of the HIT facility. MatRad is a radiation treatment planning software for intensity-modulated proton and carbon-ion radiotherapy (Bangert et al. 2020; Wieser et al. 2017).

The matRad toolkit was used to define an axis of each treatment pencil beam, also known as “rays”. From the treatment of the patient tumor, 736 treatment rays were extracted from all treatment pencil beams. The matRad toolkit was then adapted to retrieve cumulative $WET_{\text{cum}}$ for each of the treatment rays. This cumulative $WET_{\text{cum}}(z)$ along a treatment ray was defined as the cumulative sum until the depth $z$ of the $WET$ of all voxels that were crossed by the treatment ray. A schematic representation of such a cumulative $WET$ can be found in Figure 3.31.

$$WET_{\text{cum}}(z) = \sum_{\text{voxel} \in \text{ray}} WET(\text{voxel})$$  \hspace{1cm} (Eq.3.35)

For each ray, the cumulative $WET_{\text{cum}}$ along the depth was then computed in MatRad and processed into a 3D-$WET_{\text{cum}}$ voxel map as shown in Figure 3.32. The 3D-$WET_{\text{cum}}$ voxel map was then used to retrieve the expected stopping position $Z_{\text{EXP}}$ of carbon ions in the patient. The expected stopping position $Z_{\text{EXP}}$ of a pencil beam was defined as the depth at which the cumulative $WET_{\text{cum}}$ along the corresponding treatment ray was equal to:

$$WET_{\text{cum}}(Z_{\text{EXP}}) = R_{\text{water}}(E) - WET_{\text{beam line}} - WET_{\text{ripple filter}}$$  \hspace{1cm} (Eq.3.36)

with $R_{\text{water}}$ the range of the pencil beam, with $WET_{\text{beam line}} = 1.47$ which includes the BAMS + vacuum foil$^3$ and with $WET_{\text{ripple filter}} = (0.3 + 2.7 / 2) \times RSP_{\text{PMMA}}$.

Figure 3.33 shows an example of the expected stopping positions of the pencil beams used to treat the monitored patient for a single beam energy of 192.13 MeV/u (IES20) to demonstrate the spread of the $Z_{\text{EXP}}$ within one single IES.

---

$^3$ Dr. Bons personal communication, HIT, 2017
Figure 3.31: Schematic representation of carbon ion treatment rays and the determination of the cumulative WET. For each CT voxel of the irradiated volume, the HU is converted into WETs and is represented here on a grayscale. For each treatment pencil beam axis, a ray is defined as represented by the red, blue, and green dashed lines. For example, the cumulative WET\(_{\text{cum}}(z)\) of the green ray is defined as the sum of the voxel WETs crossed by the ray until the depth \(z\).

Figure 3.32: An example of a transverse view of the monitored patient’s CT image in terms of Hus. a) Voxel CT HU and the corresponding extracted cumulative WET\(_{\text{cum}}\) map plotted (b) for all treatment rays used during the patient irradiation.
Figure 3.33: Lateral pencil beam positions (left) and their expected stopping positions along the beam axis (right) for the IES20 only. Each red point represents a pencil beam of the monitored patient treatment irradiation with an energy of 192.13 MeV/u. The expected stopping positions along the beam axis of the pencil beams of the IES20 range from -15.14 mm to +14.16 mm, and thus spread over a depth of more than 29 mm.

As seen in Figure 3.34, four longitudinal ($Z_{\text{EXP}}$) regions could be defined to cover the longitudinal dimension of the 73.85-cm$^3$-patient-tumor centered on $Z = 0$ to assess the stopping beam positions. Each carbon ion pencil beam used during the treatment plan irradiation was assigned to one of the four defined ($Z_{\text{EXP}}$) regions depending on its stopping position along the beam axis. As the measured secondary ion tracks were resolved on a single pencil-beam-basis, each measured secondary-ion track could be assigned to one of the four defined longitudinal ($Z_{\text{EXP}}$) regions depending on the pencil beam they came from.

Figure 3.34: a) expected stopping positions of all pencil beams from the patient measurement (right). Each blue point represents a pencil beam from the monitored patient treatment irradiation. b)-c) show the four defined longitudinal regions in the expected stopping positions of the pencil beam overlaid with the patient treatment plan.
3.7.3. Multi-feature analysis

From each tracked secondary ion, several features can be extracted, such as the track origin depth \( Z \), as defined in (§3.5.4.), the cluster size \( S_C \), as defined in (Eq.3.8), and deposited energy \( dE/dl \), as defined in (Eq.3.13).

These features were analyzed in a so-called multi-feature analysis to investigate which of the specific ion features convey any valuable information regarding the internal anatomy of the irradiated head model. In case a better variable than the track origin depth is found, the entire single-feature analysis in terms of that variable can be done exactly in the same way as with the track origin depth, see (§3.7.1.).

The performed analysis has been based on Fisher’s combined probability test (Fisher 1936), where a new compound variable \( X \) was defined as a linear combination of several measured features \( (f_1, f_2, f_3, \text{ and } f_4) \) allowing for two measured data sets to be best separated from each other. Figure 3.35 shows the new compound variable \( X \) as first defined in (Fisher 1936) for a distinction of two types of plants.

In this thesis, the multi-feature analysis was performed to first optimize the comparison and separation of each fraction data set from a reference data set. This means, for example, that for five fractions compared to a reference fraction, five equations will be found for \( X \).

In this thesis, the main feature composing the variable \( X \) was the secondary-ion origin depth feature \( Z \), as defined in (§3.5.4.). One or two additional normalized features, such as deposited energy \( dE/dl \) or cluster size \( S_C \), were then linked to \( Z \) in the new compound variable \( X \) using a linear combination from one of the following equations:

\[
X = 1.Z + a.\frac{dE}{dl} + b.Size
\]  
(Eq.3.37)

Figure 3.35: New compound variable \( X \) as a linear combination of four actual measured features, \( f \): the sepal length, sepal width, petal length, and petal width, measured for two specific plant data sets: iris Setosa and iris Versicolor. The new compound variable \( X \) was seen to separate the two data sets better than the four input features separately.
These equations, and their \( a \) and \( b \) coefficients, can either be fixed and set as general equations identically applied to all measured data sets or they can be optimized for each specific data sets one wishes to compare.

To have an easier overview of the weighting of each feature, the different measured track features (such as secondary-ion origin position \( Z \) [mm], deposited energy \( dE_i/dl \) [MeV/mm], or cluster size \( S \) [pixel]) were normalized to the same unit, via data shift and scaling. Each measured feature \( f_i \) was thus normalized, to the secondary-ion origin position \( Z \) unit [mm] using:

\[
f_{i,\text{NORMALIZED}} = \left( \frac{f_i - \mu_{f_i}}{\sigma_{f_i}} \right) \times \sigma_Z + \mu_Z
\]

(Eq. 3.38)

with \( \mu_Z \) and \( \mu_{f_i} \) as the means and \( \sigma_{f_i} \) and \( \sigma_Z \) as the standard deviations of the feature \( f_i \) and the feature \( Z \) measured respectively from a specific data set. Figure 3.36 shows how the behavior of the distribution of the deposited energy \( dE_i/dl \) of a measured data set is normalized using the secondary-ion emission profile (\( Z \)) as a reference.

Figure 3.36: Measured secondary-ion emission profile (\( Z \)) (top left) and measured deposited energy (\( dE_i/dl \)) distribution (top right). Normalized deposited energy \( dE_i/dl \) distribution using the secondary-ion origin (\( Z \)) as a reference is plotted on the bottom.
4. Results

In this chapter, the thesis results are separated into five main research topics. A small summary is given for each topic separately.

(1) An investigation of the algorithms for the projected track origin analysis and their sensitivity to the actual secondary-ion origin is studied in section (§4.1.).

(2) In section (§4.2.), the capability of the developed monitoring method to detect and/or localize changes of the internal structure of the irradiated head model, mimicking inter-fractional changes, during carbon-ion radiotherapy is investigated. A so-called “single feature analysis” is employed to detect changes of different shapes, including both surface and internal changes, of different sizes and positions in the head model along the beam axis. The performance of the monitoring method is evaluated for each of the investigated types of change.

(3) In section (§4.3.), the optimal detection angle is analyzed. A compromise between good detectability and good localization of the change is studied as a function of the mini-tracker position.

(4) The potential of improvement of the method is investigated by exploiting additional secondary-ion track parameter information (e.g. deposited energy or cluster size) in section (§4.4.).

(5) The results chapter concludes with a detailed description and findings of the first clinical implementation of the developed monitoring method (§4.5.).

Figure 4.1: Global overview of the five topics presented in the results section of this thesis.
4.1. Analysis of the secondary-ion emission profile in space

This section contains results concerning the performance of the three studied track-projection algorithms in terms of detection of internal structure changes of the head model, as illustrated in Figure 4.2. This study was performed with measured experimental data. Furthermore, an MC study for investigation of the correlation of the measured track parameters and the actual origin of the secondary ion in the head model was performed.

4.1.1. Comparison of track-projection algorithms

The measured, or simulated, secondary-ion tracks can be processed with different algorithms to detect geometrical changes in the irradiated object. Here three different methods of the track-projection to the head-model volume were investigated: 2D, 2D+ and 3D+ projections, as described in section (§3.5.4.) of Materials and Methods. In this analysis, the precision of the measurement of the nuclear fragmentation point for all track-projection methods was compared for different mini-tracker positions. To do so, MC simulations mimicking the measured pre-clinical experimental setups were used to obtain the actual primary ion fragmentation point.

The measurements were performed on the homogeneous head model, see (§3.3.1.1.) of Materials and Methods. During the irradiation, secondary ions leaving the head model were measured with a mini-tracker placed at different distances \(d\) away from the tumor center and at different detection angles \(\alpha\) with respect to the beam axis. Corresponding MC simulations (Schlechter 2021) of the setup were made with the FLUKA code as described in section (§3.4.) of Materials and Methods.

In Figure 4.3-a), the measured secondary-ion emission profiles along the beam axis, as acquired at a distance \(d = 120 \text{ mm}\) and \(\alpha = 30 ^\circ\), are plotted for each of the three track-projection methods. The corresponding simulated profiles, including the actual secondary-ion origin (fragmentation point) emission profile, are plotted in Figure 4.3-b). Comparison between true fragmentation origins and projected origins for the MC simulation is plotted in Figure 4.3-c).

The MC simulation shows that the detected secondary and tertiary-ion tracks come from a primary fragmentation that mostly happens at the entrance of the head model, around a depth of -80 mm along the beam axis (black profile in Figure 4.3-b). The experimental data and the MC simulation mimicking the experimental data show similar trends in their secondary-ion emission profiles. In both the measured and simulated emission profiles in Figure 4.3-a)-b), the two new time-dependent track-projection methods (2D+ and 3D+) better confine the measured secondary-ion production sites to the head-model volume compared to the 2D method. This is confirmed by Figure 4.3-c), and is especially visible at the entrance of the head model, where
most of the secondary ions come from. Additionally, in Figure 4.3-a)-b), the 3D+ track-projection method even better confines the measured secondary-ion production sites to the head-model volume compared to the 2D+ track-projection method as a minor shift toward the upstream direction is also visible in the 2D+ profile with respect to the 3D+ profile. This advantage of the 3D+ track-projection method over the 2D+ one is however of less importance compared to the advantage of both time-dependent track-projection methods (2D+ and 3D+) over the 2D one.

Figure 4.3: Secondary-ion emission profiles along the beam axis retrieved using 3 different projection methods as measured (a) and MC simulated (b-c) for a mini-tracker position at \( d = 120 \) mm from the tumor center and \( \alpha = 30^\circ \) from the beam axis. Corresponding statistical uncertainties are plotted as error bands. The 80-mm-radius PMMA cylinder volume is centered at 0 mm and represented in a) and b) by the grey area within the two vertical black lines, the 25-mm-radius tumor volume by dotted the red area within the two vertical dotted red lines. The beam enters the head model from left to right, see red arrow in a) and b).

**c) Comparison of true origins with 2D, 2D+ and 3D+ projected origins (simulation only)**
The mean of the absolute track-by-track distance between the true primary-ion fragmentation positions and the projected secondary-ion track origins along the depth was calculated for each track-projection method in the MC simulation. These values were compared for a mini-tracker placed at the same distance to the tumor center \((d = 120 \text{ mm})\) but at different detection angles \(\alpha (10^\circ, 20^\circ, 30^\circ, 40^\circ, 50^\circ)\) with respect to the beam axis. These means of the absolute track-by-track differences are plotted for each track-projection method in Figure 4.4. As shown in a previous study (Abbani 2020) at lower detector-positioning angles with respect to the beam axis, the MC simulation data contains a non-negligible fraction of the secondary ions that originate from within the beam nozzle. To discard these ions a constraint on the projected secondary-ion origin position along the beam axis \((Z < -400 \text{ mm})\) is applied when calculating the mean of the absolute differences (see dashed lines in Figure 4.4).

In Figure 4.4, the mean of the absolute track-by-track distance shows that both time-dependent track-projection methods, 2D+ and 3D+, better approximate the true secondary-ion track origin positions along the depth than the previously used 2D method. This is valid for all mini-tracker positions. The 3D+ projection method appears to perform even slightly better than the 2D+ one at lower detection angles. At 10°, improvements by a factor of 4 between 2D vs 2D+, and by a factor of 2.4 between 2D+ vs 3D+ can be observed. The rest of this thesis data analysis will, thus, only be performed with the time-dependent 3D+ track-projection algorithm.

![Figure 4.4: Mean of the absolute track-by-track distance for several detection angles \(\alpha (^\circ)\), between true and back-projected origin along the beam axis for the three investigated track-projection methods (2D, 2D+ and 3D+). Standard deviations of the mean distances are plotted as error bars. Solid lines contain all projected secondary-ion origin positions, dashed lines only contain projected secondary-ion origin positions with a position \(Z > -400 \text{ mm}\).]
4.1.2. Global secondary-ion emission profiles along the beam axis

Subsequently, the profiles of the secondary-ion track origin positions along the beam axis were extracted using the 3D+ track-projection algorithm for all pre-clinical measurements performed at the Heidelberg Ion Therapy Center (HIT). In this thesis, both homogeneous and anthropomorphic head models were irradiated with clinic-like treatment plans for a 25- or 30-mm-radius spherical tumor located in their center. In both head models, the profile the track origin positions along the beam axis, as defined in section (§3.5.4.) of Materials and Methods, of the secondary ions produced during this treatment irradiation could be retrieved from the data measured at \( \alpha = 30^\circ \) with respect to the beam axis and \( d = 120 \) mm from the tumor center, see Figure 4.5. In the studied cases, the complexity of the irradiated head model, homogeneous or heterogeneous environment, and the target size influence the secondary-ion emission profile, but not significantly.

![a) Homogeneous b) Anthropomorphic](image)

**Figure 4.5:** Secondary-ion emission profiles along the beam axis as measured at a detection angle of 30° with respect to the beam axis and 120 mm from the center of the homogeneous (a) and anthropomorphic (b) head models. Corresponding statistical uncertainties are plotted as error bands. The head-model volume is centered at 0 mm and represented by the grey area, the tumor volume by the red one. The beam enters the head from left to right as symbolized by the red arrow.

Subsequently, these measured emission profiles were separated into sub-profiles corresponding to the energies of the primary pencil beam, as shown in Figure 4.6 for all energy layers and in Figure 4.7 for two sets of two successive energy layers. For both treatment plans, the distance between the energy layers was 3 mm (WET). No profile could be retrieved for the lowest beam energy \( E_1 \) (167.66MeV/u) of the homogeneous head-model treatment in Figure 4.7. This was due to its low amount of data, with only 8 secondary-ion tracks acquired for \( E_1 \) from the homogeneous head-model treatment. As a comparison, 675 tracks were measured in \( E_1 \) from the anthropomorphic head-model treatment.
Figure 4.6: Secondary-ion origin distribution along the depth per therapeutic beam energy layers as measured at a detection angle of 30° with respect to the beam axis and 120 mm from the center of the homogeneous (a) and anthropomorphic (b) head models. The lowest beam energy $E_1$ (167.66 MeV/u) was not added to a), due to its low amount of data (only 8 secondary-ion tracks were acquired). As a comparison: 675 tracks were measured in $E_1$ of b).

Figure 4.7: Secondary-ion emission profile along the depth per therapeutic beam energy layers as measured at a detection angle of 30° with respect to the beam axis and 120 mm from the center of the homogeneous (a) and anthropomorphic (b) head models.
4.1.3. Summary of the analysis of the secondary-ion emission profiles

In a first analysis, the precision of the different track-projection algorithms was compared for different mini-tracker positions using MC simulations mimicking simple pre-clinical measurement setups. It was found that the secondary-ion track origin positions along the depth are better approximated by the new time-dependent track-projection methods, 2D+ and 3D+, and especially by the 3D+ method for low mini-tracker detection angles.

Consequently, the profiles of the secondary-ion track origin positions along the beam axis were extracted using the 3D+ track-projection algorithm for all pre-clinical measurements performed at the HIT facility.

Additionally, measured emission profiles could be separated into sub-profiles corresponding to the energies of the primary pencil beam. It was possible for both homogeneous and anthropomorphic head models to visualize the variations in the secondary-ion emission profiles along the depth for each of the therapeutic beam energy layers used during the fraction irradiation. In both head models, low beam energies resulted in secondary ions whose emission profiles were closer to the entrance region of the head model. Larger beam energy layers resulted in secondary ions coming from deeper parts of the head model. This is clearly reflected in the plotted emission profiles.
4.2. Detection and localization of anatomical changes using secondary-ion emission profiles

The overall goal of the monitoring method is to detect internal inter-fractional anatomical changes that might occur in the targeted head models in between two treatment irradiations. To this end, several clinical-like treatment irradiations of the head models with and without anatomical changes were performed, see Figure 4.8. Produced secondary ions were measured and their track distributions were compared for all irradiations, as explained in section (§3.7.1.) of Materials and Methods, to detect, quantify and localize inter-fractional changes inserted into the head models. Several changes in sizes and positions of the inter-fractional changes were investigated in this research, such as wide surface thickness (§4.2.1.), wide internal (§4.2.2.), and small internal changes (§4.2.3.).

4.2.1. Impact of wide surface changes

During radiotherapy, small inter-fractional changes at the surface of the head, corresponding to weight loss or gain, and superficial swellings, can occur. Secondary-ion tracks produced in each head model were measured first during reference fraction irradiations and compared later with tracks measured during subsequent follow-up fraction irradiations, see Figure 4.9. These follow-up fractions could either be homogeneous (head model without any surface change) or altered (head model with surface changes). To simulate such surface changes, wide (150 mm x150 mm) PMMA slabs with a thickness of +1, +2, or +3 mm (i.e. WET = +1.14, +2.19 or +3.25 mm) were positioned upstream of the irradiated homogeneous and anthropomorphic head models. Measurements were done with the mini-tracker positioned at a detection angle of 30° with respect to the beam axis and a distance of 120 mm from the tumor center.

Figure 4.9: Analysis workflow for the wide surface thickness change. A comparison of the shape of the secondary-ion emission profiles measured for the reference and an altered fraction is performed. Altered fraction is measured with a small PMMA surface change placed in front of the anthropomorphic head model (light blue).
**4.2.1.1 Variation of the shape of the secondary-ion emission profiles**

A comparison of the secondary-ion emission profiles measured for the homogeneous (without any surface change) or the altered (with a surface change) fractions is detailed here. In particular, the impact of a +2-mm-thick surface change on the measured secondary-ion emission profile is shown for the homogeneous head model in Figure 4.10-a) and for the anthropomorphic one in Figure 4.10-b).

![Figure 4.10: Secondary-ion emission profile along the beam axis as measured at a detection angle of 30° with respect to the beam axis and 120 mm from the tumor center for the homogeneous (a) and anthropomorphic (b) head models. The secondary-ion emission profile measured during reference fraction irradiation is plotted in red and the one measured during altered fraction irradiation (+2-mm-surface) in blue.](image)

In both head models, the global shape of the measured secondary-ion emission profile was similar for the reference (red) and the altered fraction (blue). Both secondary-ion emission profiles – the reference one and the altered one – could be clearly differentiated considering the statistical uncertainties included in the plots. When there was a +2 mm surface change (blue), the distal falloff of the measured secondary-ion emission profile was shifted towards shallower depths and the number of measured secondary-ion tracks was reduced. This can be explained by the fact that, when a surface change appears upstream of the head model, secondary ions are produced more upstream. Less secondary ions originated thus from deeper in the head models, leading to a shift of the distal falloff of the measured secondary-ion emission profile towards smaller depths. The inserted +2 mm surface change resulted in more material being traversed by the secondary ions. A smaller number of secondary ions could thus reach the mini-tracker and be detected, leading to a reduced number of measured secondary-ion tracks.
4.2.1.2 Quantification of the internal geometry changes based on the variations of the emission profiles

Similar to Gwosch et al., 2013 et Abbani, 2020, to quantify the impact of the inserted +1, +2, and +3mm surface changes in the measured profiles, linear fits were applied to the distal falloffs of the measured secondary-ion emission profile between 50% and 90% of their maximum, as detailed in section (§3.7.1.2) of Materials and Methods. As an example, the linear fits to the distal falloffs of the measured secondary-ion emission profiles for the un-altered and the +2-mm-thick surface change are shown for the homogeneous head model in Figure 4.11-a) and for the anthropomorphic model in Figure 4.11-b).

![Figure 4.11](image)

**a) Homogeneous**

**b) Anthropomorphic**

Figure 4.11: Linear fits performed to the secondary-ion emission profile as measured at a detection angle of 30° with respect to the beam axis and 120 mm from the tumor center for the (a) homogeneous and (b) anthropomorphic head models. The profiles measured during the reference fraction are plotted in red and for the altered fraction in blue. The straight lines represent the linear fit to the distal falloff of the profiles between 50% and 90% of their maximum. The dashed red and blue lines represent the uncertainties of the linear fits as defined in (Eq.3.20). In a) $y_{\text{fit-homo-REF}} = -152.1(\pm 4.1) \times +4442 \pm 93$ and $y_{\text{fit-homo-ALTERED}} = -146.2 (\pm 4.9) \times +4009 (\pm 124)$. In b) $y_{\text{fit-anthro-REF}} = -135.6 (\pm 3.6) \times +6589 \pm 53$ and $y_{\text{fit-anthro-ALTERED}} = -135.8 (\pm 4.4) \times +5976 (\pm 71)$

The results of the linear fits (as defined by (Eq.3.18)$y_{\text{fit}} = ax + b$, with $x$ being the origin depth) have shown variations depending on the inserted surface changes thickness (+1, +2, and +3mm). As shown in Figure 4.12, for both head models, the found slopes $a$ of the linear fits are constant (within its error bands) for each of the measured fractions and the surface changes. The shape of the secondary-ion emission profiles thus did not vary significantly between the reference fractions and the altered fraction. However, the ordinates to origin $b$ are found to vary with the inserted surface change thickness. The ordinate to origin $b$ is thus strongly correlated with the thickness of the change.
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Figure 4.12: Plots of the a and b coefficients of the linear fit of the profile’s distal falloff as measured at a detection angle of 30° with respect to the beam axis and 120 mm from the tumor center for the homogeneous (left) and anthropomorphic (right) head model. a-b) Each point represents a treatment fraction irradiation. Error bars represent $\sigma_a$ and $\sigma_b$ uncertainties of the linear fits. c-d-e-f) Plots of the mean $a$ and mean $b$ coefficients for each measured fraction (reference, +1, +2, or +3mm). Error bars are $\sigma/\sqrt{N}$ with $N$ the total number of measured irradiations for each clinical-like treatment fraction.
4.2.2. Impact of wide internal changes

To simulate wide internal inter-fractional anatomical changes, wide 2-mm-thick air cavities (80 mm x 80 mm x 2 mm air slab) were positioned inside the irradiated homogeneous head model at different depths upstream and inside of the tumor volume. In the anthropomorphic head model, no such internal changes were possible. As depicted in Figure 4.13, four air cavity positions were investigated, corresponding to the front, the entrance, the middle, and the distal end of the tumor volume, i.e. centered on the four following depths respectively: [-40; -39 mm], [-22; -21 mm], [0;+1 mm] and [+18; +19 mm] along the beam axis. Here, 0 mm is set to be the room isocenter position along the beam axis, located in the middle of the head model and of the tumor volume. Negative depths are upstream of this isocenter.

Figure 4.13: The four investigated 2-mm-thick air cavity positions in the homogeneous head model (light blue) corresponding to the front, the entrance, the middle, and the distal end of the tumor volume. This volume is represented here by the red sphere with a 25-mm-radius.

Secondary ions produced in the homogeneous head model were measured for several types of fraction irradiations by the mini-tracker positioned at a detection angle of 30° with respect to the beam axis and 120 mm from the tumor center. First, a reference fraction irradiation was measured. Then, five follow-up fractions were acquired: one homogeneous follow-up fraction (without internal change) and four heterogeneous follow-up fractions (measured with the 2-mm-thick air cavity placed at the four previously described investigated depths). As detailed in Figure 4.14, the reference fraction is compared to the follow-up fractions with and without internal changes. For this analysis, the data of 8 repetitions were summed up for each fraction. This is performed to mimic having a system of 8 mini-trackers, similar to a setup that will be used in the near future for a clinical trial with a larger patient cohort.

4.2.2.1 Variation on the shape of the secondary-ion emission profiles

The impact on the measured secondary-ion emission profile of 2-mm-thick internal air cavities positioned in front and the middle of the tumor volume in the homogeneous head model is shown in Figure 4.15-a)-b). There, the secondary-ion emission profile measured during the reference fraction irradiation (without any air cavity) is plotted in dashed black against one homogeneous fraction irradiation plotted in red (without any air cavity) and one heterogeneous fraction irradiation (with an air cavity) plotted either in green in Figure 4.15-a), or in blue in Figure 4.15-b).
Figure 4.14 Analysis workflow for the detection and localization of a 2-mm-thick internal change. A comparison of the secondary-ion emission profiles measured for the reference fraction and a fraction without any change is performed parallelly to a comparison of the secondary-ion emission profiles measured for the reference fraction and a fraction with the change.

Figure 4.15: Secondary-ion emission profiles along the beam axis as measured at a detection angle of 30° with respect to the beam axis and 120 mm from the tumor center with an air cavity in front of (a) or the middle of (b) the tumor volume in the homogeneous head model. The head-model volume is centered at 0 mm along the beam axis and represented by the grey area, the tumor volume by the red one, and the inserted air cavity volume by the green or blue vertical bands. The beam enters the head model from left to right. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as barely visible error bands.
From Figure 4.15-a)-b), the secondary-ion emission profiles measured during the heterogeneous fractions differ significantly from the profile of the reference (dotted black) or homogeneous fractions (red) as the variations between the two curves were larger than their error bands. These error bands represent the uncertainties (1σ) based on their count statistics as defined in (Eq.3.12).

For the heterogeneous fractions, i.e. containing a 2-mm-thick air cavity, one can observe three main variations on the shapes of the secondary-ion emission profiles:

- downstream from the air cavity, the distal falloff of the heterogeneous profile was shifted towards larger depths (1).
- a dip on the heterogeneous profile was visible at the depth of the air cavity (2).
- globally the heterogeneous profile was higher than the other homogeneous profile (3).

These three main variations on the shapes of the secondary-ion emission profiles can be explained by the following:

- as the low-density air cavity replaced PMMA material, downstream for the cavity the carbon ions appeared to have crossed less material, and their range reached deeper into the head model. More secondary ions, thus, originated from deeper in the head model, leading to a distal falloff of the heterogeneous profile downstream from the air cavity shifted towards bigger depths.
- due to the lower air density, fewer secondary ions are produced in air, thus fewer secondary ions originated locally from the depth that corresponds to the air cavity location. This resulted in a dip at the location of the cavity in the heterogeneous profile.
- when an internal air cavity appeared inside the head model, less material was needed to be crossed by the secondary ions that are created upstream of the air gap, thus more ions could reach the mini-tracker and be detected, resulting in an overall higher secondary-ion emission profile for the heterogeneous fraction.

The impact on the measured secondary-ion emission profile in the case of 2-mm-thick internal air cavities positioned at different depths in the homogeneous head model was analyzed quantitatively in terms of maximal signal reduction and absolute difference in the profile shapes. For this, both ratios and differences of the measured secondary-ion emission profile as defined in (Eq.3.21) and (Eq.3.25) between the reference and heterogeneous fractions were plotted in Figure 4.16-a-b). Here both the ratio and the difference are used together as they provide complementary information regarding the absolute and relative variations induced by the inserted internal changes.

From this figure, as expected, no significant variations were visible when comparing the ratio (Figure 4.16-a)) or difference (Figure 4.16-b)) between the measured secondary-ion emission profiles of the reference fraction (without air cavity) and the homogeneous fraction (also without air cavity), plotted in both plots in dashed red.

The impact of the inserted air cavities was clearly visible in both the ratios (Figure 4.16-a)) and the differences (Figure 4.16-b)) between the measured secondary-ion emission profiles of the reference fraction (without air cavity) and of the heterogeneous fractions (with air cavity at different depths), plotted in green, yellow, blue or purple for both subplots.
Figure 4.16: Ratios (a) and differences (b) between the measured secondary-ion emission profiles of the reference fractions versus the five follow-up fractions (with and without an air cavity). The ratio (or difference) of the reference and the homogeneous fractions is plotted in dashed red. The ratios (or differences) of the reference and the four heterogeneous fractions (with air cavity at four different depths) are plotted in green, yellow, blue, and purple, respectively. The head-model volume is centered at 0 mm along the beam axis and represented by the grey area, the tumor volume by the red one, and the inserted air cavity volume by the green or blue vertical bands. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.

The main three variations due to the inserted air cavity previously seen in the profile shape of Figure 4.15 (higher profile, with a dip, followed by a shift of the distal falloff towards bigger depths) can be associated here with three main variations in both the ratios and differences shapes of Figure 4.16-a)-b):

- downstream from the air cavity, an enhanced number of secondary ions in form of a peak was visible in both the ratio and difference plots (1)
- a significant dip was seen at the depth of the air cavity (2)
- the ratio and difference values were centered around higher values than 1 and zero respectively i.e. an increased in the total number of detected secondary ions (3)

The impact of the inserted air cavity was found to be visible in particular when the inserted air cavity was located upstream of the tumor, at a depth of -40 mm. For this air cavity position, a maximal signal reduction of 3.1 % ± 0.4 % is found. The maximal signal reduction is defined as the minimum value of the ratio profile along the head-model depth [-80 mm; 80 mm]. For the other three positions, the signal reduction was found to be 1.8 % ± 0.4 % when the cavity is placed at a depth of -22 mm, 0.1 % ± 0.5 % at 0 mm (isocenter) and 0.3 % ± 0.7 % at +18 mm.
4.2.2.2 Determination of the position of the change along the beam direction

A measurement of the position of the 2-mm-thick internal changes along the beam axis could be retrieved from both the ratios and differences of the measured secondary-ion emission profiles. This quantity is of interest for medical doctors to have an idea of whether the change is inside the tumor volume - which contains the highest RBE values - or in front of it. As described in section (§3.7.1.3.) in Materials and Methods, two methods were used to approximate the air cavity position: the weighted average positions of the three minimal values induced by the air cavity in the profiles of the ratio ($Z_{\text{MIN-RATIO}}$) and of the difference ($Z_{\text{MIN-DIFF}}$). These weighted positions were computed for each investigated cavity position and are presented in Figure 4.17-a) and -b) respectively. In this figure both the positions of the $Z_{\text{MIN-RATIO}}$ (Figure 4.17-a)) and $Z_{\text{MIN-DIFF}}$ (Figure 4.17-b)) approximate the actual position of the inserted 2-mm-thick air cavity. The air cavity was found to be properly localized for all four investigated positions using the ratio and difference distributions as explained in (Eq.3.24) and (Eq.3.28) respectively. The accuracy of the localization is defined as the difference between the measured and the actual cavity position. Uncertainties on the localization of the cavity are estimated to be at maximum the order of the bin size, i.e. 5 mm.

The accuracy ranges here:

- from 1.5 mm to 6.3 mm for the ratio analysis,
- from 2.3 mm to 5.3 mm for the difference analysis.

![Figure 4.17: Measurement of the position of the 2-mm-thick internal changes along the beam axis for each investigated cavity position. The measured position is the weighted average position of the three minimal values induced by the air cavity in the (a) ratio and the (b) difference profiles. The error bars correspond to the statistical uncertainties on $Z_{\text{MIN-RATIO}}$ and $Z_{\text{MIN-DIFF}}$ which were estimated to be of at maximum the order of the bin size (5 mm).]
4.2.2.3 Quantification of the significance of the detection

Besides the estimation of the 2-mm-thick air cavity position along the beam axis, a quantitative analysis of the detection significance of the cavity was performed. For this, as described in detail in section (§3.7.1.4.) of Materials and Methods, the integral of the absolute difference between the measured secondary-ion emission profile of a reference fraction versus follow-up fractions (with and without an air cavity) was calculated. The integrals \( I_{\text{WITH}} \) and \( I_{\text{WITHOUT}} \) were determined along the entire head-model depth, i.e. from -80 mm to 80 mm, and are plotted in Figure 4.18. In red the integral value \( I_{\text{WITHOUT}} \) between the reference fraction and the fraction without an air cavity is plotted. The remaining points represent the integral value \( I_{\text{WITH}} \) between the reference fraction and the fractions with an air cavity for all four investigated air cavity positions: in front (green cross), at the entrance (yellow square), in the middle (blue +), and at the distal end of the tumor (purple circle). In Figure 4.18, the integral values \( I_{\text{WITH}} \) decreased when the cavity was located deeper in the head model. Thus, the detection significance of an air-cavity decreases with increasing depth of the cavity position. For all investigated air-cavity positions, the integral value \( I_{\text{WITHOUT}} \) of the absolute difference between the reference measurement and measurement without the cavity (red) was significantly lower than the integrals \( I_{\text{WITH}} \) of the absolute differences between the reference measurement and the measurements with the cavity (green, yellow, blue and purple) with respect to their error bars.

![Figure 4.18: Values of the integral of the absolute difference between reference and homogeneous fractions (red) versus reference and heterogeneous fractions (green, yellow, blue, and purple). Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bars.](image)

The significance values, see \( D \) and \( D/\sigma(D) \) from (Eq.3.31) and (Eq.3.33) in (§3.7.1.4.) of Materials and Methods were computed to quantitatively investigate how significant the difference in the integral values between measurement without \( (I_{\text{WITH}}) \) and with the air-cavity \( (I_{\text{WITHOUT}}) \) is. These \( D \)-values are plotted in Figure 4.19-a) and b). In this figure, \( D \) and \( D/\sigma(D) \) values were found to be sufficiently large for all investigated air-cavity positions. This means that for all four air-cavity positions, the cavity was found to be detectable with a significance of at least 9 sigmas.
The detection significance was found to increase with decreasing depth of the cavity position and to reach a maximum detection significance at the entrance of the head model, where the cavity was found to be detectable with a significance of 17 sigmas.

**Figure 4.19**: a) Detection significance $D = I_{WITH} - I_{WITHOUT}$, and b) detection significance divided by its uncertainties $D/\sigma(D)$ for all four investigated air-cavity-positions along the beam axis. The head-model volume is centered at 0 mm along the beam axis and represented by the grey area, the tumor volume by the red one. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bars.

### 4.2.2.4 Equivalent results with fewer statistics

So far, all presented results regarding the impact of a wide internal change were given for a statistic equivalent of having 8 mini-trackers, similar to a setup that will be used in the near future for a clinical trial with a larger patient cohort. Figure 4.20 shows the respective $D$ and $D/\sigma(D)$ values computed for the data amount equivalent to only one mini-tracker. In this figure, the $D$ and $D/\sigma(D)$ values were found to still be sufficiently large for all investigated air-cavity positions. This means that for all four investigated air-cavity positions, the cavity was found to be detectable with a significance of at least 3 sigmas and with a maximum detection significance at the entrance of the head model, where the cavity was found to be detectable with a significance of 6 sigmas when measuring with only one mini-tracker.
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4.2.3. Impact of narrow internal changes

Changes within the irradiated patient might affect just a part of the irradiated area. To simulate such laterally narrower internal inter-fractional anatomical changes, a narrow 2-mm-thick air disc of 10-mm-diameter was positioned inside of the irradiated homogeneous head model, upstream of the tumor volume, and aligned with its center, as depicted in Figure 4.21.

Similar to section (§4.2.2.), secondary ions produced in the homogeneous head model were measured for three types of fraction irradiations (one reference, one homogeneous, and one heterogeneous) by the mini-tracker positioned at a detection angle of 30° with respect to the beam axis and 120 mm from the tumor center. The heterogeneous follow-up fraction was measured in this analysis with the 2-mm-thick air-disk of 10-mm-diameter placed upstream of the tumor volume. As explained in (§4.2.2.), the data of 8 repetitions were again summed up for each fraction to mimic a setup that will be used in the near future for a clinical trial with a larger patient cohort.
4.2.3.1 Variation of the shape of the secondary-ion emission profiles

Similarly, to the analysis of wide internal changes, see section (§4.2.2.), the secondary-ion emission profiles as measured during the reference fraction, the homogeneous fraction, and the heterogeneous fraction were plotted together in Figure 4.22.

Figure 4.22: Secondary-ion emission profiles along the beam axis as measured at a detection angle of 30° and 120 mm from the tumor center with a small air disk located in front of the tumor volume in the homogeneous head model. Profile measured during the reference fraction irradiation (without any air cavity) is plotted in dashed black against one homogeneous fraction irradiation plotted in red (without any air cavity) and one heterogeneous fraction irradiation (with an air disk) plotted in blue. The head-model volume is centered at 0 mm along the beam axis and represented by the grey area, the tumor volume by the red one, and the inserted air cavity volume by the blue dashed vertical bands. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as barely visible error bands. The beam enters the head model from left to right.

The impact of the small air-disk on the measured secondary-ion emission profiles was investigated using the ratio (Figure 4.23-a) and the difference (Figure 4.23-b) between the measured secondary-ion emission profile of the reference fractions and the two follow-up fractions (with and without an air disk).

- The position of the weighted average position of the three minimal values induced by the air disk in the profile of the ratio, as defined by (Eq.3.24), is found to be at: $Z_{\text{MIN RATIO}} = -33.2 \pm 2.5$ mm.
- The position of the weighted average position of the three minimal values induced by the air disk in the profile of the difference, as defined by (Eq.3.28), is found to be at $Z_{\text{MIN DIFF}} = -32.5 \pm 2.5$ mm.

The accuracy of the localization is defined as the difference between the measured and the actual cavity position. Here, both the positions of the maximum signal reduction and of the minimum in the profile of the difference seem to approximate the actual position of the inserted small 2-mm-thick air disk well, with an accuracy of up to 6.5 mm. Uncertainties on the localization of the cavity are estimated to be at maximum of the order of the bin size, i.e. 5 mm.
Figure 4.23: Ratios (a) and differences (b) between the measured secondary-ion emission profile of the reference fractions versus the two follow-up fractions (with and without an air disk). The ratio (or difference) between the reference and the homogeneous fractions is plotted in dashed red. The ratio (or difference) between the reference and the heterogeneous fraction (with air disk) is plotted in blue. The head-model volume is centered at 0 mm along the beam axis and represented by the grey area, the tumor volume by the red area, and the inserted air cavity volume by the blue dashed vertical band. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.

The integral value $I_{\text{WITHOUT}}$ of the absolute difference between the reference measurement and the measurement without the cavity (red) and the integrals $I_{\text{WITH}}$ of the absolute differences between the reference measurement and the measurement with the cavity (blue) were plotted in Figure 4.24.

Figure 4.24: Values of the integral of the absolute difference between reference and homogeneous fractions (red) versus reference and heterogeneous fractions (blue)
The $D$ and $D/\sigma(D)$ values (see Eq.3.31 and Eq.3.33 for definition in (§3.7.1.4.) of Materials and Methods) were computed for the small disk and are found to be: $D = 3844 \pm 3077$ and $D/\sigma(D) = 1.2$. Unlike what was seen in section (§4.2.2.), the impact of a small air-disk (2-mm-thick disk of 10-mm-diameter laterally) was found to be less significant than the impact of a large air-cavity (2-mm-thick slab of 80 mm x 80 mm laterally) located at the same depth in the homogeneous head model. This can be explained by the fact that, due to the small lateral size of the inserted air disk (10-mm-$\Phi$), only a few carbon-ion pencil beams have crossed the inserted small air disk. The information regarding the small air disk is thus hidden in the entire measured secondary-ion emission profile and is found to be non-significant, in contrast to the larger air cavities.

4.2.3.2 Determination of the position of the change along the beam direction and laterally

Knowing that some treatment carbon-ion pencil beams can be affected by the small inserted change independently from others, the analysis was further refined. Lateral grouping of the measured secondary ions was performed to retrieve information regarding the small air disk hidden in the entire measured secondary ion emission profile. As described in section (§3.7.2.1.) of Materials and Methods, nine lateral regions of 20 mm x 20 mm in size were defined to cover the entire lateral dimension of the tumor with a radius of 25 mm. Figure 3.30 showed how these regions are organized in a beam eye view. The central region R5 was covering the potentially affected pencil beams due to the inserted 10-mm-diameter air disk indicated by the blue circle. For each of the nine lateral regions, secondary-ion emission profiles along the beam axis as measured for the reference, the homogeneous, and the heterogeneous fractions were plotted in Figure 4.25.

![Figure 4.25: Secondary-ion emission profiles along the beam axis as measured at a detection angle of 30° and 120 mm from the tumor center with an air disk in front of the tumor volume for all nine lateral regions. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as barely visible error bands.](image-url)
In Figure 4.25, the measured secondary-ion emission profile along the beam axis showed that most of the detected secondary-ion tracks originated from pencil beams located in regions R3, R6, and R9. On the contrary, very little originated from pencil beams located in regions R1 and R7. This can be explained by the location of the mini-tracker with respect to the defined lateral regions. Indeed, the mini-tracker is aligned with the horizontal plane ($X = 0$), thus located in the same plane as regions R4, R5, and R6. Moreover, the mini-tracker is located on the right side of the head model in the beam-eye-view, i.e. the closest to the regions R3, R6, and R9. Another explanation is that the effective angle of the detection system (mini-tracker) is lower than 30° for the pencil beams located in regions R3, R6, and R9, while being larger than 30° for regions R1, R4, and R7. Track yield with respect to angle shows an exponential relationship as it will be later presented in section (§4.3.2.1.). Therefore, pencil beams that were sent to region R6, located the closest horizontally and vertically to the mini-tracker, produced secondary ions that were the most likely to be detected by the mini-tracker. On the other hand, pencil beams that were sent to regions R1 or R7, located the farthest horizontally and vertically from the mini-tracker, produced secondary ions that were least likely to reach the mini-tracker.

Additionally, the differences between the secondary-ion emission profiles were computed for each of the nine lateral regions as seen in Figure 4.26. In this figure, the difference between the secondary-ion emission profiles for each of the nine lateral regions clearly showed the impact of the air disk on the profiles. This impact is especially visible for region R5. Region R5 was the region of interest that contains the pencil beams crossing the air disk. For this region, similar to what was observed with the air slab in section (§4.2.2.), the profile of the difference between the reference fraction and the fraction with the air-disk showed all three main characteristic variations:

- downstream from the air cavity, an enhanced number of secondary ions in form of a peak was visible (1)
- a significant dip was seen at the depth of the air cavity (2)
- the difference values were centered around higher values than zero i.e. increased the total number of detected secondary ions (3)

Some of the other lateral regions in Figure 4.26, especially regions R2 and R8, show some of these characteristic changes as well.

Region R6, as previously explained, displayed the largest difference values in Figure 4.26 due to the larger number of secondary-ion tracks detected from this region. It is not especially synonym of a large significance of the impact of the air disk. This is confirmed by Figure 4.27, where the ratio values for region R6 were seen to be centered around 1 and confirming that the large difference seen in Figure 4.26 mostly comes from the large number of detected secondary-ion tracks and not from an actual variation in the shapes of the measured profiles.
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Differences

Figure 4.26: Difference between the measured secondary-ion emission profiles of the reference fractions versus the two follow-up fractions (with and without the air disk) for all nine lateral regions. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.

Ratio

Figure 4.27: Ratio between the measured secondary-ion emission profiles of the reference fractions versus the two follow-up fractions (with and without the air disk) for all nine lateral regions. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.
4.2.3.3 Quantification of the significance of the detection

The integrals $I_{\text{WITH}}$ and $I_{\text{WITHOUT}}$ of the absolute differences between reference and the two follow-up fractions (with and without air-disk) are plotted in Figure 4.28. Corresponding $D$ and $D/\sigma(D)$ values, as defined by (Eq.3.31) and (Eq.3.33) in (§3.7.1.4.) of Materials and Methods, were calculated for each of the nine lateral regions as seen in Figure 4.29-a)-b). This figure shows that $D$-values and $D/\sigma(D)$ values computed for each of the regions were more significant for the region of interest (region R5) and the region containing most of the detected secondary ion tracks (region R6). The found $D/\sigma(D)$ values in these two regions almost double the one calculated for the entire data set. It is observed that a narrow change that is almost non-significant ($D/\sigma(D) = 1.2$) when considering an entire dataset can become significant by grouping the measured secondary ions laterally ($D/\sigma(D) = 1.9$ in R5). However, the high significance in region 6 must be taken into account for the interpretation of the change detection. Additionally, it is seen that the method is sensitive to the lateral position of the change. Further investigations on the different lateral positions of the change are expected to confirm this.

Figure 4.28: Integrals $I_{\text{WITH}}$ (blue) and $I_{\text{WITHOUT}}$ (red) for all nine lateral regions.

Figure 4.29: Differences of the integrals $I_{\text{WITH}}$ and $I_{\text{WITHOUT}}$ ($D$-values) (a) and differences of the integrals $I_{\text{WITH}}$ and $I_{\text{WITHOUT}}$ divided by their uncertainties ($D/\sigma(D)$-values) (b) for all nine lateral regions.
4.2.4. Summary of the detection and localization of internal changes using secondary-ion emission profiles

In the current analysis (later on called “single feature analysis” as it only uses secondary-ion emission profile information), the investigated anatomical changes contained:

- wide surface changes, modeled by a 1-, 2-, 3-mm-thick, and 150 mm x 150 mm wide PMMA-slabs placed upstream of the head model.
- wide internal changes, modeled by a 2-mm-thick and 80 mm x 80 mm wide air-slab placed inside the head model between the dose plateau and the distal end of the tumor.
- narrower internal changes, modeled by a 2-mm-thick and 10-mm-diameter air disk placed inside the head model.

With the developed method it was found that:

- wide surface changes down to 1 mm were detectable even for the anatomical head phantom containing structure heterogeneities similar to a real patient.
- wide internal changes of 2-mm-thickness extending over the whole lateral tumor dimension were:
  - localized for all positions with an accuracy of 1.5 to 6.3 mm for the ratio analysis and of 2.2 to 5.3 mm for the difference analysis.
  - detectable for all positions with a significance of at least 9 sigmas when using statistics of 8 mini-trackers.
  - detectable for all positions with a significance of at least 3 sigmas when using statistics of 1 mini-trackers.
- narrower internal changes, only affecting part of the pencil beams of the treatment plan were:
  - localized at the entrance of the head model with an accuracy of 6.5 mm.
  - detectable with a significance of almost 2 sigmas in the central region after grouping pencil beams laterally.

In a further analysis, a grouping of the measured data in the lateral direction was necessary to detect the narrow internal change with high enough significance, as only part of the treatment pencil beams crossed the inserted cavity. With this technique, the visualization, localization, and detection of an air cavity of only 10-mm-diameter and 2-mm-thickness was achieved. This was not feasible when considering the entire data set corresponding to the whole treatment plan. This technique makes the developed monitoring method sensitive to the lateral position of the cavity, and thus reaches the third dimension.
4.3. Analysis of the ideal detection angle

In this section, the ideal detection angle to detect internal changes is investigated, see Figure 4.30. As presented in Figure 4.31, the two main components contributing to the quality of the desired information needed for precise carbon-ion beam monitoring in-depth are the track yield and the performance of the analysis of the recorded tracks in 3D space (geometry). These two components have opposite directions and depend on the chosen detection angle.

Figure 4.30: Current topic within the five topics presented in the results section of this thesis.

To investigate which mini-tracker position is the best to both detect and localize inter-fractional anatomical changes, first, a comparison of the performance of the analysis of the measured tracks (in this case the geometry of the track-projection) at different detection angles of the mini-tracker was performed and summarized in (§4.3.1. Geometry in the track-projection.). Second, the track yield was investigated as a function of the mini tracker positions in (§4.3.2.). Eventually, secondary ions produced in the homogeneous head model were measured by the mini-tracker positioned at different detection angles with respect to the beam axis and distances with respect to the tumor center. The single-feature analysis, as previously presented in (§4.2.), was then applied to each of the measured cases as a function of the mini tracker positions in (§4.3.3.).

Figure 4.31: Two main opposite influences on the quality of the desired information for an ideal detection and localization of internal changes.

4.3.1. Geometry in the track-projection

Geometry uncertainties in the track-projection are directly linked to the mini-tracker position with respect to the beam axis and tumor center, as seen in Figure 4.32 and Table 4.1 for a variation of 1 pixel in the mini-tracker. At lower detection angles (10° and 20°), larger distances to the tumor center are needed to reduce the signal pile up in the mini-tracker, as explained later in section (§4.3.3.). Here it is seen that bigger detection angles lead to significantly better accuracies with respect to the track-projection geometry.
Figure 4.32: Top view of the mini-tracker positions with respect to the beam axis (dashed line) and the room isocenter (0, 0). Track-projections of the tracker center are plotted along the beam axis for each mini-tracker position considering a 1px size variation. The largest geometrical uncertainty is seen for the mini-tracker placed at 10° (purple).

Table 4.1: Geometry uncertainties on the projected track origin using 2D track-projection for the different mini-tracker positions with respect to the beam axis and distance to the isocenter.

<table>
<thead>
<tr>
<th>Mini-tracker position</th>
<th>Projected uncertainties at the isocenter (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10° 340 mm</td>
<td>4.4</td>
</tr>
<tr>
<td>20° 160 mm</td>
<td>1.1</td>
</tr>
<tr>
<td>30° 120 mm</td>
<td>0.6</td>
</tr>
<tr>
<td>40° 120 mm</td>
<td>0.4</td>
</tr>
<tr>
<td>50° 120 mm</td>
<td>0.4</td>
</tr>
<tr>
<td>90° 120 mm</td>
<td>0.3</td>
</tr>
</tbody>
</table>

To further investigate which mini-tracker position geometrically approximates best the measured track origin in the head model using the more complex track-projection algorithm (3D+), secondary ions produced in the homogeneous head model were simulated in MC-simulations with FLUKA (Schlechter 2021) with the mini-tracker positioned at different detection angles with respect to the beam axis. The following mini-tracker detection angles were simulated: 10°, 20°, 30°, 40°, and 50°. From these MC simulations, the mean of the absolute distances between 3D+ back-projected secondary-ion origin and true origin were computed in this work for several detection angles and plotted in Figure 4.33. This figure shows
that larger angles lead to a better accuracy with respect to the true origin’s emission profile until the lack of statistics impairs it. This was expected since secondary ions are predominantly emitted in a forward-peaked direction with respect to the beam axis.

Figure 4.33: Mean of the absolute distance between back-projected secondary-ion origin and true origin for several detection angles. To exclude secondary-ion tracks created in the beam nozzle but scored by the MC-simulation, a cut on the maximal distance to true origin (> 400 mm) is applied and plotted in dashed green.

4.3.2 Achievable track yields

4.3.2.1 Track yield for different mini-tracker positions with respect to the beam axis

During the experiments at the HIT facility, both a homogeneous head-sized PMMA cylinder and an anthropomorphic Alderson head model were irradiated with clinic-like carbon-ion treatment plans of a spherical tumor located in their center, see section (§3.3.1.) of Materials and Methods. During the irradiations, secondary-ion tracks were measured with a mini-tracker positioned at different detection angles \( \alpha \) (°) with respect to the beam axis as well as different distances \( d \) (mm) downstream of the tumor center. A distance \( d \) of 120 mm was often chosen as it is the closest clinically allowed distance to the target center while avoiding collisions with the head models. In this work, only the closest distances clinically possible were chosen to always maximize the amount of measured secondary ion tracks. Detection track yields of full clinic-like fraction irradiations were analyzed for all investigated mini-tracker positions in both homogeneous and anthropomorphic head models, see (§3.3.1.2.) of Materials and Methods. The obtained yields and yields per solid angle are presented in Figure 4.34 and Figure 4.35. The plotted track yields represent the average track yields over the whole treatment plan.
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Figure 4.34: Track yields (logarithmic scale) as measured in both homogeneous and anthropomorphic head models with the mini-tracker positioned at different detection angles $\alpha$ (°) with respect to the beam axis and distances $d$ (mm) from the tumor center.

Figure 4.35: Corresponding track yield per solid angle $\Omega$ (sr$^{-1}$) (logarithmic scale) as measured in both homogeneous and anthropomorphic head models with the mini-tracker positioned at different detection angles $\alpha$ (°) with respect to the beam axis and at different distances $d$ (mm) from the tumor center.

At low detection angles ($\alpha \leq 30^\circ$), i.e. with the tracker closer to the beam axis, the probability of a signal pileup is higher. This is due to the forward boosted shape of the secondary-ion emission profile in the coordinate system of the treatment room (Gunzert-Marx et al. 2008), which leads to a higher ion fluence rate at low detection angles. To mitigate this effect and obtain more measurable tracks at lower detection angles, the mini-tracker had to be positioned further away from the tumor center at low detection angles. For example, instead of the usual
distance \( d = 120 \) mm, a distance of \( d = 340 \) mm was used for a detection angle of \( \alpha = 10^\circ \) and a distance of \( d = 160 \) mm for \( \alpha = 20^\circ \) (blue curve in Figure 4.34).

In both Figure 4.34 and Figure 4.35, the behavior of the track yield is similar for homogeneous and anthropomorphic head models, leaving the signal pileup at low angles and small distances in the anthropomorphic head model aside. However, a larger track yield is seen at \( 30^\circ \) for the anthropomorphic head model, which is expected as the anthropomorphic head-model tumor has a bigger volume and as the anthropomorphic head-model radius is slightly smaller than the PMMA cylinder one. Secondary ions produced in the anthropomorphic head model have less material to cross than in the homogeneous head model and are thus more likely to be detected by the mini-tracker.

In Figure 4.34, the blue curve, which accounts for signal pileup correction, shows an almost exponential decrease of the secondary-ion track yield (with a semi-logarithmic scale) with increasing detection angles for \( \alpha \geq 30^\circ \). At lower track detection angles, \( (\alpha = 10^\circ \) and \( 20^\circ \)), this behavior is not observed. Here a slighter decrease is visible. Here it has to be considered that, for these lower angles, the mini-tracker was positioned further away from the isocenter, at a distance of 340 mm and 160 mm respectively, instead of 120 mm. Thus, in addition, the track yield is expected to decrease with increasing distance to the tumor center.

To account for any distance variations between measured yields, the track yield per solid angle \( \text{Yield}_\Omega \) was plotted in Figure 4.35. Indeed, the non-linear decrease visible in yields for lower detection angles in Figure 4.34 is no longer observed in Figure 4.35. Thus, larger distances to the tumor center allow coping with signal pileup while maintaining a high track yield.

Additionally, Figure 4.35 shows an almost exponential decrease of the secondary-ion track \( \text{Yield}_\Omega \) per detection angle. This is due to the strongly forward-peaked direction emission of secondary ions. Thus, decreasing the detection angle increases the track yield almost exponentially.

### 4.3.2.2 Track yield at 30° from the beam axis

As a tradeoff between high statistics and low signal pileup, secondary-ion tracks were in this work mostly measured with a mini-tracker placed at \( 30^\circ \) with respect to the beam axis and a minimal clinical acceptable distance of 120 mm away from the tumor center. The homogeneous and anthropomorphic head models irradiated with entire clinic-like treatment plans (see section (§3.3.1.) of Materials and Methods) led to the following track yields:

- \( \text{Yield}_{\text{homogeneous target}} = 5.76 \times 10^{-4} \text{ primary}^{-1} \)
- \( \text{Yield}_{\text{heterogeneous target}} = 6.24 \times 10^{-4} \text{ primary}^{-1} \)

The track yields per solid angle \( \text{Yield}_\Omega \) (with \( \Omega_{120\text{mm}} = 13.6 \text{ msr} \)) were found to be:

- \( \text{Yield}_\Omega_{\text{homogeneous target}} = 42.4 \times 10^{-3} \text{ primary}^{-1}.\text{sr}^{-1} \)
- \( \text{Yield}_\Omega_{\text{heterogeneous target}} = 45.9 \times 10^{-3} \text{ primary}^{-1}.\text{sr}^{-1} \)

During the irradiation of the anthropomorphic head model, 22 carbon-ion beam energies were used ranging from 163.09 to 246.57 MeV/u. This corresponds to carbon-ion ranges from 61.36 to 124.4 mm in water with an energy step of 3 mm. Figure 4.36 shows the non-normalized number of detected secondary ions for each therapeutic energy of the carbon ion beam used in the treatment of the anthropomorphic head model as measured at an angle \( \alpha = 30^\circ \) and a distance \( d = 120 \) mm. For low beam energies, the number of detected tracks is lower, partly due to the
lower number of primary carbon ions sent with these beam energies. But several other effects play a role in the number of detected tracks, including the total number of secondary per primary, the angular distribution of the fragmentation, and their corresponding energy-dependent scattering. It is important to note that 30° is only valid for secondary ions emitted at the isocenter. For all other secondary ions, including non-central pencil-beam positions, the effective angle is different.

The track yield per solid angle (with $\Omega_{120\text{mm}} = 13.6$ msr) for each carbon-ion beam energy used during irradiation was measured as shown in Figure 4.37. An increasing track yield at a higher beam-energy layer is found. Therefore, low beam-energies lead to a decrease in the track yield. Overall, an increase in the statistical uncertainties of the distribution of the measured origins can be expected for shallow tumor sites, which are treated with lower beam energies. For better statistical uncertainties, centered or even deeply seated tumors are thus preferred as they are treated with higher beam energies.

![Figure 4.36](image1.png)

**Figure 4.36:** Number of detected tracks (blue crosses) and number of primary ions (red +) per therapeutic carbon-ion beam layer as measured in the anthropomorphic head model by the mini-tracker placed at a detection angle of 30° and 120 mm away from the tumor center.

![Figure 4.37](image2.png)

**Figure 4.37:** Number of detected tracks per primary ion and per solid angle covered by the detector as a function of the therapeutic carbon-ion beam energy layer as measured for the anthropomorphic head model by the mini-tracker placed at a detection angle of 30° and 120 mm away from the tumor center.
4.3.3. Impact of a wide internal change measured at different detection angles

To investigate which mini-tracker position is the best to specifically detect and localize wide inter-fractional anatomical changes, secondary ions produced in the homogeneous head model were measured by the mini-tracker positioned at different detection angles with respect to the beam axis and distances with respect to the tumor center.

The following mini-tracker detection angles and distances were investigated: 10°/340mm, 20°/160mm, 30°/120mm, 40°/120mm, and 50°/120mm. This work is also partially presented in the Bachelor thesis of A. Schlechter which was part of this thesis doctoral project.

As explained in section (§4.3.2.1.), the distances of the mini-tracker to the tumor center needed to be adapted for each detection angle to avoid the signal pileup induced by the higher fluence rate at lower angles with respect to the beam axis.

The inter-fractional anatomical changes to be detected and localized were modeled using wide 2-mm-thick air cavities (2 mm x 80 mm x 80 mm air slab) positioned inside the irradiated homogeneous head model at two different depths upstream of the tumor volume. As depicted in Figure 4.38, the two air cavity positions investigated here corresponded to an easy cavity detection position (in front of the tumor, [-40; -39 mm]) and a more challenging cavity position (in the middle of the tumor volume, centered at a depth of [0; +1 mm]). Where 0 mm was the room isocenter position, aligned with the middle of the head model and at the same time of the tumor volume. Negative depths were upstream of this isocenter.

![Figure 4.38: Setup used for the investigation of the different detection angles. The two investigated 2-mm-thick air cavity positions in the homogeneous head model (light blue) corresponding to the front, and the middle of the tumor volume, represented here by the red sphere with a 25-mm-radius.](image)

First, a reference fraction irradiation was measured. Then, three follow-up fractions were acquired: one homogeneous fraction (without internal change) and two heterogeneous fractions (measured with the air cavity placed at the two investigated depths). For this analysis, the data of 8 repetitions were summed up for each fraction. This is performed to mimic having a system of 8 mini-trackers, similar to a setup that will be used in the near future for a clinical trial with a larger patient cohort.
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4.3.3.1 Impact of the internal change on the shape of the secondary-ion emission profiles

The four secondary-ion emission profiles as measured during the reference fraction, the homogeneous fraction, and the two heterogeneous fractions were compared for all investigated detection angles, similarly, to the results presented in section (§4.2.2.) and section (§4.2.3.). As an example, the secondary-ion emission profiles as measured at the lowest detection angle of 20°/160mm are shown in Figure 4.39 and the one measured at the largest detection angle of 50°/120mm are shown in Figure 4.40.

Figure 4.39 and Figure 4.40 show that the impact of the air cavity on the measured secondary-ion emission profiles is globally the same at 20° and 50°. The main three variations due to the inserted air cavity previously seen at 30° in Figure 4.15, namely: (1) the higher profile with a dip (2) at the location of the cavity, followed by a shift of the distal falloff (3) towards bigger depths were also observed at 20° in Figure 4.39 and 50° in Figure 4.40.

The impact of the inserted air-cavity was investigated using the ratio and the difference between the measured secondary-ion emission profiles of the reference fractions versus the three follow-up fractions (with and without an air slab). As examples, the ratio and the difference of the secondary-ion emission profiles as measured at 20°/160mm are shown in Figure 4.41-a)-b) and the ratio and the difference of the secondary-ion emission profiles as measured at 50°/120mm are shown in Figure 4.42-a)-b).

The main three variations due to the inserted air cavity previously seen at 30° were again clearly represented by the ratio (Figure 4.41-a) and Figure 4.42-a)) and difference values (Figure 4.41-b) and Figure 4.42-b). In these figures, downstream from the air cavity an enhanced number of secondary ions in form of a peak was visible in both the ratio and difference plots (1), a dip was seen at the depth of the air-cavity (2), and the ratio and difference values measured at 20° and 50° were again centered around higher values than 1 and zero respectively (3).

However, from Figure 4.39 and Figure 4.40, it is apparent that the detection angle played an important role in the measured secondary-ion emission profiles. First of all, the detection angle impacts the overall amount of acquired data. Indeed, the lower the detection angles (i.e. the closer to the beam axis), the larger the number of measured secondary-ion tracks. This was expected due to the forward peaked distribution of the produced secondary ions. Second, the detection angle was seen to impact the shape of the secondary-ion emission profiles, especially in the region upstream of the head model (before -80 mm along the beam axis). Indeed, the lower the detection angles (i.e. the closer to the beam axis), the larger the geometrical uncertainties, as expected due to the shallow angle of the secondary ion tracks with respect to the pencil beam axis for low mini-tracker angles.

Consequently, in Figure 4.41 and Figure 4.42, the detection angle was found to play an important role in the ratio and differences between the secondary-ion emission profiles. First, the difference curve at 20° (Figure 4.41-b)) shows bigger differences than at 50° (Figure 4.42-b)). This indicates a larger number of measured secondary-ion tracks at lower detection angles. Second, the dips at the location of the cavity in the difference and the ratio-curves measured at 50° are seen to be narrower than when measured at 20°. At 20°, at least 6 bins are affected by the dip. While at 50°, only 4 bins are affected by the dip. This reflects the larger the geometrical uncertainties associated with lower detection angles (i.e. closer to the beam axis).
Figure 4.39: Secondary-ion emission profiles along the beam axis for fractions with and without a small air-cavity located in the front (a) or the middle (b) of the tumor volume as measured in the homogeneous head model at 20°/160mm. The head-model volume is centered at 0 mm along the beam axis and represented by the grey area, the tumor volume by the red one, and the inserted air cavity volume by the blue vertical dashed bands. The beam enters the head model from left to right. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as barely visible error bands.

Figure 4.40: Secondary-ion emission profiles along the beam axis for fractions with and without a small air-cavity located in the front (a) or the middle (b) of the tumor volume as measured in the homogeneous head model at 50°/120mm. The head-model volume is centered at 0 mm along the beam axis and represented by the grey area, the tumor volume by the red one, and the inserted air cavity volume by the blue vertical dashed bands. The beam enters the head model from left to right. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as barely visible error bands.
Figure 4.41: Ratios (a) and differences (b) between the secondary-ion emission profiles of the reference fractions versus the three follow-up fractions (two with and one without an air cavity) as measured at 20°/160mm. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.

Figure 4.42: Ratios (a) and differences (b) between the secondary-ion emission profiles of the reference fractions versus the three follow-up fractions (two with and one without an air cavity) as measured at 50°/120mm. Statistical uncertainties corresponding to an 8-fold sensitive mini-tracker area are plotted as error bands.
For all investigated detection angles, the impact of the inserted air cavity was found to be particularly visible when it was located at the entrance (-40 mm depth) compared to in the middle of the tumor (0 mm depth). The maximal signal reduction at the location of the cavity is found for a detection angle of 50° in the case of the cavity located in front of the tumor. This corresponds to a signal reduction of 5.8 % ± 0.8 %. For the cavity located in the tumor, the maximal signal reduction measured at 50° is only 0.66 % ± 1.3 %.

4.3.3.2 Determination of the position of the change along the beam direction

Measurements of the position of the 2-mm-thick internal changes along the beam axis could be retrieved using both the ratios and differences by determining the position of the dip along the beam axis. These measured positions are presented in Figure 4.43-a) and -b). Both the positions of the maximum signal reduction Figure 4.43-a) and the minimum difference Figure 4.43-b) approximate the actual position of the inserted 2-mm-thick air cavity well for all investigated angles. The accuracy localization is defined as the difference between the measured and the actual cavity positions. Uncertainties on the localization of the cavity are estimated to be at maximum of the order of the bin size i.e. 5 mm.

The air cavity was properly localized with an accuracy within the bin width of the profile distribution (5 mm) for all detection angles when the air cavity was placed in front of the tumor. When the air cavity was placed deeper in the head model, it was properly localized with an accuracy below 4 mm for all detection angles except at 10° when using the profile of the difference and for all detection angles except at 10° and 20° when using the profile of the ratio. The best position accuracy was found at 50°, with an accuracy for both cavity positions below 1.2 mm from the profile difference, and below 3.5 mm from the profile ratio.
4.3.3.3 Quantification of the significance of the detection

A quantitative analysis of the detection significance of the 2-mm-thick air cavity was performed for all investigated detection angles. The integrals $I_{\text{WITH}}$ and $I_{\text{WITHOUT}}$ determined along the entire head-model depth (i.e. from -80 mm to 80 mm) of the absolute difference between the measured secondary-ion emission profiles of the reference fractions versus follow-up fractions are plotted in Figure 4.44. In this figure, it is apparent that the integral values $I_{\text{WITH}}$ decreased when the cavity was located deeper in the head model (0 mm air gap position, compared to -40 mm). Thus, the detection significance of an air-cavity decreases with increasing depth of the cavity position. Additionally, the integral values $I_{\text{WITH}}$ decreased with increasing detection angles. The detection significance of the air-cavity decreases with increasing detection angles.

Moreover, $D$ and $D/\sigma(D)$ were computed to investigate how significant the difference in the integral values between measurement without ($I_{\text{WITH}}$) and with the air-cavity ($I_{\text{WITHOUT}}$) was. See (Eq.3.31) and (Eq.3.33) for definition in section (§3.7.1.4.) of Materials and Methods. These $D$-values are plotted in Figure 4.45-a) -b).

![Figure 4.44 Integrals $I_{\text{WITH}}$ (blue) and $I_{\text{WITHOUT}}$ (red) for all five investigated detection angles.](image1)

![Figure 4.45: Detection significance (a) and detection significance divided by its uncertainties (b) for all five investigated detection angles.](image2)
In Figure 4.45-a) and -b), $D$ and $D/\sigma(D)$ values were found to be sufficiently large to allow significant detection of the cavity for all investigated detection angles and both cavity positions. The cavity in the middle of the tumor was found to be detectable with a significance of at least 3 sigmas, and the one in front of the tumor was found to be detectable with a significance of at least 9 sigmas (see $D/\sigma(D)$ values in Figure 4.45-b)). At 30°, a significance similar to what was measured in (§4.2.2.) is found. The position of the mini-tracker at either 10° or 20° was found to be optimal for this setup, leading to the highest detection significance. The highest $D/\sigma(D)$ values for cavity depths at 0 mm were measured at 10° ($D/\sigma(D) = 17$ sigmas). The highest $D/\sigma(D)$ values for cavity depths at -40 mm were measured at 20° ($D/\sigma(D) = 21$ sigmas).

4.3.4. Summary of the ideal detection angle

The two main components contributing to the quality of the desired information needed for precise carbon-ion beam monitoring in depth are the geometrical uncertainties in the analysis of the track distribution using the track-projection method and the track yield. From the track-projection geometry analysis using simulated secondary-ion tracks and the ground truth of the fragmentation position, it was observed that bigger detection angles lead to significantly better accuracy with respect to the primary ion fragmentation origin. The bigger the detection angle, the more accurate the track-projection is until the lack of a proper statistic impairs it.

From the measured and analyzed track yields, it was observed that the complexity of the irradiated head model, homogeneous or heterogeneous environment, does influence the track yield just in a minor way. In both head models, decreasing the distance of the mini-tracker to the tumor center or decreasing the detection angle of the mini-tracker with respect to the beam axis are the major factors influencing the track yield. Moreover, the track yield was analyzed per carbon-ion beam energy, and it was concluded that the track yield is increased for higher beam-energy layers, as these beam-energy layers exhibit a deeper range in the target, i.e. closer to the mini-tracker.

Given all the gained results, for the more accurate data analysis, which is governed by the geometry of the setup, bigger detection angles, are recommended. However, for better count statistics and, thus, for smaller uncertainties in the measured secondary-ion emission profile, monitoring of centered and deep-seated tumor measurement, measured at small detection angles, as close as possible to the beam axis; and at low distances, as close as possible to the target is recommended.

Improvements of the detection significance and localization of wide internal changes (2 mm x 80 mm x 80 mm) at the entrance (-40 mm) and deeper in the head model (0 mm) were investigated for different mini-tracker positions. No optimal detection angle was found to maximize both, the detection significance and the localization accuracy. Indeed, low detection angles (i.e. the closer to the beam axis) were found to lead to higher statistics, thus larger detection efficiency, but lead to larger geometrical uncertainties and thus to lower localization accuracy. For this setup, the best position accuracy was found at 50°, with an accuracy for both cavity positions below 1.2 mm from the profile difference, and below 3.5 mm from the profile ratio. The highest detection significances were found at lower detection angles (10° or 20°) with a detection significance of at least 21 sigmas for the cavity at -40 mm, and at least 17 sigmas for the cavity at 0 mm.
4.4. Multi-feature analysis

Results of the multi-feature analysis are presented in this chapter, see Figure 4.46. From each measured secondary-ion track, several additional features could be extracted in addition to the track origin depth \((Z)\) information. The used additional features were the deposited energy \(dE/dl\) and cluster size \(S_C\). These specific secondary-ion track features were investigated to analyze whether they convey any additional information regarding the internal anatomy change of the irradiated head model. The different features were combined in a single variable, to maximize the difference between the reference secondary ion emission profile and the emission profile measured when changing the internal structure. In case a better variable than the track origin depth \((Z)\) is found, the entire single-feature analysis in terms of that variable can be performed exactly in the same way as it was presented in the above sections with the track origin depth.

The suitability of two additional variables \((dE/dl\) and \(S_C)\) was investigated here for an improvement of the separation power of the secondary ion emission profile along the beam axis. The use of the energy loss per path of the secondary ions in the sensitive layers of the tracker is required to investigate the performance of the tracker to measure the energy deposition, as analyzed in the following section.

4.4.1. Energy deposition analysis for different detector bias voltages

In contrast to previous research with the Timepix detector (Félix-Bautista 2017; Gaa et al. 2017; Gwosch et al. 2013; Reinhart et al. 2017), the newer generation of detectors (Timepix3) used to build the mini-tracker employed in this thesis allows to simultaneously measure the time-of-arrival of the secondary ions (exploited for ion tracking) and the energy deposited by the ions in the sensitive layer of the mini-tracker. This additional information on the energy deposition was used in the above research to increase the precision of the calculation of the ion’s impact on the detector by calculating an energy-weighted center of mass of the corresponding cluster measured by the mini-tracker. This information was expected to give additional valuable information on the ions measured by the mini-tracker. Partial depletion reduces saturation effects and has been shown to improve the energy deposition accuracy for ion measurements (Gehrke et al. 2017). During the experiments, the mini-tracker was thus operated at a low bias voltage \((V_b = 10\ V)\) such that both sensitive layers of the mini-tracker were partially depleted. However, this low bias voltage of 10 V applied to the silicon detectors can lead to a non-constant charge collection within the detector layer. Non-homogeneous patterns could thus be visible in the energy deposited at the surface of the partially depleted detectors.
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Such a heterogeneous detector response during measurements would impair the multi-feature monitoring approach developed in this thesis. The measured deposited energy ($dE/d\ell$) variations might indeed not be only due to relevant changes in the patient anatomy but also due to the heterogeneous detector response. Further in-house analysis of the energy deposited on the partially depleted detector surface layers was therefore done to verify the homogeneity of the charge collection at the detector surface for the experimental setup used during this thesis specifically, as presented in section (§3.3.) of Materials and Methods. A bias voltage test was performed during the whole irradiation of a PMMA cylindrical head model with a clinic-like treatment fraction irradiation. The mini-tracker was placed 120 mm away from the tumor center, 30° with respect to the beam axis. The following five bias voltages $V_b$ were investigated for both detector sensors: 10 V, 30 V, 40 V, 80 V, and 100 V, corresponding to depletion depths in the 300 μm silicon sensor of approximately: $d_{10V} \approx 118 \mu m$, $d_{30V} \approx 200 \mu m$, $d_{40V} \approx 231 \mu m$, $d_{80V} \approx 325 \mu m$ and $d_{100V} \approx 363 \mu m$ as calculated from (Eq.3.1). From 80 V on, the detectors were thus operated in full depletion. For each of the two detectors used in this thesis, the mean cluster energy deposition was computed for each pixel in the detector sensor as seen in Figure 4.47. This figure shows that, independently from the applied bias voltages, no clear patterns were visible in the energy deposited in the detector sensors when measuring under clinical conditions. The extracted overall mean and standard deviation of the mean energy deposition in each pixel averaged over the entire detector surface, as detailed in Table 4.2, also confirms this. A constant charge collection was therefore assumed for the experimental setup used during this thesis and a bias voltage $V_b = 10$ V was always applied.

However, in Figure 4.47, a small region positioned at the same location of both detectors (around $X = 40$ px and $Y = 25$ px in both detectors) seems to present a larger relative difference to the mean deposited cluster signal. Such a behavior located in both detectors could be due to possible radiation damages on the detector layers from direct in-beam carbon ion measurements. It is confirmed in Figure 4.48 that this region with a larger relative difference to mean deposited energy seems to have appeared over time within the course of the thesis.

<table>
<thead>
<tr>
<th>Bias Voltage $V_b$ (V)</th>
<th>Detector name A07 or C07</th>
<th>Mean energy over detector surface (a.u.)</th>
<th>Std signal over detector surface (a.u.)</th>
<th>Pixels within 2 sigma (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>A07</td>
<td>0.23</td>
<td>0.12</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>C07</td>
<td>0.22</td>
<td>0.12</td>
<td>94</td>
</tr>
<tr>
<td>30</td>
<td>A07</td>
<td>0.34</td>
<td>0.13</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>C07</td>
<td>0.33</td>
<td>0.14</td>
<td>95</td>
</tr>
<tr>
<td>40</td>
<td>A07</td>
<td>0.35</td>
<td>0.14</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>C07</td>
<td>0.37</td>
<td>0.14</td>
<td>97</td>
</tr>
<tr>
<td>80</td>
<td>A07</td>
<td>0.41</td>
<td>0.15</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>C07</td>
<td>0.41</td>
<td>0.15</td>
<td>97</td>
</tr>
<tr>
<td>100</td>
<td>A07</td>
<td>0.42</td>
<td>0.16</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>C07</td>
<td>0.42</td>
<td>0.16</td>
<td>96</td>
</tr>
</tbody>
</table>
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Detector A07 at 10 V

Detector C07 at 10 V

Figure 4.47: Mean energy deposition (left) of the ions in each pixel as a map of the A07 (top) and for C07 (bottom) detector surface for an applied bias voltage of 10 V. Pixels with a large relative difference to the mean are less than 7% (see white pixels in the top right and bottom right).

Beginning of the thesis (late 2018)

End of the thesis (late 2020)

Figure 4.48: Mean energy deposition of the ions in each pixel as a map of the A07 detector surface layer over time for 10 V bias voltages. Left: at the reception of the detector (late 2018). Right: after a few years of use (late 2020).
4.4.2. Deposited energy $dE/dl$ and origin-depth dependencies

One can expect that the energy deposited per unit path length $dE/dl$ as defined in (Eq.3.13) and (Eq.3.14)) by a specific secondary ion in the sensor layers is correlated to the depth at which this ion was produced in an irradiated object. Indeed, for deeper a fragmentation location, the produced secondary ion tends to have a smaller energy, traveling slower in space and thus depositing more energy, $dE/dl$, in the sensor layer.

To verify this, secondary-ion tracks were measured during a clinic-like irradiation of an anthropomorphic head model by a mini-tracker positioned at a detection angle of 30° with respect to the beam axis, and 120 mm from the tumor center. As seen in Figure 4.49-a), the energy deposited per unit path length, $dE/dl$, by the measured secondary ion is quite similar in the first ($dE_1/dl$) and the second ($dE_2/dl$) sensitive layers of the mini-tracker. Only at a close look, there is slightly more energy deposited in the second layer ($\overline{dE_2/dl} = 1.2511 \text{ MeV/mm}$) than in the first one ($\overline{dE_1/dl} = 1.4159 \text{ MeV/mm}$).

To see if the energy deposited per unit path length, $dE/dl$, by a specific secondary ion in the sensor layers is correlated to the depth at which this ion was produced, a threshold of $dE_1/dl = 0.9 \text{ MeV/mm}$ was selected to separate the measured secondary-ion tracks into two sub-groups of high and low depositing energy in the front sensor layer. The secondary-ion emission profiles along the beam axis for each of the two sub-groups are plotted in Figure 4.49-b). There, the high depositing energy ions ($dE_1/dl > 0.9 \text{ MeV/mm}$) are seen to originate from deeper in the head model, which coincides with what was previously hypothesized.

Figure 4.49: (a) Distributions of $dE/dl$ the energy deposited per unit path length in the two sensor layers of a mini-tracker as measured from clinic-like irradiation of an anthropomorphic head model with a mini-tracker positioned at 30° with respect to the beam axis, 120 mm from the tumor center. (b) Secondary-ion emission profiles along the beam axis for low and high energy deposited per unit path length in the front sensor layer (threshold at $dE_1/dl = 0.9 \text{ MeV/mm}$). Corresponding statistical uncertainties are plotted as error bands. The 80-mm-radius head-model volume is centered at 0 mm and represented by the grey area, the 30-mm-radius tumor volume by the red one. The beam enters the head model from left to right.
Even though the energy deposited in the sensor layer $dE/dl$ seems to be correlated to the secondary-ion track origin depth ($Z$) along the beam axis, as seen in Figure 4.49-b), no clear correlation between the secondary-ion track origin position along the beam axis and the energy deposited in either the first ($dE_1/dl$) or second ($dE_2/dl$) sensor layer of the mini-tracker was found, as shown in Figure 4.50-a)-b)-c).

![Figure 4.49: Correlation between energy deposited $dE/dl$, in sensor layer 1 and 2 and secondary-ion track origin depths ($Z$).](image)

### 4.4.3. Compound variable X using several secondary-ion features

To investigate whether additional measured secondary-ion features (such as deposited energy $dE/dl$ or cluster size $S_C$) can help to detect and to visualize anatomical changes in an irradiated head model, a linear compound variable $X$ that is a linear combination of one or two of these measured features was investigated in a so-called Fisher analysis (Fisher 1936). The principle is, to build a variable that provides the best separation of the homogeneous case and the case with an anatomical change.

During this analysis, two clinic-like irradiations of an anthropomorphic head model acquired with and without a surface change of +2 mm were measured by a mini-tracker positioned at 30° with respect to the beam axis 120 mm from the tumor center. The 2-mm-thick surface changes were simulated by placing a small PMMA slab with a thickness of 2 mm upstream of the irradiated head model. The new compound variable $X$ was then computed from the measured secondary-ion features to maximize the differences in $X$ between two measured irradiations (with and without the surface change).

As explained in section (§3.7.3.) of Materials and Methods, the main compound of the variable $X$ was set to be the secondary-ion track origin feature $Z$. One or two additional standardized features, ($dE/dl$ or $S_C$), were then added to $Z$ in a linear combination in the new compound variable $X$ using the following formula obtained from (Eq.3.37):

$$X = Z + a \times \frac{dE}{dl} + b \times S_C$$
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The coefficients $a$ (or $a\&b$) of the new compound variable $X$ were defined as the coefficients that maximize the differences in $X$ between two measured data sets, see (§3.7.3.). These $a$ (or $a$ and $b$) coefficients were expected to be stable over several identical measurements. To check the reproducibility of the new compound variable $X$, the found $a$ (or $a$ and $b$) coefficients were thus plotted for several repeated measurements of the same clinic-like irradiation of an anthropomorphic head model. Figure 4.51 shows the $a$ and $b$ coefficients found for the optimization using three features.

![Figure 4.51: Found a and b coefficients of the new compound variable X using 3 features (projected origin depth $Z$, standardized energy deposited in the first sensor layer $dE/dl$, and standardized cluster size in the first sensor layer). The found variables $X$ were optimized to maximize the difference in $X$ between several repeated measurements of clinic-like irradiation of an anthropomorphic head model as measured by a mini-tracker positioned at 30° with respect from the beam axis, 120 mm from the tumor center with and without a surface change of 2 mm. The dashed line symbolizes the $b=-a$ line.](image)

In Figure 4.51, the $a$ and $b$ coefficients spread over a large set of values. They show, in general, a negative correlation which indicates that their contributions to the $X$ variable compensate each other.

Unfortunately, for all the tested track features, no stable compound variable $X$ was found, which would provide larger separation power than the measurement of the fragmentation point along the beam axis ($Z$). Indeed, the $a$ (or $a\&b$) coefficients of the new compound variable $X$ were found to always strongly vary for several repeated measurements of the same setup.
4.4.4. Summary of the multi-feature analysis

To use the energy deposition of the secondary ions in the tracker layers as one of the track features, it was necessary to investigate the homogeneity of the energy deposition over both detector layers. The characterization of the energy deposition within the mini-tracker detector was performed to investigate the impact of the low bias voltages applied during the measurements presented in this thesis and it was investigated with respect to the ion charge collection. No distinct dependence of the energy deposition homogeneity over both tracker areas was found for different bias voltages. Therefore, a constant charge collection could be assumed for the mini-tracker, and measurements were always performed at a bias voltage of 10 V with partially depleted sensor layers.

A small heterogeneous region, most likely due to radiation damage was observed. This probably originates in free-in-air measurements in carbon ion beams. Therefore, it can be concluded that direct carbon ion irradiations with a high fluence should always be avoided.

From the multi-feature analysis, it was deduced that the additional investigated secondary-ion features, namely the deposited energy $dE/dl$, and cluster size $S$, do not provide improved performance of the method concerning the treatment monitoring. It was thus concluded that these features compensate each other or might not be relevant enough to detect anatomical changes in irradiated head models. Therefore, secondary-ion emission profiles along the beam axis ($Z$) were used alone to monitor the real patient treatment, as described in the next section. Still, it cannot be excluded that the deposited energy $dE/dl$ and its information might be more useful for the detection of small anatomical changes if it would be measured with a higher bias voltage (and thus in a more depleted sensitive layer).
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4.5. First clinical measurement during a real patient irradiation

Parallel to pre-clinical investigations, and to evaluate the performance of the developed monitoring method in clinics, a first clinical measurement was performed at the Heidelberg Ion Therapy Center (HIT) during one of the fractions of a real patient treatment, see Figure 4.52.

4.5.1. Influence of the monitoring device on the beam monitoring system & beam delivery

To exclude impairment of the treatment by the constructed treatment monitoring device containing the mini-tracker and the computer hardware, the influence of the monitoring device on the beam delivery system was investigated for clinical conditions. This influence test is also partly presented in (Félix-Bautista 2021).

Two influence tests were performed with the monitoring device inside the HIT treatment room:

- First, a check was performed on the influence on the beam monitoring system (BAMS). It was directly monitored in the two ionization chambers (ICs) of BAMS. The impact of the system on the ICs current offsets and thresholds was checked without any beam. If the BAMS is impacted, the measurement of the particle number is impacted too, this would have a direct influence on the radiation dose.

- Then, a check on the influence on the beam properties (beam width and position) was performed. It was monitored by two multi-wire proportional chambers (MWPCs) placed in the beam nozzle (MW1 and MW2), and by an additional MWPC placed at the isocenter (MW3), during a carbon-ion QA plan irradiation.

During these influence measurements, the signal of the BAMS was also monitored by the EtherCAT system to detect possible anomalies such as peaks or oscillations. The influence measurement results were compared with reference measurements in which the monitoring device was not located in the room. The monitoring device was operated in the same mode as used later during patient irradiation. During therapy, the monitoring device is usually positioned close to the patient's head and room isocenter (Figure 3.10 of Materials and Methods). During this influence test, the worst case was mimicked by positioning of the monitoring device as close as possible to the beam nozzle as seen in Figure 4.53.

Influence test results are presented in Table 4.3, Table 4.4, Table 4.5, and Table 4.6.

---

4 with the help of Dr. M. Winter, medical physicist at the HIT facility.
Figure 4.53: Position of the monitoring device (including detectors and computer hardware) during the influence measurements of the device on the BAMS and beam delivery. These test measurements were performed in the treatment rooms H2 at the HIT facility.

### 4.5.1.1 Influence of the measurement setup on the beam monitoring system

The influence of the measurement setup on the BAMS can be evaluated by analyzing the measured current offsets (Table 4.3) and thresholds (Table 4.4) of the BAMS ICs. During the influence test, all measured offsets and thresholds were found to be within their tolerance. Thus, it was deducted that the monitoring device did not significant influence the BAMS.

Table 4.3: Influence on beam monitoring system: measurement of BAMS chamber offsets in the patient room, measurements 1 to 3 (M1-M3) were performed without setup in the room, measurements M4-M6 with setup in the room (courtesy of Dr. M. Winter).

<table>
<thead>
<tr>
<th>Calculated Offsets (A.U.)</th>
<th>Reference</th>
<th>With monitoring device</th>
<th>Tolerance</th>
<th>Significant variations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range</td>
<td>M1</td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td>IC1</td>
<td>1</td>
<td>691</td>
<td>691</td>
<td>691</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>690</td>
<td>691</td>
<td>691</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>690</td>
<td>690</td>
<td>690</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>688</td>
<td>688</td>
<td>688</td>
</tr>
<tr>
<td>IC2</td>
<td>1</td>
<td>680</td>
<td>680</td>
<td>680</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>680</td>
<td>680</td>
<td>680</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>680</td>
<td>680</td>
<td>680</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>675</td>
<td>675</td>
<td>675</td>
</tr>
</tbody>
</table>
Table 4.4: Influence on beam monitoring system: measurement of BAMS thresholds in the patient room, measurements 1 to 3 (M1-M3) were performed without setup in the room, measurements M4-M6 with setup in the room (courtesy of Dr. M. Winter).

<table>
<thead>
<tr>
<th>Thresholds (A.U.)</th>
<th>Range</th>
<th>Reference</th>
<th>With monitoring device</th>
<th>Tolerance</th>
<th>Significant variations</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC1</td>
<td>1</td>
<td>3 3 3</td>
<td>3 3 3</td>
<td>±1</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9 9 9</td>
<td>9 9 9</td>
<td>±3</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>38 38 38</td>
<td>37 37 37</td>
<td>±9</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>113 111 113</td>
<td>113 113 114</td>
<td>±27</td>
<td>NO</td>
</tr>
<tr>
<td>IC2</td>
<td>1</td>
<td>3 3 3</td>
<td>3 3 3</td>
<td>±1</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9 9 9</td>
<td>9 9 9</td>
<td>±3</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>38 38 38</td>
<td>38 38 38</td>
<td>±9</td>
<td>NO</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>105 104 105</td>
<td>104 106 106</td>
<td>±27</td>
<td>NO</td>
</tr>
</tbody>
</table>

4.5.1.2 Influence on the beam properties (beam width and position)
The influence of the monitoring device on the beam properties can be evaluated by investigating the measured beam width (Table 4.5) and beam position (Table 4.6) as measured by the two multi-wire proportional chambers (MWPCs) placed in the beam nozzle (MW1 and MW2) and by an additional MWPC placed at the room isocenter (MW3). For the evaluation of the absolute variations in the beam position (Table 4.6), only the measured values of MW2 are relevant since it is part of the BAMS and positioned the closest to the patient compared to MW1. The values from MW3 (placed at the isocenter) are only listed for completeness. During the influence test, all relative changes of the measured beam width and beam position were found to be non-significant (deviations of less than 10 % and less than 1 mm for the beam width and position respectively). Thus, it was deducted that the monitoring device did not influence the beam properties. The small deviations of the MW3 are not significant because the chamber position was moved between the measurements.

Table 4.5: Influence on the beam properties: relative variations (%) of the measured beam width relative to reference measurement (courtesy of Dr. M. Winter).

<table>
<thead>
<tr>
<th>Beam width</th>
<th>MW1 (%)</th>
<th>MW2 (%)</th>
<th>MW3 (%)</th>
<th>Significant variations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value</td>
<td>x y</td>
<td>x y</td>
<td>x y</td>
<td>x y</td>
</tr>
<tr>
<td>Min</td>
<td>2 1</td>
<td>2 1</td>
<td>1 1</td>
<td>NO</td>
</tr>
<tr>
<td>Max</td>
<td>-1 0</td>
<td>-1 0</td>
<td>-1 0</td>
<td>NO</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>8 5</td>
<td>8 4</td>
<td>2 3</td>
<td>NO</td>
</tr>
</tbody>
</table>
Table 4.6: Influence on the beam properties: absolute variations of beam position (mm) relative to reference measurement (max. allowed deviations of 1 mm) (courtesy of Dr. M. Winter).

<table>
<thead>
<tr>
<th>Beam positions</th>
<th>MW1 (mm)</th>
<th>MW2 (mm)</th>
<th>MW3 (mm)</th>
<th>Significant variations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value</td>
<td>x</td>
<td>y</td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>Min</td>
<td>-0.02</td>
<td>-0.07</td>
<td>-0.09</td>
<td>0.15</td>
</tr>
<tr>
<td>Max</td>
<td>0.01</td>
<td>0.03</td>
<td>0.00</td>
<td>0.52</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Given Table 4.3, Table 4.4, Table 4.5, and Table 4.6, the observed variations between the IC and MWPCs measurements in terms of IC offsets, IC threshold, beam widths, and beam positions were found within the range of the usual fluctuations. The influence measurements showed no significant influence of the monitoring device (including detectors and computer hardware) on the clinical treatment beam delivery.

4.5.2. Measured secondary-ion emission profiles

After fulfilling the safety requirements concerning its influence on the beam delivery, as well as the safety requirements concerning its electrical protection, as presented in section (§3.3.2.4.) of Materials and Methods, the monitoring device was accepted to be used during a clinical treatment delivery at the HIT facility.

4.5.2.1 Global secondary-ion emission profiles along the beam axis

For the first clinical study of the developed method, a head-and-neck patient with a tumor volume of 73.85 cm³ treated with two fields at the angles of 5° and 330° was accessed. One fraction of the 5° field was measured using the mini-tracker positioned at 30° with respect to the beam axis, and a distance of 160 mm from the patient tumor center. The secondary-ion emission profile along the beam axis as measured behind the patient head is shown in Figure 4.54. In this figure, the secondary-ion emission profile was found to have a similar shape compared to the emission profiles found during pre-clinical measurements, such as in Figure 4.5. However, the patient distribution spreads over larger depths and has overall larger statistical uncertainty than the pre-clinical measurements, which is caused by the very shallow tumor depth, leading to the low number of acquired secondary ions per primary carbon ion pencil beam:

- \( \text{Yield}_{\Omega} \text{Patient} = 12.1 \times 10^{-3} \text{ primary } ^{-1}\text{sr}^{-1} \text{ with } \Omega_{160\text{mm}} = 7.6 \text{ msr.} \)
- \( \text{Yield}_{\Omega} \text{Alderson head phantom} = 45.9 \times 10^{-3} \text{ primary } ^{-1}\text{sr}^{-1} \text{ with } \Omega_{120\text{mm}} = 13.6 \text{ msr.} \)

Further quantitative comparison on the overall number of detected tracks in the patient and in the anthropomorphic head phantom is not relevant here due to the difference in the treatment field configuration, tumor shapes, and sizes, target anatomy, dose distribution, etc.
Chapter 4: Results

4.5.2.2 Secondary-ion emission profile along the beam axis per therapeutic beam energy

For the vast majority of the therapeutic beam energies of the carbon-ion beams used during the patient’s fraction irradiation, it was possible to visualize the secondary-ion emission profiles along the depth, as shown in Figure 4.55 and Figure 4.56.

Due to the high heterogeneity of the tumor region, which spreads over several air cavities, bony structures, and soft tissues, no unambiguous correlation between the beam energies and the position of the secondary-ion emission profiles could be made. As seen in Figure 3.33 carbon ions of the same beam energy were found to stop at very different positions along the beam axis, i.e. with expected stopping positions ($Z_{\text{EXP}}$) in the patient head spreading over several centimeters in depth.
For the lowest two beam energies (E1 (95.67 MeV/u) and E2 (102.22 MeV/u) no or only a few secondary-ion tracks were measured. For the reason see section (§4.5.3.).

Figure 4.55: Secondary-ion emission profiles along the beam axis per all therapeutic beam energy layers as measured from the patient’s head. Corresponding statistical uncertainties are plotted as error bands.

Figure 4.56: Secondary-ion emission profiles along the beam axis per therapeutic beam energy layers as measured from the patient’s head for three different beam energy layers. Unlike the head model (Figure 4.6), a large overlap of each emission profile within their uncertainties is seen.
4.5.2.3 Secondary-ion emission profiles along the beam axis per expected stopping positions

Because the measured secondary ion emission profiles spread over too many centimeters in depth in the patient head, the secondary-ion origin distributions were plotted per expected stopping positions (intervals of 10 mm), to investigate the correlation of the emission profiles with the stopping positions of the pencil beams.

As detailed in section (§3.7.2.2.) of Materials and Methods, four longitudinal regions were defined in the patient's head depending on the expected stopping positions ($Z_{\text{EXP}}$) of the pencil beams of the treatment plan, considering the stopping power of the patient's tissue. See Figure 3.34 for the positions of these four regions overlaid with the patient treatment plan.

From these four longitudinal regions, four corresponding secondary-ion emission profiles were then established for each of the regions. As seen in Figure 4.57, clear variations in the emission profiles per expected stopping positions were visible for each of the longitudinal regions.

Figure 4.57: Secondary-ion emission profiles along the beam axis per expected stopping position ($Z_{\text{EXP}}$) of the primary carbon ions as measured from the patient's head. Corresponding statistical uncertainties are plotted as error bands. Less overlap and clear variations of the emission profiles are found.
4.5.3. Summary of the first clinical implementation

In this first clinical measurement, the developed method was investigated for the first time during a real patient treatment irradiation. It was not aimed at the detection of inter-fractional changes since only one fraction of the patient treatment was measured.

Even though the track yield was lower for this first clinical application, the measured data contained a sufficient number of tracks to allow for the establishment of secondary-ion emission profiles with reasonable statistics along the depth of the patient head for the vast majority of the therapeutic beam energies of the carbon-ion beams used during the patient’s fraction irradiation. Though the first two beam energies were too small to allow for the secondary ion to have a sufficient residual range to exit the patient’s head and reach the mini-tracker.

In particular, the generation of secondary-ion emission profiles of pencil-beam groups formed based on their expected stopping positions yielded profiles that could be differentiated significantly.

Considering the significantly higher track yield that is aimed for future studies with at least 10 x larger active detection area (currently planned is 14 x larger) these results are very promising. The detection of inter-fraction changes as presented in section (§4.2.) seems thus to be applicable in such a clinical setup.

Given the results presented in (§4.2.3.) and in this section, sampling a tumor volume in the lateral (X_{PB}, Y_{PB}) and the longitudinal (Z_{EXP}) dimension appears to be feasible. The combined information on the lateral and longitudinal positions of an inter-fractional change could be investigated this way. The success of such a discretization in three dimensions is, however, highly dependent on the quantity of measured data, as each region needs to contain a sufficient number of secondary ions to produce secondary-ion emission profiles that are not governed by noise only.

A lower number of secondary ions was detected in this clinical measurement compared to pre-clinical measurements (see §4.3.2.). This can be explained by three main factors: the position of the mini-tracker (1), the position of the patient tumor (2), the two-beam directions of the treatment plan (3). Each factor is detailed in the three following:

1. As observed in section (§4.3.2.) the reduction of the track yield is impacted by the larger distance to the tumor center of this clinical measurement (d = 160 mm) compared to the pre-clinical ones (d = 120 mm). This is expected to lead to a decrease factor of ~2.

2. As shown in the treatment plan and CT images of Figure 3.4, the very shallow position of the patient tumor as compared to the head-model tumors led to the use of lower beam energies of the carbon-ion beams. These smaller beam energies directly contributed to the lower track yield. In this measurement, the track yield was the lowest for the beam energies E2, and no secondary-ion track was detected from the smallest beam energy E1 to E6. This smallest beam energy of 95.67 MeV/u corresponds to a carbon-ion range in water of 2.4 cm (Aarhus Particle Therapy Group 2021; Lühr et al. 2012; Toftegaard et al. 2014). Produced secondary ions (mainly protons) are thus expected to have a low residual range, not enough to allow for the produced ions to leave the patient’s head and reach the mini-tracker.

3. The real patient treatment plan contained two beam directions. However, only the 5° beam direction was measured, corresponding to a fraction dose of only 0.84 Gy (RBE), less than a third of the pre-clinical treatment plan fraction doses which used 3 Gy (RBE).
5. Overall discussion

5.1. Novel algorithms for the analysis of the measured secondary-ion tracks in 3D

The previously used 2D track-projection method as presented by (Gwosch et al. 2013) and (Gaa et al. 2017) suffers from large geometrical uncertainties especially for pencil beams further away from the isocenter, see (§4.1.1.), Figure 4.4, before -80 mm along the beam axis. This is due to MCS and a so-called smearing effect, caused by the finite beam width and by projecting all secondary-ion tracks into a single plane, while they may originate from the entire irradiated head-model volume. This effect was found to significantly decrease when using projection planes of each pencil beam (in the time-dependent 2D+ method) or even by finding the closest distance between the secondary-ion track and the pencil-beam line (in the time-dependent 3D+ method).

The presented comparison of track-projection algorithms was based on MC simulations. MC simulations are, however, still known to present some limitations such as the lack of benchmarking data on fragmentation processes in the therapeutic energy range (Dedes et al. 2015). Nevertheless, the MC simulations presented here were found to be in a qualitative agreement with the measured data. Thus, conclusions on the performance of the different track-projection algorithms are assumed to be reasonable.

The profiles of the secondary-ion track origin positions along the beam axis (also called emission profiles) were extracted from the measured data using the 3D+ track-projection algorithm for all investigations in this thesis. The secondary-ion emission profiles obtained for the entire treatment irradiation (see Figure 4.5) are found to be similar in shape to former profiles presented in (Gwosch et al. 2013) and (Gaa et al. 2017). However, neither qualitative nor quantitative comparisons can be made, as the published profiles were measured for mono-energetic pencil beams only and the irradiated dose, dose rate, beam positions, and ranges, differ significantly from the investigations presented in this thesis.

5.2. Detectability of anatomical changes using secondary-ion emission profiles

The newly developed method exploiting the measured secondary-ion emission profiles was shown to enable the detection of inter-facial anatomical changes down to 2 mm, located both at the surface and inside a head model.

Several shapes and positions of internal cavities were investigated (see §4.2.4.). The thickness of the change of 2 mm is significantly thinner than previously investigated changes such as 10 mm of air (Gaa et al. 2017) or inserts of 28.5 mm (Reinhart et al. 2017) and 28 mm thicknesses (Finck et al. 2017). The 2-mm-thick change is the goal given by clinical practice. If changes of less than 2 mm in the head region would be detected, the plan would not be adapted. Larger thicknesses would exceed the currently used margin of 3 mm.

In this work the wide internal cavity dimensions were detectable at all investigated positions with at least 9 sigmas when using data corresponding to 8 mini-trackers, and with at least 3 sigmas when using the data of 1 mini-tracker. The most significant detection was found for cavities located at the entrance of the head model, where most secondary-ion tracks originate.
from. Detectability is observed to further improve at low detection angles, i.e. with a mini-tracker placed close to the beam axis at 10 or 20 degrees. The narrow internal cavity of 10 cm diameter was detectable upstream of the tumor with at least 2 sigmas when using the data amount corresponding to eight mini-trackers with the developed method using a grouping of the measured data in the lateral dimension. The grouping of pencil beams to decrease the statistical uncertainties of carbon-ion beam radiation therapy monitoring has also been investigated by (Fischetti et al. 2020) where super pencil beams of 1 cm × 1 cm × 0.6 cm volume were defined. In this thesis, the lateral dimension was subdivided into regions of 20 mm x 20 mm to find out which pencil beams were affected by the inter-fractional change of the structure.

5.3. Localization of anatomical changes using secondary-ion emission profiles
The method developed for finding out the position of the change along the beam direction enables localization of inter-fractional anatomical changes located inside a head model with an accuracy below 6 mm for both the wide and the narrow 2-mm-thick air cavity, which fulfills the requirements from clinical practice. The localization is even better for air cavities located at the entrance of the head model, allowing for accuracy of down to 1.5 mm. The accuracy is seen to improve at large detection angles, i.e. with the mini-tracker placed further from the beam axis.

5.4. Ideal detection angle
The two main components contributing to the quality of the carbon-ion beam monitoring in depth are the geometry uncertainties of the track-projection and the track yield. Both are dependent on the angular position of the tracker with respect to the beam axis. To investigate which mini-tracker position is the best to detect and localize inter-fractional anatomical changes, analyses of the track-projection geometry and the track yield were performed at different detection angles (see §4.3.1. and §4.3.2.)
From the projection geometry analysis, bigger detection angles lead to significantly better accuracy with respect to the primary ion fragmentation origin. Increasing detection angles lead to an approximately exponential decrease in the track yield. Additionally, this exponential relationship is in accordance with the track yields of secondary protons from (Gunzert-Marx et al. 2008). This decrease leads to an increase of the statistical uncertainties in the measured secondary ion emission profile, which was confirmed in the measurements of section (§4.3.3.). Therefore, to decrease statistical uncertainties, a lower detection angle, closer to the beam axis, is preferred. However, it was demonstrated that signal
pileup might impair the measured data at low detection angles or small distances to the center of the tumor. Consequently, this effect needs to be kept in mind when aiming at maximizing the track yield.

5.5. Further research

5.5.1. More complex targets, cavities, and simulations
To bring the developed monitoring method closer to clinical application, further studies with complex head models, e.g. 3D-printed, with fillable air cavities, would be valuable to investigate the capabilities of the method in more complex environments. Additionally, more complex cavity shapes, positions, and densities should be investigated as well as controlled models of realistic clinical situations. The corresponding data on the geometries can be extracted from the therapy planning data of patients already treated. Moreover, more complex MC-simulations should be used to investigate the developed method and its results under more realistic conditions (both more complex head models and cavities). Combining the recent work of (Abbani 2020) and (Schlechter 2021), MC-simulations of complex clinical treatment plans irradiating altered anthropomorphic head models are expected to give valuable insight into the capabilities of the developed method to detect small intra-fractional changes under several different realistic conditions. A basic prerequisite for such research is a sufficient benchmarking of secondary ion emission profiles, which are dependent on the fragmentation models incorporated in the simulations.

5.5.2. Larger and multi-angle detection systems
Several types of tracking detectors have been used for ion beam range monitoring. These detector types include scintillating fiber detectors (Bisogni 2019; Rucinski et al. 2018; Traini et al. 2019), CMOS monolithic active pixel detector (Finck et al. 2017; Henriquet et al. 2012; Reidel et al. 2019), or hybrid pixelized silicon semiconductor detectors (Félix-Bautista 2017; Gaa et al. 2017; Gwosch et al. 2013). Compared to other detector types, the Timepix3 hybrid pixelized silicon detector used for this thesis offers versatile setups where a 2-cm²-module is sufficient to acquire enough data to produce secondary-ion emission profiles used for the detection and the localization of internal anatomical changes. The developed method was seen to rely on sufficient data acquisition to provide meaningful results with reasonable statistics. Most of the experimental results presented in the result sections (§4.2.2.) and (§4.2.3.) were achieved using eight repetitions of the same fraction irradiations. Future studies should investigate larger sensitive areas of the tracker to uncover the full potential of the monitoring method. To this end, larger sensitive sizes of the tracker can be constructed by using two sensors side-by-side in a 2x1 sensor surface, or four sensors in a 2x2 sensor surface, as already simulated and studied in (Abbani 2020). It was found that doubling the detection area (2x1 sensor surface) increased the track yield by up to three times. Quadrupling the detection area (2x2 sensor surface) increased the track yield by up to six times. First experimental investigations using a newer generation of mini-trackers with a 2x1 sensor surface are in progress within the scope of the work towards a clinical application of the method at DKFZ.
Moreover, simultaneous track detection using several mini-trackers placed at different angles would be of interest to reach both, sufficient detectability and localization of the changes in clinical conditions. For this, the combined results of section (§4.3.) and of (Schlechter 2021), pave the way to such simultaneous detections. A mini-tracker placed at low detection angles exhibiting lower statistical uncertainties will increase the detectability of any inter-fractional changes inside the patient’s head. Simultaneous measurements at larger detection angles will permit localization of this detected change along the depth of the head.

In general: since the secondary emission is not isotropic (like PET or prompt gammas), a wise positioning of the tracker is of the highest importance.

### 5.5.3. Improving the analysis of the measured track distributions

In this thesis, the method included all measured secondary-ion tracks regardless of their direction. However, a selection of specific measured tracks considering, for example, the distance between the track and the primary beam axis could potentially lead to further improvements of the method. The bigger this distance, the larger the influence of multiple Coulomb scattering (MCS) on the secondary ion on its way through the head is assumed. Therefore, selecting tracks with only a small distance to the primary beam axis could improve the performance of the monitoring method.

The advantage of Timepix3’s simultaneous measurements of secondary ion time of arrival and energy deposition was not fully investigated for track selection to enhance the performance of the method. So far, variations in the secondary-ion emission profile along the beam axis (Z), have mostly been used alone to monitor carbon-ion beam delivery in patients or patient models (Gaa et al. 2017; Gwosch et al. 2013; Traini et al. 2017). However, additional measured secondary-ion features, such as deposited energy $dE/dl$ and cluster size $S_C$, were investigated here to analyze if these features convey relevant information to complement monitor carbon-ion beam delivery in patients (see §4.4.). It was concluded that these additional features might compensate each other or might not be relevant enough to detect anatomical changes in irradiated head models. A more precise measurement of the deposited energy $dE/dl$, which could be achieved using a higher bias voltage of the detector, might be more useful in the analysis to detect and track small anatomical changes. A possible improvement of the precision of the developed monitoring method can be reached by including the energy information conveyed by the secondary ions outgoing the patient body during the treatment using a calorimeter; measuring the total energy of the detected secondary ions.

Besides, the acquired data allow extracting more cluster parameters of the detected ions than just the cluster size investigated in this thesis. This source of information should be closely investigated in the future.

This monitoring method could be used in the future for online longitudinal pencil-beam monitoring if online access to the pencil beam lateral positions is possible and if fast online data evaluation is developed on respectively fast computational devices.

Given section (§4.2.3.2.) and (§4.5.2.3.), simultaneous sampling of a tumor volume in both lateral (XY) dimension but also the longitudinal (Z_EXP) dimension became technically feasible. Such a sampling of the tumor volume in sub-cubes, also called “super pencil beams” in (Fischetti et al. 2020), is expected to allow for a better understanding of where anatomical
changes are located in an irradiated volume. However, the success of such a discretization in three dimensions is highly dependent on the quantity of measured data, as each region needs to contain a sufficient number of secondary ions to derive secondary-ion emission profiles from, which are not governed by noise only.

5.6. Clinical implementation and rationales

PET-based monitoring techniques were (and are) implemented in clinics, however not on a wide scale. These techniques are still bound to inherent PET limitations such as biological washouts and traveled distances by positrons. Currently, no secondary-ion-based monitoring techniques are routinely used in clinics yet. The first results of a secondary-ion-based monitoring technique on a clinical trial were recently published (Fischetti et al. 2020). In this study, secondary ions were used to monitor potential inter-fractional changes in the anatomy of three treated patients. For one patient, a clear change was visible in the shape of the measured secondary emission profile. This change was correlated with an actual change of the anatomy in the patient (as seen in their re-evaluation CT). No details were given on the dimension of the visualized change. Further refinement of the method is ongoing to evaluate the sensitivity of the method to detect inter-fractional changes.

The first clinical implementation within this thesis, as detailed in section (§4.5.), combined with (Félix-Bautista 2021), shows that the developed method allows for simultaneous independent measurements of the lateral and longitudinal positions of carbon-ion pencil beams in a patient and could be implemented into clinics directly. As discussed in section (§4.5.), the method was successfully implemented in a clinical workflow and is thus ready to be evaluated in a bigger clinical study on a larger group of patients.

Lastly, for a clinical application of the method, clinical action thresholds should be defined considering the measured impact of the detected inter-fractional change on the dose delivery and its position with respect to OARs.

The global aim of this thesis was to investigate and further develop a monitoring method for carbon ion radiotherapy based on secondary-ion measurement and tracking from patient's head and under clinical conditions. Within this thesis, secondary-ion emission profiles were measured and analyzed to detect and localize small anatomical changes in patient-head models. The final purpose of this thesis was to demonstrate the applicability of the monitoring of carbon-ion pencil beam delivery in real patient treatment by designing a patient-friendly measurement setup and integrating it into a clinical workflow. Within the frame of this thesis, first patient measurements for carbon-ion pencil beam monitoring using secondary-ion tracking were performed at the Heidelberg Ion Therapy center, HIT, paving the way to a clinical application of the whole method.
6. Summary

The advantages of carbon-ion pencil beam radiotherapy imply an increased sensitivity of the dose distribution in the patient to any changes in the patient geometry, such as internal anatomical changes or patient misalignment. This can lead to a deterioration of the dose distribution within the patient. Monitoring methods of the internal patient’s dose distribution for carbon-ion beam radiotherapy are therefore of great importance to early detect possible under- or over-dosage in the patient, eventually, reduce the tumor safety margins applied around targeted tumor volumes and thus decrease the delivered dose in healthy tissues. Up to now, several non-invasive in-vivo ion-beam monitoring methods have been developed. These are mostly based on the detection of different kinds of secondary radiation, such as annihilation-photon from $\beta^+$ emitters, prompt photons, or prompt charged nuclear fragments, emitted from a patient during the treatment delivery. These secondary radiations are the results of nuclear interactions of the primary treatment beam with the irradiated tissue. They potentially carry valuable information about the primary treatment beam range, position, or intensity in the patient. However, so far none of the monitoring methods has reached sufficient maturity for a wide application in clinical routine.

This thesis aimed to develop methods for detection and localization of therapy-relevant geometry variations of 2 mm in head models, mimicking possible inter-fractional changes on the surface or inside patients’ heads. In contrast to previous research which concentrated on single stationary pencil beams, this thesis was focused on entire therapy-like treatment plans composed of thousands of single pencil beams with low numbers of primary-ions and irradiate under clinic-like conditions in terms of dose, dose rate, and tumor volume.

In this thesis, methods were based on the detection and tracking of charged secondary nuclear fragments (secondary ions) emitted from the patient during carbon ion radiotherapy delivery. Subsequently, methods for analysis and interpretation of the measured secondary-ion paths (tracks) were developed. The developed radiation detection methods exploited the capabilities of a novel mini-tracker, based on the Timepix3 technology developed at CERN and positioned behind the patient. The deadtime-free data acquisition enabled a gapless recording of all impacting secondary ion tracks. Moreover, it enabled synchronization of the data with the beam application monitoring system, and thus assign each measured secondary ion with its respective pencil beam, opening entirely new research possibilities.

The experiments were performed at the Heidelberg Ion-Beam Therapy Center (HIT), closely mimicking clinic-like conditions. Single fields of carbon-ion treatment plans with a prescribed fraction dose of 3 Gy (RBE) were used to simulate treatments of spherical tumor volumes in the used head models. Two types of head models were used: a homogeneous plastic cylinder and an anthropomorphic head phantom composed of real bones and tissue-equivalent materials. Secondary ions exiting the head models during irradiation were detected with a mini-tracker composed of two small ($2\text{cm}^2$) parallel Timepix3 detectors placed downstream of the head with a certain angle with respect to the beam axis. Inter-fractional changes were modeled by adding or removing 2-mm-thick slabs positioned in front or inside the targeted head models.

Within the thesis, it was demonstrated that the developed method for the analysis of the measured track distributions, taking into account the actual time-dependent position of the pencil beam, approximated the measured position of the secondary ion creation in the head model significantly better than the methods developed up to now. By using this method, surface changes down to 1 mm were found to be detectable even for the anatomical head phantom. Internal changes of 2-mm-thickness extending over the whole lateral tumor dimension (wide changes) were found to be detectable for all investigated positions between the dose plateau
and the distal end of the tumor. The significance was at least 3 standard deviations for a single mini-tracker and of at least 9 standard deviations when using 8 mini-trackers at 30°, as it is planned for the future. Correct localization of all the studied changes was achieved within 6.3 mm of their actual position. This is sufficient to provide information to the clinicians about the part of the dose distribution which is affected. The detection of 2-mm-thick changes affecting only a part of the tumor (narrow changes), required the development of a new method based on the additional information on the lateral pencil beam positions. With this technique, internal 2-mm-thick changes as small as 10 mm in diameter placed in front of the tumor, were demonstrated to be detectable with a significance of almost 2 standard deviations. This technique makes the developed monitoring method sensitive to the lateral position of the cavity and thus reaches the third dimension. Positions of the mini-tracker closer to the beam axis were found to provide higher detection efficiencies due to the larger amount of data, but also lead to larger geometrical uncertainties and lower localization accuracies. At larger angles, the accuracy of the change localization was found to be better. For future measurements, multi-angle detection systems are recommended to maximize both detectability and localization accuracy. Finally, the applicability of the monitoring of carbon-ion pencil beam delivery in a real patient treatment was demonstrated by designing a patient-friendly measurement system that was shown to be safely used in a clinical environment. After investigating the influence of the developed system on the beam delivery, and with the fulfillment of all clinical and safety requirements, the integration of this system into the clinical workflow of the HIT facility was achieved. With this detection system, the first measurement of a real patient irradiation fraction was performed. The amount of measured data was sufficient to determine a secondary-ion emission profile along the depth of the patient’s head. And a differentiation between pencil beams with a 1 cm range difference was demonstrated.

In conclusion, this thesis presents novel methods for carbon ion treatment monitoring of external and internal patient geometry changes in the head based on secondary ion tracking, allowing detection changes down to the clinically desired 2 mm. The designed monitoring system was proven to be well incorporable into a clinical workflow. Thus, the presented work paves the way towards monitoring inter-fractional changes along the beam direction during carbon-ion beam therapy and builds the basis for the upcoming clinical trial at the HIT facility.
Zusammenfassung


Zusammenfassend wird in dieser Arbeit eine neuartige Methode zur Überwachung der externen und internen Geometrieveränderungen des Patientenkopfes bei der Kohlenstoffionen-Behandlung auf der Basis der Sekundärionendetektion vorgestellt, die es ermöglicht, Veränderungen bis hinab zu den klinisch gewünschten 2 mm zu erkennen. Das entworfene Überwachungssystem hat sich als gut integrierbar in einen klinischen Arbeitsablauf erwiesen. Somit ebnet die vorgestellte Arbeit den Weg zur Überwachung von interfraktionellen Veränderungen der Kohlenstoffionentherapie in der Tiefe und bildet die Grundlage für die kommende klinische Studie am HIT.
Combs, S. E., Jäkel, O., Haberer, T., and Debus, J. (2010). Particle Therapy at the Heidelberg Ion Therapy Center (HIT) - Integrated Research-Driven University-Hospital-Based Radiation Oncology Service in Heidelberg, Germany. Radiotherapy and Oncology 95(1):41–44.
Radiotherapy with Miniaturized Particle Trackers. Faculty of Nuclear Sciences and Physical Engineering, Department of Physics, Czech Technical University, Prague, Czech Republic.
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