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Chapter 1

Introduction

Low-stakes assessment is still an unfamiliar concept to most people, but it has received

increasing attention in recent years.

In contrast to high-stakes assessments where grades are given to test-takers, “there are

typically no consequences associated with student performance” in low-stakes assessment

(Wise & DeMars, 2005, p. 2). In a culture where grades are the aim of a course or a

study year there seems to be no rationale for low-stakes assessments.

However, this kind of assessment serves several purposes: for students as formative

assessment, for faculty as evaluation tool, for policy as large-scale assessment and for

society as research tool.

As formative assessment, they provide feedback to students and teachers that guides

the learning process (Dunn & Mulvenon, 2009; Martinez & Lipson, 1989) and can in-

crease learning effects (Black & William, 1998; Hattie & Timperley, 2007; Kluger &

DeNisi, 1996; Shute, 2008). Formative assessments are an important part of self-regulated

learning (Ecclestone, 2010; Irons, 2008; White & Gruppen, 2010; Wood, 2010) and en-

able deep learning (Nicol & Macfarlane-Dick, 2006; Rushton, 2005). Studying formative

(low-stakes) assessment can help to understand how self-regulated learning functions.

As evaluation tool, data from low-stakes assessments provide information on classroom

teaching, as well as for academic discourse (Dunn & Mulvenon, 2009). As evaluation

tool in educational institutions, low-stakes assessments objectively document students’

achievements (Cole & Osterlind, 2008). Examples for using standardized tests to evaluate
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students’ academic success are the College BASE, the Collegiate Assessment of Academic

Proficiency (CAAP), the Measure of Academic Proficiency and Progress (MAPP), and

the Collegiate Learning Assessment (CLA) (Cole, 2007). Student evaluations can have

direct consequences on teachers (Rutkowski & Wild, 2015).

Large-scale assessments, like the Programme for International Student Assessment

(PISA), Trends in International Mathematics and Science Study (TIMSS), National As-

sessment of Educational Progress (NAEP) or the Pan-Canadian Assessment Program

(PCAP), are sometimes low-stakes for participants (Brunner, Artelt, Krauss, & Baumert,

2007; Copp, 2018). They provide information for benchmarking and are part of the quality

management of educational programs (Campbell, Voelkl, & Donahue, 1998; Copp, 2018;

OECD, 1999, 2003). Large-scale assessments inform policy. As so-called evidence-based

education policy the results are used e.g. to initiate educational reforms (Breakspear,

2012; Butler & Adams, 2007; Copp, 2018; Fullan, 2009).

Furthermore, low-stakes assessments are used in research. As research tool, they help

to provide findings for the research community, faculties and society. In this context

low-stakes assessment is used, for example, to gain insights on knowledge acquisition, like

long-term retention (Bae, Therriault, & Redifer, 2018; Bell et al., 2008; Custers & ten

Cate, 2011; Larsen, Butler, & Roediger III, 2013; Roediger III & Butler, 2011, etc.), prior

knowledge activation (Alvermann, Smith, & Readence, 1985; Crooks & Alibali, 2013;

Kostons & van der Werf, 2015; Wetzels, Kester, van Merriënboer, & Broers, 2011, etc.)

or delayed retention learning (Chang, 2017; Haynie III, 1994; Ramraje & Sable, 2011,

etc.). A large body of research using low-stakes assessments is conducted on educational

interventions, like single teaching methods (Dankbaar et al., 2017; Löffler et al., 2011;

Raupach et al., 2015; Renkl, Stark, Gruber, & Mandl, 1998; Schmidmaier et al., 2011;

Seybert & Barton, 2007, etc.) or training programs (Finch, 1999; Lambert, 2001; Löwe

et al., 2008; Prince et al., 2003; Raman et al., 2010, etc.).

Low-stakes assessments suffer from high variation in test-taking effort (Hosch, 2012;

Setzer, Wise, van den Heuvel, & Ling, 2013; Wise & DeMars, 2005; Wise, 2009), which

means “giving one’s best effort to the test” (Wise & DeMars, 2005, p. 2). Test scores,
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therefore, do not only reflect ability (Barry, Horst, Finney, Brown, & Kopp, 2010; Eklöf

& Knekta, 2017; O’Neil, Sugrue, & Baker, 1995; Sundre & Kitsantas, 2004; Wise &

Kong, 2005; Wolf & Smith, 1995). Participants with higher levels of test-taking effort

outperform participants with lower test-taking effort (Baumert & Demmrich, 2001; Cole,

Bergin, & Whittaker, 2008; Liu, Bridgeman, & Adler, 2012; Thelk, Sundre, Horst, &

Finney, 2009; Wise & DeMars, 2005). Although they seem low-stakes for participants,

low-stakes assessments can have severe consequences for teachers, faculty, institutions or

policy (Breakspear, 2012; Cole, 2007; Cole & Osterlind, 2008). If test-taking effort is not

taken into account, the validity of results can be threatened (Akyol, Krishna, & Wang,

2018; Brown & Walberg, 1993; Butler & Adams, 2007; Eklöf, 2010; Penk, 2017; Thelk

et al., 2009; Wise & DeMars, 2005; Wolf & Smith, 1995). As a consequence, low-stakes

assessments may not serve their purposes properly, however, low-stakes assessment is only

useful if it serves its purpose.

About 15 years ago I started working on a low-stakes test, the Berlin Progress Test

(BPT), and some time later I conducted research on it. Progress tests can serve all of

the purposes described above and they represent both moderate-stakes and low-stakes

assessment. Therefore research findings concerning moderate-stakes versus low-stakes

progress tests can be compared and thus the special aspects of low-stakes assessments can

be worked out.

In this work I first introduce progress testing: why progress tests were developed (s.

2.1.1), what they look like (s. 2.1.2), where they are used (s. 2.1.3), how the purposes

of low-stakes assessments are fulfilled (s. 2.1.4) and what the stakes of progress tests

mean (s. 2.1.5). In section 2.2, I discuss moderate- and low-stakes progress tests in terms

of the findings for each component of the model of Utility of Assessment Methods (van

der Vleuten, 1996) to outline the special features of low-stakes assessment, which are the

subject of the studies in my research.

Low-stakes assessments are a big field with many facets. I therefore want to limit the

subject of the research to progress tests in medical education.

3



4



Chapter 2

Background

2.1 Progress Testing

2.1.1 Origin of Progress Testing

Progress tests were independently invented in the 1970s at the University of Missouri in

the United States (Arnold & Willoughby, 1990) and at the University of Limburg in the

Netherlands (van Berkel, 1990). Both medical schools had implemented problem-based

curricula in their undergraduate medical training meant to encourage deeper learning

styles, but the influence of the assessments at the end of the teaching blocks prevented

deeper learning strategies and encouraged rote memorization (Blake et al., 1996; van

der Vleuten, Verwijnen, & Wijnen, 1996). This was the reason why progress tests were

developed.

To break the link between assessment and curriculum (Albanese & Case, 2016; Blake

et al., 1996), progress tests are tailored to the end objectives of the curriculum (Freeman,

van der Vleuten, Nouns, & Ricketts, 2010; Nouns & Brauns, 2008; van der Vleuten et al.,

1996) and sample questions are taken from the whole field of medicine which is taught

in undergraduate medical education (Albanese & Case, 2016; Blake, Norman, & Smith,

1995; Blake et al., 1996; Tio et al., 2016; Wrigley, van der Vleuten, Freeman, & Muijtjens,

2012) and expected of students at graduation (Arnold & Willoughby, 1990; Nouns &

Brauns, 2008). This makes preparation for progress tests difficult (Albanese & Case,
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2016; Freeman et al., 2010), especially with memorization techniques (Albanese & Case,

2016; Pugh & Regehr, 2016; van Berkel, Nuy, & Geerligs, 1995). Since students cannot

prepare for the test, it spontaneously captures long-term knowledge (Heeneman, Schut,

Donkers, van der Vleuten, & Muijtjens, 2017; Nouns & Brauns, 2008; Schuwirth & van

der Vleuten, 2012; van Berkel et al., 1995) and has advantages for students who use deeper

learning styles (Albanese & Case, 2016; Freeman et al., 2010; Pugh & Regehr, 2016; van

Berkel et al., 1995).

2.1.2 Description of Progress Tests

Progress tests are administered repeatedly throughout the whole curriculum, regardless

of the semester level (Albanese & Case, 2016; Nouns & Brauns, 2008; van der Vleuten

et al., 1996; Wrigley et al., 2012). All students sit the same test. The number of tests

administered varies between one and four per study year (Freeman et al., 2010). A new

test is compiled from a question bank for each test administration (Albanese & Case,

2016) and represents the whole of the curriculum (Blake et al., 1995) according to a

blueprint that specifies the number of questions among different content areas, such as

domains and subjects (Albanese & Case, 2016; Coombes, Ricketts, Freeman, & Stratford,

2010; Nouns & Brauns, 2008; Tio et al., 2016). However, not all medical schools use

a blueprint (Findyartini et al., 2015; Tomic, Martins, Lotufo, & Benseñor, 2005). Over

time the question banks have grown large. As an example, the question bank for the

Maastricht progress test consisted of 15,000 items in 1996 (van der Vleuten et al., 1996).

Almost all progress tests consist of multiple-choice questions with one best answer.

There are also progress tests with true/false questions (Albanese & Case, 2016; van der

Vleuten et al., 1996) and case scenarios with open responses (Albanese & Case, 2016;

Rademakers, Ten Cate, & Bär, 2005). The number of questions per progress test ranges

from 120 (Findyartini et al., 2015) to 250 (van der Vleuten et al., 1996). The questions

contain patient vignettes or complex medical problems to apply medical knowledge even

when asking about basic medical sciences (Albanese & Case, 2016; Ricketts, Freeman,

Pagliuca, Coombes, & Archer, 2010).
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Questions are written by faculty and go through a quality cycle of writing, reviewing

and revising (Nouns & Georg, 2010; Osterberg, Kölbel, & Brauns, 2006; Tio et al., 2016;

van der Vleuten et al., 1996). At some schools question statistics are sent to authors after

the test for question revision according to this feedback (Nouns & Georg, 2010; Osterberg

et al., 2006; van der Vleuten et al., 1996). A large number of faculty is involved in question

writing and reviewing, as well as in the final compilation of the progress test (Albanese

& Case, 2016). Because of the continuing quality cycle of question writing, reviewing,

revising, using them in the test, revising them again after test administration, almost all

questions are changed before being administered in a new test (Albanese & Case, 2016).

Because students are not able to answer all end-of-the-curriculum questions, especially

at the beginning of undergraduate training, a “don’t know” option is included as a possible

answer (Nouns & Brauns, 2008; Tio et al., 2016; van der Vleuten et al., 1996). Not all

medical schools use this option (Tomic et al., 2005). The use of the “don’t know” option

is discussed in more detail in Wrigley et al. (2012). Additionally, most schools use formula

scoring, which means that the test score is calculated as number of correct answers minus

number of incorrect answers. This is meant to prevent students from guessing (Albanese

& Case, 2016; van der Vleuten et al., 1996).

Progress tests provide detailed feedback not only to students, but also to groups and

institutions, like mentors, teachers in the program, departments and curriculum commit-

tees, and show performance of students, cohorts, curricula and institutions (Albanese &

Case, 2016; Coombes et al., 2010; Tio et al., 2016; van der Vleuten et al., 1996; Wrigley

et al., 2012).

There are some review articles that describe progress tests in more detail (Albanese &

Case, 2016; Neeley, Ulman, Sydelko, & Borges, 2016; Wrigley et al., 2012; Plessas, 2015).

2.1.3 Spreading of Progress Tests

Progress tests in medical undergraduate training are used all over the world: in Africa

it is Mozambique (Aarts, Steidel, Manuel, & Driessen, 2010) and South Africa (Freeman

et al., 2010), in North America it is Canada (Blake et al., 1995) and the United States
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(Arnold & Willoughby, 1990), in South America it is Brazil (da Rosa et al., 2017; Tomic

et al., 2005), in Asia it is Indonesia (Findyartini et al., 2015; Mardiastuti & Werhani,

2011) and Saudi Arabia (Al Alwan et al., 2011; Soliman, Al-Shaikh, & Alnassar, 2016),

in Oceania it is New Zealand (Lillis et al., 2014), and in Europe it is Austria (Nouns &

Georg, 2010), Finland (Freeman et al., 2010), Germany (Nouns & Georg, 2010), Ireland

(Given, Hannigan, & McGrath, 2016), the Netherlands (Rademakers et al., 2005; Tio et

al., 2016; van Berkel et al., 1995; van der Vleuten et al., 1996) and the United Kingdom

(Freeman & Ricketts, 2010).

Most progress tests are implemented in undergraduate medical training (Lillis et al.,

2014) but also in disciplines like anatomy (Hanß, 2013), in undergraduate dentistry (Ali

et al., 2016; Bennett, Freeman, Coombes, Kay, & Ricketts, 2010; Freeman et al., 2010;

Kirnbauer et al., 2018; Wrigley et al., 2012), veterinary medicine (Siegling-Vlitakis et al.,

2014), and psychology (Schaap, Schmidt, & Verkoeijen, 2012; Wrigley et al., 2012), as

well as postgraduate training in internal medicine (Pugh, Touchie, Wood, & Humphrey-

Murto, 2014), obstetrics & gynecology (Dijksterhuis et al., 2009), osteopathic medicine

(Portanova et al., 2000), and radiology (Ravesloot et al., 2012; Rutgers et al., 2018).

This list refers only to the published information. There may well be progress tests

at other locations and in other disciplines, and in undergraduate as well as postgraduate

programs.

2.1.4 Application of Progress Tests

Because progress tests are administered regularly, it is said that they can enhance learn-

ing (Custers, 2008; Larsen, Butler, & Roediger III, 2008; van der Vleuten, Freeman, &

Collares, 2018). Some studies from the field of psychology have already shown the ef-

fect of repeated testing on learning (Bangert-Drowns, Kulik, & Kulik, 1991; Karpicke &

Roediger III, 2007; McDaniel, Anderson, Derbish, & Morrisette, 2007; Roediger III &

Butler, 2011).

When a comprehensive domain of knowledge is tested repeatedly, it cannot be studied

the night before, thereby promoting long-term knowledge and knowledge retention (van

8



der Vleuten et al., 1996).

As performance is accumulated over several test occasions, students feel less stressed

or anxious when sitting the test (Albanese & Case, 2016; Blake et al., 1996; Reynolds &

Kostich, 2017; Schuwirth & van der Vleuten, 2012; van der Vleuten et al., 1996).

Progress tests can fulfill all purposes of low-stakes assessments as described in chapter

1.

Progress Tests as Formative Assessments

Detailed feedback on the results is provided to students and mentors cross-sectionally as

profile scores and longitudinally as growth curves (Blake et al., 1995, 1996; Coombes et

al., 2010; McHarg et al., 2005; Muijtjens et al., 2010; Neeley et al., 2016; Nouns & Brauns,

2008; Ricketts et al., 2010; van der Vleuten et al., 1996). The format can be numerical

and/or graphical (Neeley et al., 2016). Results are summarized as averages of the test

score, of organ systems, of disciplines, and/or of clusters of disciplines like basic medical

sciences, clinical sciences, or behavioral sciences (Muijtjens et al., 2010; Tio et al., 2016;

van der Vleuten et al., 1996). Cohort means allow group comparisons (norm-referencing).

Students can use the progress test results to identify strengths and weaknesses (Aarts

et al., 2010; Blake et al., 1995, 1996; Given et al., 2016; Muijtjens et al., 2010) and can

adapt their learning (Given et al., 2016; Wade et al., 2012; Yielder et al., 2017). Mentors

and faculty advisors at some medical schools receive accumulated progress test results

after three progress tests (Blake et al., 1995; van der Vleuten et al., 1996)

Progress Tests as Evaluation Tools

Progress tests are used as evaluation tools within a curriculum regarding knowledge ac-

quisition (Peeraer et al., 2009).

Growth in the percentage correct for individual questions on progress tests helps teach-

ers improve their teaching; the average performance in single disciplines helps departments

improve (Coombes et al., 2010; De Champlain et al., 2010; Wrigley et al., 2012).

Faculty staff involved in quality management systems use the average performance in
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disciplines and organ systems to check the effectiveness of an existing curriculum regarding

knowledge acquisition and, if needed, to modify it and then monitor the effectiveness of the

modification (Aarts et al., 2010; Al Alwan et al., 2011; Coombes et al., 2010; Findyartini et

al., 2015; Nouns & Brauns, 2008; Schmidmaier et al., 2010; Schuwirth, Bosman, Henning,

Rinkel, & Wenink, 2010; Tio et al., 2016; van der Vleuten et al., 1996, 2004).

The same information is used by curriculum developers to monitor knowledge acqui-

sition when switching from a traditional to a reformed curriculum (Neeley et al., 2016;

Tio et al., 2016; van der Veken, Valcke, De Maeseneer, Schuwirth, & Derese, 2009) or to

check the quality of a new curriculum (Neeley et al., 2016; Finucane, Flannery, Keane,

& Norman, 2010; Freeman & Ricketts, 2010; Johnson, Khalil, Peppler, Davey, & Kibble,

2014; Tio et al., 2016).

Progress Tests as Large-Scale Assessments

Since questions on progress tests refer to end-of-curriculum objectives, a change in cur-

riculum has no consequence on the progress test, provided the end-of-curriculum ob-

jectives do not change (van der Vleuten et al., 1996). This is why progress tests can

measure change in knowledge acquisition regardless of the curriculum. It does not matter

how unique a curriculum is or what methods of teaching and learning are used. With

progress testing the knowledge acquisition in different curricula can be compared within

and across countries (Cecilio-Fernandes, Aalders, Bremers, Tio, & de Vries J., 2018; Mui-

jtjens, Schuwirth, Cohen-Schotanus, Thoben, & van der Vleuten, 2008; Neeley et al., 2016;

Schauber & Nouns, 2010; Tio et al., 2016; van der Veken et al., 2009; van der Vleuten

et al., 1996, 2004, 2018; Verhoeven et al., 1998, 2005). This provides opportunities for

benchmarking, provided all institutions use the same progress test (Muijtjens, Schuwirth,

Cohen-Schotanus, & van der Vleuten, 2007; Schuwirth et al., 2010).

Progress Tests as Research Tools

Progress tests are used to do research on knowledge acquisition throughout the curriculum

(Boshuizen, van der Vleuten, Schmidt, & Machiels-Bongaerts, 1997; Verhoeven, Verwi-
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jnen, Scherpbier, & van der Vleuten, 2002), at different sites (Bianchi, Stobbe, & Eva,

2008), in different disciplines and domains, like basic, behavioral, and/or clinical science

(Tomic et al., 2005; van der Vleuten et al., 1996; van Diest et al., 2004), and to analyze

the rehearsal effect (Kerfoot et al., 2011).

2.1.5 Stakes of Progress Tests

The stakes of progress tests differ depending on the consequences drawn from the results

(Albanese & Case, 2016). Progress tests in Austria, Brazil, Finland, Germany, Indone-

sia, and Ireland are “purely formative” (Findyartini et al., 2015; Finucane et al., 2010;

Freeman et al., 2010; Nouns & Georg, 2010; Tomic et al., 2005). This means results of

the performance are given to the students as feedback and guidance for future learning,

but the performance itself has no consequences for advancement in the undergraduate

training. These progress tests are low-stakes. Some progress tests are used to identify

consistently low-performing students. In this case, (accumulated) progress tests lead to

enforced remediation or hinder advancement in the undergraduate training (Aarts et al.,

2010; Arnold & Willoughby, 1990; Blake et al., 1996; Coelho, Zahra, Ali, & Tredwin,

2019; Lillis et al., 2014; Norman, Neville, Blake, & Mueller, 2010; Tio et al., 2016; van

der Vleuten et al., 1996). These progress tests have moderate stakes.

In low-stakes progress tests students do not face negative consequences if they do not

perform at their best. Test scores, therefore, do not only reflect ability but also test-

taking effort with corresponding effects on test validity (Wise & Kong, 2005; Barry et al.,

2010). As a consequence of this high variation, low-stakes progress tests may not work as

a feedback instrument, evaluation tool, large-scale assessment or research tool.

Nouns and Georg (2010, p. 468) listed the advantages of a low-stakes progress test and

the reason why they don’t raise the stakes to prevent the so-called non-serious test-takers:

“Test results are not biased by vast preparation; students are discouraged from collecting

test items; tests do not interfere with curriculum; tests are no extra burden for students

with a high exam load.” Using low stakes instead of moderate stakes may impact the

utility of progress tests. For this reason the utility of low-stakes progress tests has to be

11



studied.

Still, there is one more aspect that should not be ignored: in educational research self-

regulated learning has been one of the major research topics of recent years (Panadero,

2017). In self-regulated learning students use feedback (e.g. from low-stakes assessment)

to match actual learning or performance with their learning goals to regulate their learning

(Nicol & Macfarlane-Dick, 2006). Progress testing is an example of formative assessment

as part of self-regulated learning, because “The cycle of testing, giving feedback, students

using that feedback to direct learning and then retesting is inherent in progress testing.”

(Ricketts et al., 2010, p. 515). Studying how low-stakes progress tests function could

therefore be a contribution to understanding how self-regulated learning works.

However, we must first take a look at the specifics of low-stakes assessments by com-

paring moderate- and low-stakes progress tests. This can be done using the Model of

Utility of Assessment Methods (van der Vleuten, 1996).

2.2 Utility of Progress Tests

2.2.1 Model of Utility of Assessment Methods

Regardless whether their stakes are high, moderate or low, assessments have to be con-

structed carefully. Different decisions on the assessment design and implementation strate-

gies have to be made to increase utility and have practical implications. To address this,

van der Vleuten (1996) developed a model of “Utility of Assessment Methods”. According

to this model, utility components, namely reliability, validity, educational impact, accept-

ability, and cost effectiveness, have to be combined according to the assessment purpose.

In the following section, I briefly describe the theoretical components of the utility model

followed by the comparison of findings from publications about moderate- and low-stakes

progress tests.
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2.2.2 Reliability

Theoretical Considerations

An assessment is reliable if scores are reproducible. In classical test theory the observed

score is the sum of the true score and some error:

X = T + e

where X=observed score, T=true score, e=error. Reliability is an indicator of the ratio of

true scores in the observed scores and the measurement error (Downing, 2004; Streiner,

Norman, & Cariney, 2015). The smaller the measurement error, the higher the reliability.

To improve reliability (1) the number of questions in the assessment should be maximized

(Downing, 2004) and (2) questions should be written with great care using question

writing guidelines (Case & Swanson, 2002; Downing, 2004, 2005; Haladyna, Downing, &

Rodriguez, 2010; Ware & Vik, 2009). Poorly crafted items can be prevented by training

question authors, providing feasible guidelines and reviewing the questions in a way that

includes formal criteria (Albanese & Case, 2016).

Downing (2004) has summarized the most frequent opinions on the sizes of reliable

assessment depending on the stakes. It is at least 0.90 for very high-stakes assessments,

such as certification examinations in medicine. It falls in the range of 0.80-0.89 for assess-

ments with moderate stakes, such as end-of-course examinations at a medical school and

in the range of 0.70-0.79 for assessments with lower or no consequences, such as formative

assessments. If progress tests are reliable, (3) their size of reliability should meet these

requirements.

Reliability of Progress Tests

Progress tests do have a large number of questions with a minimum of 125 in moderate-

stakes progress tests (Freeman & Ricketts, 2010; Wrigley et al., 2012) and a minimum of

120 questions in low-stakes progress tests (Findyartini et al., 2015) (1).

Although training question authors, providing guidelines and reviewing the questions
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regarding formal criteria is mentioned in one review of progress testing (Wrigley et al.,

2012), it is not described in most of the papers (2). Quality assurance in the item writing

process itself is described in moderate-stakes progress tests (Rademakers et al., 2005; Tio

et al., 2016) and in low-stakes progress tests (Nouns & Georg, 2010). Providing feedback

to the item authors regarding student answers is described in two papers, one describing

a moderate-stakes progress test (van der Vleuten et al., 2004) and the other a low-stakes

progress test (Nouns & Georg, 2010). This presents an opportunity for training the

authors later on.

Studies on moderate-stakes progress tests in undergraduate medical education show

that reliability ranges (3)

� for multiple-choice questions, between α = 0.82 and α = 0.94 for the entire sample

(Findyartini et al., 2015; Kerfoot et al., 2011; Swanson et al., 2010; Tio et al., 2016),

between α = 0.46 and α = 0.73 per cohort (Blake et al., 1996; Kerfoot et al., 2011),

and between rtt = 0.53 and rtt = 0.70 for test-retest reliability over successive

intervals (Blake et al., 1995; Albanese & Case, 2016),

� for true false questions, between α = 0.78 and α = 0.95 for the entire sample (Aarts

et al., 2010; Boshuizen et al., 1997; van der Vleuten et al., 1996), and between

α = 0.66 and α = 0.80 per cohort (Boshuizen et al., 1997; van der Vleuten et al.,

1996),

� for open-ended, short-answer questions, between α = 0.85 and α = 0.86 for the

entire sample (Rademakers et al., 2005).

The reliability of low-stakes progress tests ranges between α = 0.85 and α = 0.98 for

the entire sample (Findyartini et al., 2015; Osterberg et al., 2006; Nouns & Georg, 2010)

and averages α = 0.85 within cohorts of the same level (Nouns & Georg, 2010).
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2.2.3 Validity

Theoretical Considerations

An assessment is valid if it measures what it is developed for or, in other words, “a valid

test measures what it is intended to measure” (American Educational Research Associa-

tion, American Psychological Association, National Council on Measurement in Educa-

tion, 1999). Assessment validity consists of different types: content validity, construct

validity, and criterion validity, subdivided into concurrent and predictive validity.

Content validity examines whether the content is appropriately represented. This can

be ensured (1) by using a blueprint that specifies a consistent ratio of questions per or-

gan system and per discipline for each test administration (Plessas, 2015; Wrigley et al.,

2012) and (2) if a review committee of content experts discusses the content validity of the

assessment questions (Gesellschaft für Medizinische Ausbildung, GMA-Ausschuss Prüfun-

gen and Kompetenzzentrum Prüfungen, Baden-Württemberg & Fischer, 2008; Jünger &

Just, 2014; Verhoeven, Verwijnen, Scherpbier, Schuwirth, & van der Vleuten, 1999; Wal-

lach, Crespo, Holtzman, Galbraith, & Swanson, 2006; Ware & Vik, 2009). In progress

testing this type of validity is at risk if the questions are not at the required level of diffi-

culty (e.g. undergraduate vs. postgraduate level). Therefore, review committees engaged

in progress testing have to ensure that only graduate knowledge is queried in the questions

(Albanese & Case, 2016; Plessas, 2015; Wrigley et al., 2012).

Construct validity checks if all facets of the construct are included. Threats to

construct validity occur if the construct is underrepresented by (1) too few questions

(Downing, 2002; Downing & Haladyna, 2004). Additionally, construct validity is endan-

gered if (2) construct-irrelevant variance occurs in the form of participants who differ in

their motivation to perform (Haladyna & Downing, 2004) by showing different levels of

test-taking effort. In this case test scores reflect a combination of ability and test-taking

effort (Barry et al., 2010; Wise & DeMars, 2005). This problem is mentioned in combina-

tion with low-stakes assessments (Hosch, 2012; Setzer et al., 2013; Wise & DeMars, 2005;

Wise, 2009). Since progress tests measure graduate knowledge, (3) percentages of correct

answers should increase over the course of study (“growth of knowledge”).
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To investigate criterion validity, external criteria are used to show if there is a relation

between the assessment instrument and another instrument that is intended to measure

the same construct. With (1) concurrent validity the external instrument is measured at

the same time, with (2) predictive validity, in the future. In knowledge assessments other

knowledge tests can be used, like end-of-the-block assessments or the results of licensing

examinations. Great care is needed when choosing the external assessment because it

should measure the same construct. For example, knowledge assessments are less related

to workplace-based assessments than to other knowledge assessments.

Validity of Progress Tests

Content Validity of Progress Tests Blueprints (1) and the use of review committees

to ensure the appropriate level and content of the questions (2) are reported for moderate-

stakes progress tests (Aarts et al., 2010; Lillis et al., 2014; Schuwirth et al., 2010); both

are reported for low-stakes progress tests, too (Findyartini et al., 2015; Nouns & Brauns,

2008).

Construct Validity of Progress Tests The requisite range of questions (1) to prevent

under-representation is fulfilled in moderate-stakes progress tests with multiple-choice or

true/false questions ranging from 125 (Freeman & Ricketts, 2010; Wrigley et al., 2012) to

250 questions (van Berkel, 1990) and in low-stakes progress tests with 120 (Findyartini et

al., 2015) to 200 questions (Nouns & Georg, 2010; Osterberg et al., 2006). All cover the

wide range of topics of graduate medical knowledge. In the very beginning there was a

progress test of 400 questions without pass/fail decisions (Willoughby, Dimond, & Smull,

1977) which later had moderate-stakes (Arnold & Willoughby, 1990) and is presumably

no longer performed (Freeman et al., 2010). In low-stakes assessments there is no extrinsic

motivation (Ryan & Deci, 2000) in the form of grades to “perform at his/her best” (Wise

& DeMars, 2005, p. 2). If there are no consequences of performance, not all students

will take the test seriously, the so-called non-serious test-takers, and show low test-taking

effort. In low-stakes assessments, there can be a high variation in test-taking effort.

Construct-irrelevant variance in the form of students with low test-taking effort (2) is
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described in low-stakes progress tests (Brauns, 2007; Nouns & Georg, 2010; Osterberg et

al., 2006; Schüttpelz-Brauns, 2017; Tomic et al., 2005). Osterberg et al. (2006) report 10

to 25% of non-serious participants for their low-stakes progress test. Knowledge growth

(3) could be shown in many examples from moderate-stakes progress tests (Blake et al.,

1996; Freeman & Ricketts, 2010; Lillis et al., 2014; Muijtjens et al., 2008; Verhoeven et

al., 2002; van der Vleuten et al., 1996, 2004) as well as from low-stakes progress tests

(Findyartini et al., 2015; Nouns & Georg, 2010; Osterberg et al., 2006; Schmidmaier et

al., 2010; Tomic et al., 2005; Willoughby & Hutcheson, 1978), with one exception. In

the pre-clinical phase of the traditional German undergraduate medical training without

patient contact but with emphasis on biomedical science, no increasing test scores on a

low-stakes progress test were found. In comparison to this, students from a reformed

curriculum with early patient contact did have increasing test scores (Osterberg et al.,

2006). It was assumed, and later found in evaluation comments, that students in the pre-

clinical phase, in which basic sciences were taught independently from patients, were not

able to integrate their knowledge of patients to answer the vignette questions (Osterberg

et al., 2006). Therefore it can be assumed that the lack of increasing test scores is not

specific to low-stakes assessment but to both if early patient contact is missing in the

undergraduate training.

Criterion Validity of Progress Tests Concurrent validity for moderate-stakes progress

tests could be shown in studies that correlated progress test results with results of practi-

cal assessments like Objective Structured Clinical Examinations (OSCE) or Mini Clinical

Examinations (Mini-CEX) (Lillis et al., 2014) and in studies that used results of clinical

reasoning tests (Boshuizen et al., 1997) or results of nationally standardized tests (Arnold

& Willoughby, 1990) as external criteria (1). One study used ratings of students’ knowl-

edge and found high correlations with progress test results (Arnold & Willoughby, 1990).

Concurrent validity could be shown as well in low-stakes progress tests. Progress test

results were then correlated with the results of (moderate- and high-stakes) summative

assessments (Given et al., 2016; Schmidmaier et al., 2010) and with grade point aver-

ages (Findyartini et al., 2015). Studies on predictive validity of moderate-stakes progress
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tests (2) have shown correlations with licensure examinations for more advanced semester

levels (Blake et al., 1995, 1996; Kerfoot et al., 2011). Kerfoot et al. (2011) found a pos-

itive predictive value of 41% for identifying poorly performing students in Step 1 of the

United States Medical Licensing Examination (USMLE). Several studies were conducted

to show predictive validity in low-stakes progress tests. Johnson et al. (2014) found cor-

relations of progress test results and results of licensure examinations for more advanced

semester levels, but it is not clear whether the progress test in this study was imple-

mented in the curriculum or just used for research purposes. Correlations of results on

low-stakes progress tests and results of licensure examinations were found in some more

studies, like Willoughby et al. (1977). Karay and Schauber (2018) found that medical

students’ progress test growth curves were positively related to the performance on the

national licensing examination. Schmidmaier et al. (2010) found a moderate correlation

of progress test results and the first part of the German national licensing examination

after the pre-clinical phase. Nouns et al. (2004) found high correlations between results

on a low-stakes progress test and the multiple-choice sections of both parts of the national

licensing examinations after the pre-clinical and clinical phases.

2.2.4 Educational Impact

Theoretical Considerations

Progress tests are meant to have educational impact by (1) identifying strengths and weak-

nesses in medical knowledge at the current level of undergraduate training and thus help

(2) guide the future learning of the students (Norcini et al., 2018; Nouns & Georg, 2010;

Schuwirth & van der Vleuten, 2012; van der Vleuten et al., 2018; Wrigley et al., 2012).

Furthermore, the assessment format influences the learning styles. For example, assess-

ments with multiple-choice questions on the factual knowledge level provoke superficial

learning strategies (Cobb, Brown, Jaarsma, & Hammond, 2013; Leung, Mok, & Wong,

2008; Scouller, 1998). Because of the repeated integrated assessment of graduate-level

knowledge, preparation for the progress test is impossible. Therefore progress testing

should influence learning styles by discouraging binge learning (Schuwirth & van der
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Vleuten, 2012) and (3) encourage learning strategies that lead to deeper and more inte-

grated medical knowledge.

Educational Impact of Progress Tests

There were some attempts to find out if students use the results of moderate progress

tests to (1) identify their strengths and weaknesses to (2) guide their future learning. In

the beginning of the progress test at McMaster’s University, Blake et al. (1995) asked

students about their experience with the progress test. The students stated that the

progress test results were only slightly helpful for identifying strengths and weaknesses.

One year later Blake et al. (1996) found that progress test results played a moderate

role in identifying strengths and weaknesses. Aarts et al. (2010) found in interviews

that the majority of students use their results to monitor their knowledge growth but

they did not mention the impact on learning itself. Wade et al. (2012) conducted a

questionnaire in two different settings and found that students from the school with

feedback on progress test performance by discipline agreed more that the progress test

helped to improve their knowledge and to monitor the improvement, but there was no

hint that the results of the test guided their learning. In Auckland focus groups discussed

the impact on learning. Subsequent analyses showed that junior students’ future learning

was guided by the content of the progress test itself, and not by the feedback. For

senior students the progress test was used to bring students back to the core learning and

reinforce it (Yielder et al., 2017). Similarly, Given et al. (2016) found in semi-structured

interviews that students who took a low-stakes progress test felt informed about their

strengths and weaknesses, but the feedback did not guide their future learning. Nouns

and Georg (2010) reported that students used their results on the low-stakes progress test

for their learning, but unfortunately there was no mention of how. Regarding the impact

of progress testing on learning styles (3), there are only publications from working groups

focused on moderate-stakes progress tests. The results are contrary. On the one hand,

there was no evidence in surveys with self-developed, as well as validated questionnaires,

that students changed their conceptual learning strategy due to the introduction of a
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progress test (Blake et al., 1995, 1996; Chen et al., 2015). On the other hand, a moderate-

stakes progress test encouraged deeper and more integrated medical knowledge, which

Lillis et al. (2014) found when asking students to fill out a self-developed questionnaire.

In a study van Berkel et al. (1995) asked students about their learning strategies and their

results in progress testing using a validated questionnaire and found that students who

learned in a meaning-oriented manner had higher scores in progress testing than students

who memorized knowledge. Schuwirth and van der Vleuten (2012) report that students

changed their learning strategies after the introduction of the moderate-stakes progress

test together with moderate-stakes block tests. After the stakes of the block tests were

raised, students went back to short-term memorization learning strategies. There is no

published study on the impact on learning strategies in low-stakes progress tests.

2.2.5 Acceptability

Theoretical Considerations

Assessments and assessment results should be accepted by those affected, in particular

faculty and students (Verhoeven, 2003). Otherwise, the assessments are not taken seri-

ously (Verhoeven, 2003) and will not last (van der Vleuten, 1996; van der Vleuten et al.,

2000).

Acceptability of Progress Tests

In regard to moderate-stakes progress tests, students report a positive attitude towards

the test as a useful assessment that supports their learning (Ali, Cockerill, Zahra, Tredwin,

& Ferguson, 2018). But there are also two groups reporting resistance (Aarts et al., 2010)

and high running feelings (Blake et al., 1995) after introducing a moderate-stakes progress

test because faculty and students lacked experience with this formerly unknown type of

testing. It is not reported how the resistance manifested itself. Acceptance increased

over the time at both medical schools. Aarts et al. (2010) reported that students got

used to the concept and accepted the test more when they gained awareness of their

knowledge growth. Tomic et al. (2005) reported that resistance increased after a low-
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stakes progress test became compulsory. Students registered their attendance, but did

not answer any questions on the test. Similarly, Osterberg et al. (2006) reported 10% to

25% non-serious participation in another low-stakes progress test. In 2009 results of a

survey among participants of a low-stakes progress test showed that students accepted the

test more if they understood the concept of formative assessment and used the results for

their learning (Nouns & Georg, 2010). It was not reported how many students changed

their acceptance or how many students used the results for their learning.

2.2.6 Cost-Effectiveness

Theoretical Considerations

Progress tests are very cost-intensive (Albanese & Case, 2016) if the faculty has an elab-

orate quality management system to write, review, and manage questions that fulfill the

demands of a progress test, to create and administer the test, to analyze data and create

feedback reports for students, faculty, question authors, etc. Although costs may be high,

it is worthwhile to invest in high-quality progress tests to ensure high reliability, validity,

educational impact and therefore acceptance by students and faculty.

In collaborations the cost of developing the progress tests and psychometric expertise

is shared (Albanese & Case, 2016; Findyartini et al., 2015; van der Vleuten, Schuwirth,

Scheele, Driessen, & Hodges, 2010; van der Vleuten et al., 2018; Wrigley et al., 2012).

This reduces the costs (Schuwirth et al., 2010; Schuwirth & van der Vleuten, 2012), repre-

sents a useful quality assurance tool (Finucane et al., 2010) and allows for benchmarking

(Schuwirth et al., 2010; Schuwirth & van der Vleuten, 2012).

Cost-Effectiveness of Progress Tests

Collaborations that can be found on the internet develop moderate-stakes progress tests

like the Interuniversity Progress Test Medicine involving five universities from the Nether-

lands (http://ivtg.nl) or low-stakes progress tests like the Berlin Progress Test with more

than 15 universities from German-speaking countries (https://progress-test-medizin.charite.de/en/).

In the International Partnership for Progress Testing (http://ipptx.org), universities from
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Portugal, Ireland, and Canada can decide whether to use the progress test with moderate

or high stakes. On the homepage of the EBMA International Progress Test (www.ebma.eu/ipt),

several participating countries, such as the Netherlands, Mexico, Australia, Mozambique,

and Saudi Arabia, are listed, but no further information on the stakes is given.

In Freeman et al. (2010), collaborations between the National Board of Examiners

(NBME) and medical schools in the United Kingdom, as well as with a U.S. med-

ical school, are described. The NBME currently offers knowledge tests commercially

(https://www.nbme.org/Students/sas/sas.html).

2.2.7 Summarizing the Results

Table 2.1 summarizes of the results of the literature review.

As can be seen, low-stakes progress tests are comparable regarding the utility compo-

nents with two exceptions:

� construct-irrelevant variance due to students with low test-taking effort, and

� acceptance by students and faculty.

There are two questions that are not definitely answered yet for both moderate- and

low-stakes progress tests concerning the educational impact: how or under which condi-

tions do progress test results guide future learning, and how do progress tests encourage

deeper learning strategies. These two questions are not considered in this work.
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Table 2.1: Utility of moderate- and low-stakes progress tests: Results of a
literature review
Utility Component Criteria Moderate-stakes pt Low-stakes pt
Reliability (1) large number of questions ✓ ✓

(2) formal requirements for questions ✓ ✓
(3) requirements for level of reliability
- entire sample ✓ ✓
- within cohorts × ✓

Validity
- Content (1) blueprint ✓ ✓

(2) content requirements for questions ✓ ✓
- Construct (1) wide range of questions ✓ ✓

(2) no construct-irrelevant variance by
low test-taking effort

✓ ×

(3) growth of knowledge over the study
years*

✓ ✓

- Criterion
– Concurrent (1) correlation with contemporaneous

assessment
✓ ✓

– Predictive (2) correlation with future assessment ✓ ✓
Educational impact

(1) identify strengths and weaknesses ✓ ✓
(2) guide future learning ? ?
(3) encourage deeper learning strategies ? ?

Acceptability accepted by students and faculty ✓ ×
Costs collaborations to reduce costs ✓ ✓

Note. * only if there is early patient contact in the undergraduate training, ✓requirements are met, ×
requirements are not met, ? not answered yet
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Chapter 3

Research Aims

As with other low-stakes assessments, special considerations have to be taken in low-

stakes progress tests (1) regarding threats to the construct validity due to high variations

in test-taking effort (Attali, 2016; Barry et al., 2010; Butler & Adams, 2007; Eklöf, 2010;

Levine & Rubin, 1979; Setzer et al., 2013; Schmitt, Chan, Sacco, McFarland, & Jennings,

1999; Waskiewicz, 2011; Wise & DeMars, 2010) and (2) regarding their acceptability.

There are two common ways to deal with the problem of decreased construct validity

due to high variations in test-taking effort. First is to make participation voluntary. In

this case participating students should have high test-taking effort. However, experience

with the low-stakes Berlin Progress Test shows that this produces highly selective samples.

On average, 8% (range: 0% to 70%) of a semester were taking part when attendance was

voluntary at one medical school, at another medical school an average of 4% with a range

from 0% to 12% (unpublished data). Tomic et al. (2005) reported that attendance of a

voluntary low-stakes progress test was on average 28% (range: 6%-65% per semester). A

highly selective sample in a voluntary progress test strongly risks distorting the results in

a positive way and therefore can affect the validity of the results.

In the second approach, students with low test-taking effort, so-called non-serious test-

takers, are identified and excluded from further analyses (Wise & DeMars, 2005). This

can be done over the processing time (Brauns, 2007; Wise & Kong, 2005). This is an

objective marker (Finn, 2015; Wise & Kong, 2005). Computer-based it is reliable. The

problem is the cut-off value which can lead to a false identification of “fast” geniuses
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(Brauns, 2007). In the person-fit indices non-serious test-takers are identified on the

basis of statistical models (Brauns, 2007; Meijer, 1996; Meijer & Sijtsma, 2001). The

advantage are the underlying, empirically tested theoretical models (Brauns, 2007). The

detection rates can be relatively high, especially with long tests (Nering & Meijer, 1998)

or they can also be low to medium (Drasgow, Levine, & McLaughlin, 1987). Especially

with high test values, the specificity can be very low (Brauns, 2007). Questionnaires are

also used to identify test-taking effort in participants (Crombach, Boekaerts, & Voeten,

2003; Rheinberg, Vollmeyer, & Burns, 2001; Sundre & Moore, 2002). Questionnaires are

relatively easy to collect and evaluate (Swerdzewski, Harmes, & Finney, 2011). They

can be administered both paper-based and computer-based. Until now, there has been

no questionnaire with a cut-off value for identifying non-serious test-takers (Finn, 2015),

plus they were rather long, with one exception (see Effort Thermometer in Baumert and

Demmrich (2001)). The disadvantage of questionnaires is that they are not immune to

socially desirable answers (Wise & Kong, 2005; Wise & Ma, 2012), or to a low effort while

filling out those questionnaires (Finn, 2015). This disadvantage could be alleviated by a

short scale.

This leads to the first research aim of developing and validating a short scale for

identifying students with low test-taking effort.

If the developed instrument can correctly identify non-serious students in low-stakes

progress tests, construct-irrelevant variance due to non-serious test-takers is decreased

and the test can, for example, be used as a research tool.

This leads to the second research aim of investigating the construct validity of a low-

stakes progress test after eliminating non-serious test-takers.

There is a third way to deal with the problem of non-serious test-takers on low-stakes

progress tests: increasing the test-taking motivation (Finn, 2015; Wise & DeMars, 2005)

and thus the acceptability, the second utility component which needs special consideration

in terms of low-stakes progress tests, in contrast to moderate-stakes progress tests.

This leads to the third research aim of finding strategies that are related to the accept-

ability of low-stakes progress tests.
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These three research aims are now described in more detail.

3.1 Developing and Validating a Short Scale for Iden-

tifying Students with Low Test-Taking Effort

Due to non-serious test-takers, construct-irrelevant variance increases within low-stakes

progress tests. One way to handle this is to identify non-serious test-takers and remove

their results from further analysis. Non-serious test-takers on the BPT are identified

with a combination of various objective criteria (Nouns & Georg, 2010). However, some

of these require statistical expertise. Therefore, we looked for a way to easily identify

non-serious test-takers of the low-stakes progress test by measuring test-taking effort in a

cheap and easy way without needing any statistical expertise.

Therefore, we have developed a short questionnaire to measure test-taking effort based

on expectancy-value theory (Wigfield & Eccles, 2000) and conducted a validation study.

The aim of this study was (1) to develop a short test-effort self-assessment scale that

is capable of measuring test-taking effort in low-stakes testing with high reliability and

validity and (2) to conduct a validation study for the scale developed.

3.2 Investigating the Construct Validity of a Low-

Stakes Progress Test

If non-serious test-takers are identified and excluded from further analyses, construct-

irrelevant variance should decrease and construct validity should increase.

We therefore conducted a study which investigated if differences in two curricula re-

garding the acquisition of knowledge can be reconstructed with the help of a low-stakes

progress test.

The aim of this study was to compare the development and retention of knowledge
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in the basic medical sciences between students enrolled in the traditional and reformed

undergraduate medical curricula.

3.3 Strategies Related to the Acceptability of a Low-

Stakes Progress Test

When introducing progress tests there was resistance to both moderate- and low-stakes

variants, which, after a while, receded for moderate-stakes progress tests (Aarts et al.,

2010; Blake et al., 1996). For the low-stakes test, the problem of lack of acceptance is per-

manent and therefore needs special attention. Successful strategies to increase acceptance

should reduce the proportion of non-serious test-takers.

Therefore, we conducted several studies to examine strategies that increase the ac-

ceptability of a low-stakes progress test.

3.3.1 Introducing Computer-Based Assessment to Increase Ac-

ceptability of a Low-Stakes Progress Test

One of the strategies can be to provide feedback immediately (Irons, 2008; Shute, 2008).

This can be done by changing from paper-based to computer-based administration of the

test, since the evaluation of paper-based tests takes several days or weeks, while the first

results of computer-based tests are already available during the test.

We conducted a study in which we compared the acceptance of a low-stakes progress

test prior to and after introduction of computer-based administration.

The aim of this study was to show whether immediate feedback by introducing computer-

based administration would increase the students’ acceptance of a low-stakes progress test.
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3.3.2 Effects of Changing from Paper-Based to Computer-Based

Test Format

When changing the format from paper- to computer-based, it must be ensured that per-

formance is not influenced by the test format. This we tested in another study with a

randomized matched-pair design.

The aim of this study was to investigate whether computer-based tests influence stu-

dents’ test performance by comparing the test performance of students taking the paper-

based and the computer-based versions of the same low-stakes progress test.

3.3.3 Institutional Strategies Related to Acceptability of a Low-

Stakes Progress Test

Furthermore, there will be other strategies that can potentially increase the test-taking

effort on low-stakes assessments. These strategies can be derived from motivational the-

ories.

In another study we derived potential strategies from self-determination theory (Ryan

& Deci, 2000) that medical schools can carry out to increase acceptability of their low-

stakes progress test.

In this study we aimed to identify institutional factors related to test-taking effort in

a low-stakes progress test to provide medical schools with practical recommendations on

how to increase its utility.
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Chapter 4

Empirical studies
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Chapter 5

Discussion

In my work I compared previous findings for moderate-stakes and low-stakes progress

tests regarding the utility components of assessment (van der Vleuten, 1996). Low-stakes

progress tests do not have negative consequences if students fail to perform at their best

(Wise & DeMars, 2005). This leads to high variations in test-taking effort. Performance

then not only depends on ability, but also on test-taking effort (Barry et al., 2010; Eklöf &

Knekta, 2017; O’Neil et al., 1995; Sundre & Kitsantas, 2004; Wise & Kong, 2005; Wolf &

Smith, 1995) with consequences for the validity of test results. The acceptability of low-

stakes progress tests can therefore be lower than for moderate-stakes progress tests. This

led to the questions of (1) how to identify non-serious test-takers and if - after eliminating

non-serious test-takers - (2) construct validity of a low-stakes progress test can be shown.

Another aim was to (3) identify and implement strategies that increase the acceptability

of the low-stakes progress test, which we investigated in three further studies.

In our first study we developed and validated a short scale for identifying students

with low test-taking effort. We could show very good psychometrics including construct

validity of the three-item Test-taking Effort Short Scale (TESS). We were able to develop

and validate a scale shorter than previously published scales for measuring test motiva-

tion (Crombach et al., 2003; Rheinberg et al., 2001; Sundre & Moore, 2002; Thelk et al.,

2009). There is only one shorter scale, the Test Effort Thermometer (Baumert & Demm-

rich, 2001), but no published studies on its psychometrics and, in contrast to TESS, it

is not based on a theoretical framework. TESS is the first questionnaire that measures
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test-taking effort and provides a cut-off value for identifying non-serious test-takers. To

increase construct validity of the low-stakes Berlin Progress Test, non-serious test-takers

were already identified with appropriateness measurement (Brauns, 2007; Nouns & Georg,

2010; Osterberg et al., 2006) and were eliminated from the analyses. However, there is

another advantage to TESS over prior statistical measures. By using a questionnaire

rather than response time error (Brauns, 2007; Wise & Kong, 2005) or appropriateness

measurement (Brauns, 2007; Meijer, Muijtjens, & van der Vleuten, 1996; Meijer & Si-

jtsma, 2001; Meijer, 2003) to statistically identify test-takers with low test-taking effort,

participating students see that administrators are concerned about the problem of low

test-taking effort. In our experience, students with average test-taking effort are likely

to increase their effort if they know that the resulting individual feedback of a low-stakes

assessment will not be negatively influenced by non-serious test-takers.

In the second study we investigated the construct validity of a low-stakes progress test.

After eliminating non-serious test-takers, the effects of teaching hours and learning for a

high-stakes assessment on the number of correct answers on the low-stakes Berlin Progress

Test could be shown by comparing students in traditional versus reformed undergraduate

medical curricula at the same medical school. We did not investigate whether we could

show the difference between both curricula if non-serious test-takers were not excluded

from analysis. There are mixed results for the impact of non-serious test-takers on results

in low-stakes assessments. Some studies found that test-taking effort had an obvious

effect on performance in low-stakes assessments (Akyol et al., 2018; Brown & Walberg,

1993; Eklöf, 2010; Wise & DeMars, 2005; Wolf & Smith, 1995). Because consequences

for schools and policy from low-stakes assessments can be severe (Breakspear, 2012), it is

important to further study the impact of non-serious test-takers on the validity of results

in large scale assessments.

In the third to sixth studies we investigated strategies meant to be related to accept-

ability of a low-stakes progress test.

In the third study by introducing computer-based assessment we showed that immedi-

ate feedback increased acceptability of a low-stakes progress test. We found small effects
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on the proportion of positive comments in the evaluation as well as on the proportion

of serious participants in favor of the computer-based administration. Hence, the ac-

ceptability and thus the overall utility of low-stakes progress tests can be enhanced by

providing immediate feedback via computer-based assessment. This finding is consistent

with earlier research on formative assessment and feedback in the field of psychology

(Csikszentmihalyi & Lefevre, 1989; Kulik & Kulik, 1988; Skinner, 1958; Tuten, Galesic,

& Bosnjak, 2004) and also with recent research in dental medicine (Zheng & Bender,

2018).

In the fourth study we showed that changing from the paper-based to computer-based

test format had no effect on students’ performance on the low-stakes Berlin Progress

Test within a randomized matched-pair design. This is in accordance with the study of

Hochlehnert, Brass, Moeltner, and Jünger (2011) which investigated self-selected groups.

This means computer-based low-stakes assessment can be used as formative assessment

without disadvantaging the participants.

In the fifth study we identified institutional strategies related to acceptability of a low-

stakes progress test which were drawn from the self-determination theory of Ryan and Deci

(2000). We found connections with the following strategies: (1) discussion of low perfor-

mance with the mentor, (2) consequences for not participating, (3) give choice of place

and date of test taking. Serious test-taking behavior was more likely if students were given

choices and the low-stakes progress test was presented as assessment, or students were

given no choices and the test was presented as evaluation. There are several authors who

emphasize the importance of providing dialogue for effective feedback (Irons, 2008; Nicol

& Macfarlane-Dick, 2006; Smyth, 2004; van der Vleuten, Schuwirth, Driessen, Govaerts,

& Heeneman, 2015) which is fulfilled in strategy (1). When discussing low performance

in progress tests, a mentor can provide a safe environment and a teacher/learner rela-

tionship, which is important when using assessment to support learning (Schut, Driessen,

van Tartwijk, van der Vleuten, & Heeneman, 2018). Mentors can facilitate or hinder

receptivity to feedback (Harrison et al., 2016). Therefore it requires a commitment by

faculty, especially mentors, to offer supportive mentorship and “create a learning environ-
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ment free from the restraints of traditional assessment design” (Harrison & Wass, 2016,

p. 705). Although studies have shown that consequences (2) like grading (Baumert &

Demmrich, 2001) or consequences for the institution (Liu, Rios, & Borden, 2015) impact

performance, there is, to my knowledge, no published study showing that consequences of

not participating also have an effect of the performance on low-stakes assessments. Giving

students choice (3) can enhance the intrinsic motivation and thus performance (Patall,

Cooper, & Robinson, 2008). In contrast to these prior findings of the meta-analysis, we

found hints that the motivation level (extrinsic vs. intrinsic level) might have an influence

on the strategy for giving choices for students. Not all strategies we derived from self-

determination theory (Ryan & Deci, 2000) showed the expected effects. An assessment

system within a curriculum is such a complex system with many (unkonwn) influencing

variables that large effects are needed to statistically prove an influence (Ringsted, Hodges,

& Scherpbier, 2011). On the other hand, some strategies might be good in theory, but

don’t work in practice as intended. In this study there are some questions that remain

open. Firstly, there are no studies that examine the relationship between the effectiveness

of institutional strategies and the motivation levels of students. This would take into

account the perspective of the students. In this context, it would also be important to

examine the influence of peers and the influence of the social and emotional support from

teachers on commitment to learning. There are some studies from the school sector that

provide evidence that these factors have an influence and must therefore be taken into

account in the context of investigations of test efforts in low-stakes assessment (Ketonen

& Hotulainen, 2019; Kindermann, 2007; Ruzek et al., 2016; Warburton, 2017; Wentzel,

Battle, Russell, & Looney, 2010; Wentzel, Muenks, McNeisha, & Russell, 2017).

Our studies stand out from the literature because we were able to study large amounts

of data and long periods of time, and we were able to include different medical schools

with different curricula and implementation conditions for the low-stakes Berlin Progress

Test. In our research we could show that there are several options to identify students

with low test-taking effort. Low-stakes assessments can be made more valid by eliminating

their results from further analyses (Barry et al., 2010; Hosch, 2012; Setzer et al., 2013;
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Wise, 2009; Wise & DeMars, 2005). This is especially important in the case of large-scale

assessments, which are low-stakes for students, but high-stakes for institutions and policy

(Breakspear, 2012; Fullan, 2009).

On the other hand, we identified strategies to increase acceptability of low-stakes as-

sessment which is especially important for low-stakes assessments that are used as feedback

instruments, e.g. in self-regulated learning settings. These strategies are

� computer-based assessment with immediate feedback,

� discussion of low performance with a mentor,

� consequences for not participating,

� if you give students a choice of place and time for taking a low-stakes progress

test, integrate the low-stakes test into the assessment system rather than into the

evaluation system.

There are several limitations of the research that have to be mentioned. The restric-

tions of each study are discussed within each paper. The literature review conducted in

the background chapter that led to the research aims also has limitations. First, there

are language restrictions: some publications on progress tests might be in the language of

the university where they are administered. I only used information that was available in

English or German making it possible that the information presented in the background

chapter is not complete. Of the low-stakes progress tests presented in the background

chapter, the progress test in Finland (Freeman et al., 2010) is not included in the liter-

ature review due to a lack of publications in English. Second, some of the considered

publications are rather old. It is conceivable that some of the progress tests no longer

exist or have changed. For example, the progress test at the University of Missouri-

Kansas City had low-stakes consequences in the beginning (Willoughby et al., 1977) and

moderate consequences some years later (Arnold & Willoughby, 1990). This should not

affect the conclusions from the comparison because the papers referred to the respective

versions of either the low-stakes or the moderate-stakes progress test. Third, there is a

limitation of my literature research that affects the problem of non-serious test-takers.
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It is possible that the problem of non-serious test-takers is not published on by each

working group where this problem occurs. Thus, we probably face a classic file-drawer

problem (Dickersin, 1990; Scargle, 2000). There might be an unknown number of studies

or project reports that were not published due to non-serious test-takers in low-stakes

progress tests. On the other hand, there might be an unknown number of non-serious

test-takers in moderate-stakes progress testing as well. In moderate stakes progress tests,

students’ results are accumulated over a certain number of successive tests. It might be

conceivable that students who “passed” the required number of successive tests will have

less test-taking effort on the final of successive test(s) and therefore their performance

would decrease; however, there is no published study on this issue. Therefore it is pos-

sible that the systematic comparison of moderate-stakes and low-stakes progress tests is

biased. Based on the long experience with the low-stakes Berlin Progress Test, the chal-

lenges of low-stakes progress tests are known and possible biases can be discerned, but

not for moderate-stakes progress tests. Another limitation is the number of controlled

or uncontrolled variables which are taken into account in one study. Many influencing

variables play a role when considering the strategies for increasing the acceptability of a

low-stakes test. Results from studies at one faculty in which influencing factors are kept

constant are probably less generalizable to other faculties than multisite studies. In mul-

tisite studies with many uncontrollable influences, however, the measured effects become

smaller. In this work I only considered low-stakes knowledge progress tests with large

samples of test-takers. I excluded all other kinds of low-stakes assessment, like forma-

tive workplace-based assessment. In situations where one facilitator observes one student

and gives feedback it is unlikely that students don’t give their best. Additionally, in the

studies of acceptability we focused on strategies that concentrate on the individual level

of the low-stakes progress test, meaning the purpose of formative assessment. Therefore

all findings in my acceptability studies only help to improve low-stakes assessment with

formative purpose and large samples.

One question on the individual (feedback) level remains open: the educational impact

of “assessments for learning”. It is still unclear under which conditions low-stakes and
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moderate-stakes assessments serve the purpose of guiding the learning process, which is

part of self-regulated learning. Studying the functioning of low-stakes progress tests can

be a great chance to understand the process of self-regulated learning in different set-

tings. One might argue that it is too much effort to increase acceptability of a low-stakes

assessment and therefore stakes have to be raised to solve the problem of non-serious

test-takers. If the stakes are raised, acceptability might increase (Wolf & Smith, 1995),

but also test anxiety (Cassady & Johnson, 2002), costs of administration and required

resources (Brown & Finney, 2011; Wise & DeMars, 2005). But the most important focus

on “assessment for learning” will shift back to “assessment of learning”. A lack of educa-

tional impact, more precisely the impact on future learning in formative assessment, will

be the consequence (Hawthorne, Bol, Pribesh, & Suh, 2015). If we simply raise stakes,

there might be the danger of thinking anything goes because there are no non-serious

test-takers, but they are only the symptom of a non-functioning formative assessment.

If we do not question the utility of our assessments, it is, without any doubt, easy to

run a non-functioning assessment. Only when we do understand the influencing variables

of utility, especially test-taking effort and acceptability, in low-stakes assessments and

use low-stakes (formative) assessment as a comprehensible part of undergraduate training

will we have students who focus on learning for life, rather than learning how to effec-

tively pass assessments. Grades are external motivators. We should instead focus on

the learning process and on intrinsic motivators for learning because the learning process

lasts throughout life and external motivators are not always available. As long as we see

assessments as end-of-whatever measurements, they will only be useful if they motivate

extrinsically and students will be grade-driven instead of self-regulated.
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Zeitschrift für Medizinische Ausbildung , 25 (1), Doc74. Retrieved from

http://www.egms.de/de/journals/zma/2008-25/zma000558.shtml

Given, K., Hannigan, A., & McGrath, D. (2016). Red, yellow and green: What does

it mean? How the progress test informs and supports student progress. Medical

Teacher , 38 (10), 1025-1032. doi: https://doi.org/10.3109/0142159X.2016.1147533

Haladyna, T., & Downing, S. (2004). Construct-irrelevant variance in high-stakes test-

ing. Educational Measurement , 23 (1), 17-27. doi: https://doi.org/10.1111/j.1745-

3992.2004.tb00149.x

Haladyna, T., Downing, S., & Rodriguez, M. (2010). A review of multiple-choice item-

writing guidelines for classroom assessment. Applied Measurement in Education,

15 (2), 309-333. doi: https://doi.org/10.1207/S15324818AME1503 5

Hanß, F. (2013). Der Leistungscheck. Entwicklung und Einführung eines fachspezifischen
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