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#### Abstract

Entropy may be regarded as the physical quantity with the most facets. It is successfully used to describe aspects of the three intriguing phenomena: equilibrium, uncertainty and entanglement.

Despite its central meaning, formulating physical laws in terms of entropy can become unfavorable, for which we give three examples: the lack of well-defined continuum limits often prevents universal descriptions for discrete, continuous and infinite-dimensional degrees of freedom. The entropy of a subregion in a quantum field theory exhibits an ultraviolet divergence, which can not be renormalized. Entropies of marginal distributions do not capture the full information about a global distribution.

The first two problems can be traced back to the entropy being an absolute measure of missing information. To overcome these, we propose a more regular use of relative entropy in situations where entropy shows its flaws. Relative entropy allows us to unify entropic descriptions or to extend them into new regimes of validity.

In this thesis, we use relative entropy to formulate a new principle of inference, to develop thermodynamics in terms of model states, to derive divergence-free second law-like inequalities for relativistic fluids, to unify entropic uncertainty relations for discrete and continuous variables and to deduce the first entropic uncertainty relation for a quantum field.

The third problem becomes relevant in the context of entanglement witnessing for continuous variable systems. In contrast to standard separability criteria, which are based on measuring two observables separately, we start from a phase space representation of the quantum state. We find a perfect witness for pure state entanglement and derive entropic and even more general separability criteria, allowing us to certify entanglement in undetected regions.


## ZUSAMMENFASSUNG

Die Entropie kann als die facettenreichste physikalische Größe angesehen werden. Man verwendet sie, um Aspekte von drei faszinierenden Phänomenen zu beschreiben: Gleichgewicht, Unschärfe und Verschränkung.
Trotz ihrer zentralen Bedeutung kann es ungünstig sein, physikalische Gesetze mit Entropie zu formulieren, wofür wir drei Beispiele anführen: Das Fehlen wohldefinierter Kontinuumslimites verhindert oft universelle Beschreibungen für diskrete, kontinuierliche und unendlich dimensionale Freiheitsgrade. Die Entropie einer Subregion in einer Quantenfeldtheorie weist eine ultraviolette Divergenz auf, die sich nicht renormieren lässt. Entropien von Marginalverteilungen erfassen nicht die vollständige Information über eine globale Verteilung.

Die ersten beiden Probleme lassen sich darauf zurückführen, dass die Entropie ein absolutes Maß für fehlende Informationen ist. Um diese zu überwinden, schlagen wir eine regelmäßigere Verwendung der relativen Entropie in Situationen vor, in denen die Entropie ihre Schwachstellen zeigt. Die relative Entropie ermöglicht es uns, entropische Beschreibungen zu vereinheitlichen oder sie auf neue Geltungsbereiche zu erweitern.
In dieser Arbeit verwenden wir die relative Entropie, um ein neues Inferenzprinzip zu formulieren, die Thermodynamik mit Modellzustände zu entwickeln, divergenzfreie zweite Hauptsatz-ähnliche Ungleichungen für relativistische Fluide abzuleiten, entropische Unschärferelationen für diskrete und kontinuierliche Variablen zu vereinheitlichen und die erste entropische Unschärferelation für ein Quantenfeld herzuleiten.
Das dritte Problem wird im Zusammenhang mit dem Nachweis von Verschränkung für Systeme mit kontinuierlichen Variablen relevant. Im Gegensatz zu standardmäßigen Separabilitätskriterien, die auf der getrennten Messung zweier Observablen beruhen, gehen wir von einer Phasenraumdarstellung des Quantenzustands aus. Wir finden ein perfektes Kriterium für die Verschränkung reiner Zustände und leiten entropische und noch allgemeinere Separabilitätskriterien ab, die es uns ermöglichen, Verschränkung in unentdeckten Regionen nachzuweisen.
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## NOTATION

Throughout this thesis, we work in terms of natural units $\hbar=c=$ $k_{\mathrm{B}}=1$ and drop operator hats. Instead, operators are denoted by bold symbols, e.g. $\boldsymbol{X}$, while vectors are equipped with a vector symbol, e.g. $\vec{x}$, and expectation values or classical variables are written in normal font, e.g. $X$. The number of spacetime dimensions is labeled with $d$, while for the Hilbert space dimension we use $D=\operatorname{dim} \mathcal{H}$. Vacuum quantities are denoted with a bar, e.g. $\bar{\rho}$. A composite system is called 12 with the subsystems 1 and 2 . We generically use the symbol $S$ for every entropy and specify it further by its argument. For example, $S(\boldsymbol{\rho})$ denotes the von Neumann entropy of the quantum state $\rho$. However, what is denoted as argument is sometimes not the argument of any entropy functional in a strict sense. This applies in particular to a conditional entropy $S\left(\rho_{1} \mid \rho_{2}\right)$ and a mutual information $I\left(\rho_{1}: \rho_{2}\right)$. Hence, entropic quantities are particularized based on their meaning.

## ACRONYMS

QM Quantum Mechanics
QFT Quantum Field Theory
UV Ultraviolet
EUR Entropic Uncertainty Relation
MU Maassen-Uffink
BBM Białynicki-Birula-Mycielski
FL Frank-Lieb
REUR Relative Entropic Uncertainty Relation
wL Wehrl-Lieb
CPTP Completely Positive Trace-Preserving
PTP Positive Trace-Preserving
povm Positive Operator-Valued Measure
PVM Projection-Valued Measure
LOCC Local Operations and Classical Communication
REoE Relative Entropy of Entanglement
PPT Positive Partial Transpose
EPR Einstein-Podolsky-Rosen
MGVT Mancini-Giovannetti-Vitali-Tombesi

DGCZ Duan-Giedke-Cirac-Zoller
WTSTD Walborn-Taketani-Salles-Toscano-de Matos Filho

## IR Infrared

TMSV Two-Mode Squeezed Vacuum
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> "[...] every physical quantity, every it, derives its ultimate significance from bits, binary yes-or-no indications, a conclusion which we epitomize in the phrase, it from bit."
> - John Archibald Wheeler [2]
motivation Modern physics provides a fascinating richness of ideas and theories, including for example Quantum Mechanics (QM), Quantum Field Theory (QFT) and General Relativity. What these theories have in common is that they shifted well-established paradigms and were astonishingly successful in setting new standards on how precise experimental outcomes can be predicted.
However, at first sight, they are concerned with different phenomena on well separated scales and make use of rather dissimilar mathematical methods and concepts. This not only raises the desire for unification, but more importantly leads to the pressing question what is fundamental?
Some physicists may answer quantum fields, others may say spacetime. Many years after Shannon published his groundbreaking work on classical information theory [3, 4], information has become a valid alternative. Most importantly, Shannon gave the abstract concept of information a rigorous framework by establishing entropy as the measure for the missing information about a probability distribution.
At that time, entropy played an important role in physics already, most prominently in the contexts of statistical physics [5-7], quantum physics [8] and Szilard's treatment of Maxwell's demon [9]. However, it was Shannon's information theoretic approach which related entropy and information, showing that information is physical [10].
In the last three decades, the information theoretic viewpoint became a lot more common among physicists, especially in the context of quantum physics [11-13]. Nowadays physical laws are often expressed in terms of information theoretic quantities and quantum systems are regularly analyzed with information theoretic methods. Timely examples include quantum computing [14, 15] or the black hole information paradox [16-18].
However, some entropic descriptions are not satisfactory. In this thesis, we develop several methods to overcome fundamental problems of the entropy functional or to sharpen entropic statements. To that
end, we make use of two underestimated concepts: relative entropy [19-21] and entropy in quantum mechanical phase space [22,23].

The relative entropy is a measure for the distinguishability of two probability distributions. As a relative measure of information, it shows rather universal properties. Especially, it often remains finite and keeps its properties when the entropy does not, for example when taking limits. Further, the entropy in phase space allows for a more complete description as opposed to considering the entropies of position and momentum separately.

We will apply our methods to describe the three phenomena equilibrium, uncertainty and entanglement. The problems or disadvantages of established entropic descriptions thereof and our proposals to resolve these issues are discussed for each phenomenon separately.

EQUILIBRIUM Classical distributions and quantum states describing equilibrium situations can be derived from Jaynes' maximum entropy principle [24-27]. More precisely, the three thermodynamic ensembles microcanonical, canonical and grand canonical follow when maximizing entropy and assuming proper normalization and fixed expectation values for energy and particle number, respectively.

Although the maximum entropy principle was designed for this task, its applicability goes far beyond statistical physics. It is a fundamental principle of inference and as such predicts the optimal prior distribution or quantum state when only little information (often in terms of expectation values of macroscopic quantities) is given. In simple words, it expresses the intuition that the best guess should have least information content [27].

In Chapter 5, we formulate an alternative: the principle of minimum expected relative entropy for classical distributions (5.20) and quantum states (5.39). It postulates that the optimal prior is least distinguishable from other distributions on average and corresponds to the central point on the manifold of allowed distributions. Also, it closes a gap to the well-established principle of minimum discrimination information [20]. Although the latter is formulated in terms of relative entropy as well, it rather aims at updating a given prior distribution when additional information becomes available.

With the principle of minimum expected relative entropy at hand we reformulate thermodynamics in terms of relative entropy in Chapter 6, for which our motivation is twofold.

First, we want to extend the concepts of thermodynamics such as temperature and chemical potential beyond the situation where a system is in equilibrium. We propose a formulation in terms of thermodynamic reference states, which allows us to assign temperature and chemical potential to arbitrary states, see e.g. (6.28). Further, relative entropy captures thermal fluctuations (6.12) and encodes naturally
the second law of thermodynamics (6.35) as a special case of a central theorem about how quantum information can be processed.

Second, we want to understand better how thermodynamic concepts can be applied locally in the context of fluid dynamics and QFT. Here, entropy comes with two severe drawbacks. In fluid dynamics, one typically works in terms of entropy current densities, which are only well-defined in equilibrium. In addition, if one tries to define such an entropy from a more fundamental QFT, one has to deal with unavoidable Ultraviolet (UV) divergences due to entanglement. In contrast, a local relative entropy is free of such divergences and allows one to work with thermodynamic model states outside of equilibrium.

We apply the ideas gathered in Chapter 6 to fluids and quantum fields in Chapter 7. We establish a heuristic notion of local equilibrium with relative entropy in (7.19) and derive divergence-free second lawlike inequalities in terms of relative entropy $(7 \cdot 37)$ from first principles.
uncertainty For a long time the uncertainty principle was expressed through variances by default. However, such descriptions are unsatisfactory from an information theoretic perspective. The variance represents only the second moment of a measured probability distribution and lacks information about the full distribution.
Nowadays, the uncertainty principle is conveniently formulated in terms of Entropic Uncertainty Relations (EURs) [28, 29]. The three most well-known relations are the Maassen-Uffink (MU) relation [30, 31] for discrete variables (e.g. spin observables) and the Białynicki-BirulaMycielski (BBM) [32] and Frank-Lieb (FL) [33] relations for continuous variables (e.g. position and momentum). Interestingly, the BBM relation is strictly stronger and implies the well-known relation by Heisenberg and Kennard, showing the supremacy of an entropic formulation.

In the field of EURs, entropy demonstrates its longest known flaw. Overlooked by Shannon and noticed by Jaynes, the entropy functional for discrete probabilities does not have a well-defined analog for probability density functions [26]. More precisely, the so-called differential entropy for probability densities (also defined by Shannon in [4]) does not correspond to the continuum limit of Shannon's discrete entropy. Instead, an infinite negative constant has to be added, breaking fundamental properties such as non-negativity.

Hence, it is not surprising that the two types of observables are described by different EURs. So far, only the MU and the FL relations have been unified, based on a formal measure-theoretic argument [33]. We propose a more direct unification in terms of relative entropy, the Relative Entropic Uncertainty Relation (REUR) (8.34), which we formulate in Chapter 8.

This approach demonstrates its advantages when considering quantum fields. In Chapter 9, we show that the field theory limit leads to divergences for the entropy associated with the probability density
functional of field configurations. These divergences are generic and well-known, for example from the vacuum energy, rendering every EUR ill-defined in the field theory limit. In contrast, relative entropy does not exhibit these divergences, allowing us to derive the first well-defined REUR for a scalar quantum field (9.36).

Also, we analyze EURs in canonical phase space by comparing relations based on marginal distributions with the Wehrl-Lieb (WL) relation $[23,34]$ formulated for a full phase space distribution in Chapter 10. In particular, we investigate which relation is closest to equality for a generic set of states. This is not only interesting by itself but is also very relevant for entanglement detection.
entanglement Entanglement is the defining feature of quantum physics when considering one (or more) partitions of a system. Entanglement can cause the global entropy to be smaller than any local entropy, which is impossible for classical systems [35]. It is nowadays believed that entanglement plays an important role for several phenomena, including for example the thermalization of isolated quantum systems [36-38], black hole evaporation [39-41] and quantum supremacy [14].

However, it is rather hard to determine whether a given state is entangled or not, which is the so-called separability problem [42]. This problem remains unsolved except for a few special cases, for instance, Hilbert spaces of small dimensions and Gaussian states. Continuous variable systems with an infinite-dimensional Hilbert space prove to be particularly challenging for certifying entanglement.

Typically, one formulates conditions which are fulfilled by all separable states, so-called separability criteria, whose violation shows entanglement. For continuous variables, criteria were derived for the second moments of position and momentum measurements [43-46]. Also entropic criteria, which are stronger than the latter especially in the non-Gaussian regime, have been found [47-51].

These criteria have two things in common: First, they all make use of an uncertainty relation and second, they are all based on measuring position and momentum separately. Motivated by our findings in Chapter 10, we formulate several separability criteria for a full phase space distribution, pushing the boundaries of entanglement witnessing in continuous variable systems.

In Chapter 11, we show that a mutual information of a full phase space distribution (11.11) serves as a perfect witness for pure state entanglement. Then, we derive entropic criteria for mixed states (12.15) and show their outperfomance over other entropic criteria in Chapter 12. Finally, we deduce a more general set of criteria (13.10) in Chapter 13 for concave functions. Their experimental implementation is outlined by applying them to discretized distributions (13.26).

## Part I

## A PRIMER ON ENTROPY

We begin with introducing the three phenomena equilibrium, uncertainty and entanglement and the information theoretic methods required for a modern description thereof. In particular, we discuss the role of entropy within classical information (Chapter 2), quantum information (Chapter 3) and quantum fields (Chapter 4). An emphasis is put on how entropic quantities can be used to describe the physical phenomena we are concerned with.

## 2 <br> CLASSICAL INFORMATION

In simple words, classical information theory is concerned with probability distributions and how the information they contain about the underlying random variable can be quantified, stored and communicated. The theory goes back to early ideas by Nyquist [52, 53], Hartley [54], the groundbreaking papers of Shannon [3, 4] (see also [55]) and the follow-up work by Kullback and Leibler [19] (see also [20]) and Jaynes [24, 25] (see also [26, 27]).

Despite the success of QM , classical information theory is still of great importance to modern-day research. Any measurement, independent of whether the system of interest is well-described by a classical or a quantum theory, produces classical probability distributions, which have to be analyzed with the tools of classical information theory.

A rather significant distinction has to be made between discrete and continuous variables, i.e. between probabilities and probability densities. In the following, we include both cases and point out important differences. We follow standard literature on this subject [11, 12, 56].

### 2.1 PROBABILITY DISTRIBUTIONS AND DENSITIES

random variables Let us consider a random variable $X$ which can take values $x$ in some set $\mathcal{X}$, called alphabet, i.e. $x \in \mathcal{X}$. Whether the random variable $X$ is called discrete or continuous depends on the cardinality of the alphabet $\mathcal{X}$. For discrete variables, $\mathcal{X}$ is finite or at least countable, whereas continuous variables are characterized by $\mathcal{X}$ being uncountable, such that

$$
\mathcal{X}=\left\{\begin{array}{lll}
\left\{e_{i}\right\}_{i \in I} & \text { with } & I \subseteq \mathbb{N}  \tag{2.1}\\
(a, b) & \text { for discrete } X & a, b \in \mathbb{R}
\end{array} \text { for continuous } X .\right.
$$

probability In the case of discrete variables, one can associate a real number to every event $x \in \mathcal{X}$, which we call probability $p(x)$. Instead, for continuous variables, we work with a real-valued function $f:(a, b) \rightarrow \mathbb{R}$, which we refer to as the probability density $f(x)$. In both cases, we speak of a distribution.

The probability $p(x)$ and the probability density $f(x)$ can be fully characterized by the three Kolmogorov axioms [58], which require that they are
"[...] the theory of probabilities is at bottom only common sense reduced to calculus." -Pierre-Simon Laplace [57]

1. non-negative

$$
\begin{equation*}
p(x), f(x) \geq 0 \text { for all } x \in \mathcal{X} \tag{2.2}
\end{equation*}
$$

2. normalized to unity

$$
\begin{equation*}
\sum_{x \in \mathcal{X}} p(x)=\int_{x \in \mathcal{X}} \mathrm{~d} x f(x)=1 \tag{2.3}
\end{equation*}
$$

3. additive for mutually exclusive events $x_{i} \in \mathcal{X}_{i}$ of countably many disjoint sets $\mathcal{X}_{i} \subseteq \mathcal{X}$

$$
\begin{equation*}
p\left(\cup_{i} x_{i}\right)=\sum_{i} p\left(x_{i}\right) \tag{2.4}
\end{equation*}
$$

The last axiom holds equivalently for continuous variables. This can be seen after associating a probability for measuring a value in some finite interval, i.e. $x \in \mathcal{X}_{j} \subseteq \mathcal{X}$ with $\mathcal{X}_{i}$ being an uncountable subset of the full alphabet $\mathcal{X}$, by integrating over all elements in $\mathcal{X}_{j}$, such that

$$
\begin{equation*}
p\left(x \in \mathcal{X}_{j}\right)=\int_{x \in \mathcal{X}_{j}} \mathrm{~d} x f(x) \tag{2.5}
\end{equation*}
$$

Furthermore, the three axioms imply many well-known basic rules of probability theory, for example that probabilities are bounded from above, i.e. $p(x) \leq 1$ for all $x \in \mathcal{X}$ (while probability densities remain unbounded) or the sum rule for non mutually exclusive events.

EXAMPLE: DISCRETE AND CONTINUOUS DISTRIBUTIONS To illustrate Kolmogorov's axioms and the conceptual differences between the two cases of variables, we consider (a) probabilities of an unfair die with $\mathcal{X}=\{1,2,3,4,5,6\}$ (Figure 2.1a) and (b) a Gaussian probability density $f(x)$ of variance $\sigma^{2}=1$ with $\mathcal{X}=\mathbb{R}$ (Figure 2.1b).


Figure 2.1: Comparison of (a) discrete probabilities and (b) a continuous probability density. The non-negativity and normalization axioms can be read off, while the colored events/regions indicate probabilities $p_{1} \approx 0.273$ and $p_{2} \approx 0.157$ of mutually exclusive sets computed by using the additivity axiom.

JOINT AND CONDITIONAL PROBABILITY The previous discussion can be extended to two (or more) random variables. Here, we additionally consider a second random variable $Y$ with analogous notation as above. Then, we can associate a joint probability $p_{12}(x, y)$ or a joint probability density $f_{12}(x, y)$, respectively, to the joint measurement of $X$ and $Y$, which also fulfill Kolmogorov's axioms.

Individual distributions $p_{1}(x)$ or $f_{1}(x)$ (analogously for the other variable $Y$ ) can be computed from marginalization

$$
\begin{equation*}
p_{1}(x)=\sum_{y \in \mathcal{Y}} p_{12}(x, y), \quad f_{1}(x)=\int_{y \in \mathcal{Y}} \mathrm{~d} y f_{12}(x, y) \tag{2.6}
\end{equation*}
$$

Moreover, if one of the two observables is measured, e.g. measuring $Y$ gives $y$, one can associate a conditional probability $p_{1}(x \mid y)$ or conditional probability density $f_{1}(x \mid y)$ to the remaining random variable $X$, which are defined via

$$
\begin{equation*}
p_{1}(x \mid y)=\frac{p_{12}(x, y)}{p_{2}(y)}, \quad f_{1}(x \mid y)=\frac{f_{12}(x, y)}{f_{2}(y)} \tag{2.7}
\end{equation*}
$$

Note that in the latter case it may be necessary to require strict positivity of the marginal density $f(y)>0$.

If and only if the two random variables $X$ and $Y$ are uncorrelated, the joint distributions factorize, i.e.

$$
\begin{equation*}
p_{12}(x, y)=p_{1}(x) \times p_{2}(y), \quad f_{12}(x, y)=f_{1}(x) \times f_{2},(y) \tag{2.8}
\end{equation*}
$$

and the conditional distributions reduce to the respective marginals

$$
\begin{equation*}
p_{1}(x \mid y)=p_{1}(x), \quad f_{1}(x \mid y)=f_{1}(x) \tag{2.9}
\end{equation*}
$$

### 2.2 CLASSICAL ENTROPIES

SHANNON AND DIFFERENTIAL ENTROPY Arguably one of the most important contributions to information theory came from Shannon in the invention of a reasonable measure for the missing information about a distribution, which is the entropy. Although entropy is the fundamental quantity in information theory, it can not be consistently defined for discrete and continuous random variables [26]. This has major consequences on how physical laws have to be formulated, which will be one of our central topics.

Let us begin with the discrete case, where the entropy is named after Shannon himself. The entropy $S(p)$ of a discrete probability distribution $p(x)$ can be constructed axiomatically (up to a multiplicative constant) [3], but we rather follow an intuitive approach based on the notion of surprise [59]. To any event $x$ one can associate a surprise $-\ln p(x)$, which is motivated by the surprise being small when
"My greatest concern was what to call it. I thought of calling it 'information,' but the word was overly used, so I decided to call it 'uncertainty.' When I discussed it with John von Neumann, he had a better idea. Von Neumann told me, 'You should call it entropy, for two reasons. In the first place your uncertainty function has been used in statistical mechanics under that name, so it already has a name. In the second place, and more important, no one really knows what entropy really is, so in a debate you will always have the advantage." - Claude
E. Shannon [6o]
the event $x$ is likely and additive for independent events. Then, the Shannon entropy is defined as the average surprise

$$
\begin{equation*}
S(p)=-\sum_{x \in \mathcal{X}} p(x) \ln p(x) \tag{2.10}
\end{equation*}
$$

It serves as a measure for the missing information or uncertainty about $p(x)$. Also, it is non-negative $S(p) \geq 0$ (zero if and only if one event $x$ is certain) and attains a global maximum $S(p)=\ln N$ for the uniform distribution $p(x)=\frac{1}{N}$ of a finite alphabet $|\mathcal{X}|=N$.

For continuous variables, the differential entropy is defined as

$$
\begin{equation*}
S(f)=-\int_{x \in \mathcal{X}} \mathrm{~d} x f(x) \ln f(x) \tag{2.11}
\end{equation*}
$$

It can be interpreted as a measure for the localization of a probability density $f(x)$ and, in contrast to the Shannon entropy $S(p)$, the differential entropy $S(f)$ can become negative if a distribution is highly localized. Also, it is in general not invariant under a reparameterization of the underlying random variable $x \rightarrow x^{\prime}(x)$. Hence, an interpretation as a measure for missing information similarly to the Shannon entropy is not possible. In fact, the two definitions (2.10) and (2.11) are related via a negative infinite offset

$$
\begin{equation*}
S(f)=\lim _{\Delta x \rightarrow 0}(S(p)+\ln \Delta x) \tag{2.12}
\end{equation*}
$$

where $\Delta x$ is the width of a bin used to discretize $f(x)$. However, both entropies are concave, i.e. for a mixture of distributions $p(x)=$ $\sum_{i} \lambda(i) p_{i}(x)$ or $f(x)=\sum_{i} \lambda(i) f_{i}(x)$ with $\lambda(i)$ being a discrete probability distribution itself, we obtain

$$
\begin{equation*}
S(p) \geq \sum_{i} \lambda(i) S\left(p_{i}\right), \quad S(f) \geq \sum_{i} \lambda(i) S\left(f_{i}\right) \tag{2.13}
\end{equation*}
$$

EXAMPLE: ENTROPIES OF A COIN AND A GAUSSIAN We consider the entropies of (a) a coin with alphabet $\mathcal{X}=\{$ heads, tails $\}$ and a probability $p_{1}$ for heads (Figure $2.2 a$ ) and (b) a centered Gaussian probability density $f(x)$ of standard deviation $\sigma$ (Figure 2.2b).
relative entropy Another fundamental quantity in information theory is the relative entropy, also known as Kullback-Leibler divergence [19,20]. It turns out that the properties of the relative entropy are universal in many contexts, which we will utilize often in this thesis. Most importantly, it can consistently be defined for discrete as well as continuous variables, i.e. it has a well-defined continuum limit. Namely, for two probability distributions $p(x)$ and $\tilde{p}(x)$ it reads

$$
\begin{equation*}
S(p \| \tilde{p})=\sum_{x \in \mathcal{X}} p(x)(\ln p(x)-\ln \tilde{p}(x)) \tag{2.14}
\end{equation*}
$$

while for two probability densities $f(x)$ and $\tilde{f}(x)$ it is

$$
\begin{equation*}
S(f \| \tilde{f})=\int_{x \in \mathcal{X}} \mathrm{~d} x f(x)(\ln f(x)-\ln \tilde{f}(x)) \tag{2.15}
\end{equation*}
$$



Figure 2.2: Comparison of (a) Shannon and (b) differential entropy. While the former is non-negative and takes its maximum value $\ln 2$ for the uniform distribution $p_{1}=\frac{1}{2}$, the latter becomes negative for $\sigma<\frac{1}{\sqrt{2 \pi e}}$ and grows monotonically with the broadness of the underlying distribution. Both functions are concave.

By Jensen's inequality, the relative entropy is always non-negative $S(p \| \tilde{p}), S(f \| \tilde{f}) \geq 0$ and zero if and only if the two distributions agree. Also, it is jointly convex in its two arguments. Hence, it can be interpreted as a measure for the distinguishability of the two distributions $p(x)$ and $\tilde{p}(x)$ (or $f(x)$ and $\tilde{f}(x)$ ). Nevertheless, it does not serve as a distance measure on the space of probability distributions, as it is neither symmetric nor fulfills a triangle inequality.

For our purposes, the second argument $\tilde{p}(x)$ (or $\tilde{f}(x)$ ) can be interpreted as a model or reference distribution for the true distribution given in the first argument $p(x)$ (or $f(x)$ ). Then, relative entropy measures the uncertainty deficit about the true distribution given the model.

For the relative entropy to be finite, we have to require a support condition $\operatorname{supp}[p(x)] \subseteq \operatorname{supp}[\tilde{p}(x)]($ or $\operatorname{supp}[f(x)] \subseteq \operatorname{supp}[\tilde{f}(x)])$. Otherwise, its value is set to $+\infty$ indicating that the model can be distinguished perfectly from the true distribution, as it predicts zero probability for some possible events.

Also, the relative entropy is additive for independent distributions, just as entropy itself. In contrast to entropy, relative entropy is invariant under reparameterizations $x \rightarrow x^{\prime}(x)$, which we will utilize later.

JOINT ENTROPY, CONDITIONAL ENTROPY AND MUTUAL INFORMATION As for probabilities, the notion of entropy can be extended to the case of more than one random variable. Following the discussion of joint and conditional probabilities for two random variables $X$ and $Y$, we define the joint Shannon entropy as

$$
\begin{equation*}
S\left(p_{12}\right)=-\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p_{12}(x, y) \ln p_{12}(x, y) \tag{2.16}
\end{equation*}
$$

and the conditional Shannon entropy as

$$
\begin{equation*}
S\left(p_{1} \mid p_{2}\right)=-\sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p_{12}(x, y) \ln p_{1}(x \mid y) . \tag{2.17}
\end{equation*}
$$

The information content of a system can be entirely encoded in the correlations with another system.

Both definitions can be extended to the continuous variable case in a similar fashion as shown above for the differential entropy, with the differences to the discrete variable case pointed out earlier.

Assuming finiteness of all involved entropies we find

$$
\begin{equation*}
S\left(p_{12}\right)=S\left(p_{1}\right)+S\left(p_{2} \mid p_{1}\right)=S\left(p_{2}\right)+S\left(p_{1} \mid p_{2}\right) \tag{2.18}
\end{equation*}
$$

revealing that the conditional Shannon entropy $S\left(p_{1} \mid p_{2}\right)$ can be interpreted as the remaining uncertainty encoded in $p_{1}(x \mid y)$ after observing the random variable $Y$. Non-negativity of conditional entropy implies

$$
\begin{equation*}
S\left(p_{12}\right) \geq S\left(p_{1}\right), S\left(p_{2}\right) \tag{2.19}
\end{equation*}
$$

showing that joint uncertainty is never smaller than any marginal one.
At last, we define the mutual information as the relative entropy between the joint probability distribution of interest $p_{12}(x, y)$ and the uncorrelated model $p_{1}(x) \times p_{2}(y)$

$$
\begin{equation*}
I\left(p_{1}: p_{2}\right)=S\left(p_{12} \mid p_{1} \times p_{2}\right)=S\left(p_{1}\right)+S\left(p_{2}\right)-S\left(p_{12}\right) \tag{2.20}
\end{equation*}
$$

This allows one to interpret the mutual information as a universal (i.e. for discrete and continuous variables) measure for correlations.

By Jensen's inequality, the mutual information is non-negative, which is equivalent to classical entropies being subadditive and that conditioning cannot increase entropy, i.e.

$$
\begin{equation*}
I\left(p_{1}: p_{2}\right) \geq 0 \Leftrightarrow S\left(p_{12}\right) \leq S\left(p_{1}\right)+S\left(p_{2}\right) \Leftrightarrow S\left(p_{1} \mid p_{2}\right) \leq S\left(p_{1}\right) \tag{2.21}
\end{equation*}
$$

All three relations carry over to the continuous variable case and equality holds if and only if $X$ and $Y$ are uncorrelated.

EXAMPLE: ENTROPIC VENN DIAGRAMS We illustrate the entropic quantities and their relations in terms of Venn diagrams in Figure 2.3 for discrete probability distributions $p_{1}(x)$ and $p_{2}(y)$ with unequal entropies $0<S\left(p_{1}\right)<S\left(p_{2}\right)$.


Figure 2.3: Venn diagrams for entropic quantities with increasing correlations from (a) to (c). Without correlations, entropy is additive. For some correlations, conditioning reduces marginal entropies. For full correlations, $p_{2}(y)$ contains all missing information.

## 3 QUANTUM INFORMATION

In quantum information theory, classical information theoretic concepts are lifted to the quantum level. This means that information theoretic questions are directly addressed to the state of the quantum system of interest. In this sense, the classical probability distribution as a starting point is replaced by the quantum state.

In general, quantum information theory is concerned with similar questions as classical information theory. As quantum theory comes with a set of new physical phenomena, most notably entanglement and uncertainty, the aim of a quantum information theoretic treatment can also be to describe these phenomena as precisely as possible.

In the following, we give an introduction to the quantum information theoretic framework based on common literature [11-13, 59]. Thereupon, we describe the role of entropy in thermodynamics [24, $25,61]$, measurement protocols and the quantum phase space [13, 62, 63], entropic uncertainty [28, 29, 64] and entanglement [42, 64, 65].

### 3.1 QUANTUM STATES AND QUANTUM CHANNELS

quantum states The state of a quantum system is fully described by the density operator $\rho$, which acts on the underlying Hilbert space $\mathcal{H}$ with dimension $D=\operatorname{dim}(\mathcal{H})$. Similar to Kolmogorov's construction of probabilities in Section 2.1, the density operator $\rho$ can be characterized axiomatically. We denote the set of bounded linear operators from $\mathcal{H}$ to $\mathcal{H}$ as $\mathcal{B}(\mathcal{H})$. Then, the density operator $\rho \in \mathcal{B}(\mathcal{H})$ is defined to be

1. non-negative

$$
\begin{equation*}
\rho \geq 0, \quad \text { i.e. } \quad\langle\psi| \boldsymbol{\rho}|\psi\rangle \geq 0 \text { for all }|\psi\rangle \in \mathcal{H}, \tag{3.1}
\end{equation*}
$$

2. normalized to unity

$$
\begin{equation*}
\operatorname{Tr}\{\rho\}=1, \tag{3.2}
\end{equation*}
$$

3. hermitian

$$
\begin{equation*}
\rho^{\dagger}=\rho \tag{3.3}
\end{equation*}
$$

By the spectral theorem, these axioms guarantee that there always exists a spectral decomposition in a complete orthonormal bases $\{|\psi\rangle\}_{\psi}$, such that

$$
\begin{equation*}
\rho=\sum_{\psi} p(\psi)|\psi\rangle\langle\psi|, \tag{3.4}
\end{equation*}
$$

"[...] quantum mechanics is fundamentally a theory about the representation and manipulation of information, not a theory about the mechanics of nonclassical waves or particles." Jeffrey Bub [66]
where $p(x)$ is a discrete probability distribution. In this basis, the matrix representation of $\rho$ is diagonal.

Every density operator falls into one of two classes. Namely, $\rho$ is either said to be pure, if and only if it is a projector $\rho^{2}=\rho$, which is equivalent to $p(\psi)=1$ for one particular $\psi$, such that $\rho=|\psi\rangle\langle\psi|$. If this is not the case, $\rho$ is called mixed. This distinction can be subsumed with the two conditions $\operatorname{Tr}\left\{\rho^{2}\right\}=1$ or $\operatorname{Tr}\left\{\rho^{2}\right\}<1$, respectively. Also, (3.4) intuitively means that every quantum state $\rho$ can be written as a convex combination of pure states (see also Figure 3.2).

Quantum channels Operations on quantum state $\rho$ are most generally modeled by quantum channels. Mathematically, a quantum channel is a linear map $\mathcal{N}: \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ acting on the state $\rho$, which is trace-preserving $\operatorname{Tr}\{\mathcal{N}(\rho)\}=\operatorname{Tr}\{\rho\}=1$ and completely positive, i.e. $\left(\mathcal{N} \otimes \mathbb{1}_{n}\right)(\rho) \geq 0$ for all $n \in \mathbb{N}$. Consequently, it is referred to as a Completely Positive Trace-Preserving (CPTP) map. It can always be written as $[67,68]$

$$
\mathcal{N}: \rho \rightarrow \mathcal{N}(\boldsymbol{\rho})=\sum_{\alpha} A_{\alpha} \rho A_{\alpha^{\prime}}^{+}
$$

where $A_{\alpha}$ are the so-called Kraus operators fulfilling the normalization condition $\sum_{\alpha} A_{\alpha}^{\dagger} A_{\alpha}=\mathbb{1}$. In the following, we discuss four important examples of quantum channels, which will play a major role in this thesis.
partial trace The notion of a quantum state can be extended to the case where a quantum system consists of two (or more) parts. This situation is often referred to as bipartition 12. Then, the system is described by a joint Hilbert space $\mathcal{H}_{12}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ with bases $\{|\psi\rangle\}_{\psi}$ and $\{|\phi\rangle\}_{\phi}$ for $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively, to which we assign a so-called global state $\rho_{12}$. The local states of the individual systems 1 and 2 follow by tracing over complementary degrees of freedom, i.e.

$$
\begin{equation*}
\rho_{1}=\operatorname{Tr}_{2}\left\{\rho_{12}\right\}=\sum_{\phi}\langle\phi| \rho_{12}|\phi\rangle, \tag{3.6}
\end{equation*}
$$

and analogously for $\rho_{2}$. Therein, the partial trace $\operatorname{Tr}_{i}\{$.$\} with i=1,2$ is our first example for a quantum channel.
time evolution of a closed system For a closed quantum system, the time evolution of its quantum state $\rho$ is described by the von Neumann equation

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}=-i[\boldsymbol{H}, \boldsymbol{\rho}] \tag{3.7}
\end{equation*}
$$

where $\boldsymbol{H}$ denotes the Hamilton operator of the system and [...] is the commutator. Note that we work in the Schrödinger picture where states are time-dependent $\rho=\rho(t)$ while observables are stationary. For pure states $\rho=|\psi\rangle\langle\psi|$, (3.7) reduces to the Schrödinger equation.

The von Neumann equation is formally solved by the self-contained expression

$$
\begin{equation*}
\boldsymbol{\rho}\left(t_{\mathrm{f}}\right)=\boldsymbol{U}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right) \boldsymbol{\rho}\left(t_{\mathrm{i}}\right) \boldsymbol{U}^{\dagger}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right), \tag{3.8}
\end{equation*}
$$

where $t_{\mathrm{f}}>t_{\mathrm{i}}$ are two instances of time and $\boldsymbol{U}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)$ denotes the unitary time evolution operator from $t_{\mathrm{i}}$ to $t_{\mathrm{f}}$, which reads

$$
\begin{equation*}
\boldsymbol{U}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)=e^{-i \boldsymbol{H}\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)} \tag{3.9}
\end{equation*}
$$

and fulfills $\boldsymbol{U} \boldsymbol{U}^{\dagger}=\boldsymbol{U}^{\dagger} \boldsymbol{U}=\mathbb{1}$. Hence, closed quantum systems evolve unitarily in time. Also, (3.8) shows that unitary time evolution is a quantum channel with the unitary time evolution operator (3.9) being the Kraus operator.
time evolution of an open system An open quantum system typically does not evolve unitarily, for example due to the exchange of energy with its environment. Exemplary, one may think of a subsystem of a closed system or a system which is in thermal contact with a heat bath. The time evolution of an open system is, depending on the initial conditions, described by a quantum channel $\mathcal{N}$ of the form (3.5), or at least by a Positive Trace-Preserving (PTP) map $\mathcal{M}$, which fulfills $\mathcal{M}(\boldsymbol{\rho}) \geq 0$, but is not completely positive in general [69-71].
measurements In quantum information theory, measurements are mathematically described in the framework of Positive OperatorValued Measures (POVMs). The measurement of an observable $M$ can be represented as a collection of hermitian operators $\left\{\boldsymbol{M}_{m}\right\}_{m}$, where $m$ denotes discrete or continuous outcomes drawn from the alphabet $\mathcal{M}$ corresponding to the observable $M$. To those operators one can associate the non-negative POVM elements

$$
\begin{equation*}
\boldsymbol{E}_{m}=\boldsymbol{M}_{m}^{\dagger} \boldsymbol{M}_{m} \tag{3.10}
\end{equation*}
$$

which are equipped with a resolution of the identity, i.e.

$$
\begin{equation*}
\mathbb{1}=\sum_{m} \boldsymbol{E}_{m}, \quad \mathbb{1}=\int \mathrm{d} m \boldsymbol{E}_{m} . \tag{3.11}
\end{equation*}
$$

Then, the probability $p(m)$ or probability density $f(m)$ to obtain the measurement outcome $m$ in the state $\rho$ when measuring the observable $M$ can be computed with the simple formulas

$$
\begin{equation*}
p(m)=\operatorname{Tr}\left\{\boldsymbol{\rho} \boldsymbol{E}_{m}\right\}, \quad f(m)=\operatorname{Tr}\left\{\boldsymbol{\rho} \boldsymbol{E}_{m}\right\}, \tag{3.12}
\end{equation*}
$$

respectively.
A special case of a POVM is a Projection-Valued Measure (PVM), where all POVM elements $E_{m}$ coincide with their corresponding measurement operators $\boldsymbol{M}_{m}$. This is fulfilled if and only if all considered
elements are orthogonal projectors, i.e. $\boldsymbol{E}_{m}=\boldsymbol{M}_{m}^{\dagger} \boldsymbol{M}_{m}=\boldsymbol{M}_{m}$ for orthogonal measurement operators, i.e. $\boldsymbol{M}_{m} \boldsymbol{M}_{m^{\prime}}=\delta_{m m^{\prime}} \boldsymbol{M}_{m}$ for discrete or $\boldsymbol{M}_{m} \boldsymbol{M}_{m^{\prime}}=\delta\left(m-m^{\prime}\right) \boldsymbol{M}_{m}$ for continuous outcomes $m$.

Two remarks regarding the measurements performed in experiments are in order. First, it is important to note that in experiments one always works with PVMs. However, Naimark's dilatation theorem ensures that every POVM can be represented as a PVM on an enlarged Hilbert space (see e.g. [72]). In practice, this requires coupling the system of interest to an ancilla system and performing a PVM on the joint system. Second, continuous measurements should be considered as an idealized situation. In actual experiments, measurement outcomes are always discrete as a consequence of finite resolution. We will further comment on this issue and its implications in Section 13.3.
example: quantum channels The four discussed quantum channels are altogether depicted in Figure 3.1.


Figure 3.1: Illustration of the four discussed quantum channels: partial trace $\operatorname{Tr}_{2}\{$.$\} , unitary time evolution of a closed system \boldsymbol{U}$, non-unitary time evolution of an open subsystem governed by a СРTP $\mathcal{N}$ or PTP map $\mathcal{M}$ and a measurement $\operatorname{Tr}_{1}\left\{\boldsymbol{\rho}_{1} \boldsymbol{E}_{m}\right\}$.

### 3.2 QUANTUM ENTROPIES

VON NEUMANN ENTROPY The idea of a measure for the missing information about a probability distribution can straightforwardly be extended to the quantum level. To that end, the classical probability distribution is replaced by the full quantum state. Consequently, we define the von Neumann entropy as [8]

$$
\begin{equation*}
S(\rho)=-\operatorname{Tr}\{\rho \ln \rho\} \tag{3.13}
\end{equation*}
$$

Independent of whether the system of interest possesses discrete or continuous degrees of freedom, the von Neumann entropy is nonnegative $S(\rho) \geq 0$ being zero if and only if the state is pure $\rho=$ $|\psi\rangle\langle\psi|$. Hence, it can be thought of as a measure for the uncertainty about or the mixedness of the state $\rho$.

The von Neumann entropy $S(\rho)$ is concave in $\rho$, i.e. for a mixture $\boldsymbol{\rho}=\sum_{i} \lambda(i) \boldsymbol{\rho}_{i}$ with $\lambda(i)$ being a probability distribution, we obtain

$$
\begin{equation*}
S(\boldsymbol{\rho}) \geq \sum_{i} \lambda(i) S\left(\boldsymbol{\rho}_{i}\right) . \tag{3.14}
\end{equation*}
$$

Also, $S(\rho)$ equals the Shannon entropy of the mixture probabilities $p(\psi)$ if we evaluate it in the eigenbasis of $\boldsymbol{\rho}$ as given in (3.4),

$$
\begin{equation*}
S(\boldsymbol{\rho})=S(p) \tag{3.15}
\end{equation*}
$$

implying that it takes its global maximum $S(\rho)=\ln D$ for the maximally mixed state $\rho=\sum_{\psi} \frac{1}{D}|\psi\rangle\langle\psi|$.

Another important property of the von Neumann entropy $S(\boldsymbol{\rho})$ is its invariance under unitary transformations $\boldsymbol{U}$, i.e.

$$
\begin{equation*}
S\left(\boldsymbol{U} \rho \boldsymbol{u}^{+}\right)=S(\boldsymbol{\rho}) . \tag{3.16}
\end{equation*}
$$

Together with (3.8) this implies that the mixedness of a closed quantum system stays constant over time.
example: von neumann entropy curves We consider a threestate system whose Hilbert space $\mathcal{H}$ is spanned by $\{|0\rangle,|1\rangle,|2\rangle\}$ and a diagonal quantum state $\rho=\sum_{\psi=1}^{3} p(\psi)|\psi\rangle\langle\psi|$. Curves of constant entropies $S(\boldsymbol{\rho})$ are shown in Figure 3.2.


Figure 3.2: Curves of constant von Neumann entropy $S(\rho)$ for a threelevel system on the simplex containing all states diagonal in the $\{|0\rangle,|1\rangle,|2\rangle\}$ basis. Convexity of the state space as well as increasing mixedness towards the center become visible.
quantum relative entropy The quantum relative entropy is defined for two density operators $\rho$ and $\tilde{\rho}$ as [21]

$$
\begin{equation*}
S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}})=\operatorname{Tr}\{\boldsymbol{\rho}(\ln \rho-\ln \tilde{\boldsymbol{\rho}})\}, \tag{3.17}
\end{equation*}
$$

Two states $\rho$ and $\tilde{\rho}$ are typically harder to distinguish after a quantum operation.
with the support condition $\operatorname{supp}[\rho] \subseteq \operatorname{supp}[\tilde{\rho}]$ understood. Analogous to its classical counterpart, it is a non-negative and jointly convex measure for the distinguishability of the two states $\rho$ and $\tilde{\rho}$ being zero if and only if $\rho=\tilde{\rho}$.
The quantum relative entropy is used to formulate one of the most fundamental theorems in quantum information theory, which is referred to as monotonicity of quantum relative entropy under quantum channels $\mathcal{N}$ and reads

$$
\begin{equation*}
S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}}) \geq S(\mathcal{N}(\boldsymbol{\rho}) \| \mathcal{N}(\tilde{\boldsymbol{\rho}})) \tag{3.18}
\end{equation*}
$$

with equality for unitary channels. This inequality has been proven also for PTP maps in [73] and was further strengthened in [74].

CONDITIONAL VON NEUMANN ENTROPY AND QUANTUM MUTUAL INFOrmation In case of a bipartition 12, we can associate a von Neumann entropy to the global state $S\left(\rho_{12}\right)$ as well as to the two local states $S\left(\boldsymbol{\rho}_{1}\right)$ and $S\left(\rho_{2}\right)$ in the sense of (3.13). As for the states themselves, these entropies are referred to as global and local entropies, respectively.
Then, one can define the conditional von Neumann entropy via

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{1} \mid \boldsymbol{\rho}_{2}\right)=S\left(\boldsymbol{\rho}_{12}\right)-S\left(\boldsymbol{\rho}_{2}\right) \tag{3.19}
\end{equation*}
$$

as the remaining uncertainty about $\rho_{1}$ when knowing the state $\rho_{2}$, provided that all involved entropies are finite [75]. It is concave in $\rho_{12}$, but in opposition to the classical case, the quantum version of the conditional entropy can become negative,

$$
\begin{equation*}
S\left(\rho_{12}\right) \nsupseteq S\left(\rho_{1}\right), S\left(\rho_{2}\right), \tag{3.20}
\end{equation*}
$$

which we will discuss in more detail in Section 3.6. Hence, quantum theory allows for more uncertainty in the parts of a system than in the system as a whole. The quantum analog of (2.19) is instead given by the triangle inequality

$$
\begin{equation*}
S\left(\rho_{12}\right) \geq\left|S\left(\rho_{1}\right)-S\left(\rho_{2}\right)\right| . \tag{3.21}
\end{equation*}
$$

Note that if the global state is pure $S\left(\rho_{12}\right)=0$, this implies that the two local von Neumann entropies agree $S\left(\rho_{1}\right)=S\left(\rho_{2}\right)$.

Also, we define a quantum mutual information

$$
\begin{equation*}
I\left(\rho_{1}: \rho_{2}\right)=S\left(\rho_{12} \| \rho_{1} \otimes \rho_{2}\right)=S\left(\rho_{1}\right)+S\left(\rho_{2}\right)-S\left(\rho_{12}\right) \tag{3.22}
\end{equation*}
$$

which is still a non-negative measure for the (quantum and classical) correlations between the two subsystems 1 and 2 .
In complete analogy to (2.21), non-negativity of quantum mutual information is equivalent to subadditivity of quantum entropies and that conditioning cannot increase quantum entropies, i.e.

$$
\begin{equation*}
I\left(\boldsymbol{\rho}_{1}: \boldsymbol{\rho}_{2}\right) \geq 0 \Leftrightarrow S\left(\boldsymbol{\rho}_{12}\right) \leq S\left(\boldsymbol{\rho}_{1}\right)+S\left(\boldsymbol{\rho}_{2}\right) \Leftrightarrow S\left(\boldsymbol{\rho}_{1} \mid \boldsymbol{\rho}_{2}\right) \leq S\left(\boldsymbol{\rho}_{1}\right) \tag{3.23}
\end{equation*}
$$

with equality if and only if the two subsystems are uncorrelated $\rho_{12}=\rho_{1} \otimes \rho_{2}$.

### 3.3 MAXIMUM ENTROPY AND THERMODYNAMICS

the maximum entropy principle So far, we have discussed the notions of probabilities, states and how to describe their information content with the methods of (quantum) information theory. However, there remains the (probably most) elementary question of probability theory: Given a physical system and some information about it, typically in terms of expectation values of some observables, which probability distribution or state should we assign to it? In other words, how can we find an unbiased prior or what is the best guess?

An early attempt to solve this problem was given by Laplace, which is referred to as the principle of indifference. It states that in absence of any further information, the best guess is given by the uniform distribution [27]. Although this approach appears to be natural, it lacks of applicability in many cases. For example, it cannot make any statements for continuous variables on unbounded intervals or when there is indeed access to side information.

With the invention of the entropy as a measure for the missing information of a distribution (or state), a more quantitative treatment of such a question became possible, which led Jaynes to propose his maximum entropy principle $[24,25]$.

According to this principle, the best guess is given by the distribution $p(x)$ or state $\rho$, which respects the available side information and maximizes the corresponding classical or quantum entropy $S(p)$ or $S(\rho)$, respectively, i.e.

$$
\begin{equation*}
\delta S(p) \stackrel{!}{=} 0, \quad \delta S(\boldsymbol{\rho}) \stackrel{!}{=} 0 \tag{3.24}
\end{equation*}
$$

with side constraints implemented via the method of Lagrange multipliers. Note that the normalization of probabilities or states is always the minimal constraint.

To provide some heuristic argument for the reasonability of this principle, let us consider the situation in which we have found two distributions $p(x)$ and $\tilde{p}(x)$, which both respect all available side information, and have entropies $S(p)<S(\tilde{p})$. As entropy is a measure for missing information, the latter implies that $p(x)$ contains additional information, which cannot be accessed by the experiment performed. Hence, we prefer $\tilde{p}(x)$ over $p(x)$ as our best guess should not include information we do not have access to.

Note also that in absence of side information, the maximum entropy principle reduces to the principle of indifference. Hence, it may be regarded as an extension of the latter.

INFORMATION THEORETIC APPROACH TO THERMODYNAMICS Statistical physics may be regarded as the prime example for an application of the maximum entropy principle. In fact, the latter was mainly developed for justifying the distributions and states describing classical
"[...], the 'subjective' school of thought regards probabilities as expressions of human ignorance; the probability of an event is merely a formal expression of our expectation that the event will or did occur, based on whatever information is available. To the subjectivist, the purpose of probability theory is to help us in forming plausible conclusions in cases where there is not enough information available to lead to certain conclusions; thus detailed verification is not expected. The test of a good subjective probability distribution is does it correctly represent our state of knowledge as to the value of X?" Edwin T. Jaynes [24]
and quantum equilibrium situations [24,25]. Note that in the context of thermodynamics, entropies are typically multiplied with the Boltzmann constant $k_{\mathrm{B}}$ to match the definition of the thermodynamic Boltzmann entropy. As information theoretic entropies are only defined up to a multiplicative factor, one may easily adapt to this choice. For brevity, we keep natural units.
We illustrate the typical line of reasoning by making use of some simplifying assumptions. We consider a macroscopic quantum system in a finite volume $V$ and a fixed particle number $N$, which is allowed to exchange energy with a heat bath of temperature $T$. Such a system may be described by a time-independent Hamiltonian $\boldsymbol{H} \neq \boldsymbol{H}(t)$. Now, we want to find the optimal prior $\rho$ for this situation.
The Hamiltonian fulfills an eigenvalue equation

$$
\begin{equation*}
\boldsymbol{H}|n\rangle=E(n)|n\rangle, \tag{3.25}
\end{equation*}
$$

where $\{|n\rangle\}_{n}$ denotes the orthonormal basis of energy eigenstates with corresponding eigenvalues $E(n)$. For simplicity, we assume that these eigenvalues are not degenerate, i.e. $E(n) \neq E(m)$ for all $n \neq m$. Then, the von Neumann equation (3.7) implies that any stationary state $\boldsymbol{\rho} \neq \boldsymbol{\rho}(t)$ is diagonal in the energy eigenbasis

$$
\begin{equation*}
\rho=\sum_{n} p(n)|n\rangle\langle n|, \tag{3.26}
\end{equation*}
$$

where $p(n)$ is a discrete probability distribution. By the relation (3.15), the von Neumann entropy of such a state is equal to the Shannon entropy of $p(n)$, i.e. $S(\boldsymbol{\rho})=S(p)$, which can be interpreted as a classical limit and allows us to work with classical expressions in the following. Note that such a relation does not hold for degenerate eigenstates.
Furthermore, let us assume that we have access to the energy expectation value

$$
\begin{equation*}
E(p)=\operatorname{Tr}\{\boldsymbol{\rho} \boldsymbol{H}\}=\sum_{n} p(n) E(n) \tag{3.27}
\end{equation*}
$$

Then, the maximum entropy principle states that the best guess for the distribution $p(n)$ (or the state $\rho$ ) is the result of maximizing the corresponding entropy $S(p)$ (or $S(\rho)$ ) under the side constraints of normalization and a given energy expectation value (3.27), implemented via Lagrangian multipliers $\lambda$ and $\beta$, respectively. This optimization problem is solved by the canonical state

$$
\begin{equation*}
\rho_{\mathrm{c}}=\sum_{n} p_{\mathrm{c}}(n)|\boldsymbol{n}\rangle\langle\boldsymbol{n}|, \tag{3.28}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{\mathrm{c}}(n)=\frac{1}{Z_{\mathrm{c}}} e^{-\beta E(n)}, \tag{3.29}
\end{equation*}
$$

where $Z_{c}=\sum_{n} e^{-\beta E(n)}$ follows from normalization and can be identified with the canonical partition sum, from which all thermodynamic quantities can be derived. From the remaining side constraint (3.27) we find

$$
\begin{equation*}
E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)=-\frac{\partial}{\partial \beta} \ln Z_{\mathrm{c}} \tag{3.30}
\end{equation*}
$$

such that the entropy becomes

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)=\ln Z_{\mathrm{c}}+\beta E\left(\boldsymbol{\rho}_{\mathrm{c}}\right) \tag{3.31}
\end{equation*}
$$

Following the standard definition of temperature

$$
\begin{equation*}
\frac{1}{T} \equiv \frac{\partial S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)}{\partial E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)} \tag{3.32}
\end{equation*}
$$

we can identify the second Lagrangian multiplier with the inverse temperature

$$
\begin{equation*}
\beta=\frac{1}{T} \tag{3.33}
\end{equation*}
$$

At last, we find that the free energy as the thermodynamic potential is related to the canonical partition sum $Z_{c}$ via

$$
\begin{equation*}
F\left(\boldsymbol{\rho}_{\mathrm{c}}\right) \equiv E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)-T S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)=-T \ln Z_{\mathrm{c}} . \tag{3.34}
\end{equation*}
$$

To summarize, the maximum entropy principle led us to a complete description in terms of the canonical ensemble $\rho_{c}$.

We will reformulate this principle in terms of relative entropy and thereupon develop thermodynamics with relative entropy only in Chapter 5 and Chapter 6, respectively.

SECOND LAW OF THERMODYNAMICS Let us now come to the second law of thermodynamics, which may be considered as one of the most central observations about nature. In simple words, it expresses the tendency of nature to evolve towards states of higher entropy. In favor of our entropic perspective, we state the second law following Clausius' line of reasoning.

To that end, we reconsider the situation described before, i.e. a system of finite volume $V$ with fixed particle number $N$ coupled to a heat bath of temperature $T$, such that this system is well-described by the canonical state $\rho_{\mathrm{c}}$. Now, imagine that the system undergoes some process from time $t_{\mathrm{i}}$ to time $t_{\mathrm{f}}>t_{\mathrm{i}}$, in which it exchanges energy with the heat bath. Typically, one assumes processes to be quasi-stationary within the framework of thermodynamics, but as we will see later, such an assumption is not necessary to obtain second law-like inequalities. Then, Clausius' inequality states that the change in entropy $\Delta S\left(\rho_{\mathrm{c}}\right)=S_{\mathrm{f}}\left(\boldsymbol{\rho}_{\mathrm{c}}\right)-S_{\mathrm{i}}\left(\boldsymbol{\rho}_{\mathrm{c}}\right)$ is bounded from below

$$
\begin{equation*}
\Delta S\left(\boldsymbol{\rho}_{\mathrm{c}}\right) \geq \beta \Delta E\left(\boldsymbol{\rho}_{\mathrm{c}}\right), \tag{3.35}
\end{equation*}
$$

"The law that entropy always increases - the second law of thermodynamics holds, I think, the supreme position among the laws of Nature. If someone points out to you that your pet theory of the universe is in disagreement with Maxwell's equations - then so much the worse for Maxwell's equations. If it is found to be contradicted by observations - well, these experimentalists do bungle things sometimes. But if your theory is found to be against the second law of thermodynamics I can give you no hope; there is nothing for it but to collapse in deepest humiliation." - Sir Arthur $S$. Eddington [76]
where $\Delta E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)=E_{\mathrm{f}}\left(\boldsymbol{\rho}_{\mathrm{c}}\right)-E_{\mathrm{i}}\left(\boldsymbol{\rho}_{\mathrm{c}}\right)$ denotes the change in energy in the system from time $t_{\mathrm{i}}$ to time $t_{\mathrm{f}}$. The latter relation reduces to an equality if and only if the quasi-stationary processes are reversible.

In Chapter 6 we will derive second law-like inequalities from the monotonicity property of the quantum relative entropy, which we then generalize to a local QFT in the framework of relativistic fluids in Chapter 7.

BEYOND THE SCOPE Let us briefly mention other approaches to thermodynamics and the second law, which we do not further consider. Classical statistical physics may be developed starting from ergodic theory [61, 77], while in quantum statistical physics the eigenstate thermalization hypothesis has been put forward [78-82]. Alternatively, one may derive the thermodynamic ensembles from a general analysis of entanglement [36]. All these approaches also try to explain the process of thermalization and under which conditions it occurs.

Furthermore, considerable effort has been put into defining thermodynamic entropy axiomatically in an operational way, with the aim of extending its definition beyond the equilibrium case. Here, we refer to numerous works by Lieb and Yngvason [83-85] and Zanchini and Beretta [86-93]. These approaches are based on the concept of adiabatic accessibility as an ordering relation between quantum states and a set of axioms, from which also the second law can be derived.

### 3.4 MEASUREMENTS AND PHASE SPACE

CONTINUOUS VARIABLES: DIRECT MEASUREMENT In this introductory section we consider two degrees of freedom only. Generalizations to more degrees of freedom are discussed in Chapter 9 and Chapter 11.

We start with the case of continuous variables, which is characterized by an infinite-dimensional Hilbert space $D=\infty$. The typical pair of observables under consideration is position $\boldsymbol{X}$ and momentum $\mathbf{K}$, whose algebra is given by the canonical commutation relation

$$
\begin{equation*}
[\boldsymbol{X}, \boldsymbol{K}]=i \tag{3.36}
\end{equation*}
$$

At first, we consider the so-called homodyne detection protocol, where the corresponding measurement operators are constructed from the eigenvalue equations

$$
\begin{equation*}
\boldsymbol{X}|x\rangle=x|x\rangle, \quad K|k\rangle=k|k\rangle \tag{3.37}
\end{equation*}
$$

The eigenvectors are orthogonal but non-normalisable in the sense that

$$
\begin{equation*}
\left\langle x \mid x^{\prime}\right\rangle=\delta\left(x-x^{\prime}\right), \quad\left\langle k \mid k^{\prime}\right\rangle=\delta\left(k-k^{\prime}\right) \tag{3.38}
\end{equation*}
$$

and are related via

$$
\begin{equation*}
\langle x \mid k\rangle=\frac{1}{\sqrt{2 \pi}} e^{i k x} \tag{3.39}
\end{equation*}
$$

Then, we can define two PVMs from the corresponding sets of eigenvectors as $\{|x\rangle\langle x|\}_{x}$ and $\{|k\rangle\langle k|\}_{k}$. The probability densities follow from (3.12) as

$$
\begin{equation*}
f(x)=\langle x| \boldsymbol{\rho}|x\rangle, \quad g(k)=\langle k| \boldsymbol{\rho}|k\rangle \tag{3.40}
\end{equation*}
$$

and contain the full information about their respective underlying observable. However, they do not contain any information about the correlations between $\boldsymbol{X}$ and $K$, raising the question after other measurement schemes.
canonical coherent states Besides directly detecting position and momentum by measuring in their corresponding eigenbases, there is another possibility, for which we need to introduce canonical coherent states. We loosely follow the group-theoretic approach [94, 95] (see also [96-99]), which has the great advantage that the notion of coherent states can be generalized to other algebraic structures.

We start with defining creation and annihilation operators via

$$
\begin{equation*}
\boldsymbol{a}^{\dagger}=\frac{1}{\sqrt{2}}(X-i K), \quad a=\frac{1}{\sqrt{2}}(X+i K) \tag{3.41}
\end{equation*}
$$

which fulfill the commutation relations

$$
\begin{equation*}
\left[a, a^{\dagger}\right]=1 \tag{3.42}
\end{equation*}
$$

Together with the identity operator $\mathbb{1}$ and the number operator $N=$ $\boldsymbol{a}^{\dagger} \boldsymbol{a}$, these four form Heisenberg-Weyl algebra $H_{4}$. We may define the vacuum state $|0\rangle$ as the extremal state in the sense that

$$
\begin{equation*}
\boldsymbol{a}|0\rangle=0 \tag{3.43}
\end{equation*}
$$

Then, the isotropy group, i.e. the largest subgroup which leaves the vacuum invariant, is given by $U(1) \otimes U(1)$. The operators generating the canonical coherent states live in the corresponding coset space $H_{4} / U(1) \otimes U(1)$. A convenient unitary representation of coset space elements is given by the so-called displacement operator

$$
\begin{equation*}
\boldsymbol{D}(\alpha)=e^{\alpha a^{+}-\alpha^{*} a} \tag{3.44}
\end{equation*}
$$

which fulfills $\boldsymbol{D}^{\dagger}(\alpha)=\boldsymbol{D}^{-1}(\alpha)=\boldsymbol{D}(-\alpha)$, with a complex-valued parameter $\alpha$. The set of canonical coherent states follows from acting on the vacuum state $|0\rangle$ with the displacement operator

$$
\begin{equation*}
|\alpha\rangle=\boldsymbol{D}(\alpha)|0\rangle . \tag{3.45}
\end{equation*}
$$

"The best thing one can do is to measure the probability of finding a particle in a state with minimal uncertainty centered around the classical values of momentum and position, i.e. in a coherent state." Alfred Wehrl [23]

Hence, canonical coherent states can geometrically be represented in the complex plane, which corresponds to the quantum phase space $\mathbb{R}^{2}$. Consequently, it is natural to work with the parameterization

$$
\begin{equation*}
\alpha=\frac{1}{\sqrt{2}}(x+i k) . \tag{3.46}
\end{equation*}
$$

Note that besides the group theoretic approach, one can also define canonical coherent states as eigenstates of the annihilation operator

$$
\begin{equation*}
\boldsymbol{a}|\alpha\rangle=\alpha|\alpha\rangle . \tag{3.47}
\end{equation*}
$$

However, this definition does not allow for a straightforward generalization to other groups.
Let us proceed with listing three important properties of canonical coherent states. They are not orthogonal

$$
\begin{equation*}
|\langle\alpha \mid \beta\rangle|^{2}=e^{-\frac{1}{2}\left(\left(x-x^{\prime}\right)^{2}+\left(k-k^{\prime}\right)^{2}\right)}, \tag{3.48}
\end{equation*}
$$

but nonetheless span an overcomplete basis

$$
\begin{equation*}
\mathbb{1}=\int \frac{\mathrm{d} x \mathrm{~d} k}{2 \pi}|\alpha\rangle\langle\alpha|, \tag{3.49}
\end{equation*}
$$

and minimize several uncertainty relations (e.g. (3.80)).

CONTINUOUS VARIABLES: JOINT MEASUREMENT From (3.49) we can construct a POVM from pure coherent state projectors

$$
\begin{equation*}
E_{\alpha}=|\alpha\rangle\langle\alpha|, \tag{3.50}
\end{equation*}
$$

which is the so-called heterodyne measurement. It leads to the Husimi $Q$-distribution [100]

$$
\begin{equation*}
Q(x, k)=\operatorname{Tr}\left\{\boldsymbol{\rho} \boldsymbol{E}_{\alpha}\right\}=\langle\alpha| \boldsymbol{\rho}|\alpha\rangle, \tag{3.51}
\end{equation*}
$$

which is a quasi-probability distribution in the quantum phase space and as such contains the information about both variables $X$ and $K$ and their correlations. It is normalized to unity with respect to the phase space measure

$$
\begin{equation*}
\int \frac{\mathrm{d} x \mathrm{~d} k}{2 \pi} Q(x, k)=\operatorname{Tr}\{\boldsymbol{\rho}\}=1 \tag{3.52}
\end{equation*}
$$

and bounded

$$
\begin{equation*}
0 \leq Q(x, k) \leq 1, \tag{3.53}
\end{equation*}
$$

where the upper bound can heuristically be interpreted as a consequence of the uncertainty principle [101, 102]. However, it has to be understood as a quasi-probability distribution as coherent states are
not orthogonal and hence the Husimi $Q$-distribution violates the third axiom by Kolmogorov (2.4).

It is worth mentioning that the Husimi $Q$-distribution is related to the wider known Wigner $W$-distribution by a Weierstrass transform with respect to the vacuum, i.e.

$$
\begin{equation*}
Q(x, k)=\int \frac{\mathrm{d} x^{\prime} \mathrm{d} k^{\prime}}{2 \pi} W\left(x^{\prime}, k^{\prime}\right) 2 e^{-\left(x-x^{\prime}\right)^{2}-\left(k-k^{\prime}\right)^{2}} \tag{3.54}
\end{equation*}
$$

Hence, the Husimi $Q$-distribution can be interpreted as a broadened version of the Wigner $W$-distribution, which removes the negativities of the latter. Moreover, the probability densities $f(x)$ and $g(k)$ are in fact the marginals of the Wigner distribution

$$
\begin{equation*}
f(x)=\int \frac{\mathrm{d} k}{2 \pi} W(x, k), \quad g(k)=\int \frac{\mathrm{d} x}{2 \pi} W(x, k) \tag{3.55}
\end{equation*}
$$

indicating that the marginals of the Husimi $Q$-distribution correspond to broadened versions of $f(x)$ and $g(k)$. For an overview of these and other quasi-probability distributions see [94, 102-105].
symplectic structure of canonical phase space It is often convenient to group the phase space operators $X$ and $K$ into a single vector-valued operator

$$
\begin{equation*}
\vec{x}=(X, K) . \tag{3.56}
\end{equation*}
$$

Then, the canonical commutation relations (3.36) can be rewritten as

$$
\begin{equation*}
\left[\chi_{j}, \chi_{k}\right]=i \Omega_{j k} \tag{3.57}
\end{equation*}
$$

where $\Omega$ is the symplectic metric

$$
\Omega=\left(\begin{array}{cc}
0 & 1  \tag{3.58}\\
-1 & 0
\end{array}\right)
$$

which fulfills $\Omega^{T}=\Omega^{-1}=-\Omega$ and is an involution $\Omega^{2}=-\mathbb{1}$.
gaussian states For continuous variable systems we often deal with Gaussian states, i.e. states for which the Wigner $W$-distribution (or equivalently the Husimi $Q$-distribution) is of Gaussian form. Hence, these states are fully determined by their means

$$
\begin{equation*}
\chi_{j}=\operatorname{Tr}\left\{\boldsymbol{\rho} \boldsymbol{\chi}_{j}\right\} \tag{3.59}
\end{equation*}
$$

and covariance matrix

$$
\begin{equation*}
\gamma_{j k}=\frac{1}{2} \operatorname{Tr}\left\{\boldsymbol{\rho}\left(\chi_{j} \chi_{k}+\chi_{k} \chi_{j}\right)\right\}-\operatorname{Tr}\left\{\boldsymbol{\rho} \chi_{j}\right\} \operatorname{Tr}\left\{\boldsymbol{\rho} \boldsymbol{\chi}_{k}\right\}, \tag{3.60}
\end{equation*}
$$

which is by definition real, symmetric and positive semi-definite. It can also be written as

$$
\gamma=\left(\begin{array}{cc}
\sigma_{x}^{2} & \sigma_{x k}  \tag{3.61}\\
\sigma_{x k} & \sigma_{k}^{2}
\end{array}\right),
$$

with $\sigma_{x}^{2}$ and $\sigma_{k}^{2}$ denoting the variances of position and momentum measurements, respectively, while $\sigma_{x k}$ is the covariance, highlighting that $\gamma$ is the covariance matrix of the Wigner $W$-distribution. Via (3.54) we find for the covariance matrix $V$ of the Husimi $Q$-distribution

$$
\begin{equation*}
V=\gamma+\frac{1}{2} \mathbb{1} \tag{3.62}
\end{equation*}
$$

Notably, Hudson's theorem states that a pure state is Gaussian if and only if its Wigner $W$-distribution is non-negative everywhere [106].

GAUSSIAN UNITARIES AND SYMPLECTIC TRANSFORMATIONS Unitary transformations are called Gaussian if and only if they map Gaussian states to Gaussian states. Such transformations have simple representations in phase space. They transform the operator $\vec{\chi}$ according to

$$
\begin{equation*}
\vec{\chi} \rightarrow S \vec{\chi}+\vec{d} \tag{3.63}
\end{equation*}
$$

where $S \in S p(4, \mathbb{R})$ is a symplectic matrix

$$
\begin{equation*}
S \Omega S^{T}=\Omega \tag{3.64}
\end{equation*}
$$

and $\vec{d}$ is a real vector. Note that symplectic transformations have unit determinant $\operatorname{det} S=\operatorname{det} S^{-1}=\operatorname{det} S^{T}=1$ and transform the first two moments (3.59) and (3.60) according to

$$
\begin{equation*}
\vec{\chi} \rightarrow S \vec{\chi}+\vec{d}, \quad \gamma \rightarrow S \gamma S^{T} \tag{3.65}
\end{equation*}
$$

respectively. Examples include displacements generated by $\boldsymbol{D}(\alpha)$, which only influence $\vec{d}$, orthogonal transformations $S S^{T}=\mathbb{1}$ (such as rotations) and squeezing $S=\operatorname{diag}(a, 1 / a)$ with $a>0$. Starting from the vacuum state, any pure Gaussian state can be generated by applying one of these three transformations.
williamson's theorem A central theorem in the context of Gaussian states is Williamson's theorem [107]. It states that for every covariance matrix $\gamma$ there exists a symplectic transformation $S$ diagonalizing it, i.e.

$$
\begin{equation*}
\gamma=S \Gamma S^{T} \tag{3.66}
\end{equation*}
$$

with $\Gamma=\operatorname{diag}(v, v)$ and $v$ denoting the so-called symplectic eigenvalue. Note that $v$ is also the eigenvalue of $\Gamma$. Interestingly, a Gaussian state is pure if and only if there exists a symplectic $S$ such that

$$
\begin{equation*}
\gamma=\frac{1}{2} S S^{T} \tag{3.67}
\end{equation*}
$$

showing that pure Gaussian states are characterized by the symplectic eigenvalue being $v=\frac{1}{2}$.
example: canonical phase space We sketch the action of the canonical displacement operator $\boldsymbol{D}(\alpha)$ on the vacuum state together with the uncertainty principle in Figure 3.3a. In Figure 3.3b, we compare the vacuum Husimi $Q$-distribution $\bar{Q}(x, k)$ with the marginal distributions $\bar{f}(x)$ and $\bar{g}(k)$, which are all of Gaussian form.


Figure 3.3: (a) Illustration of the canonical displacement operator and (b) the phase space distributions stemming from a joint or two direct measurements. As a result of the uncertainty principle, phase space distributions cannot be arbitrarily concentrated around one point. Also, one can read-off that the marginals of the Husimi $Q$ distribution (blue dashed lines) are broader than the probability densities $f(x)$ and $g(k)$. Note that the heights of the marginals differ from the height of the Husimi $Q$-distribution as a result of the factor $\frac{1}{2 \pi}$ in the integral measure.

Discrete variables: direct measurements We close our analysis with the case of two discrete observables $Y$ and $Z$, i.e. nondegenerate operators with finite and bounded spectra, typically corresponding to degrees of freedom of a finite-dimensional Hilbert space $D<\infty$. In contrast to the continuous variable case, we do not specify an algebra at this point, such that we can start from the general eigenvalue equations

$$
\begin{equation*}
\boldsymbol{Y}|y\rangle=y|y\rangle, \quad \mathbf{Z}|z\rangle=z|z\rangle \tag{3.68}
\end{equation*}
$$

where the eigenvectors now span an orthonormal basis, i.e.

$$
\begin{equation*}
\left\langle y \mid y^{\prime}\right\rangle=\delta_{y y^{\prime}}, \quad\left\langle z \mid z^{\prime}\right\rangle=\delta_{z z^{\prime}} \tag{3.69}
\end{equation*}
$$

These allow us to define two PVMs as $\{|\boldsymbol{y}\rangle\langle\boldsymbol{y}|\}_{y}$ and $\{|\boldsymbol{z}\rangle\langle\boldsymbol{z}|\}_{z}$, leading to measurement probabilities

$$
\begin{equation*}
p(y)=\langle y| \rho|y\rangle, \quad q(z)=\langle z| \boldsymbol{\rho}|z\rangle . \tag{3.70}
\end{equation*}
$$

Interestingly, discrete measurements allow for a well-defined notion of a post-measurement state without recording the result. For example, when measuring the observable $Y$, the state after measurement reads

$$
\begin{equation*}
\rho \rightarrow \rho_{Y}=\sum_{y \in \mathcal{Y}} p(y)|y\rangle\langle\boldsymbol{y}| . \tag{3.71}
\end{equation*}
$$

According to (3.15), the von Neumann entropy of this state is equal to the Shannon entropy of the probability distribution $S\left(\boldsymbol{\rho}_{\gamma}\right)=S(p)$. Similar considerations fail for a continuous variable $\boldsymbol{X}$ as

$$
\begin{equation*}
\rho \rightarrow \boldsymbol{\rho}_{X}=\int_{x \in \mathcal{X}} \mathrm{~d} x f(x)|x\rangle\langle x| \tag{3.72}
\end{equation*}
$$

is not a trace-class operator and hence cannot represent any physical state. This is due to the fact that detecting a continuous variable would require infinite precision (and therefore also infinite energy), which is physically not feasible.

### 3.5 ENTROPIC UNCERTAINTY

second moment relations The uncertainty principle lies at the heart of quantum theory and is maybe more famous than the theory itself. In simple words, it states that two non-commuting observables can not be measured or prepared simultaneously with arbitrary precision [108].

To quantify the uncertainty for measuring two arbitrary observables $\boldsymbol{X}$ and $\boldsymbol{Y}$, various uncertainty relations have been derived. The most well-known and also rather general formulation of the uncertainty
principle is due to Robertson [109]

$$
\begin{equation*}
\sigma_{x}^{2} \sigma_{y}^{2} \geq \frac{1}{4}|\operatorname{Tr}\{\boldsymbol{\rho}[\boldsymbol{X}, \boldsymbol{Y}]\}|^{2}, \tag{3.73}
\end{equation*}
$$

position is known the less accurately is
the momentum determined and vice versa." - Werner

Heisenberg (translated) [108]
"The more accurately the


$$
0,
$$

where $\sigma_{x}^{2}$ denotes the variance of $\boldsymbol{X}$, i.e.

$$
\begin{equation*}
\sigma_{x}^{2}=\operatorname{Tr}\left\{\boldsymbol{\rho} \boldsymbol{X}^{2}\right\}-\operatorname{Tr}\{\boldsymbol{\rho} \boldsymbol{X}\}^{2} \tag{3.74}
\end{equation*}
$$

There exists also a stronger version of (3.73) with an extra term containing the anti-commutator of $\boldsymbol{X}$ and $\boldsymbol{Y}$ derived by Schrödinger [110] and Robertson [111]. We state it here for the special case of position $\boldsymbol{X}$ and momentum $K$, where it can be written as

$$
\begin{equation*}
\operatorname{det} \gamma \geq \frac{1}{4} \tag{3.75}
\end{equation*}
$$

Note that this relation is invariant under symplectic transformations as $\operatorname{det} S=\operatorname{det} S^{T}=1$ and hence is tight for all pure Gaussian states.

For more than one mode, the uncertainty principle is typically expressed as the condition [112]

$$
\begin{equation*}
\gamma+\frac{i}{2} \Omega \geq 0 \tag{3.76}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
v \geq \frac{1}{2} \tag{3.77}
\end{equation*}
$$

showing that $\gamma$ is actually strictly positive-definite. For a single mode, the three relations (3.75), (3.76) and (3.77) are equivalent, while for more than one mode a multi-dimensional version of the former is implied by the two latter relations.
flaws of variance Despite its simplicity, the formulation of the uncertainty principle in terms of variances or other second moments is not satisfactory from a quantum information theoretic perspective. First, the variance $\sigma_{x}^{2}$ is not a true measure of the uncertainty about the classical distributions $p(x)$ or $f(x)$ obtained after measuring the observable $\boldsymbol{X}$ several times. In fact, it is a second moment of this distribution, i.e.

$$
\sigma_{x}^{2}= \begin{cases}\sum_{x \in \mathcal{X}} p(x) x^{2}-\left(\sum_{x \in \mathcal{X}} p(x) x\right)^{2} & \text { for } x \text { discrete } \\ \int_{x \in \mathcal{X}} \mathrm{~d} x f(x) x^{2}-\left(\int_{x \in \mathcal{X}} \mathrm{~d} x f(x) x\right)^{2} & \text { for } x \text { continuous }\end{cases}
$$

and hence lacks the information about all other moments of $p(x)$ or $f(x)$. Second, it shows counter-intuitive behavior in certain cases (see following example). Third, it can only be assigned to observables taking numerical values and fourth, it is not invariant under relabeling the measurement outcomes.
Hence, a more rigorous formulation in terms of entropy as the measure for uncertainty is appropriate, leading us to the notion of EURs. As classical information theory distinguishes between discrete and continuous variables, we treat those two cases separately in the following and start with the latter.
example: particle in a box The counter-intuitive behavior of the variance is exemplified for a particle in a box in Figure 3.4, showing that the variance puts too much weight on the tails of a distribution [28, 113].


Figure 3.4: The position of a particle is measured inside a box of length $L$ (each measurement is depicted by a single point). We distinguish the two cases (a) without walls and (b) with walls of width $a \ll L$. The variance of the position $\sigma_{x}^{2}$ is larger in the latter situation, although the uncertainty on the particle's position is lower on the right.

BiAŁYNICKI-BIRULA-MYCIELSKI EUR Following up on several works [114-116], the best-known EUR was derived for direct position and momentum measurements by BBM and reads [32]

$$
\begin{equation*}
S(f)+S(g) \geq 1+\ln \pi \tag{3.79}
\end{equation*}
$$

"[...] negative entropies are due to the fact that classical density distributions may be concentrated on regions in phase space with volume < h." - Alfred Wehrl [23]

Note that either of the two entropies can become negative. Interestingly, one can easily show that this relation implies the variance based relation for these variables

$$
\begin{equation*}
\sigma_{x}^{2} \sigma_{k}^{2} \geq \frac{1}{4} \tag{3.80}
\end{equation*}
$$

which is the well-known relation by Heisenberg and Kennard [108, 117] (see also [118]). Note that this relation follows from (3.75) by aligning the principal axes with the coordinate axes $\sigma_{x k}=0$, showing that (3.75) is tighter than (3.80) if and only if $\sigma_{x k} \neq 0$.
Using that the probability density function maximizing the differential entropy for a given variance is a Gaussian leads to

$$
\begin{equation*}
\ln \left(2 e \pi \sigma_{x} \sigma_{k}\right)=S\left(f_{\mathrm{G}}\right)+S\left(g_{\mathrm{G}}\right) \geq S(f)+S(g) \geq \ln e \pi \tag{3.81}
\end{equation*}
$$

Hence, the EUR in (3.79) is not only favorable from an information theoretic perspective, but is also stronger than the variance based relation (3.80).
In general, (3.79) is not invariant under rotations in phase space and is tight for all squeezed coherent states. It is an interesting open problem to formulate an EUR which is tight for all pure Gaussian states and reduces to (3.75) in the case of Gaussian states (see [29, 119, 120] and also [121, 122]).
In Chapter 9, we will derive the first EUR for quantum fields starting from (3.79).
frank-lieb eur Another EUR which can be applied to direct position and momentum measurements has been put forward by Frank and Lieb based on a work by Rumin [123], which reads [33]

$$
\begin{equation*}
S(f)+S(g) \geq \ln 2 \pi+S(\rho) \tag{3.82}
\end{equation*}
$$

In contrast to the state-independent bound of (3.79), the bound of the latter relation contains the von Neumann entropy $S(\rho)$, which accounts for the mixedness of the quantum state $\rho$. However, for pure states (3.82) is weaker than (3.79). In contrast to (3.79), the FL relation becomes tight in the infinite temperature limit.

WEHRL ENTROPY and canonical wehrl-lieb eur The properties (3.52) and (3.53) allow us to associate an entropy with the Husimi Q-distribution, which is the canonical Wehrl entropy [22, 23]

$$
\begin{equation*}
S(Q)=-\int \frac{\mathrm{d} x \mathrm{~d} k}{2 \pi} Q(x, k) \ln Q(x, k) \tag{3.83}
\end{equation*}
$$

This notion of an entropy in phase space fulfills an EUR known as the WL inequality [34, 124] (see also [125-128])

$$
\begin{equation*}
S(Q) \geq 1 \tag{3.84}
\end{equation*}
$$

where equality is achieved if and only if the state under consideration is a pure coherent state projector $\rho=|\alpha\rangle\langle\alpha|$. Therefore, the canonical Wehrl entropy $S(Q)$ can be thought of as a measure for localization or classicality in phase space.

Note that (3.84) is, in contrast to (3.79), invariant under rotations, but not under squeezing. Note also that variants of WL inequality (3.84) have been proven for various algebras, including SU(2) [124], symmetric $S U(K)$ [129] and $\operatorname{SU}(1,1)$ [130], showing the generality of the phase space approach. Moreover, $S(Q)$ is an upper bound for the quantum entropy of the state $S(\rho)$, i.e.

$$
\begin{equation*}
S(\boldsymbol{\rho}) \leq S(Q) \tag{3.85}
\end{equation*}
$$

which renders it a coarse-grained entropy.
In Chapter 10, we investigate the Wehrl entropy further and compare the three EURs (3.79), (3.82) and (3.84) regarding their tightness.

State-dependent maissen-uffink eur Based on the works [131, 132], the standard EUR for PVMs of discrete variables was formulated by Maassen and Uffink [30]. Here, we directly put forward the improved state-dependent version [31, 133]

$$
\begin{equation*}
S(p)+S(q) \geq-\ln c+S(\rho) \tag{3.86}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\max _{y, z}|\langle y \mid z\rangle|^{2} \tag{3.87}
\end{equation*}
$$

denotes the maximum overlap between any two basis vectors $|y\rangle$ and $|z\rangle$, and $S(\rho)$ improves the bound for mixed states. One may interpret $c$ as the quantum incompatibility of the two measurement bases. In this sense, it plays a similar role as the commutator in Robertson's relation (3.73).

The MU EUR (3.86) can also be generalized for POVMs. It keeps its form when measuring the sets $\left\{\boldsymbol{E}_{y}\right\}_{y}$ and $\left\{\boldsymbol{E}_{z}\right\}_{z}$, with the quantum incompatibility $c$ substituted by [12, 134-136]

$$
\begin{equation*}
c=\max _{y, z}\left\|\sqrt{\boldsymbol{E}_{y}} \boldsymbol{E}_{z} \sqrt{\boldsymbol{E}_{y}}\right\|_{\infty^{\prime}}, \tag{3.88}
\end{equation*}
$$

with $\|\cdot\|_{\infty}$ being the infinity operator norm.
Note also that the relations (3.82) and (3.86) can be unified in a rather formal way as done by Frank and Lieb in [33] (see [137] for POVMs). This will be the starting point for a more direct unification in terms of relative entropies carried out in Chapter 8.
beyond the scope Let us mention other directions in the wide field of EURs, which are not further discussed in this thesis.
"The phenomenon of entanglement is the essential fact of quantum mechanics, the fact that makes it so different from classical physics. It brings into question our entire understanding about what is real in the physical world." Leonard Susskind
[158]

First, refinements of the presented EURs were discussed extensively. For example, the MU EUR was strengthened in [135, 136], while refinements of the WL EUR are discussed in [138, 139].

Second, EURs have been formulated for bi- and tri-partite systems in the presence of (quantum) memory, where entropies are replaced by conditional entropies, see e.g. [31, 133, 140-145]. In this context, there are also reformulations in terms of mutual information, which are called information exclusion principles [136, 146, 147].

Third, besides the class of EURs presented so far, which are all concerned with preparation uncertainty in the sense that they quantify the incompatibility of measurements, there exists measurement EURs, which describe the disturbance of observables caused by subsequent measurements [148, 149].

Other topics include relations for energy and time [150-153], extensions to Rényi entropies [30, 154] and relations for complementary operator algebras [155-157].

### 3.6 ENTANGLEMENT

definition of separability and entanglement Quantum entanglement may be regarded as the feature distinguishing classical from quantum physics when at least two systems are considered. In the following, we examine a bipartition 12 of two systems 1 and 2 with Hilbert space $\mathcal{H}_{12}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$.

We call the global state $\rho_{12}$ a product state if it can be written as a tensor product of the local states, i.e.

$$
\begin{equation*}
\rho_{12}=\rho_{1} \otimes \rho_{2} \tag{3.89}
\end{equation*}
$$

In this case, the two subsystems 1 and 2 are uncorrelated.
Furthermore, we say that $\rho_{12}$ is separable if it can be written as a convex sum over product states, i.e.

$$
\begin{equation*}
\boldsymbol{\rho}_{12}=\sum_{i} p(i)\left(\boldsymbol{\rho}_{1}^{i} \otimes \rho_{2}^{i}\right) \tag{3.90}
\end{equation*}
$$

where $p(i)$ is a probability distribution and $\left\{\boldsymbol{\rho}_{1}^{i}\right\}_{i}$ and $\left\{\boldsymbol{\rho}_{2}^{i}\right\}_{i}$ denote families of local states corresponding to subsystems 1 and 2, respectively. From an operational point of view, this means that the two subsystems 1 and 2 are classically correlated in the sense that the state $\rho_{12}$ can be created by two parties with Local Operations and Classical Communication (LOCC) [159]. More precisely, if we imagine two parties Alice and Bob having access to only their subsystems 1 and 2, respectively, Bob may produce the probability distribution $p(i)$ and send it to Alice via classical communication. This is enough for both parties being able to prepare their local states, such that the global state will be of the form (3.90). Also, note that a globally pure
state is separable if and only if it is a product state of two pure local states in the sense of (3.89).

If a decomposition of the form (3.90) can not be found, $\rho_{12}$ is said to be entangled. Then, the subsystems 1 and 2 exhibit quantum correlations, which discriminate quantum from classical physics. Operationally, this means that every entangled state can be used in order to execute some tasks with better performance than possible with any separable state [159] and hence becomes some kind of useful resource.

The mathematical theory of entanglement is mostly concerned with the separability problem: given some global state $\rho_{12}$ or access to it via some measurement procedure, how can we decide whether this state is entangled or not? Often, it is also of great interest to ask: how can we quantify the amount of entanglement? We will briefly discuss common approaches in the following.
example: set of entangled states The sets of separable and entangled states are sketched in Figure 3.5 with an emphasis put on the geometric meaning of purity.


Figure 3.5: The set of mixed separable states (blue area) is the convex hull of the set of all pure product states (red points). As the set of all states is convex itself, pure product states as well as pure entangled states (black points) serve as extremal points. The leftover region (gray area) corresponds to the mixed entangled states.
entanglement measures Let us start with the question how entanglement can be quantified. To that end, we distinguish two cases, namely we consider the global state $\rho_{12}$ to be either pure or mixed.

If the global state is pure $S\left(\rho_{12}\right)=0$, the set of separable states is given by all product states of the form (3.89). In this case we can apply subadditivity of quantum entropies (cf. (3.23)) to find

$$
\rho_{12} \text { is }\left\{\begin{array}{l}
\text { separable } \Leftrightarrow S\left(\rho_{1}\right)=S\left(\boldsymbol{\rho}_{2}\right)=0,  \tag{3.91}\\
\text { entangled } \Leftrightarrow S\left(\rho_{1}\right)=S\left(\boldsymbol{\rho}_{2}\right)>0 .
\end{array}\right.
$$

In simple words, the latter condition means that entanglement is present if we know everything about the system as a whole, but not everything about its parts. Note also that the latter two statements can be reformulated with quantum conditional entropy becoming negative if and only if the state $\rho_{12}$ is entangled as evident from the definition (3.19). Consequently, it is natural to measure the amount of entanglement by the quantum entropies $S\left(\rho_{1}\right)=S\left(\rho_{2}\right)$, which is why they are conveniently called entanglement entropies.
Instead, if the global state is mixed $S\left(\rho_{12}\right)>0$, the situation becomes more involved. General entanglement measures are defined via a set of axioms, which follow the operational approach to entanglement theory. Although there are numerous different characterizations, we follow one of the most common approaches based on the following four axioms $[69,159]$. We say that $E\left(\rho_{12}\right)$ is an entanglement measure for subsystems 1 and 2 if it

1. outputs a real non-negative number

$$
\begin{equation*}
E\left(\rho_{12}\right) \geq 0 \text { for all } \rho_{12} \in \mathcal{B}\left(\mathcal{H}_{12}\right), \tag{3.92}
\end{equation*}
$$

2. becomes zero if and only if the state is separable

$$
\begin{equation*}
E\left(\boldsymbol{\rho}_{12}\right)=0 \Leftrightarrow \boldsymbol{\rho}_{12} \text { separable, } \tag{3.93}
\end{equation*}
$$

3. does not increase under any LOCC represented by $\mathcal{N}$

$$
\begin{equation*}
E\left(\boldsymbol{\rho}_{12}\right) \geq E\left(\mathcal{N}\left(\boldsymbol{\rho}_{12}\right)\right), \tag{3.94}
\end{equation*}
$$

4. reduces to the entanglement entropy for pure states

$$
\begin{equation*}
E\left(\rho_{12}\right)=S\left(\rho_{1}\right)=S\left(\rho_{2}\right) \text { for all } \rho_{12}=|\psi\rangle\langle\psi| . \tag{3.95}
\end{equation*}
$$

One may regard the third axiom as central to this characterization and it should be noted that this requirement can be motivated from the fact that LOCCs can cannot create entanglement. Hence, a reasonable entanglement measure should not increase when LOCCs are applied to the global state. Furthermore, the third axiom immediately implies that entanglement measures have to be invariant under local unitary transformations. Note also that if the fourth axiom is not met, one we speak of an entanglement monotone.

EXAMPLE: RELATIVE ENTROPY OF ENTANGLEMENT Several quantities which meet these four axioms exist. Exemplary, we discuss the Relative Entropy of Entanglement (REoE), which is defined as the optimization problem [69, 160]

$$
\begin{equation*}
E_{\operatorname{REoE}}\left(\rho_{12}\right)=\inf _{\tilde{\rho}_{12} \text { sep. }} S\left(\rho_{12} \| \tilde{\rho}_{12}\right), \tag{3.96}
\end{equation*}
$$

where the minimization is over all separable model states $\tilde{\rho}_{12}$.

From the definition of the quantum relative entropy it follows immediately that the REoE fulfills axioms one and two, while its monotonicity property (3.18) ensures the third axiom to be valid. Moreover, for globally pure states it was proven that the REoE reduces to the entanglement entropy in [160].

Note the close resemblance to the quantum mutual information, which follows for $\tilde{\rho}_{12}=\rho_{1} \otimes \rho_{2}$, such that the REoE may be regarded as the mixed state generalization of the quantum mutual information. By definition they are related via $E_{\text {REoE }}\left(\rho_{12}\right) \leq I\left(\rho_{1}: \rho_{2}\right)$.

At last, let us mention that the REoE (and all other entanglement measures) are often NP-hard to compute and therefore as hard as the separability problem itself [161, 162].

ENTANGLEMENT DETECTION VIA SEPARABILITY CRITERIA As a result from our discussion of entanglement measures, it is evident that the pure state case is trivial as the entanglement entropy provides a unique measure and allows to decide easily whether the global state is entangled or not. In contrast, mixed state entanglement turned out to be NP-hard to quantify. Hence, we may formulate criteria which are simple to evaluate on the cost of returning inconclusive results for some states, allowing us to characterize at least some entangled states.

In the following, we speak of a separability criterion as a condition, often formulated for measurable quantities, which is met by all separable states. Therefore, the violation of a separability criterion by some state certifies that this state is entangled. On the other hand, if some state fulfills the criterion, we can not say whether this state is entangled or not. In this sense, a separability criterion is a necessary condition for a state to be separable, but is typically not sufficient. Hence, the violation of the criterion is a sufficient condition for entanglement. However, in some rare cases, certain separability criteria turn out to be sufficient conditions for separability as well. In these cases, the separability problem is solved.

From an information theoretic perspective, there is a very simple criterion based on the quantum conditional entropy, which states that

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{1} \mid \rho_{2}\right), S\left(\rho_{2} \mid \rho_{1}\right) \geq 0 \tag{3.97}
\end{equation*}
$$

for all separable states. It follows from generalizing the trivial argument for pure states to mixed states via concavity. Hence, if a quantum state has negative quantum conditional entropy, it is entangled [35]. Note again that this condition is also sufficient for pure states.
ppt criterion We proceed with the probably most well-known separability criterion, which is the Peres-Horodecki criterion, also known as Positive Partial Transpose (PPT) criterion. It states that any separable state $\rho_{12}$ has PPT [163, 164]

$$
\begin{equation*}
\rho_{12} \xrightarrow{T_{2}}\left(\mathbb{1} \otimes T_{2}\right) \rho_{12} \geq 0, \tag{3.98}
\end{equation*}
$$

"It would not make sense for a mechanic to say, 'I know everything about your car but unfortunately I can't tell you anything about any of its parts.' But that's exactly what Einstein explained to Bohr - in quantum mechanics, one can know everything about a system and nothing about its individual parts [...]." - Leonard Susskind [158]
i.e. the operator $\left(\mathbb{1} \otimes T_{2}\right) \rho_{12}$ resulting from using the partial transpose on subsystem 2 (or analogously on subsystem 1), is non-negative. The statement is a simple consequence from the definition (3.90). For separable states (3.90), applying a partial transposition results in

$$
\begin{equation*}
\boldsymbol{\rho}_{12} \xrightarrow{T_{2}} \sum_{i} p(i)\left(\boldsymbol{\rho}_{1}^{i} \otimes\left(\boldsymbol{\rho}_{2}^{i}\right)^{T_{2}}\right) . \tag{3.99}
\end{equation*}
$$

Since $\left(\rho_{2}^{i}\right)^{T_{2}}$ has the same eigenvalues as $\left(\rho_{2}^{i}\right)$, the resulting operator needs to be non-negative for separable states.

Interestingly, the PPT criterion is also sufficient for finite Hilbert spaces with dimensions $2 \times 2$ and $2 \times 3$ [164]. In higher dimensions, the PPT criterion is only necessary. In this case, there exist entangled states with positive partial transpose, which are called bound entangled states [165].
the link between entanglement and uncertainty The partial transpose does not change the normalization and hermicity of the initial state $\rho_{12}$ and hence $\mathbb{1} \otimes T_{2}$ is a PTP map. If the state under consideration is separable, it becomes a CPTP map and the resulting operator is a density operator representing a physical quantum state as defined in Section 3.1 (see also [42] for the deep connection between separability criteria and PTP maps). As such, all derived distributions of non-commuting observables are constrained by the uncertainty principle [166]. As a result, any uncertainty relation, when applied to a partially transposed operator, can be used to infer a separability criterion.

However, not all choices of observables are practical. If an uncertainty relation exhibits symmetries, the resulting criteria are sometimes fulfilled by all entangled states, too. Therefore, one has to come up with appropriate observables, such that the derived criteria are violated by at least a couple of entangled states.

PPT CRITERION FOR CONtinuous variables We will discuss a few of such criteria for continuous variable systems in the following. Interestingly, the partial transpose has a simple geometric interpretation in phase space: it corresponds to a mirror reflection in one local phase space, i.e. for every quasi-probability distribution in phase space the partial transpose transforms the coordinates as (see also Section 13.1)

$$
\begin{equation*}
\vec{\chi}_{12}=\left(x_{1}, k_{1}, x_{2}, k_{2}\right) \xrightarrow{T_{2}} \Lambda \vec{\chi}_{12}=\left(x_{1}, k_{1}, x_{2},-k_{2}\right), \tag{3.100}
\end{equation*}
$$

with the matrix

$$
\begin{equation*}
\Lambda=\operatorname{diag}(1,1,1,-1) \tag{3.101}
\end{equation*}
$$

Several separability criteria can be obtained, depending on which observables and uncertainty relations are considered.

SECOND MOMENT CRITERIA FOR CONTINUOUS VARIABLES When employing second moment uncertainty relations, one can end up with one of the following three well-known criteria. Simon [44] started with (3.76) constraining the global phase space covariance matrix $\gamma_{12}$ and obtained the separability criterion

$$
\begin{equation*}
\gamma_{12}^{\prime}+\frac{i}{2} \Omega \geq 0 \tag{3.102}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{12}^{\prime}=\Lambda \gamma_{12} \Lambda \tag{3.103}
\end{equation*}
$$

denotes the global covariance matrix corresponding to the partially transposed operator $\left(\mathbb{1} \otimes T_{2}\right) \rho_{12}$.

Another approach is based on considering non-local observables in the spirit of Einstein-Podolsky-Rosen (EPR) [167]

$$
\begin{equation*}
\boldsymbol{X}_{ \pm}=|a| \boldsymbol{X}_{1} \pm \frac{1}{a} \boldsymbol{X}_{2}, \quad \boldsymbol{K}_{ \pm}=|a| K_{1} \pm \frac{1}{a} K_{2} \tag{3.104}
\end{equation*}
$$

with $a \neq 0$ being a real number (which accounts for local squeezing). These operators fulfill the commutation relations

$$
\begin{equation*}
\left[\boldsymbol{X}_{ \pm}, \boldsymbol{K}_{ \pm}\right]=a^{2}+\frac{1}{a^{2}}, \quad\left[\boldsymbol{X}_{ \pm}, \boldsymbol{K}_{\mp}\right]=a^{2}-\frac{1}{a^{2}} \tag{3.105}
\end{equation*}
$$

The variances $\sigma_{x_{ \pm}}^{2}$ and $\sigma_{k_{ \pm}}^{2}$ of the measured distributions $f_{ \pm} \equiv f\left(x_{ \pm}\right)$ and $g_{ \pm} \equiv g\left(k_{ \pm}\right)$, respectively, are constrained by the uncertainty principle in the form of Robertson's relation (3.73). Now, applying the PPT criterion according to (3.100) results in $k_{ \pm} \rightarrow k_{\mp}$. Then, we end up with the Mancini-Giovannetti-Vitali-Tombesi (MGVT) separability criteria [45, 46]

$$
\begin{equation*}
\sigma_{x_{ \pm}} \sigma_{k_{\mp}} \geq \frac{1}{2}\left(a^{2}+\frac{1}{a^{2}}\right) \geq 1 \tag{3.106}
\end{equation*}
$$

A weaker set of criteria, the Duan-Giedke-Cirac-Zoller (DGCZ) criteria, can be obtained by bounding the left hand side from above, resulting in [43]

$$
\begin{equation*}
\sigma_{x_{ \pm}}^{2}+\sigma_{k_{\mp}}^{2} \geq a^{2}+\frac{1}{a^{2}} \geq 2 \tag{3.107}
\end{equation*}
$$

where we used that $b c \leq \frac{1}{2}\left(b^{2}+c^{2}\right)$ as a consequence of $(b-c)^{2} \geq 0$. In both cases we also gave the minimum of the corresponding bound, which leads to weaker criteria in general.

Note that the latter two criteria were originally derived without the use of the PPT criterion. Note also that the second moment criteria by Simon (3.102) and DGCZ (3.106) are formally equivalent and that all three criteria coincide for Gaussian states, in which case they are also sufficient criteria for separability.
entropic criteria for continuous variables What the second moment criteria have in common is that they are all easy to evaluate, but often return inconclusive statements for entangled but non-Gaussian states. To overcome this problem, criteria involving higher moments have been formulated [168, 169].
In contrast, the modern quantum information theoretic approach relies on entropic criteria, which are generically more sensitive in the non-Gaussian regime. For example, when considering the non-local operators (3.104) with $a=1$ and using the BBM EUR (3.79) instead of a second moment uncertainty relation, one ends up with the entropic criteria by Walborn-Taketani-Salles-Toscano-de Matos Filho (WTSTD) [47] (see also [48, 49])

$$
\begin{equation*}
S\left(f_{ \pm}\right)+S\left(g_{\mp}\right) \geq 1+\ln \pi . \tag{3.108}
\end{equation*}
$$

Again, the original derivation in [47] does not utilize the PPT criterion. Extensions to Rényi entropies can be found in [49], while differential conditional entropies are discussed in [51, 144, 145].
In Chapter 13 we will use the PPT criterion in phase space to derive a general family of beyond-entropic separability criteria.
beyond the scope Let us close with a short list of topics connected to entanglement theory, which will not be discussed any further in this thesis.
First, there are many more separability criteria, especially in the context of discrete variable quantum systems. A notable mention is the reduction criterion [170, 171]. See also [142, 143, 172, 173] for various entropic criteria for discrete variables.
Second, there is the large field of multipartite entanglement, i.e. the study of entanglement between more than two parts of a system [42, 65]. This includes other interesting peculiarities of the phenomenon entanglement, for example the monogamy of entanglement.
Third, entanglement is the defining feature in quantum metrology, which allows one to perform experiments with higher precision than any classical analog [174].
Fourth, entanglement is key for quantum computing as it is responsible for the performance gain over classical computations when applied to suitable tasks [14, 15].

## QUANTUM FIELDS

We proceed with QFT, which underpins the modern construct of ideas in physics. Especially in recent years, information theoretic methods have been applied extensively to field-theoretic problems, for example in the context of black holes [40, 175-178], the famous information paradox [16-18], holography [41, 179-181], condensed matter physics [182-184] or high energy physics [185-191].

In the following, we briefly introduce QFT for a scalar field within the functional integral formalism [192] and discuss the role of entanglement in QFT based on [182, 183, 193-196].

### 4.1 FUNCTIONAL INTEGRAL FORMULATION

classical fields In contrast to classical mechanics, classical fields describe infinitely many degrees of freedom. More precisely, a real scalar field $\phi(x)$ attains some real value at every spacetime point $x$. Heuristically, one may think of such a field as the limit of infinitely many oscillator modes. This can be made explicit by working in terms of a lattice theory, such that we deal with a field $\phi\left(x_{i_{1} . . i_{d}}\right)$ evaluated at discretized spacetime points $x_{i_{1} \ldots i_{d}}=\epsilon\left(i_{1}, \ldots, i_{d}\right)^{T}$, where $\epsilon$ is the lattice spacing between two neighboring modes and $i_{j}$ is integer-valued for all $1 \leq j \leq d$. Then, we get back the continuous field in the continuum limit, i.e. $x_{i_{1} \ldots i_{d}} \rightarrow x$ and $\phi\left(x_{i_{1} \ldots i_{d}}\right) \rightarrow \phi(x)$ for $\epsilon \rightarrow 0$ and $N \rightarrow \infty$, where $N$ is the number of modes per site.

A field theory is further specified by an action

$$
\begin{equation*}
S=\int \mathrm{d} t L=\int \mathrm{d}^{d} x \mathcal{L} \tag{4.1}
\end{equation*}
$$

where $L=L\left(\phi, \partial_{t} \phi\right)$ denotes the Lagrangian and $\mathcal{L}$ the corresponding density. Typically, $\mathcal{L}$ is a local function of the underlying field $\phi(x)$ and derivatives thereof in the sense that causality has to be respected, which is especially the case if the interactions are local. On the lattice, this requirement translates into nearest-neighbor interactions.

Next, we introduce the conjugate momentum field $\pi(x)$ via

$$
\begin{equation*}
\pi(x)=\frac{\partial \mathcal{L}}{\partial\left(\partial_{t} \phi\right)^{\prime}} \tag{4.2}
\end{equation*}
$$

which allows us to define the Hamiltonian density $\mathcal{H}=\mathcal{H}(\phi, \pi)$ as the Legendre transform of the Lagrangian density $\mathcal{L}$, i.e.

$$
\begin{equation*}
\mathcal{H}=\pi(x) \partial_{t} \phi(x)-\mathcal{L} . \tag{4.3}
\end{equation*}
$$

Note that one obtains the Hamiltonian $H$ by integrating the latter over space

$$
\begin{equation*}
H=\int \mathrm{d}^{d-1} x \mathcal{H} \tag{4.4}
\end{equation*}
$$

Although it is sometimes convenient to work within the Hamiltonian formalism, it is important to note that for relativistic theories the Lagrangian density $\mathcal{L}$ is Lorentz-invariant, i.e. transforms as a scalar under Lorentz transformations, while the Hamiltonian density $\mathcal{H}$ is not. This can be seen from (3.9), which shows that the Hamiltonian $H$ generates translations in time and hence singles out a time direction. Therefore, despite the fact that both formulations are covariant (in the sense of form-invariant), the symmetries become manifest only when working with $\mathcal{L}$.

EXAMPLE: CONTINUUM LIMIT We sketch the continuum limit $\epsilon \rightarrow$ $0, N \rightarrow \infty$ of a $d=1+0$-dimensional lattice theory in Figure 4.1.


Figure 4.1: Continuum limit $\epsilon \rightarrow 0, N \rightarrow \infty$ for a scalar field $\phi(x)$ on a lattice with (in-)decreasing lattice spacing $\epsilon$ (number of modes $N$ ) from (a) to (c).

FROM CLASSICAL TO QUANTUM FIELDS I: CANONICAL QUANTIZATION The transition from classical to quantum fields can be made in two ways. In the canonical formalism, the fields are promoted to field operators $\phi(x) \rightarrow \boldsymbol{\phi}(x), \pi(x) \rightarrow \pi(x)$ and one imposes commutation relations at every two points in spacetime

$$
\begin{equation*}
\left[\boldsymbol{\phi}(x), \boldsymbol{\pi}\left(x^{\prime}\right)\right]=\delta^{(d)}\left(x-x^{\prime}\right) \tag{4.5}
\end{equation*}
$$

The field operators can be expanded in terms of creation and annihilation operators, $\boldsymbol{a}_{\vec{k}}^{\dagger}$ and $\boldsymbol{a}_{\vec{k}}$, respectively, where $\vec{k}$ denotes a momentum. For example, we obtain in the Schrödinger picture at a constant time $t$

$$
\begin{equation*}
\boldsymbol{\phi}(\vec{x})=\int \frac{\mathrm{d}^{d-1} k}{(2 \pi)^{d-1}} \frac{1}{\sqrt{2 \omega(k)}}\left(\boldsymbol{a}_{\vec{k}} e^{i \vec{k} \vec{x}}+\boldsymbol{a}_{\vec{k}}^{\dagger} e^{-i \vec{k} \vec{x}}\right) \tag{4.6}
\end{equation*}
$$

where $\omega(k)$ denotes the dispersion relation, which is specified by the concrete theory of interest. This decomposition allows for the useful interpretation that an excitation of the quantum field $\boldsymbol{\phi}(x)$ corresponds to a free particle with definite momentum $\vec{k}$. To calculate typical observables such as correlation functions, one may prefer the following second option.

FROM CLASSICAL TO QUANTUM FIELDS II: FUNCTIONAL INTEGRALS
In the functional integral formalism, one instead takes Feynman's path integral approach in QM to the field-theoretic level, i.e. one constructs a functional integral over all field configurations with a complex-valued measure. We introduce the corresponding partition function as a functional integral over all possible field configurations (constrained by the state of interest)

$$
\begin{equation*}
\mathrm{Z}=\int \mathcal{D} \phi e^{i S}=\lim _{\epsilon \rightarrow 0}\left(\prod_{i_{1}, \ldots, i_{d} \in \mathbb{Z}} \int \mathrm{~d} \phi\left(x_{i_{1} \ldots i_{d}}\right) e^{i S}\right), \tag{4.7}
\end{equation*}
$$

where the functional integral $\int \mathcal{D} \phi$ is defined via the continuum limit $\epsilon \rightarrow 0$ and the complex-valued weighting factor is given by $e^{i S}$.

In this formalism, correlation functions follow directly from the partition function $Z$. If one introduces a source term $J(x)$, the latter becomes

$$
\begin{equation*}
Z[J]=\int \mathcal{D} \phi e^{i S+\int \mathrm{d}^{d} x J(x) \phi(x)} \tag{4.8}
\end{equation*}
$$

From this expression, correlation functions can be computed via functional derivatives at vanishing sources. For example, the field expectation value can be computed from

$$
\begin{equation*}
\langle\phi(x)\rangle=\left.\frac{1}{Z[J]} \frac{\delta Z[J]}{\delta J(x)}\right|_{J=0}=\frac{\int \mathcal{D} \phi \phi(x) e^{i S}}{\int \mathcal{D} \phi e^{i S}}, \tag{4.9}
\end{equation*}
$$

with the functional derivative being defined through

$$
\begin{equation*}
\frac{\delta \phi(x)}{\delta \phi\left(x^{\prime}\right)}=\delta^{d}\left(x-x^{\prime}\right) \tag{4.10}
\end{equation*}
$$

Often, it is convenient to perform an analytic continuation (also called Wick rotation), which transforms the complex-valued weighting factors $e^{i S}$ into real-valued factors $e^{-S}$, allowing for convergence of the functional integral. The analytic continuation is heuristically motivated by the fact that the Euclidean and Minkowskian metrics are equivalent if the time coordinate $\tau$ of the former is imaginary and related to the latter via $t \rightarrow-i \tau$, such that $S \rightarrow-i S$. Consequently, one refers to the latter two as Minkowskian (real time) and Euclidean (imaginary time) formalism, respectively.

The connections between the Minkowskian and Euclidean theories are studied in detail in the context of the Osterwalder-Schrader theorem [197-199]. Interestingly, they are very hard to establish formally. For example, it is one of the millennium problems to prove the existence of such a connection for gauge theories in $d=4$ spacetime dimensions in full mathematical rigor [200].

CAUCHY HYPERSURFACES AND QUANTUM STATES In QM, we considered quantum states at every instance of time $\rho=\rho(t)$ (see (3.7)). However, if we consider a quantum field on some generic background geometry specified by a metric $g_{\mu v}$, we have to work with a foliation of spacetime instead. This corresponds to a family of so-called Cauchy hypersurfaces $\Sigma(t)$, which are $(d-1)$-dimensional submanifolds of spacetime equipped with a time-like normal vector $n_{\mu}(x)$ at every point $x \in \Sigma$. The parameter $t$ plays the role of a time coordinate and sometimes indeed corresponds to a time measured by some particular observer. In this sense, time evolution can be generalized to an evolution from an initial Cauchy hypersurface to a final hypersurface, i.e. $\Sigma\left(t_{\mathrm{i}}\right) \rightarrow \Sigma\left(t_{\mathrm{f}}\right)$.

Then, a quantum state can be associated with every hypersurface $\Sigma(t)$, i.e. $\rho(t)$. Often, it is convenient to express the state (or other operators) in terms of its matrix representation $\rho\left[\phi_{+}, \phi_{-}\right]$with respect to the fields $\phi_{+}(x)$ and $\phi_{-}(x)$ evaluated on the hypersurface $\Sigma$, i.e. $x \in \Sigma$. As we will see in Chapter 9, the diagonal elements of this matrix $\rho[\phi, \phi]$ are of special interest to entropic uncertainty in QFT.
time evolution of a closed system Let us consider a closed system and a unitary time evolution from a state $\rho\left(t_{\mathrm{i}}\right)$ on one hypersurface $\Sigma_{\mathrm{i}}$ to the next, i.e. to $\rho\left(t_{\mathrm{f}}\right)$ on $\Sigma_{\mathrm{f}}$. In the aforementioned matrix representation, we can write the unitary time evolution equation (3.8) as

$$
\begin{align*}
\rho\left[\phi_{\mathrm{f}+}, \phi_{\mathrm{f}-}\right]\left(t_{\mathrm{f}}\right)=\int & \mathcal{D} \phi_{\mathrm{i}+} \int \mathcal{D} \phi_{\mathrm{i}-} U\left[\phi_{\mathrm{f}+}, \phi_{\mathrm{i}++}\right]\left(t_{\mathrm{i}}, t_{\mathrm{f}}\right)  \tag{4.11}\\
& \rho\left[\phi_{\mathrm{i}+}, \phi_{\mathrm{i}-}\right]\left(t_{\mathrm{i}}\right) U^{\dagger}\left[\phi_{\mathrm{i}-}, \phi_{\mathrm{f}-}\right]\left(t_{\mathrm{f}}, t_{\mathrm{i}}\right),
\end{align*}
$$

wherein the unitary time evolution operator from $\Sigma_{i}$ to $\Sigma_{f}$ is given by the functional integral

$$
\begin{equation*}
\mathcal{U}\left[\phi_{\mathrm{f}}, \phi_{\mathrm{i}}\right]\left(t_{\mathrm{i}}, t_{\mathrm{f}}\right)=\int \mathcal{D} \phi e^{i S[\phi]} \tag{4.12}
\end{equation*}
$$

with the boundary conditions $\phi(x)=\phi_{\mathrm{i}}(x)$ on $\Sigma_{\mathrm{i}}$ and $\phi(x)=\phi_{\mathrm{f}}(x)$ on $\Sigma_{\mathrm{f}}$ understood. The functional integral (4.11) together with (4.12) is referred to as the Schwinger-Keldysh double time path, as the two unitary evolution operators in (4.11) correspond to an evolution forward (with $\boldsymbol{U}$ ) and backwards (with $\boldsymbol{U}^{\dagger}$ ) in time [201, 202].

Starting from that, we will discuss information theoretic constraints on the time evolution of an open quantum system in Chapter 7 .
example: Cauchy hypersurfaces We sketch flat and curved Cauchy hypersurfaces for a $d=1+1$-dimensional theory in Figure 4.2 and Figure 4.2b, respectively.


Figure 4.2: Families of Cauchy hypersurfaces with time-like normal vectors (small black arrows) representing time evolution from a quantum state $\rho\left(t_{\mathrm{i}}\right)$ (blue line) to $\rho\left(t_{\mathrm{f}}\right)$ (red line) via the unitary operator $\boldsymbol{U}$ (large black arrow). In (a), we consider the special case of flat hypersurfaces, i.e. $g_{\mu v}=\eta_{\mu v}$, such that the normal vector equals the unit vector in time direction at every point. In (b), we picture a more general situation in the presence of curvature.
fields at equilibrium For later purposes, we also discuss quantum fields at finite temperature. In a field-theoretic setting, the thermal density operator (3.28) can still be written as

$$
\begin{equation*}
\rho_{\mathrm{c}}=\frac{1}{Z_{\mathrm{c}}} e^{-\beta H} \tag{4.13}
\end{equation*}
$$

where the Hamiltonian operator $\boldsymbol{H}$ is now a local integral over the Hamiltonian density operator $\mathcal{H}$ in analogy to (4.4). Note that more generally, $\mathcal{H}$ is the time-time component of the energy-momentum tensor $\boldsymbol{T}_{\mu v}$. The latter will appear in the covariant generalization of (4.13) to arbitrary Cauchy hypersurfaces, which will be the starting point for the discussion of relativistic fluid dynamics in Chapter 7.

Moreover, let us briefly discuss the thermal state in the functional integral formalism. Comparing the thermal density operator to the unitary time evolution operator (3.9) reveals that the two are equivalent if we set $t_{\mathrm{f}}-t_{\mathrm{i}} \equiv 0-i \beta$. Hence, from (4.12) we obtain the functional integral representation of the thermal state

$$
\begin{equation*}
\rho_{\mathrm{c}}\left[\phi_{+}, \phi_{-}\right]=\frac{1}{Z_{\mathrm{c}}} \int \mathcal{D} \phi e^{i S[\phi]} \tag{4.14}
\end{equation*}
$$

with an action

$$
\begin{equation*}
S[\phi]=\int_{0}^{-i \beta} \mathrm{~d} t \int \mathrm{~d}^{d-1} x \mathcal{L}[\phi] \tag{4.15}
\end{equation*}
$$

and boundary conditions $\phi(x)=\phi_{+}(x)$ for $t=0$ and $\phi(x)=\phi_{-}(x)$ for $t=-i \beta$, which imply that the functional integral goes over a torus geometry in time direction $t$. Note that we get back the vacuum result for $\beta \rightarrow \infty$.

### 4.2 ENTANGLEMENT FOR QUANTUM FIELDS

biPartition in a qFt In quantum theory, entanglement is studied for systems with finitely many degrees of freedom. For example, one may consider two spins or two harmonic oscillator modes. When working with quantum fields, one has to deal with infinitely many degrees of freedom, which requires a more careful treatment of the phenomenon entanglement, as it comes with non-renormalizable UV divergences for several quantities of interest.

To access these peculiarities, let us consider again a regularized quantum field on some space-like hypersurface $\Sigma$. In this situation, the inverse lattice spacing $1 / \epsilon$ provides an UV-regulator. In this sense, the continuum limit $\epsilon \rightarrow 0$ takes into account arbitrarily high energy scales, while a finite $\epsilon$ cuts off energy scales above $1 / \epsilon$. Also, in the regularized theory, every discrete spatial position $x_{i_{2} \ldots i_{d}} \in \Sigma$ is endowed with a single mode and a corresponding Hilbert space $\mathcal{H}_{x_{i_{2} \ldots i_{d}}}$. Depending on the theory of interest these Hilbert spaces are finite (for examples for spins) or infinite (for oscillator modes).

Now, the hypersurface $\Sigma$ may be divided into two regions in several ways. In this work, we only consider a finite spatial region 1 and its complement 2 such that $\Sigma=1 \cup 2 \equiv 12$ and $1 \cap 2=\varnothing$. Alternatively, one could study two half-infinite regions 1 and 2, for example two half-lines in $d=1+1$ spacetime dimensions. For the corresponding Hilbert spaces we have a decomposition of the form

$$
\begin{equation*}
\mathcal{H}_{12}=\mathcal{H}_{1} \otimes \mathcal{H}_{2} \tag{4.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{H}_{1}=\bigotimes_{x_{i_{2}, \ldots i_{d}} \in 1} \mathcal{H}_{x_{i_{2} \ldots i_{d}},} \quad \mathcal{H}_{2}=\bigotimes_{x_{i_{2}, \ldots i_{d} \in 2} \in} \mathcal{H}_{x_{i_{2} \ldots i_{d}}} \tag{4.17}
\end{equation*}
$$

Interestingly, the continuum limit $\epsilon \rightarrow 0$ leads to severe problems already on the level of the Hilbert space decomposition (4.16). In fact, such a decomposition does not exist in a strict sense for $\epsilon \rightarrow 0$.

Mathematically, this is due to the Reeh-Schlieder theorem [203]. In simple words, it states that operators localized to any region still suffice to generate all other operators, indicating that there is entanglement present between observables in any two regions.

Physically, the problems come from the presence of a (sharp) surface between the two regions 1 and 2, which is the so-called entangling surface. In our case, this corresponds to the boundary $\partial 1$ of region 1, which is typically assumed to be smooth. In the limit $\epsilon \rightarrow 0$, arbitrarily high energy modes are present, which are localized to an arbitrarily small region around the entangling surface $\partial 1$. Hence, a bipartite splitting of the Hilbert space becomes ambiguous.

To be on the safe side, we keep thinking in terms of a regularized theory in the following, such that the global Hilbert space can indeed
be decomposed according to (4.16). Starting from a global state $\rho_{12}$, we associate local states in analogy to (3.6)

$$
\begin{equation*}
\rho_{1}=\operatorname{Tr}_{2}\left\{\rho_{12}\right\}, \quad \rho_{2}=\operatorname{Tr}_{1}\left\{\rho_{12}\right\} \tag{4.18}
\end{equation*}
$$

with the regions 1 and 2 , respectively. Based on that, we may ask how much the two regions 1 and 2 are entangled by computing the corresponding entanglement entropies.
example: entanglement in qm vs. qFt We illustrate bipartitions for two (a) quantum spins in Figure 4.3 a and (b) spatial regions in a lattice field theory Figure 4.3b.

(a) Two entangled spins

(b) Two entangled regions

Figure 4.3: In quantum theory, entanglement is present between wellseparated objects, e.g. between two quantum spins 1 and 2 sketched in (a). For quantum fields regularized on a lattice with lattice constant $\epsilon$ in (b), we consider a region 1 of typical size $L$ and its complement 2 , which are strongly entangled across the boundary $\partial 1$.
vOLUME LAW FOR TYPICAL StATES To appreciate the significance of the area law discussed later, let us start with a naive estimation of the entanglement entropy for typical pure states, in which case the entanglement entropy provides a meaningful measure for entanglement.

We consider the volume of the enclosed region 1 to be of the order $V \sim L^{d-1}$ (cf. Figure 4.3 b), i.e. we approximate 1 by a ball-shaped region. Second, we assume the size of 1 to be much larger than the cutoff-scale, i.e. $L \gg \epsilon$, but still small compared to the size of the full system 12. Often quantum fields extend up to infinity, such that the latter assumption reads $L \ll \infty$.

In such a situation we have that the Hilbert space $\mathcal{H}_{1}$ associated with 1 is much smaller than $\mathcal{H}_{2}$, allowing us to apply Page's theorem. It states that for a random global pure state $\rho_{12}$ constructed from the unitarily invariant Haar measure, the local state $\rho_{1}$ is close to being maximally entangled [204-206]. Hence, we end up with

$$
\begin{equation*}
S\left(\rho_{1}\right) \sim \log D_{1} \sim(L / \epsilon)^{d-1} \tag{4.19}
\end{equation*}
$$

"[...] the leading divergence in the entanglement entropy is universal
[...]." - Edward Witten [193]
which is the so-called volume law of entanglement entropy [183, 196]. We observe that the entanglement entropy of a typical state is proportional to the number of modes enclosed in 1 and hence becomes UV-divergent in the continuum limit $\epsilon \rightarrow 0$.
area law for physical states However, in QFTs one is typically not concerned with random states, but rather with physical states, such as the vacuum, low-lying excitations or thermal states. Moreover, constraints come in when considering local QFTs, which is generically the case for relativistic theories, but also for non-relativistic theories with nearest-neighbor interactions in the lattice picture. In these cases, one may heuristically argue that entanglement between 1 and 2 is mainly caused by the constituents close to the entangling surface $\partial 1$. As a consequence, the entanglement entropy should in leading order be proportional to the area of the boundary region $\partial 1$.

The modes close to the boundary live in the UV-regime and hence the dominant contributions to the entanglement entropy come from UV-modes on small length scales. On such scales, the monotonicity of quantum relative entropy (3.18) implies that the vacuum is indistinguishable from any other finite energy state. Therefore, the entanglement entropy needs to have a rather universal form.

To motivate the following result for the entanglement entropy (we loosely follow [41, 207]), let us consider a theory, where no additional scales besides the size $L$ of region 1 and the lattice constant $\epsilon$ are involved (cf. Figure 4.3 b ). We make the following ansatz for the entanglement entropy

$$
\begin{equation*}
S\left(\rho_{1}\right) \sim \int_{\partial 1} \mathrm{~d}^{d-2} x \sqrt{h} F[K, h] \tag{4.20}
\end{equation*}
$$

wherein $x$ are coordinates, $h$ the induced metric and $K$ the extrinsic curvature on the entangling surface $\partial 1$, while $F$ denotes some functional. We may expand the functional $F$ in terms of the extrinsic curvature $K$. To that end, we note that $K \sim \frac{1}{L}$, which together with the fact that the entropy is a dimensionless quantity implies

$$
\begin{equation*}
S\left(\rho_{1}\right) \sim \frac{L^{d-2}}{\epsilon^{d-2}}+\ldots+\frac{L}{\epsilon}+\ln \frac{L}{\epsilon}+\text { const. } \tag{4.21}
\end{equation*}
$$

More generally, one finds that the entanglement entropy of a physical state fulfills a so-called area law [183, 194, 195]

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{\mathbf{1}}\right)=\frac{g_{d-2}(\partial 1)}{\epsilon^{d-2}}+\ldots+\frac{g_{1}(\partial 1)}{\epsilon}+g_{0}(\partial 1) \ln \epsilon+\tilde{S} \tag{4.22}
\end{equation*}
$$

wherein $g_{i}(\partial 1)$ are local coefficients on the boundary $\partial 1$ depending on the theory, the state and the geometric form of the region 1 under consideration, while $\tilde{S}$ is a finite part often depending on the volume $V$. We observe that the leading order UV-divergence is proportional to the area and not to the volume as estimated in (4.19). This shows that
physical states occupy a very special region in the global Hilbert space $\mathcal{H}_{12}$. Also, one should note that the lowest order coefficient $g_{0}(\partial 1)$ is universal, i.e. independent of the regularization scheme, which is not the case for all other coefficients, while $\tilde{S}$ can contain universal as well as non-universal expressions.

Let us emphasize that although the area law (4.22) holds for all states, it only allows for a clear statement about entanglement if the global state $\rho_{12}$ is pure. However, in this case, we need to have $S\left(\rho_{1}\right)=S\left(\rho_{2}\right)$, such that we can constrain (4.22) further extending on our heuristic argument from before. As the complement 2 comes with a sign change in the extrinsic curvature, only even powers in $\frac{L}{\epsilon}$ are allowed, and hence the area law does only contain even powers too. Also, note that the term $g_{0}(\partial 1) \ln \frac{L}{\epsilon}$ is absent in odd spacetime dimensions.

The UV-divergence of the entanglement entropy is one of our main motivations to study relative entanglement entropies in Chapter 7, which do not exhibit such divergences and are well-defined in the continuum limit $\epsilon \rightarrow 0$ [193, 208, 209] (see also [210-224] for recent works).

EXAMPLE: ENTANGLEMENT ENTROPY FOR THERMAL STATE We exemplify the different contributions in the area law (4.22) for a thermal state with temperature $T$ in a conformal QFT in $d=1+1$ spacetime dimensions. A conformal QFT is invariant under conformal transformations and hence no other scales are present. We expect from (4.22) a logarithmic divergence in leading order. We consider an interval 1 of length $L$ with infinite complement 2 . In $d=1+1$ dimensions, the volume of the interval is given by its length $V=L$. We find for the entanglement entropy [195]

$$
\begin{equation*}
S\left(\rho_{1}\right)=-\frac{c}{3} \ln \epsilon+\frac{c}{3} \ln \frac{\sinh \pi T L}{\pi T}+\kappa, \tag{4.23}
\end{equation*}
$$

where $c$ denotes the central charge of the conformal field theory and $\kappa$ is some non-universal constant. Besides the universal UV-divergence from the entangling surface $\partial 1$, we obtain a finite part $\tilde{S}$ depending on the interval length $L$ and the temperature $T$.

As the length $L$ and the inverse temperature $1 \beta=\frac{1}{T}$ provide two competing length scales, let us consider the two asymptotic limits of small and large thermal correlations lengths compared to the interval size

$$
\tilde{S}=\left\{\begin{array}{lll}
\frac{c}{3} \ln L+\kappa & \text { for } & L \ll \beta  \tag{4.24}\\
\frac{c}{3} \pi T L+\kappa & \text { for } & L \gg \beta
\end{array}\right.
$$

This shows that the finite part of the entanglement entropy $\tilde{S}$ becomes independent of the temperature $T$ for small temperatures $L \ll \beta$ and reduces to the vacuum result. Moreover, $\tilde{S}$ is extensive for sufficiently large temperatures $L \gg \beta$ and in fact corresponds to the thermal entropy in a conformal QFT of $d=1+1$ spacetime dimensions.
beyond the scope It is important to note that not all QFTs obey an area law of the form (4.22). For example, in non-relativistic theories with a Fermi surface the area law acquires a logarithmic correction [225, 226]. Also, if the boundary $\partial 1$ is not smooth, for example if it contains cusps, additional UV-divergences arise [227].
Furthermore, it is worth mentioning that the entanglement entropy can exhibit Infrared (IR)-divergences, for example when not including a finite mass $m$, which typically acts as an IR-regulator, or if the theory lives on a finite domain. These divergences do also carry over to the relative entanglement entropy as well as the quantum mutual information [194].

## Part II

## EQUILIBRIUM

We investigate how equilibrium can be described in terms relative entropy and thermal model states. To that end, we establish a statistical inference method based on relative entropy (Chapter 5). We develop thermodynamics solely with relative entropy and use the monotonicity of relative entropy to derive second-law like inequalities (Chapter 6). These ideas are generalized to relativistic fluids in the context of local quantum field theory (Chapter 7).

## RELATIVE ENTROPY

 PRINCIPLESThis chapter is based on the first half of [F]. S. F. proposed and supervised the project. The principle of minimum expected relative entropy was found by me. It was formalized and generalized to quantum states by both authors. While both authors participated in the writing of the text, I wrote the early versions of the draft. Also, I created all figures.
We develop a statistical inference method to find a prior distribution or density operator based on (quantum) relative entropy, which we call the minimum expected relative entropy principle. We will show that it corresponds to a reformulation of the maximum entropy principle. Further, we will demonstrate that it allows for an information geometric interpretation of a prior distribution for a simple example.
For relative entropy, there already exists the principle of minimum discrimination information (also known as principle of minimum cross entropy), which we review in Section 5.1 for classical distributions [20, 56]. It is used to update a given prior distribution based on side information, for example in the context of Monto Carlo simulations or machine learning [228, 229]. In this sense, it is not capable of providing a prior distribution, which raises the need for an alternative.
Our main motivation is to apply our methods in the context of statistical physics, more precisely to formulate thermodynamics in terms of relative entropy only, which is discussed in detail in Chapter 6. We discuss classical distributions in Section 5.2 and then generalize the formalism to density operators in Section 5.3. We concentrate on discrete variables with finite alphabets and finite Hilbert spaces.

### 5.1 UPDATING A PRIOR DISTRIBUTION

updating knowledge with expectation values We consider a system whose discrete microstates $x$ are drawn from a finite and countable alphabet $\mathcal{X}$ of size $|\mathcal{X}|=N$ with $N<\infty$. Let us further assume that we already constructed a discrete prior distribution $\tilde{p}(x)$ for the microstates $x \in \mathcal{X}$, which is in accordance with our knowledge about the system. Afterwards, we perform $j$ additional experiments by measuring other observables $A_{i}$, where $i \in\{1, \ldots, j\}$. Each of these $j$ observables takes values $a_{i}(x)$ in the microstates $x \in \mathcal{X}$. As this additional information about the system is not contained in our prior $\tilde{p}(x)$, we want to find a new distribution $p(x)$, which takes this side information into account.

To that end, we apply the principle of minimum discrimination information, which states that we find $p(x)$ by minimizing the relative entropy $S(p \| \tilde{p})$ with respect to $p(x)$ under the $j$ additional constraints and normalization of $p(x)$. Intuitively, this means that we search for the distribution $p(x)$ which is least distinguishable from $\tilde{p}(x)$ and additionally respects the available side information.

We formulate the optimization problem in terms of $j$ Lagrangian multipliers $\lambda_{i}$, which are assigned to the $j$ expectation values of the observables $A_{i}$, and another multiplier $\gamma$, which ensures normalization of $p(x)$. Hence, we formulate a Lagrange function

$$
\begin{align*}
& \mathcal{L}\left(p, \tilde{p}, \lambda_{i}, \gamma\right) \\
& =S(p \| \tilde{p})+\sum_{i=1}^{j} \lambda_{i}\left(\sum_{x \in \mathcal{X}} p(x) a_{i}(x)-A_{i}\right)+\gamma\left(\sum_{x \in \mathcal{X}} p(x)-1\right) \tag{5.1}
\end{align*}
$$

and search for a minimum

$$
\begin{equation*}
\delta \mathcal{L}\left(p, \tilde{p}, \lambda_{i}, \gamma\right)=0 \tag{5.2}
\end{equation*}
$$

with respect to a variation in $p(x)$. This optimization problem can be solved in a straightforward manner and leads to

$$
p(x)=\frac{\tilde{p}(x)}{Z^{\prime}} e^{-\sum_{i=1}^{j} \lambda_{i} a_{i}(x)},
$$

wherein $Z^{\prime}$ is a normalization factor. We observe that the updated distribution $p(x)$ is proportional to $\tilde{p}(x)$ with the proportionality constants being weighting factors containing the additional side information about the $j$ observables $A_{i}$.

EXAMPLE: SPINS IN MAGNETIC FIELD To apply the principle of minimum discrimination information to a physical problem, we consider a collection of spins, which add up to a macroscopic spin. The orientations of an individual spin make up the microstates $x \in \mathcal{X}$, to which we associate a magnetic moment $\vec{\mu}(x)=\gamma \vec{s}(x)$. Therein, $\vec{s}(x)$ denote the possible spin directions and $\gamma$ is a proportionality constant.

At first, we consider a situation where the macroscopic spin is in thermal equilibrium with a heat bath of inverse temperature $\beta$ and in a ferromagnetic configuration at vanishing external magnetic field $H=0$. Evaluating the principle of maximum entropy gives us the prior distribution

$$
\begin{equation*}
\tilde{p}(x)=\frac{1}{\tilde{Z}} e^{-\beta E(x)} \tag{5.4}
\end{equation*}
$$

for the microstates $x$ of the single spin. Without additional assumptions, the individual spin directions $\vec{s}(x)$ are not constrained and hence all directions are equally likely.

If we consider a group of individual spins, it is possible that we measure a non-vanishing magnetization $\vec{M}$ in this region, especially if the
macroscopic spin is in a ferromagnetic state. We can update the prior (5.4) based on the additional side information about such a region, i.e. we further constrain the magnetic moment $\vec{\mu}(x)$ by a given local magnet field $\vec{B}$. Applying the principle of minimum discrimination information leads us to the updated distribution

$$
\begin{equation*}
p(x)=\frac{\tilde{p}(x)}{Z^{\prime}} e^{\beta \gamma \vec{B} \vec{S}(x)}=\frac{1}{Z} e^{-\beta(E(x)-\gamma \vec{B} \vec{S}(x))} \tag{5.5}
\end{equation*}
$$

with normalization

$$
\begin{equation*}
Z=\tilde{Z} Z^{\prime}=\sum_{x \in \mathcal{X}} e^{-\beta(E(x)-\gamma \vec{B} \vec{s}(x))} . \tag{5.6}
\end{equation*}
$$

In principle, the same logic can be applied for other regions in the spin system as well. In this way, we would obtain a simple mean-field description for the macroscopic spin.
application to thermodynamics Although the updated distribution (5.3) is of Boltzmann-type, it is not possible to apply the principle of minimum discrimination information to thermodynamics in a straightforward way in general. More precisely, it is tempting to conclude that if we would have started from a microcanonical ensemble, i.e. a uniform distribution with respect to energies of individual microstates, and included a given energy expectation value via (5.3), we would have ended up with a canonical distribution. However, for most systems, a uniform distribution with respect to energies is not a physical situation, but rather a formal limit of the canonical ensemble with infinite temperature. As we will see later, the microcanonical ensemble does rather assume a fixed total energy and asserts equal probabilities to the microstates which are compatible with this assumption.
To summarize, the principle of minimum discrimination information is neither capable of predicting a prior distribution nor can it be applied easily to thermodynamics. Since we are interested in developing thermodynamics from a relative entropy perspective, we will develop a new principle of inference in the following.

### 5.2 FINDING A PRIOR CLASSICAL DISTRIBUTION

integrating on the space of distributions Let us consider again a discrete random variable $x \in \mathcal{X}$ with countable $|\mathcal{X}|=N<\infty$. We want to construct an integral measure on the space of probability distributions $p(x)$. To that end, we have to respect all available constraints on $p(x)$, such that the integration is only over those distributions, which are compatible with these constraints. As always, a minimal constraint is given by the normalization of distributions, i.e. Kolmogorov's second axiom (2.3). However, as we saw in many previous examples, one often has additional constraints, which nevertheless allow for a large class of compatible probability distributions.

To formalize this idea, it is important to note that the set of all probability distributions corresponds to a manifold. Hence, we can find coordinates $\xi=\left\{\xi^{1}, \ldots, \xi^{m}\right\}$ which parameterize the set of allowed distributions, i.e. $p(x)=p(x, \xi)$. Then, we can define an integral measure on this manifold via

$$
\begin{equation*}
\int \mathcal{D} p=\int \mathrm{d} \xi^{1} \ldots \mathrm{~d} \xi^{m} \mu\left(\xi^{1}, \ldots, \xi^{m}\right) \tag{5.7}
\end{equation*}
$$

wherein $\mu\left(\xi^{1}, \ldots, \xi^{m}\right)$ is a function to be defined. Note that we have chosen the functional integral notation in order to be as general as possible. More precisely, if we consider continuous random variables instead, the space of distributions becomes infinite-dimensional in general, which requires an integration over functions.
diffeomorphism invariance To determine $\mu\left(\xi^{1}, \ldots, \xi^{m}\right)$, we require that our integral measure $\mathcal{D} p$ is invariant under an arbitrary coordinate transformation $\xi \rightarrow \xi^{\prime}(\xi)$ resulting in

$$
\begin{equation*}
\mu\left(\xi^{1}, \ldots, \xi^{m}\right)=\operatorname{det}\left(\frac{\partial \xi^{\prime \alpha}}{\partial \xi^{\beta}}\right) \mu^{\prime}\left(\xi^{\prime 1}, \ldots, \xi^{\prime \prime m}\right) . \tag{5.8}
\end{equation*}
$$

This is fulfilled for example by Jeffreys' prior [230,231]

$$
\begin{equation*}
\mu(\xi) \propto \sqrt{\operatorname{det} g_{\alpha \beta}(\xi)} \tag{5.9}
\end{equation*}
$$

wherein $g_{\alpha \beta}(\tilde{\xi})$ is the so-called Fisher metric corresponding to the family of distributions $p(x, \xi)$ with $\alpha, \beta=1, \ldots, m$. Its components are defined as (there are two other convenient definitions in the literature, which are equivalent to what follows) [232, 233]

$$
\begin{equation*}
g_{\alpha \beta}(\xi)=\sum_{x \in \mathcal{X}} \frac{\partial p(x, \xi)}{\partial \xi^{\alpha}} \frac{\partial \ln p(x, \xi)}{\partial \xi^{\beta}} \tag{5.10}
\end{equation*}
$$

Note that for a continuous random variable $x$, the sum in the latter expression is replaced by an integral. One may also introduce the Fisher metric as the Hessian matrix of the relative entropy, i.e. for close distributions $p(x, \xi)$ and $p(x, \xi+\mathrm{d} \xi)$ we find

$$
\begin{equation*}
S(p(x, \xi+\mathrm{d} \xi) \| p(x, \xi))=\frac{1}{2} g_{\alpha \beta}(\xi) \mathrm{d} \xi^{\alpha} \mathrm{d} \xi^{\beta}+\ldots \tag{5.11}
\end{equation*}
$$

Moreover, the Fisher metric is symmetric $g_{\alpha \beta}(\xi)=g_{\beta \alpha}(\xi)$ and corresponds to the Riemannian metric on the space of probability distributions. Hence, the canonical volume form $\sqrt{\operatorname{det} g_{\alpha \beta}(\xi)}$ ensures diffeomorphism invariance of our integral measure $\mathcal{D} p$. Nevertheless, we could multiply $\mathcal{D} p$ with any other diffeomorphism invariant function. For example, one may consider $e^{-S(p \| \tilde{p})}$ with $\tilde{p}(x)$ being some model distribution. However, we work with the volume form in the following by convenience. In conclusion, we end up with a measure which allows us to integrate a functional $f[p]$ of the distribution $p(x)$

$$
\begin{equation*}
\int \mathcal{D} p f[p]=\int \mathrm{d} \xi^{1} \ldots \mathrm{~d} \xi^{m} \sqrt{\operatorname{det} g_{\alpha \beta}(\xi)} f[p(\xi)] . \tag{5.12}
\end{equation*}
$$

PERMUTATION INVARIANCE Let us analyze this integration procedure in more detail. In particular, we ask how the integral measure $\int \mathcal{D} p$ transforms if we consider permutations of the individual discrete probabilities, under which the entropy $S(p)$ is known to be invariant. We denote a permutation by $x \rightarrow \Pi(x)$, such that a permutation on the probability distribution $p(x)$ is given by the map

$$
\begin{equation*}
p \rightarrow \Pi(p):\left\{p\left(x_{1}\right), \ldots, p\left(x_{N}\right)\right\} \rightarrow\left\{p\left(\Pi\left(x_{1}\right)\right), \ldots, p\left(\Pi\left(x_{N}\right)\right)\right\} \tag{5.13}
\end{equation*}
$$

To answer this question, we choose a specific set of coordinates. In information geometry, it is convenient to parameterize the discrete probabilities $p(x)$ in a way such that we are confined to a sphere. This can be achieved by the choice $[13,233,234]$

$$
p(x)= \begin{cases}\left(\xi^{x}\right)^{2} & \text { for } x=1, \ldots, N-1  \tag{5.14}\\ 1-\left(\xi^{1}\right)^{2}-\ldots-\left(\xi^{N-1}\right)^{2} & \text { for } x=N\end{cases}
$$

In this coordinates, the Fisher metric takes the form

$$
\begin{equation*}
\frac{1}{4} g_{\alpha \beta}(\xi)=\delta_{\alpha \beta}+\frac{\xi^{\alpha} \xi^{\beta}}{1-\left(\xi^{1}\right)^{2}-\ldots-\left(\xi^{N-1}\right)^{2}} \tag{5.15}
\end{equation*}
$$

which is the induced metric on the unit sphere $S^{N-1}$. Geometrically, the probabilities $p(x)$ span a convex simplex embedded in $N$-dimensional Euclidean space. Points on this simplex are mapped to a $(N-1)$ dimensional sphere, which is described by the coordinates $\xi^{\alpha}$. Moreover, the second line in (5.14) shows that the spherical geometry in the coordinates $\xi^{\alpha}$ is a consequence of the normalization condition $\sum_{x \in \mathcal{X}} p(x)=1$.

In the $\xi$ coordinates, our integral measure $\mathcal{D} p$ takes the form

$$
\begin{align*}
\int \mathcal{D} p & =\frac{2}{\Omega_{N}} \int_{-1}^{1} \mathrm{~d} \xi^{1} \ldots \mathrm{~d} \xi^{N-1} \sqrt{\operatorname{det}\left(\frac{g_{\alpha \beta}(\xi)}{4}\right)} \Theta\left(1-\sum_{\alpha=1}^{N-1}\left(\xi^{\alpha}\right)^{2}\right) \\
& =\frac{1}{\Omega_{N}} \int_{-1}^{1} \mathrm{~d} \xi^{1} . . \mathrm{d} \xi^{N} \delta\left(1-\sqrt{\sum_{\alpha=1}^{N}\left(\xi^{\alpha}\right)^{2}}\right) \tag{5.16}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega_{N}=\frac{2 \pi^{\frac{N}{2}}}{\Gamma\left(\frac{N}{2}\right)} \tag{5.17}
\end{equation*}
$$

denotes the area element of the $(N-1)$-dimensional unit sphere with $\Gamma(t)$ being the Gamma function. From the latter equation, we can draw two important conclusions. First, the integral measure $\mathcal{D} p$ is indeed normalized to one $\int \mathcal{D} p=1$ and second, it is invariant under the permutations $p \rightarrow \Pi(p)$ introduced in (5.13). Hence, we end up with the statement

$$
\begin{equation*}
\int \mathcal{D} p f[p]=\int \mathcal{D} p f[\Pi(p)] \tag{5.18}
\end{equation*}
$$

for all functionals $f[p]$ and permutations $\Pi$, which will be of great use in the following.

## CLASSICAL PRINCIPLE OF MINIMUM EXPECTED RELATIVE ENTROPY

With a suitable integral measure $\mathcal{D} p$ at hand, we now state our principle of minimum expected relative entropy or principle of least distinguishability on average. The basic idea is that the optimal prior $\tilde{p}(x)$ is located at a central position in the space of probability distributions (see also dark brown point in Figure 3.2). This central point is determined by minimizing the average relative entropy $S(p \| \tilde{p})$ between all allowed distributions $p(x)$ and the optimal model $\tilde{p}(x)$ under the constraint that $\tilde{p}(x)$ is normalized to one. Hence, we construct the functional

$$
\begin{equation*}
B(\tilde{p}, \lambda)=\int \mathcal{D} p\left[S(p \| \tilde{p})+\lambda\left(\sum_{x \in \mathcal{X}} \tilde{p}(x)-1\right)\right] \tag{5.19}
\end{equation*}
$$

with normalization being implemented via the Lagrangian multiplier $\lambda$ and claim that the optimal model $\tilde{p}(x)$ follows from minimizing the latter with respect to $\tilde{p}(x)$, i.e.

$$
\begin{equation*}
\delta B(\tilde{p}, \lambda) \stackrel{!}{=} 0 \tag{5.20}
\end{equation*}
$$

Strict joint convexity of relative entropy $S(p \| \tilde{p})$ together with monotonicity of the integral imply that the $B$-functional is also strictly convex. Hence, if a local minimum of $B(\tilde{p})$ can be found, it corresponds to a unique global minimum.

To obtain the optimal model $\tilde{p}(x)$, we directly compute the variation under the integral (instead of evaluating the integral first), which leads us to

$$
\begin{equation*}
0=\delta B(\tilde{p}, \lambda)=\sum_{x \in \mathcal{X}} \int \mathcal{D} p\left[-\frac{p(x)}{\tilde{p}(x)}+\lambda\right] \delta \tilde{p}(x) . \tag{5.21}
\end{equation*}
$$

As a consequence of permutation invariance (5.18), we can conclude that $\int \mathcal{D} p p(x)$ is independent of $x$ and hence, $\tilde{p}(x)$ is also independent of $x$. By normalization, this implies that the optimal model is given by the uniform distribution

$$
\begin{equation*}
\tilde{p}(x)=\frac{1}{N^{\prime}} \tag{5.22}
\end{equation*}
$$

in accordance with Jaynes' maximum entropy principle and Laplace's principle of indifference.
example: two-state system - part a To shape the intuition for the principle of minimum expected relative entropy, we consider a coin with $\mathcal{X}=\{$ heads, tails $\}$ such that $|\mathcal{X}|=2$ and compute all involved quantities. The parameterization given in (5.14) evaluates to

$$
\begin{equation*}
p(\text { heads }) \equiv p_{1}=\left(\xi^{1}\right)^{2}, \quad p(\text { tails })=1-p_{1}=1-\left(\xi^{1}\right)^{2} \tag{5.23}
\end{equation*}
$$

such that the Fisher information (which is now a scalar) becomes

$$
\begin{equation*}
\frac{1}{4} g=1+\frac{\left(\xi^{1}\right)^{2}}{1-\left(\xi^{1}\right)^{2}} \tag{5.24}
\end{equation*}
$$

The optimal model distribution is least distinguishable on average from all other possible distributions.

One can convince oneself that the integration measure $\mathcal{D} p$ is normalized to one as

$$
\begin{equation*}
\int \mathcal{D} p=\frac{2}{\Omega_{2}} \int_{-1}^{1} \mathrm{~d} \xi^{1} \sqrt{1+\frac{\left(\xi^{1}\right)^{2}}{1-\left(\xi^{1}\right)^{2}}}=\frac{2}{2 \pi} \pi=1 \tag{5.25}
\end{equation*}
$$

where we used that the $\Theta$-function in (5.16) evaluates to unity. Similarly, we find for the two individual probabilities

$$
\begin{equation*}
\int \mathcal{D} p p_{1}=\int \mathcal{D} p\left(1-p_{1}\right)=\frac{1}{2} \tag{5.26}
\end{equation*}
$$

and for the $B$-functional at the extremum with respect to $\lambda$

$$
\begin{align*}
B(\tilde{p}) & =\int \mathcal{D} p S(p \| \tilde{p}) \\
& =-\int \mathcal{D} p S(p)-\sum_{x \in \mathcal{X}} \ln \tilde{p}(x) \int \mathcal{D} p p(x)  \tag{5.27}\\
& =1-2 \ln 2-\frac{1}{2} \ln \left(\tilde{p}_{1}\left(1-\tilde{p}_{1}\right)\right),
\end{align*}
$$

where we used $\tilde{p}($ heads $) \equiv \tilde{p}_{1}$ such that $\tilde{p}($ tails $)=1-\tilde{p}_{1}$.
The first line of the latter equation suggests that the value of the $B$-functional at a specific point $\tilde{p}_{1}$ can be regarded as the area under a relative entropy curve $S(p \| \tilde{p})$ for a fixed model $\tilde{p}_{1}$. We make this connection explicit by plotting the relative entropy $S(p \| \tilde{p})$ as a function of $p_{1}$ for three different models $\tilde{p}_{1}$ in Figure 5.1a and the $B$-functional $B(\tilde{p})$ together with the entropy $S(\tilde{p})$ as a function of $\tilde{p}_{1}$ in Figure 5.1b.


Figure 5.1: In (a), we observe that the relative entropy $S(p \| \tilde{p})$ of a coin with respect to the optimal model $\tilde{p}_{1}=0.5$ takes its minimum at $p_{1}=$ 0.5 and is symmetric. For other models, $S(p \| \tilde{p})$ is asymmetric and becomes minimal at $p_{1}=\tilde{p}_{1}$. Additionally, we plot $B(\tilde{p})$ and $S(\tilde{p})$ in (b). Interestingly, $B(\tilde{p})$ corresponds to the area under a relative entropy curve $S(p \| \tilde{p})$ (shaded regions in (a) correspond to dots in $(\mathrm{b})$ ), such that it indeed becomes minimal for $\tilde{p}_{1}=0.5$. At this point, the entropy $S(\tilde{p})$ attains its maximum (gray dot), showing consistency between the two entropy principles. Also, we see that the $B$-functional is strictly convex rendering the local minimum at $\tilde{p}_{1}=0.5$ a unique global minimum.

INFORMATION GEOMETRIC INTERPRETATION WITH HELLINGER DIStance Although our principle of least distinguishability on average was formulated with relative entropy $S(p \| \tilde{p})$ as a measure for the distinguishability between two distributions $p(x)$ and $\tilde{p}(x)$, one should be able to replace the relative entropy $S(p \| \tilde{p})$ by any other statistical divergence, i.e. a non-negative (possibly convex) functional being zero if and only if $p(x)=\tilde{p}(x)$, which defines a Riemannian metric in second order. We collect some evidence in the following, but a formal proof of this claim is left for future work.

To give our principle a solid information geometric interpretation, we consider a special choice for the statistical divergence: the Hellinger distance $H(p, \tilde{p})$. It is proportional the Euclidean distance on the space of probability distributions [235, 236]
$H(p, \tilde{p})=\frac{1}{\sqrt{2}}\|\sqrt{p}-\sqrt{\tilde{p}}\|_{2}=\frac{1}{\sqrt{2}} \sqrt{\sum_{x \in \mathcal{X}}(\sqrt{p(x)}-\sqrt{\tilde{p}(x)})^{2}}, ~(5.28)$
where $\|\cdot\|_{2}$ denotes the $L_{2}$-norm, which equals the Euclidean distance. Note that the prefactor $\frac{1}{\sqrt{2}}$ ensures that the Hellinger distance is bounded from above by one, i.e. $0 \leq H(p, \tilde{p}) \leq 1$, which is a consequence of the Cauchy-Schwarz inequality. Also, note the relation to the relative entropy $2 H^{4}(p, \tilde{p}) \leq S(p \| \tilde{p})$.

The Hellinger distance $H(p, \tilde{p})$ is a statistical divergence. Additionally, it is symmetric and fulfills a triangle inequality. Therefore, it is a true distance measure on the space of probability distribution, which allows us to make more rigorous statements when it comes to information geometry.

With the Hellinger distance $H(p, \tilde{p})$, our $B$-functional reads

$$
\begin{equation*}
B(\tilde{p}, \lambda)=\int \mathcal{D} p\left[H(p, \tilde{p})+\lambda\left(\sum_{x \in \mathcal{X}} \tilde{p}(x)-1\right)\right] \tag{5.29}
\end{equation*}
$$

and the optimal model $\tilde{p}(x)$ still follows from the variational principle $\delta B(\tilde{p}, \lambda)=0$ with a variation with respect to $\tilde{p}(x)$.
example: two-state system - part il We will not compute the variation under the integral as done before, but rather evaluate the $B$ functional for the simple coin example. Unfortunately, the complicated structure of the integrand does only allow for a numerical evaluation.

We show Hellinger distance curves in Figure 5.2a and the Hellinger $B$-functional in Figure 5.2b. Most importantly, our intuition from the formulation in terms of relative entropies can be confirmed: the optimal model $\tilde{p}(x)$ has the least mean Hellinger distance to all other allowed distributions $p(x)$. Hence, the optimal model $\tilde{p}(x)$ is indeed the central point on the manifold of distributions. Exemplary, we also compare a collection of Hellinger distances for two models in Figure 5.2 c , showing once again that the uniform model is preferred.

(c) Exemplary Hellinger distances for the two models $\tilde{p}_{1}=0.5,0.75$

Figure 5.2: (a) and (b) are similar to Figure 5.1 with the relative entropy $S(p \| \tilde{p})$ being replaced by the Hellinger distance $H(p, \tilde{p})$. We have added two curves for the two certain models $\tilde{p}_{1}=0$ and $\tilde{p}_{1}=1$ in (a) showing that the Hellinger distance $H(p, \tilde{p})$ is bounded from above by one. Note the relative entropies $S(p \| 0)$ and $S(p \| 1)$ are either zero or infinity in this case. As a consequence, the Hellinger $B$-functional is also finite at $\tilde{p}_{1}=0$ and $\tilde{p}_{1}=1$, which is emphasized in (b) through the two additional gray dots. In (c), we show some exemplary Hellinger distances for the optimal model $\tilde{p}_{1}=0.5$ and a second model $\tilde{p}_{1}=0.75$. One can easily confirm that the mean Hellinger distance in the upper half is smaller than in the lower half, although the mean has not been taken with respect to all allowed distributions $p_{1}$.

A NOTE ON OTHER CONSTRAINTS If other constraints are given, the situation becomes much more involved as they have to be respected for the integration over all allowed distributions $p(x)$ as well as for the optimal model $\tilde{p}(x)$. For the latter, adding Lagrange multipliers suffices, while for the former we have to adjust our integral measure $\mathcal{D} p$. However, a similar parameterization as in (5.14) is typically not favorable, as the integration domain does no longer correspond to the surface of a sphere. Nevertheless, from (5.21) together with permutation invariance (5.18) we can conclude that the optimal model should in any case correspond to the expectation value with respect to all allowed $p(x)$, i.e. $\tilde{p}(x)=\langle p(x)\rangle$, where $\langle\rangle=.\int \mathcal{D} p($.$) . However,$ a more detailed investigation, especially for concrete examples, is left for the future.
a Note on continuous random variables Another interesting route for future work concerns continuous random variables. In this case, our integral measure $\mathcal{D} p$ becomes a functional integral over probability density functions $f(x)$ which are normalized to unity. Therefore, the corresponding space of allowed distributions is infinitedimensional im general. It would be of great interest to see whether the principle of minimum expected relative entropy is capable of predicting the uniform model $\tilde{f}(x)=1 /(b-a)$ when restricting the random variable to a finite interval $x \in[a, b]$. If yes, one may also attempt to implement further constraints, for example a given variance $\sigma_{x}^{2}$.

### 5.3 FINDING A PRIOR QUANTUM STATE

INTEGRATING ON THE SPACE OF DENSITY OPERATORS We now generalize our considerations to density operators $\rho$ which act on a Hilbert space $\mathcal{H}$ of finite dimension $D<\infty$. We are interested in constructing an integral measure $\mathcal{D} \rho$, which allows us to integrate over the space of density operators $\rho$. In complete analogy to the classical case we choose coordinates $\xi=\left(\xi^{1}, \ldots, \xi^{m}\right)$ to parameterize this space. Also, we again use Jeffreys' prior for the canonical volume form, such that the integral measure $\mathcal{D} \rho$ is by construction invariant under arbitrary coordinate transformations $\xi \rightarrow \xi^{\prime}(\xi)$. Then, a functional $f[\boldsymbol{\rho}]$ can be integrated according to

$$
\begin{equation*}
\int \mathcal{D} \rho f[\boldsymbol{\rho}]=\int \mathrm{d} \xi^{1} \ldots \mathrm{~d} \xi^{m} \sqrt{\operatorname{det} g_{\alpha \beta}(\xi)} f[\boldsymbol{\rho}(\xi)] \tag{5.30}
\end{equation*}
$$

Therein, we used the quantum Fisher metric instead of its classical counterpart, which is defined as $[13,237,238]$ (see also [239-246] for recent applications)

$$
g_{\alpha \beta}(\xi)=\operatorname{Tr}\left\{\frac{\partial \rho(\xi)}{\partial \xi^{\alpha}} \frac{\partial \ln \rho(\xi)}{\partial \xi^{\beta}}\right\}
$$

with the following definition for the symmetric logarithmic derivative understood

$$
\begin{equation*}
\frac{1}{2} \rho(\mathrm{~d} \ln \rho)+\frac{1}{2}(\mathrm{~d} \ln \rho) \rho=\mathrm{d} \rho . \tag{5.32}
\end{equation*}
$$

Here, note that $\operatorname{Tr}\{\rho(\mathrm{d} \ln \rho)\}=\operatorname{Tr}\{\mathrm{d} \rho\}=0$, which implies that also the quantum Fisher metric is symmetric $g_{\alpha \beta}(\xi)=g_{\beta \alpha}(\xi)$. Furthermore, the quantum Fisher metric corresponds to the Hessian matrix of the quantum relative entropy, i.e.

$$
\begin{equation*}
S(\boldsymbol{\rho}(\xi+\mathrm{d} \xi) \| \boldsymbol{\rho}(\xi))=\frac{1}{2} g_{\alpha \beta}(\xi) \mathrm{d} \xi^{\alpha} \mathrm{d} \xi^{\beta}+\ldots \tag{5.33}
\end{equation*}
$$

The optimal model state is least distinguishable on average from all other possible states.

UNITARY INVARIANCE Instead of permutations as for the classical case, we are now interested in unitary transformations $\rho \rightarrow \boldsymbol{U} \boldsymbol{\rho} \boldsymbol{U}^{\dagger}$, which leave the von Neumann entropy invariant (cf. (3.16)). As the transformed density operator is itself a density operator again, a unitary transformation corresponds to a coordinate transformation $\xi \rightarrow \xi^{\prime}(\xi)$, i.e.

$$
\begin{equation*}
\boldsymbol{\rho}(\xi) \rightarrow \boldsymbol{\rho}^{\prime}(\xi)=\boldsymbol{U} \rho(\xi) U^{\dagger}=\rho\left(\xi^{\prime}\right) \tag{5.34}
\end{equation*}
$$

The coordinate transformation induced by the unitary operator $\boldsymbol{U}$ can be constrained further by plugging the latter equation into the relative entropy of nearby states

$$
\begin{align*}
S(\boldsymbol{\rho}(\xi+\mathrm{d} \xi) \| \boldsymbol{\rho}(\xi)) & =S\left(\boldsymbol{U} \boldsymbol{\rho}(\xi+\mathrm{d} \xi) \boldsymbol{U}^{\dagger} \| \boldsymbol{U} \boldsymbol{\rho}(\xi) \boldsymbol{U}^{\dagger}\right) \\
& =S\left(\boldsymbol{\rho}\left(\xi^{\prime}+\mathrm{d} \xi^{\prime}\right) \| \boldsymbol{\rho}\left(\xi^{\prime}\right)\right) \tag{5.35}
\end{align*}
$$

where we used that the quantum relative entropy is also left invariant by any unitary transformation. Comparing with (5.33) shows

$$
\begin{equation*}
g_{\alpha \beta}(\xi) \mathrm{d} \xi^{\alpha} \mathrm{d} \xi^{\beta}=g_{\alpha \beta}\left(\xi^{\prime}\right) \mathrm{d} \xi^{\prime \alpha} \mathrm{d} \xi^{\prime \beta} \tag{5.36}
\end{equation*}
$$

implying that $\xi \rightarrow \xi^{\prime}(\xi)$ in fact corresponds to an isometry on the space of density operators. Hence, we can conclude that our integral measure $\mathcal{D} \rho$ behaves as

$$
\begin{equation*}
\int \mathcal{D} \rho f[\rho]=\int \mathcal{D} \rho f\left[\boldsymbol{U} \rho \boldsymbol{U}^{\dagger}\right] \tag{5.37}
\end{equation*}
$$

for any functional $f[\boldsymbol{\rho}]$ under any unitary transformation $\boldsymbol{U}$.

QUANTUM PRINCIPLE OF MINIMUM EXPECTED RELATIVE ENTROPY The optimal model state $\tilde{\rho}$ in a class of allowed states $\rho$ can be found by applying the quantum analog of the classical principle of minimum expected relative entropy (5.20). To that end, we define the quantum $B$-functional as an average of the quantum relative entropy $S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}})$

$$
\begin{equation*}
B(\tilde{\boldsymbol{\rho}}, \lambda)=\int \mathcal{D} \boldsymbol{\rho}[S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}})+\lambda(\operatorname{Tr}\{\tilde{\boldsymbol{\rho}}\}-1)] \tag{5.38}
\end{equation*}
$$

where $\lambda$ ensures normalization of $\tilde{\rho}$. Then, we claim that the optimal prior $\tilde{\rho}$ is the result of the minimization procedure

$$
\begin{equation*}
\delta B(\tilde{\boldsymbol{\rho}}, \lambda) \stackrel{!}{=} 0 \tag{5.39}
\end{equation*}
$$

To solve this variational principle, we diagonalize the model state $\tilde{\rho}$ with the help of a unitary transformation $\boldsymbol{U}$

$$
\begin{equation*}
\tilde{\rho}=U \Delta U^{\dagger} \tag{5.40}
\end{equation*}
$$

where $\Delta$ is diagonal. Then, the quantum $B$-functional becomes

$$
\begin{align*}
B(\tilde{\boldsymbol{\rho}}) & =\int \mathcal{D} \boldsymbol{\rho}\left[S\left(\boldsymbol{\rho} \| \boldsymbol{U} \boldsymbol{\Delta} \boldsymbol{U}^{\dagger}\right)+\lambda\left(\operatorname{Tr}\left\{\boldsymbol{U} \boldsymbol{\Delta} \boldsymbol{U}^{\dagger}\right\}\right)-1\right] \\
& =\int \mathcal{D} \boldsymbol{\rho}\left[S\left(\boldsymbol{U}^{\dagger} \boldsymbol{\rho} \boldsymbol{U} \| \boldsymbol{\Delta}\right)+\lambda(\operatorname{Tr}\{\boldsymbol{\Delta}\})-1\right]  \tag{5.41}\\
& =\int \mathcal{D} \boldsymbol{\rho}\left[S(\boldsymbol{\rho} \| \boldsymbol{\Delta})+\lambda\left(\sum_{i=1}^{D} \Delta_{i i}-1\right)\right]
\end{align*}
$$

where we used again that the quantum relative entropy is invariant under unitary transformations and that the integral measure fulfills the invariance property (5.37). Also, we denoted the diagonal elements of $\Delta$ in some generic basis as $\Delta_{i i}$. In conclusion, the quantum $B$-functional does only depend on the eigenvalues of $\tilde{\rho}$ and gives the same result for all model states $\tilde{\rho}$ which are related by unitary transformations.

For simplicity, we directly execute the variation with respect to the diagonal elements $\Delta_{i i}$, which leads to

$$
\begin{equation*}
0=\delta B(\tilde{\boldsymbol{\rho}}, \lambda)=\sum_{i=1}^{D} \int \mathcal{D} \rho\left[-\frac{\rho_{i i}}{\Delta_{i i}}+\lambda\right] \delta \Delta_{i i} \tag{5.42}
\end{equation*}
$$

in analogy to (5.21). The diagonal elements $\rho_{i i}$ can be permuted by special unitary transformations (for example, for $D=2$ one may use the second Pauli operator $\boldsymbol{U}=\sigma_{2}$ ), i.e. $\rho_{i i} \rightarrow \rho_{\Pi(i) \Pi(i)}$ for $\boldsymbol{\rho} \rightarrow \boldsymbol{U} \rho \boldsymbol{U}^{\dagger}$ with suitable $\boldsymbol{U}$, such that the unitary invariance property (5.37) allows us to conclude that $\int \mathcal{D} \rho \rho_{i i}$ is independent of the index $i$. Hence, the optimal prior is given by the maximally mixed state

$$
\begin{equation*}
\tilde{\rho}=\frac{1}{D} \mathbb{1} . \tag{5.43}
\end{equation*}
$$

Interestingly, this result can also be obtained from the unitary invariance property (5.37). As the optimal model $\tilde{\rho}$ has to be unique by strict convexity of the $B$-functional, (5.41) implies that the optimal model $\tilde{\boldsymbol{\rho}}$ has to satisfy

$$
\begin{equation*}
\tilde{\rho}=U \tilde{\rho} U^{+} \tag{5.44}
\end{equation*}
$$

for all unitary transformations $\boldsymbol{U}$, which already fully determines $\tilde{\rho}$ to be the normalized identity operator.

A Note on other constraints Similarly to the classical case, let us briefly comment on the possibility of implementing further constraints. As before, we argue that the optimal prior fulfills $\tilde{\rho}=$ $\langle\boldsymbol{\rho}\rangle$, although any explicit computation of the $B$-functional becomes complicated as a result of a rather complex integral measure $\mathcal{D} \rho$. To that end, we write out the variation of the $B$-functional at the extremum with respect to $\lambda$, i.e.

$$
\begin{equation*}
\delta B(\tilde{\boldsymbol{\rho}})=\int \mathcal{D} \boldsymbol{\rho} \operatorname{Tr}\{\boldsymbol{\rho}(\mathrm{d} \ln \tilde{\boldsymbol{\rho}})\} \equiv \operatorname{Tr}\{\langle\boldsymbol{\rho}\rangle(\mathrm{d} \ln \tilde{\boldsymbol{\rho}})\} . \tag{5.45}
\end{equation*}
$$

Using cyclicity of the trace we obtain

$$
\begin{equation*}
\delta B(\tilde{\boldsymbol{\rho}})=\frac{1}{2} \operatorname{Tr}\{\langle\boldsymbol{\rho}\rangle(\mathrm{d} \ln \tilde{\boldsymbol{\rho}})+(\mathrm{d} \ln \tilde{\boldsymbol{\rho}})\langle\boldsymbol{\rho}\rangle\} \tag{5.46}
\end{equation*}
$$

For $\tilde{\rho}=\langle\boldsymbol{\rho}\rangle$ and with the definition of the logarithmic derivative (5.32) follows

$$
\begin{equation*}
\delta B(\tilde{\boldsymbol{\rho}})=\operatorname{Tr}\{\mathrm{d} \tilde{\boldsymbol{\rho}}\}=0, \tag{5.47}
\end{equation*}
$$

as a consequence of $\tilde{\rho}$ being normalized to unity. Hence, the $B-$ functional is indeed stationary for $\tilde{\rho}=\langle\boldsymbol{\rho}\rangle$.
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## THERMODYNAMICS FROM

 RELATIVE ENTROPYMost of the following analysis is taken from the second half of $[\mathrm{F}]$. While the project was proposed and supervised by S. F., I derived the thermodynamic relations in terms of relative entropies and found the relative entropy formulation for the third law. Also, I wrote early versions of the text, which was finalized by both authors. The discussion of the second law is taken from section III. of [G], which is itself based on [247]. The project was proposed by S. F. and the corresponding discussion in [G] was mainly developed by N. D. and myself. All three authors contributed to the writing and structuring of the text, while I created the figures. The article [G] is also covered in a master thesis by N. D. [248].

With the principle of minimum expected relative entropy at hand, we formulate thermodynamics in terms of relative entropy only, for which our motivation is threefold.
First, a relative formulation allows to work with a thermal model state $\tilde{\rho}$ for given situation. As exemplified before, the principle of minimum expected relative entropy gives these states an information geometric meaning in the space of states. Using a distinguishability measure with respect to these states allows us to relax the necessity of the actual state $\rho$ being thermal. In this sense, relative entropy thermodynamics allows to make statements about thermal quantities as for example temperature and chemical potential by comparing actual states to thermal model states.
Second, as stressed throughout Part i, relative entropy may be favored over entropy in general as it has universal properties in various contexts and fulfills the powerful monotonicity relation (3.18). For example, we will show that thermal fluctuations (see [249-251]) can be characterized in terms of relative entropy and that the second law of thermodynamics can be deduced from an information theoretic perspective [247]. Further, relative entropy has been used in the context of thermodynamics in [252-257].
Third, it is of interest to understand how thermodynamic concepts can be applied locally, especially in the context of fluids and local QFT. For example, it is known that the quark-gluon plasma $[258,259]$ or the dark matter dominated cosmological fluid [260, 261] can, to good extent, be described by QFTs on a microscopic level and by relativistic fluids on a macroscopic level. To establish a more general connection between these two classes of theories, an information theoretic understanding of local equilibrium may be in order. However, as we have seen in Section 4.2, quantum fields are highly entangled in space,
which resulted in an universal UV-divergence of the entanglement entropy (4.22). Therefore, we suggest to work with relative (entanglement) entropies instead, as this allows for applications beyond standard thermodynamics (see [217]). This will then be investigated further in Chapter 7.

We will discuss thermodynamic relations for the three thermodynamic ensembles in terms of relative entropy in Section 6.1 and thereupon state relative entropic versions of the second and third law of thermodynamics in Section 6.2.

### 6.1 THERMODYNAMIC ENSEMBLES AND RELATIONS

OVERVIEW OVER THERMODYNAMIC ENSEMBLES Throughout this chapter, we consider the standard setup, i.e. a quantum system confined to a finite volume $V$ described by a stationary Hamiltonian $\boldsymbol{H} \neq \boldsymbol{H}(t)$. For a generic quantum state $\boldsymbol{\rho}$ we denote the expectation values of energy and particle number by

$$
\begin{equation*}
E(\boldsymbol{\rho})=\operatorname{Tr}\{\boldsymbol{\rho} \boldsymbol{H}\}, \quad N(\boldsymbol{\rho})=\operatorname{Tr}\{\boldsymbol{\rho} \boldsymbol{N}\} . \tag{6.1}
\end{equation*}
$$

Depending on whether the energy or the particle number or their expectation values are fixed, we have to work in one of the three thermodynamic ensembles sketched in Figure 6.1.


Figure 6.1: The three thermodynamic ensembles The three thermodynamic ensembles: (a) isolated system with no interaction with the outside, (b) system open to heat exchange in contact with a heat bath and (c) system open to heat and particle exchange in contact with a heat and particle bath.
microcanonical ensemble We start with the microcanonical ensemble, i.e. we investigate an isolated quantum system with fixed total energy $\boldsymbol{H}=E(\boldsymbol{\rho})$ and total particle number $\boldsymbol{N}=N(\boldsymbol{\rho})$ (cf. Figure 6.1a). In the space of compatible quantum states the uniform distribution is preferred as a result of the principle of minimum expected relative
entropy as shown in Section 5.3. Hence, the microcanonical model state is given by

$$
\begin{equation*}
\boldsymbol{\rho}_{\mathrm{m}}=\frac{1}{Z_{\mathrm{m}}} \delta\left[\boldsymbol{H}-E\left(\boldsymbol{\rho}_{\mathrm{m}}\right)\right] \delta\left[\boldsymbol{N}-N\left(\boldsymbol{\rho}_{\mathrm{m}}\right)\right], \tag{6.2}
\end{equation*}
$$

with $Z_{m}$ being a normalization constant

$$
\begin{equation*}
Z_{\mathrm{m}}=\operatorname{Tr}\left\{\delta\left[\boldsymbol{H}-E\left(\boldsymbol{\rho}_{\mathrm{m}}\right)\right] \delta\left[\boldsymbol{N}-N\left(\boldsymbol{\rho}_{\mathrm{m}}\right)\right]\right\} \tag{6.3}
\end{equation*}
$$

The quantum relative entropy between any allowed quantum state $\rho$ and the microcanonical model evaluates to

$$
\begin{equation*}
S\left(\rho \| \rho_{\mathrm{m}}\right)=-S(\rho)-\operatorname{Tr}\left\{\rho \ln \rho_{\mathrm{m}}\right\} \tag{6.4}
\end{equation*}
$$

wherein we recognize the von Neumann entropy $S(\rho)$, while the second term corresponds to the so-called cross entropy often denoted as $S\left(\rho, \rho_{\mathrm{m}}\right)$. The latter can be simplified by using that $\rho_{\mathrm{m}}$ is proportional to the identity in the space of allowed states

$$
\begin{equation*}
-\operatorname{Tr}\left\{\rho \ln \rho_{\mathrm{m}}\right\}=-\operatorname{Tr}\left\{\rho_{\mathrm{m}} \ln \rho_{\mathrm{m}}\right\}=S\left(\rho_{\mathrm{m}}\right), \tag{6.5}
\end{equation*}
$$

where the support condition $\operatorname{supp}[\rho] \subseteq \operatorname{supp}\left[\rho_{\mathrm{m}}\right]$ has to be respected. As the microcanonical density operator (6.2) has full support for fixed energy and particle number, the support condition can be expressed as a condition on the total energy and the total particle number. It is fulfilled if and only if the states $\rho$ and $\rho_{\mathrm{m}}$ have the same total energy and total particle number in a strict sense. More precisely, not only the expectation values of the latter have to agree, but also the dispersion has to be zero. For the energy $E$, we denote this strict condition by

$$
\begin{equation*}
E(\boldsymbol{\rho}) \equiv E\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \Leftrightarrow E(\boldsymbol{\rho})=E\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \text { and } \operatorname{Tr}\left\{\boldsymbol{\rho} \boldsymbol{H}^{2}\right\}=E^{2}\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \tag{6.6}
\end{equation*}
$$

which works analogously for the particle number $N$.
Therefore, we end up with a quantum relative entropy

$$
S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{m}}\right)= \begin{cases}-S(\boldsymbol{\rho})+S\left(\boldsymbol{\rho}_{\mathrm{m}}\right) & \text { for } E(\boldsymbol{\rho}) \equiv E\left(\boldsymbol{\rho}_{\mathrm{m}}\right)  \tag{6.7}\\ & \text { and } N(\boldsymbol{\rho}) \equiv N\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \\ +\infty & \text { else. }\end{cases}
$$

This means that the distinguishability between any state $\rho$ and the microcanonical model $\rho_{\mathrm{m}}$ is given by the difference of their von Neumann entropies, provided that their energies and particle numbers agree in a strict sense. Otherwise, the relative entropy has to be set to infinity, which means that the two states can be fully distinguished by measuring either the energy or the particle number.

At this point, note that non-negativity of the relative entropy together with (6.7) shows that the microcanonical model $\rho_{\mathrm{m}}$ does indeed
correspond to the state with maximum entropy as $S\left(\rho \| \rho_{\mathrm{m}}\right) \geq 0$ translates to

$$
\begin{equation*}
S(\boldsymbol{\rho}) \leq S\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \tag{6.8}
\end{equation*}
$$

for all density operators $\boldsymbol{\rho}$ with $E(\boldsymbol{\rho}) \equiv E\left(\boldsymbol{\rho}_{\mathrm{m}}\right)$ and $N(\boldsymbol{\rho}) \equiv N\left(\boldsymbol{\rho}_{\mathrm{m}}\right)$.
As a next step, let us differentiate the relation (6.7). For $\mathrm{d} E(\rho) \equiv$ $\mathrm{d} E\left(\boldsymbol{\rho}_{\mathrm{m}}\right)$ and $\mathrm{d} N(\boldsymbol{\rho}) \equiv \mathrm{d} N\left(\boldsymbol{\rho}_{\mathrm{m}}\right)$ we find

$$
\begin{equation*}
\mathrm{d} S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{m}}\right)=-\mathrm{d} S(\boldsymbol{\rho})+\mathrm{d} S\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \tag{6.9}
\end{equation*}
$$

Using the thermodynamic relation

$$
\begin{equation*}
\mathrm{d} S\left(\boldsymbol{\rho}_{\mathrm{m}}\right)=\beta \mathrm{d} E\left(\boldsymbol{\rho}_{\mathrm{m}}\right)-\beta \mu \mathrm{d} N\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \tag{6.10}
\end{equation*}
$$

where $\beta=1 / T$ denotes the inverse temperature and $\mu$ the chemical potential, the latter becomes

$$
\begin{equation*}
\mathrm{d} S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{m}}\right)=-\mathrm{d} S(\boldsymbol{\rho})+\beta \mathrm{d} E\left(\boldsymbol{\rho}_{\mathrm{m}}\right)-\beta \mu \mathrm{d} N\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \tag{6.11}
\end{equation*}
$$

This already indicates that the inverse temperature $\beta$ as well as the chemical potential $\mu$ may be defined as partial derivatives of the relative entropy $S\left(\boldsymbol{\rho} \| \rho_{\mathrm{m}}\right)$ with respect to the energy $E(\rho)$ and the particle number $N\left(\rho_{\mathrm{m}}\right)$, respectively, at fixed von Neumann entropy $S(\boldsymbol{\rho})$. This will be made more explicit in the canonical and the grand canonical ensemble.
thermal fluctuations We proceed with a discussion of thermal fluctuations from an entropic perspective. It is well-known that even if a system has equilibrated, thermodynamic quantities can fluctuate in subsystems, which can be interpreted as a finite size correction to the thermodynamic limit. Often, those fluctuations are stronger when the subsystem under consideration is smaller, which we attempt to give an information theoretic foundation.

Let us consider some macroscopic variables $\xi=\left(\xi^{1}, \ldots, \xi^{m}\right)$, which are allowed to fluctuate locally in a global microcanonical model state $\rho_{\mathrm{m}}$. To these variables, we may associate a family of density operators $\rho(\xi)$ over a set of microstates, which have to be compatible with the global value of $\xi$ but also with all other possible constraints such as conservation laws. Based on this, we wish to construct an expression for the probability $d W$ of a fluctuation in the volume element $d^{m} \xi$ in the space of allowed density operators $\rho(\xi)$.

A convenient ansatz in the literature is to take this probability to be proportional to the number of possible microstates, which is given by $e^{S(\rho(\xi))}[249,250]$. Note here that $S(\rho(\xi))<S\left(\rho_{\mathrm{m}}\right)$ as a consequence of the maximum entropy principle. For example, one may use $\mathrm{d} W \propto e^{S(\rho(\xi))-S\left(\rho_{\mathrm{m}}\right)} \mathrm{d}^{m} \xi$, where the exponent resembles the right hand side of (6.7) up to a minus sign.

The probability for thermal fluctuations is governed by quantum relative entropy.

More generally, we propose that this probability is governed by a relative entropy, i.e. $\mathrm{d} W \propto e^{-S\left(\rho(\xi) \| \rho_{\mathrm{m}}\right)} \mathrm{d}^{m} \xi$. This is also motivated by the fact that $S\left(\rho(\xi) \| \rho_{\mathrm{m}}\right)$ is bounded from above by the entropy of the model state $S\left(\rho_{\mathrm{m}}\right)=\ln D_{\xi}$. Here, $\mathcal{H}_{\xi}$ denotes the Hilbert space spanned by the microstates being compatible with $\xi$. Therefore, if the subsystem under consideration is smaller, the Hilbert space dimension $D_{\xi}$ is typically smaller as well, reducing the upper bound on $S\left(\rho(\xi) \| \rho_{\mathrm{m}}\right)$. Hence, states become generically harder to distinguish and as a consequence the probability for local fluctuations in $\xi$ becomes large. Also, if we choose an incompatible state $\rho(\xi)$ in the sense that it does violate the strict support conditions, we obtain a vanishing probability for a fluctuation in $\xi$, in accordance with our expectations.

Additionally, we want to implement reparameterization invariance, such that we end up with the following expression for the probability to find a fluctuation in $\xi$

$$
\begin{equation*}
\mathrm{d} W=\frac{1}{Z} e^{\left.-S(\boldsymbol{\rho}(\xi)) \| \rho_{\mathrm{m}}\right)} \sqrt{\operatorname{det} g_{\alpha \beta}(\xi)} \tag{6.12}
\end{equation*}
$$

where $Z$ is a normalization constant ensuring $\int \mathrm{d} W=1$, while $g_{\alpha \beta}(\xi)$ is the quantum Fisher metric with respect to the family of states $\rho(\xi)$.

Let us also consider a rather special case. If we assume that the relative entropy $S\left(\rho(\xi) \| \rho_{\mathrm{m}}\right)$ becomes minimal at $\xi=\xi_{0}$, where we can approximate $\rho\left(\xi_{0}\right) \approx \rho_{\mathrm{m}}$, we can use that the relative entropy can be expanded in terms of the Fisher metric according to (5.33), corresponding to an approximation quadratic in $\xi-\xi_{0}$. In this approximation, we obtain

$$
\begin{equation*}
\mathrm{d} W=\frac{1}{Z} e^{-\frac{1}{2} g_{\alpha \beta}(\xi)\left(\xi-\xi_{0}\right)^{\alpha}\left(\xi-\xi_{0}\right)^{\beta}} \sqrt{\operatorname{det} g_{\alpha \beta}(\xi)} \tag{6.13}
\end{equation*}
$$

where $Z=(2 \pi)^{\frac{m}{2}}$.
We can conclude that fluctuations are to lowest order described by a Gaussian in terms of the Fisher metric $g_{\alpha \beta}(\xi)$ (in agreement with standard literature [250]) and in general by a relative entropy. Let us remark that the previous discussion can be extended to the case where the global model state is given by some other thermodynamic model state by replacing the corresponding model in the relative entropy.
canonical ensemble Next, we consider the canonical ensemble describing a quantum system in contact with a heat bath (cf. Figure 6.1b). As discussed in Section 5.3, it is rather hard to show that the canonical state $\rho_{c}$ can be derived from the principle of minimum expected relative entropy, although it will be a stationary solution in the sense of $\rho_{\mathrm{c}}=\langle\rho\rangle$. Therefore, we follow the textbook construction of the canonical ensemble, see e.g. [250].

We start from an isolated system described by the microcanonical ensemble with fixed energy $E(\rho) \equiv E\left(\rho_{\mathrm{m}}\right)$ and particle number $N(\boldsymbol{\rho}) \equiv N\left(\boldsymbol{\rho}_{\mathrm{m}}\right)$ and consider a bipartition 12 of a small subsystem

1 and a heat bath 2 such that the two subsystems are allowed to exchange heat. To the two subsystems, we associate energies $E\left(\boldsymbol{\rho}_{1}\right)$ and $E\left(\rho_{2}\right)=E\left(\rho_{12}\right)-E\left(\rho_{1}\right)$, which are not fixed but instead fluctuate as described before.

Although equilbriation requires an interaction between the two subsystems, for the equilibrium state itself we assume the corresponding Hamiltonian to be small compared to the sum of the local Hamiltonians, such that $\boldsymbol{H}_{12}=\boldsymbol{H}_{1}+\boldsymbol{H}_{2}$. Under this assumption, the global microcanonical model state (6.2) can be written as

$$
\begin{align*}
& \boldsymbol{\rho}_{\mathrm{m}} \propto \int_{0}^{E\left(\boldsymbol{\rho}_{12}\right)} \mathrm{d} E\left(\boldsymbol{\rho}_{1}\right) \frac{\mathrm{d} W}{\mathrm{~d} E\left(\boldsymbol{\rho}_{1}\right)}  \tag{6.14}\\
& \times \delta\left(\boldsymbol{H}_{1}-E\left(\boldsymbol{\rho}_{1}\right)\right) \delta\left(\boldsymbol{H}_{2}-E\left(\boldsymbol{\rho}_{12}\right)+E\left(\boldsymbol{\rho}_{1}\right)\right)
\end{align*}
$$

where the integral goes over all local energies $E\left(\rho_{1}\right)$ allowed by energy conservation. Note that the global state $\rho_{\mathrm{m}}$ does not correspond to a product state over local states with respect to local energies.

The local states in subsystem 1, which are compatible with energy conservation, can be parameterized by the local energy $\xi=E\left(\boldsymbol{\rho}_{1}\right)$, i.e. $\rho_{1}=\rho_{1}(\xi)$. Let consider a family of product states

$$
\begin{equation*}
\rho_{12}(\xi)=\rho_{1}(\xi) \otimes \rho_{2}\left(E_{12}-\xi\right), \tag{6.15}
\end{equation*}
$$

such that the global relative entropy becomes

$$
\begin{equation*}
S\left(\rho_{12}(\xi) \| \rho_{\mathrm{m}}\right)=-S\left(\boldsymbol{\rho}_{1}(\xi)\right)-S\left(\boldsymbol{\rho}_{2}\left(E_{12}-\xi\right)\right)+S\left(\boldsymbol{\rho}_{\mathrm{m}}\right) \tag{6.16}
\end{equation*}
$$

The non-negativity of the relative entropy guarantees the existence of a minimum with respect to $\xi$, at which we obtain the well-known condition

$$
\begin{equation*}
\left.\frac{\partial}{\partial \xi} S\left(\boldsymbol{\rho}_{1}(\xi)\right)\right|_{\tilde{\xi}=E\left(\boldsymbol{\rho}_{1}\right)}=\left.\frac{\partial}{\partial \xi} S\left(\boldsymbol{\rho}_{2}(\xi)\right)\right|_{\tilde{\xi}=E\left(\boldsymbol{\rho}_{12}\right)-E\left(\boldsymbol{\rho}_{1}\right)^{\prime}} \tag{6.17}
\end{equation*}
$$

defining the inverse temperature

$$
\begin{equation*}
\beta=\frac{\partial}{\partial \xi} S\left(\boldsymbol{\rho}_{1}(\xi)\right) \tag{6.18}
\end{equation*}
$$

as an equivalence relation. To determine the state of system 1 in equilibrium, we make use of the expression (6.12) for thermal fluctuations in the variable $\xi=E\left(\boldsymbol{\rho}_{1}\right)$. Expanding the relative entropy given in (6.16) to linear order in $\beta$ gives

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{12}(\xi) \| \boldsymbol{\rho}_{\mathrm{m}}\right)=\beta E\left(\boldsymbol{\rho}_{1}\right), \tag{6.19}
\end{equation*}
$$

which can be inserted in (6.12). Then, replacing the energy $E\left(\boldsymbol{\rho}_{1}\right)$ by the corresponding Hamiltonian $\boldsymbol{H}_{1}$ leads to the canonical density operator (we drop the bipartition notation in the following)

$$
\begin{equation*}
\rho_{\mathrm{c}}=\frac{1}{Z_{\mathrm{c}}} e^{-\beta H}, \tag{6.20}
\end{equation*}
$$

with the canonical partition sum $Z_{c}$ being given by

$$
\begin{equation*}
Z_{\mathrm{c}}=\operatorname{Tr}\left\{e^{-\beta H}\right\} . \tag{6.21}
\end{equation*}
$$

Compared to the microcanonical expression (6.2), the energy is not fixed anymore, but rather fluctuates, such that we have a mixture of different energies, which are weighted by Boltzmann-type factors.
The relative entropy between a state $\rho$ and the canonical model $\rho_{c}$ evaluates to

$$
\begin{equation*}
S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)=-S(\boldsymbol{\rho})+\ln Z_{\mathrm{c}}+\beta E(\boldsymbol{\rho}), \tag{6.22}
\end{equation*}
$$

when imposing the strict support condition $N(\boldsymbol{\rho}) \equiv N\left(\boldsymbol{\rho}_{\mathrm{c}}\right)$. This simplifies further when using

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)=\ln Z_{\mathrm{c}}-\beta \frac{\partial}{\partial \beta} \ln Z_{\mathrm{c}}=\ln Z_{\mathrm{c}}+\beta E\left(\boldsymbol{\rho}_{\mathrm{c}}\right), \tag{6.23}
\end{equation*}
$$

such that we end up with

$$
S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)= \begin{cases}-S(\boldsymbol{\rho})+S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)+\beta\left[E(\boldsymbol{\rho})-E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)\right] & \text { for } N(\boldsymbol{\rho}) \equiv N\left(\boldsymbol{\rho}_{\mathrm{c}}\right)  \tag{6.24}\\ +\infty & \text { else. }\end{cases}
$$

We find that the relative entropy decomposes linearly into differences of extensive quantities and that the support condition is less strict. More precisely, the relative entropy is finite as long as the particle numbers agree. Also, it is interesting to note that if the energy expectation values agree $E(\boldsymbol{\rho})=E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)$, we get back the result from the microcanonical model (6.7).
As a side note, we report that in [252-255] it was shown that the relative entropy $S\left(\rho \| \rho_{\mathrm{c}}\right)$ is proportional to the available energy. If the system is in the state $\rho$, this corresponds to the maximum work one can extract when coupling the system to a heat bath of inverse temperature $\beta$. This can be made more explicit if we choose the state to be thermal itself, i.e. $\rho=\rho_{c^{\prime}}^{\prime}$, with some other inverse temperature $\beta^{\prime}$. In this case, one finds that the relative entropy becomes proportional to a difference of (generalized) free energies

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{\mathrm{c}}^{\prime} \| \boldsymbol{\rho}_{\mathrm{c}}\right)=\beta\left[F\left(\boldsymbol{\rho}_{\mathrm{c}}\right)-F\left(\boldsymbol{\rho}_{\mathrm{c}}^{\prime}\right)\right], \tag{6.25}
\end{equation*}
$$

where $F\left(\rho_{\mathrm{c}}^{\prime}\right)$ has to be considered as a generalized free energy as it is defined with respect to the inverse temperature $\beta$ which may differ from $\beta^{\prime}$.
As a next step, we consider the differential of the relative entropy given in (6.24). To that end, we restrict ourselves to the case where the condition $\mathrm{d} N(\boldsymbol{\rho}) \equiv \mathrm{d} N\left(\boldsymbol{\rho}_{\mathrm{c}}\right)$ is fulfilled. We end up with

$$
\begin{align*}
\mathrm{d} S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)= & -\mathrm{d} S(\boldsymbol{\rho})+\mathrm{d} S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)+\left[E(\boldsymbol{\rho})-E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)\right] \mathrm{d} \beta \\
& +\beta\left[\mathrm{d} E(\boldsymbol{\rho})-\mathrm{d} E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)\right]  \tag{6.26}\\
= & -\mathrm{d} S(\boldsymbol{\rho})+\beta \mathrm{d} E(\boldsymbol{\rho})-\beta \mu \mathrm{d} N(\boldsymbol{\rho}) \\
& +\left[E(\boldsymbol{\rho})-E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)\right] \mathrm{d} \beta,
\end{align*}
$$

where we used the thermodynamic relation

$$
\begin{equation*}
\mathrm{d} S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)=\beta \mathrm{d} E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)-\beta \mu \mathrm{d} N\left(\boldsymbol{\rho}_{\mathrm{c}}\right) \tag{6.27}
\end{equation*}
$$

in the second step. For a general quantum state $\rho$, the quantities $S(\boldsymbol{\rho}), E(\boldsymbol{\rho}), N(\boldsymbol{\rho})$ and $\beta$ are independent. Hence, we find the following four partial differential relations from (6.26)

$$
\begin{gather*}
\left.\frac{\partial S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)}{\partial S(\boldsymbol{\rho})}\right|_{E(\boldsymbol{\rho}), N(\rho), \beta}=-1 \\
\left.\frac{\partial S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)}{\partial E(\boldsymbol{\rho})}\right|_{S(\rho), N(\rho), \beta}=\beta \\
\left.\frac{\partial S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)}{\partial N(\boldsymbol{\rho})}\right|_{S(\boldsymbol{\rho}), E(\rho), \beta}=-\beta \mu,  \tag{6.28}\\
\left.\frac{\partial S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)}{\partial \beta}\right|_{S(\boldsymbol{\rho}), E(\boldsymbol{\rho}), N(\boldsymbol{\rho}), \beta}=E(\boldsymbol{\rho})-E\left(\boldsymbol{\rho}_{\mathrm{c}}\right) .
\end{gather*}
$$

How do we interpret these relations? The first relation is related to the fact that the canonical state $\rho_{\mathrm{c}}$ has maximum entropy. If the entropy $S(\boldsymbol{\rho})$ is decreasing, i.e. if the information about $\rho$ increases, $S\left(\rho \| \rho_{\mathrm{c}}\right)$ increases equally, as states with smaller entropy are easier to distinguish from the thermal state $\rho_{\mathrm{c}}$.

The second and the third relations can be regarded as alternative definitions for the inverse temperature $\beta$ and the chemical potential $\mu$ in terms of relative entropy $S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)$ at fixed entropy $S(\boldsymbol{\rho})$. Especially the second relation is non-trivial as $E(\rho) \neq E\left(\boldsymbol{\rho}_{\mathrm{c}}\right)$ in general.

Finally, the fourth relation tells us that there exists an unique inverse temperature $\beta$, for which the two energy expectation values agree, defined through

$$
\begin{equation*}
\left.\frac{\partial S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)}{\partial \beta}\right|_{S(\boldsymbol{\rho}), E(\boldsymbol{\rho}), N(\boldsymbol{\rho}), \beta}=0 \quad \Leftrightarrow \quad E(\boldsymbol{\rho})=E\left(\boldsymbol{\rho}_{\mathrm{c}}\right) . \tag{6.29}
\end{equation*}
$$

We consider this inverse temperature as optimal in the sense that with this choice the relative entropy $S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{c}}\right)$ is minimized with respect to $\beta$. For any other value of $\beta$, the relative entropy is larger. In simple words, this temperature corresponds to the standard definition of temperature as if $\rho=\rho_{\mathrm{c}}$ would hold.
grand canonical ensemble We proceed with a similar analysis for the grand canonical ensemble describing a quantum system which is coupled to a heat and particle bath (cf. Figure 6.1c). In this case, the optimal model is given by the grand canonical density operator (we omit the construction of this state for brevity)

$$
\begin{equation*}
\rho_{\mathrm{gc}}=\frac{1}{Z_{\mathrm{gc}}} e^{-\beta(\boldsymbol{H}-\mu \mathrm{N})}, \tag{6.30}
\end{equation*}
$$

Through relative entropy a unique temperature can be assigned to nonequilibrium
states.
with $Z_{\mathrm{gc}}$ denoting the grand canonical partition sum. Then, we find for the relative entropy between any state $\rho$ and the optimal model $\rho_{\mathrm{gc}}$ the expression

$$
\begin{align*}
S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{gc}}\right)= & -S(\boldsymbol{\rho})+S\left(\boldsymbol{\rho}_{\mathrm{gc}}\right)+\beta\left[E(\boldsymbol{\rho})-E\left(\boldsymbol{\rho}_{\mathrm{gc}}\right)\right] \\
& -\beta \mu\left[N(\boldsymbol{\rho})-N\left(\boldsymbol{\rho}_{\mathrm{gc}}\right)\right] \tag{6.31}
\end{align*}
$$

where no additional support condition has to respected. Note that strictly speaking, the two states have to correspond to the same volume $V$ in all cases, which was not made explicit out of convenience.
Similar to the canonical case, the relative entropy decomposes into differences of extensive quantities. This also holds for the differentials

$$
\begin{align*}
\mathrm{d} S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{gc}}\right)= & -\mathrm{d} S(\boldsymbol{\rho})+\beta \mathrm{d} E(\boldsymbol{\rho})-\beta \mu \mathrm{d} N(\boldsymbol{\rho}) \\
& +\left[E(\boldsymbol{\rho})-E\left(\boldsymbol{\rho}_{\mathrm{gc}}\right)\right] \mathrm{d} \beta  \tag{6.32}\\
& -\left[N(\boldsymbol{\rho})-N\left(\boldsymbol{\rho}_{\mathrm{gc}}\right)\right] \mathrm{d}(\beta \mu),
\end{align*}
$$

leading to the (additional) partial differential relations

$$
\begin{gather*}
\left.\frac{\partial S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{gc}}\right)}{\partial N(\boldsymbol{\rho})}\right|_{S(\boldsymbol{\rho}), E(\boldsymbol{\rho}), \beta, \mu}=-\beta \mu, \\
\left.\frac{\partial S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\mathrm{gc}}\right)}{\partial(\beta \mu)}\right|_{S(\boldsymbol{\rho}), E(\rho), N(\boldsymbol{\rho}), \beta}=-N(\boldsymbol{\rho})+N\left(\boldsymbol{\rho}_{\mathrm{gc}}\right) . \tag{6.33}
\end{gather*}
$$

While the first line allows for a definition of the chemical potential $\mu$ as a partial derivative of a relative entropy, the second line shows that the optimal value for $\mu$ minimizing the relative entropy follows from choosing a model state $\rho_{\mathrm{gc}}$ with equal energy and particle number expectation values as the state $\boldsymbol{\rho}$, i.e. $E(\boldsymbol{\rho})=E\left(\boldsymbol{\rho}_{\mathrm{gc}}\right)$ and $N(\boldsymbol{\rho})=$ $N\left(\boldsymbol{\rho}_{\mathrm{gc}}\right)$, respectively.

### 6.2 LAWS OF THERMODYNAMICS

first law The first law can be regarded as energy conservation applied to thermodynamic systems and hence does not need to be formulated in terms of entropy or relative entropy. Consequently, we will omit a discussion here and focus on the two other laws of thermodynamics where entropy plays a crucial role.

SECOND LAW We consider again the three thermodynamic ensembles (cf. Figure 6.1) and relative entropies between a state of interest $\rho$ and the corresponding thermodynamic model state $\tilde{\rho}$ chosen such that the thermodynamic quantities, i.e. temperature $T$ and chemical potential $\mu$, are equal to those of the bath the system is coupled to. Then, depending on whether the system is allowed to exchange heat or
particles with the bath or not, the second law will take a specific form. In the following, we reproduce these inequalities from an information theoretic argument (see also [247]).

As pointed out in Section 3.1, the time evolution of a system (open or closed) is often described by a CPTP-map [59]. This is always the case if the global initial state is a product state, i.e. if the system and the heat bath are initially uncorrelated. However, if already initially one has classical or quantum correlations between the two systems, the time evolution map is typically only positive but not completely positive [70, 71]. The following argument holds for both types of maps and therefore explicitly allows for initial correlations. However, we are rather interested in making a general statement and hence do not specify the initial conditions.

The main assumption we use is that we consider a PTP-map $\mathcal{N}$ (possibly a CPTP-map depending on the initial conditions) which keeps the appropriate thermodynamic model state invariant, i.e. we will use $\mathcal{N}(\tilde{\boldsymbol{\rho}})=\tilde{\boldsymbol{\rho}}$. This can be regarded as a definition for a stochastic time evolution. Then, one finds for the change in relative entropy during such an evolution from $t_{i}$ to $t_{\mathrm{f}}>t_{\mathrm{i}}$

$$
\begin{align*}
\Delta S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}}) & =S(\mathcal{N}(\boldsymbol{\rho}) \| \mathcal{N}(\tilde{\boldsymbol{\rho}}))-S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}}) \\
& =S(\mathcal{N}(\boldsymbol{\rho}) \| \tilde{\boldsymbol{\rho}})-S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}}) \tag{6.34}
\end{align*}
$$

As a consequence of the monotonicity property of the quantum relative entropy (3.18), this change is always non-positive, i.e.

$$
\begin{equation*}
\Delta S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}}) \leq 0 \tag{6.35}
\end{equation*}
$$

which can be considered as a generalized second law. As usual for our relative entropy formulation, the actual state $\rho$ does not have to be an equilibrium state itself and also we did not had to assume a quasi-stationary time evolution between equilibrium states. Rather, we ended up with the simple result that any state $\rho$ can not deviate more from a suitable invariant thermodynamic model state $\tilde{\rho}$ over time. In fact, one can expect that in most cases the relative entropy between the two states decreases over time and converges to zero indicating that the system has thermalized with the bath.

The connection to Clausius' inequalities can be made explicit by using the expressions (6.7), (6.24) or (6.31) for the relative entropies (with the appropriate strict support conditions understood), depending on the physical situation. One can easily confirm that one finds for the change in entropy $\Delta S(\boldsymbol{\rho})=S(\mathcal{N}(\boldsymbol{\rho}))-S(\rho)$ the following relations

$$
\Delta S(\boldsymbol{\rho}) \geq \begin{cases}0 & \text { for microcanonical ensemble, }  \tag{6.36}\\ \beta \Delta E(\boldsymbol{\rho}) & \text { for canonical ensemble, } \\ \beta \Delta E(\boldsymbol{\rho})-\beta \mu \Delta N(\boldsymbol{\rho}) & \text { for grand canonical ensemble. }\end{cases}
$$

The second law of thermodynamics is a consequence of quantum information processing.

The microcanonical ensemble is a rather special case. The invariance condition $\mathcal{N}\left(\rho_{\mathrm{m}}\right)=\rho_{\mathrm{m}}$ defines the map $\mathcal{N}$ to be unital. It is well known that the change in entropy $\Delta S(\rho)$ is non-negative for unital maps [11], which is equivalent to the first line of (6.36). In contrast, the entropy might increase as well as decrease for the more general $\operatorname{map} \mathcal{N}$ describing a system coupled to a heat or particle bath, as seen from the second and third lines of (6.36).

Let us also mention that one may derive a set of inequalities similar to (6.36) when the state $\tilde{\rho}$ is not a thermodynamic model, but instead describes a nonequilibrium steady state, such that $\mathcal{N}(\tilde{\boldsymbol{\rho}})=\tilde{\boldsymbol{\rho}}$ is still fulfilled. In this case, $\Delta S(\rho)$ is also bounded from below, but the bound may not have a clear physical interpretation [262, 263].
example: isolated three-state system We consider an isolated three-state system with Hilbert space $\mathcal{H}$ spanned by $\{|0\rangle,|1\rangle,|2\rangle\}$ and some diagonal state $\rho$. The suitable model state is given by the microcanonical state $\rho_{\mathrm{m}}$. The set of all states is shown in Figure 6.2, where $\rho_{\mathrm{m}}$ corresponds to the central point as a consequence of the principle of minimum relative entropy.

Some generic initial state $\rho$ can either evolve reversibly along a contour of constant entropy, which corresponds in fact to a unitary time evolution, or it might irreversibly evolve towards a state lying on a contour with higher entropy. Note that the exact position of the final states cannot be determined by the generalized second law, only the final contour is known.


Figure 6.2: Time evolution of a state $\rho$ describing an isolated three-state system. By the generalized second law (6.35), the relative entropy $S\left(\rho \| \rho_{\mathrm{m}}\right)$ with respect to the microcanonical model $\rho_{\mathrm{m}}$ can not increase under general time evolution $\mathcal{N}: \rho \rightarrow \mathcal{N}(\rho)$.
third law We complete our analysis with the third law of thermodynamics, which is rather closely related to the concept of entropy. Following Planck's formulation, the entropy becomes constant in the limit of vanishing temperature $T \rightarrow 0$, i.e.

$$
\begin{equation*}
\lim _{T \rightarrow 0} S(\tilde{\boldsymbol{\rho}})=S(\overline{\boldsymbol{\rho}}), \tag{6.37}
\end{equation*}
$$

for any thermodynamic model $\tilde{\rho}$. The constant is given by the entropy of the ground state $\bar{\rho}$ with respect to the Hamiltonian $\boldsymbol{H}$. Note that often the ground state is degenerate or mixed, in which case the right hand side of the latter equation evaluates to a positive number.

In terms of relative entropy, the third law can be formulated as follows: for any thermodynamic model $\tilde{\rho}$ we need to have

$$
\begin{equation*}
\lim _{T \rightarrow 0} S(\overline{\boldsymbol{\rho}} \| \tilde{\boldsymbol{\rho}})=0, \tag{6.38}
\end{equation*}
$$

showing that the ground state $\bar{\rho}$ becomes indistinguishable from any thermodynamic model $\tilde{\boldsymbol{\rho}}$ in the zero temperature limit $T \rightarrow 0$. Note that even if $\bar{\rho}$ is degenerate, the right hand side of (6.38) is zero.

If we choose a canonical model $\rho_{c^{\prime}}$, the relative entropy decomposition (6.24) shows that we have to assume $N(\boldsymbol{\rho}) \equiv N\left(\boldsymbol{\rho}_{\mathrm{c}}\right)$ and that $E(\overline{\boldsymbol{\rho}})-E\left(\boldsymbol{\rho}_{\mathrm{c}}\right) \rightarrow 0$ for $T \rightarrow 0$ faster than $T$, such that we indeed obtain Planck's statements $S(\bar{\rho})=S\left(\rho_{\mathrm{c}}\right)$ at vanishing temperature. Similarly, we would have to assume $N(\overline{\boldsymbol{\rho}})-N\left(\rho_{\mathrm{gc}}\right) \rightarrow 0$ for $T \rightarrow 0$ faster than $T / \mu$ for the grand canonical model $\rho_{\mathrm{gc}}$.

As a concrete example, let us consider a situation where the energy eigenstates $|n\rangle$ defined through (3.25) are non-degenerate (cf. Section 3.3). Then, the canonical model state becomes (cf. (3.28))

$$
\begin{equation*}
\rho_{\mathrm{c}}=\sum_{n} p_{\mathrm{c}}(n)|n\rangle\langle n|, \quad p_{\mathrm{c}}(n)=\frac{1}{Z_{\mathrm{c}}} e^{-\beta E(n)}, \tag{6.39}
\end{equation*}
$$

such that the unique ground state is characterized by

$$
\begin{equation*}
\bar{\rho}=\sum_{n} \bar{p}(n)|0\rangle\langle 0|, \quad \bar{p}(n)=\delta_{0 n} . \tag{6.40}
\end{equation*}
$$

In this case, the relative entropy evaluates to

$$
\begin{equation*}
S\left(\overline{\boldsymbol{\rho}} \| \boldsymbol{\rho}_{\mathrm{c}}\right)=S\left(\bar{p} \| p_{\mathrm{c}}\right)=-\ln p_{\mathrm{c}}(0) . \tag{6.41}
\end{equation*}
$$

Note that such a relation also holds if the model state is replaced by any state which is diagonal in the energy eigenbasis.

A short calculation shows that in the zero temperature limit $T \rightarrow 0$ we find

$$
\begin{aligned}
\lim _{T \rightarrow 0} p_{\mathrm{c}}(0) & =\lim _{\beta \rightarrow \infty} \frac{e^{-\beta E(n)}}{\sum_{n} e^{-\beta E(n)}} \\
& =1-\lim _{\beta \rightarrow \infty} \frac{\sum_{n>0} e^{-\beta(E(n)-E(0))}}{1+\sum_{n>0} e^{-\beta(E(n)-E(0))}} \\
& =1
\end{aligned}
$$

as $E(n)>E(0)$ for all $n>0$, confirming our formulation of the third law (6.38).

SECOND LAW FOR
RELATIVISTIC FLUIDS
The analysis is taken from [G]. S. F. proposed and supervised the project. All authors contributed equally to the development of the theory. N. D. and myself wrote large parts of earlier versions of the manuscript and all three authors finalized the draft. The figures were produced by me. As stated earlier, the article [G] is also covered in a master thesis by N. D. [248].
In Section 6.2, we have seen how a generalized second law formulated in terms of relative entropy can arise from an information theoretic argument. In this chapter, we generalize this formulation to situations where a formulation in terms of entropy is less favorable, which is in particular the case for relativistic fluids.

In general, fluid dynamics serves as an effective theory using concepts such as local equilibrium applicable when the evolution of a system is mainly governed by conservation laws, which are themselves consequences of continuous symmetries [264]. It turns out to be a good approximation for example as a description for the quark-gluon plasma [258, 259, 265] or for quantum magnets [266].
In the following, we specialize on relativistic fluid dynamics, which is built upon the symmetries of the Poincaré group. It is an interesting question how relativistic fluid dynamics arises from a local quantum field theoretic description (see e.g. [267]), which is where an information theoretic treatment could provide new insights. In particular, one may ask whether local dissipation can be understood as entanglement generation and whether such a statement can be expressed through a local second law-like inequality.
In relativistic fluid dynamics, a local second law is postulated in terms of an entropy current density $s^{\mu}(x)$ [264, 268, 269],

$$
\begin{equation*}
\nabla_{\mu} s^{\mu}(x) \geq 0, \tag{7.1}
\end{equation*}
$$

where $\nabla_{\mu}$ denotes the covariant derivative with respect to a general metric $g_{\mu v}$. The entropy current density $s^{\mu}(x)$ is well-defined in global equilibrium, but is rather difficult to define in nonequilibrium situations. Also, it is important to note that the entropy current $s^{\mu}(x)$ is a local quantity. Hence, if one aims at defining such a quantity starting from a local QFT, one needs to work with entanglement entropies. As discussed in Section 4.2, entanglement entropy exhibit universal uv-divergences, rendering its use less favorable.
In the affirmative, we derive second law-like inequalities in terms of relative (entanglement) entropies following from the monotonicity property (3.18). In this way, we give the local second law a solid
information theoretic foundation and avoid UV-divergences. We start with a brief introduction to relativistic fluid dynamics in Section 7.1 and discuss how a local notion of equilibrium can be defined through relative entanglement entropy in Section 7.2. Thereupon, we describe local time evolution in Section 7.3 and for such derive several second law-like inequalities in Section 7.4.

### 7.1 RELATIVISTIC FLUID DYNAMICS

conservation laws We formulate relativistic fluid dynamics in general coordinates $x^{\mu}$, such that we have to work with a general metric $g_{\mu v}(x)$ and covariant derivatives $\nabla_{\mu}$. Then, conservation laws for energy and momentum are in fact a consequence of diffeomorphism invariance and can be subsumed as

$$
\begin{equation*}
\nabla_{\mu} T^{\mu v}(x)=0, \tag{7.2}
\end{equation*}
$$

where $T^{\mu \nu}(x)$ denotes the classical energy-momentum tensor.
Additionally, we assume that the theory exhibits a $U(1)$ symmetry, leading to the conservation of a particle number current

$$
\begin{equation*}
\nabla_{\mu} N^{\mu}(x)=0 . \tag{7.3}
\end{equation*}
$$

Apparently, (7.2) and (7.3) provide $d+1$ equations, while $T^{\mu v}(x)$ has $d(d+1) / 2$ and $N^{\mu}(x)$ has $d$ components. The fundamental assumption of relativistic fluid dynamics is now to parameterize these two tensors in terms of $d+1$ variables, which may chosen to be the temperature current

$$
\begin{equation*}
\beta^{\mu}(x)=\frac{u^{\mu}(x)}{T(x)}, \tag{7.4}
\end{equation*}
$$

where $u^{\mu}(x)$ denotes the local fluid velocity and $T(x)$ is a local temperature field, and the scalar field

$$
\begin{equation*}
\alpha(x)=\frac{\mu(x)}{T(x)}, \tag{7.5}
\end{equation*}
$$

with $\mu(x)$ being the local chemical potential field. The two variables $\beta^{\mu}(x)$ and $\alpha(x)$ are then determined by the two conservation laws (7.2) and (7.3).
killing equations in equilibrium The appearance of these fields can be further motivated from relativistic thermodynamics. To that end, we consider an entropy current $s^{\mu}(x)$, which is expected to fulfill a local second law in the form of

$$
\begin{equation*}
\nabla_{\mu} s^{\mu}(x) \geq 0, \tag{7.6}
\end{equation*}
$$

Relativistic fluid dynamics emerges from symmetry considerations.
with equality in thermal equilibrium. Note again that this is a phenomenological assumption, which we wish to understand better. Especially, it is not clear whether an entropy current $s^{\mu}(x)$ can be defined in general nonequilibrium situations at all or how it is linked to local entropies in a QFT.
However, in global thermal equilibrium, we can write the entropy current as a function of the other two conserved quantities $s^{\mu}=$ $s^{\mu}\left(T^{\nu \lambda}, N^{\sigma}\right)$, such that

$$
\begin{equation*}
\nabla_{\mu} s^{\mu}=\frac{\partial s^{\mu}}{\partial T^{\nu \lambda}} \nabla_{\mu} T^{\nu \lambda}+\frac{\partial s^{\mu}}{\partial N^{\nu}} \nabla_{\mu} N^{v} . \tag{7.7}
\end{equation*}
$$

Then, combining (7.2) and (7.3) with (7.6) at equality leads to the covariant generalizations of the usual thermodynamic relations

$$
\begin{equation*}
\frac{\partial s^{\mu}}{\partial T^{v \lambda}}=-\beta_{\lambda} \delta_{v}^{u}, \quad \frac{\partial s^{\mu}}{\partial N^{v}}=-\alpha \delta_{v}^{u} . \tag{7.8}
\end{equation*}
$$

In thermal equilibrium, the two fields $\beta^{\mu}(x)$ and $\alpha(x)$ can be constrained from the requirement that $\nabla_{\mu} s^{\mu}$ must be stationary, i.e.

$$
\begin{equation*}
\nabla_{\mu} \mathrm{d} s^{\mu}=-\nabla_{\mu} \beta_{\nu} \mathrm{d} T^{\mu v}+-\partial_{\mu} \alpha \mathrm{d} N^{\mu}=0, \tag{7.9}
\end{equation*}
$$

implying that $\beta^{\mu}(x)$ has to be a Killing vector field and that $\alpha(x)$ is constant,

$$
\begin{equation*}
\nabla_{\mu} \beta_{v}+\nabla_{\nu} \beta_{\mu}=0, \quad \partial_{\mu} \alpha=0 \tag{7.10}
\end{equation*}
$$

In fact, one may define equilibrium by the latter two conditions. Note that for a Minkowskian metric $g_{\mu v}=\eta_{\mu v}$, the Killing vector field condition translates into the temperature being constant.
In a generic nonequilibrium situation, the two variables $\beta^{\mu}(x)$ and $\alpha(x)$ are not defined in a unique way. For example, one may choose the fluid velocity $u^{\mu}(x)$ to be parallel to the energy flow (the so-called Landau frame definition) or parallel to the particle number flow (the Eckart frame definition). Later, we will be concerned with the notion of local equilibrium, where (7.10) will not hold anymore.
gradient expansion Let us briefly discuss the gradient expansion, which is typically used within a phenomenological approach to fluid dynamics to account for local deviations from equilibrium. Most importantly, fluid dynamics uses the concept of equilibrium locally as an approximation. In the hydrodynamic gradient expansion (see [264]), i.e. an expansion in terms of gradients of fluid velocity $u^{\mu}(x)$, temperature $\beta^{\mu}(x)$, etc., this approximation becomes exact when these gradients vanish, in which case we recover global equilibrium defined through (7.10). Depending on how many terms in this derivative expansion are kept, the energy-momentum tensor $T^{\mu \nu}(x)$ and the particle number current $N^{\mu}(x)$ take specific forms. For example, in lowest order, one recovers ideal fluid dynamics, which will be discussed in more detail
in Section 7.2. Higher-order terms can be seen as corrections to the ideal fluid approximation and allow to describe dissipative effects.

Also, one may describe dissipative effects by introducing additional parameters, which vanish in global equilibrium, but give corrections to this approximation otherwise. For example, one may consider shear stress $\pi^{v}(x)$, bulk viscous pressure $\pi_{\text {bulk }}(x)$ or the diffusion current $v^{\mu}(x)$ within the theory of Israel and Stewart [268], which then allow to parameterize the energy-momentum tensor $T^{\mu \nu}(x)$ and the particle number current $N^{v}(x)$ together with the aforementioned fields in terms of the so-called constitutive relations. Although the number of parameters is larger compared to the equilibrium case, it is still small compared to the degrees of freedom of a general nonequilibrium state, which emphasizing the approximation character of a local fluid-like description.

### 7.2 GLOBAL AND LOCAL EQUILIBRIUM

GLOBALEQUILIBRIUM Instead of pursuing the phenomenological approach, we propose to use relative entanglement entropy to justify a local equilibrium approximation. To that end, we ask how the local parameters are related to local expectation values of the respective quantum operators for given local quantum states and which role entanglement plays for a fluid-like description to work. We begin with a brief review of global equilibrium quantum states.

Let us consider a foliation of spacetime in terms of a family of Cauchy hypersurfaces $\Sigma(\tau)$ equipped with a unit time-like normal vector $n^{\mu}(x)$ fulfilling $n_{\mu} n^{\mu}=-1$. On every hypersurface $\Sigma(\tau)$, we may define the global equilibrium state as the covariant generalization of (6.30) with the conditions (7.10) understood, which gives

$$
\begin{equation*}
\tilde{\boldsymbol{\rho}}=\frac{1}{Z} \exp \left[-\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(\beta_{v} T^{\mu v}+\alpha N^{\mu}\right)\right] \tag{7.11}
\end{equation*}
$$

where $Z$ is the partition function

$$
\begin{equation*}
Z=\operatorname{Tr}\left\{\exp \left[-\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(\beta_{v} \boldsymbol{T}^{\mu v}+\alpha \boldsymbol{N}^{\mu}\right)\right]\right\} \tag{7.12}
\end{equation*}
$$

Therein, the hypersurface area element $\mathrm{d} \Sigma_{\mu}$ is given by

$$
\begin{equation*}
\mathrm{d} \Sigma_{\mu}=\mathrm{d}^{d-1} y \sqrt{\left|\operatorname{det} h_{\mu \nu}\right|} n_{\mu} \tag{7.13}
\end{equation*}
$$

with $n^{\mu}$ being future oriented such that $n^{0}>0$ (similar to a fluid velocity) and where $h_{\mu \nu}$ denotes the induced metric on the hypersurface $\Sigma(\tau)$. Note also that the global equilibrium state (7.11) contains the quantum operators $T^{\mu \nu}(x)$ and $N^{\mu}(x)$.

As discussed above, such a state corresponds to the zeroth order in the gradient expansion. In this case, there exists a unique fluid frame
(i.e. the Landau and Eckart frames are equivalent) in which (7.4) and (7.5) become exact. For the corresponding expectation values of the energy-momentum tensor and the particle number current one finds the constitutive relations [264]

$$
\begin{equation*}
T^{\mu v}=\epsilon u^{\mu} u^{v}+p \Delta^{\mu v}, \quad N^{\mu}=n u^{\mu}, \quad s^{\mu}=s u^{\mu} \tag{7.14}
\end{equation*}
$$

with $s$ being the entropy density, $\epsilon$ the energy density, $n$ the particle number density, $p$ the pressure and $\Delta^{\mu v}=g^{\mu \nu}+u^{\mu} u^{v}$ a projector orthogonal to $u^{\mu}$.

FLUID CELL APPROXIMATION WITH RELATIVE ENTROPY Let us now split the global hypersurface $\Sigma$ into a finite subregion 1 and its complement 2 such that $\Sigma=1 \cup 2 \equiv 12$ and $1 \cap 2=\varnothing$, for example a ball-shaped region of radius $R$ around $\vec{x}_{1} \in \Sigma$ at some time $x_{1}^{0}$. We consider a generic global quantum state $\rho_{12}$. This state is assumed to be out-of-global equilibrium in general. To the local region 1 we associate a local state

$$
\begin{equation*}
\rho_{1}=\operatorname{Tr}_{2}\left\{\rho_{12}\right\} \tag{7.15}
\end{equation*}
$$

Then, the expectation value of a local observable $\boldsymbol{O}_{1}$ can be computed from

$$
\begin{equation*}
O_{1}=\operatorname{Tr}_{1}\left\{\boldsymbol{\rho}_{1} \boldsymbol{O}_{1}\right\} \tag{7.16}
\end{equation*}
$$

As there exist many different global states $\rho_{12}$, which have the same local states $\rho_{1}$ in the sense of (7.15), one can compute local expectation values also when assuming the two regions 1 and 2 to be uncorrelated, i.e. $\rho_{12}=\rho_{1} \otimes \rho_{2}=\operatorname{Tr}_{2}\left\{\rho_{12}\right\} \otimes \operatorname{Tr}_{1}\left\{\rho_{12}\right\}$. It may be possible to understand the local equilibrium approximation in this way. More precisely, a fluid-like description in terms of local parameters may work rather well when non-local effects such as entanglement between the two regions 1 and 2 are neglected to some extent.

Note that such a statement is rather informal and should be investigated with much more mathematical rigor in the future. However, it is not needed for what follows. Rather, it is essential that local parameters can be compatible with many global states, giving us some freedom to choose a specific one. In particular, we may consider the global equilibrium state $\tilde{\rho}_{12}$ defined in (7.11), specified with parameters $\beta^{\mu}(x)$ and $\alpha(x)$ which fulfill (7.10), and a corresponding local state

$$
\begin{equation*}
\tilde{\boldsymbol{\rho}}_{1}=\operatorname{Tr}_{2}\left\{\tilde{\boldsymbol{\rho}}_{12}\right\} \tag{7.17}
\end{equation*}
$$

in region 1. Based on this, we can define local equilibrium through an argument involving distinguishability. We say that the generic state $\rho_{12}$ is in local equilibrium in the region 1 around $\vec{x}_{1}$, such that we
may associate local parameters $\beta^{\mu}(x)$ and $\alpha(x)$, when the relative entanglement entropy between $\rho_{1}$ and $\tilde{\rho}_{1}$ becomes small

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{1} \| \tilde{\rho}_{1}\right) \rightarrow 0 \tag{7.18}
\end{equation*}
$$

such that $\rho_{1}$ and $\tilde{\rho}_{1}$ can be considered to be locally indistinguishable. Hence, we may quantify the validity of a local equilibrium approximation from a quantum information theoretic perspective in terms of a relative entanglement entropy.

Also, $S\left(\rho_{1} \| \tilde{\rho}_{1}\right)$ being small allows us to define what we call the fluid cell approximation. In fact, (7.18) indicates the existence of an intermediate scale, where the size $R$ of the region 1 is large enough compared to an UV regulator scale and at the same time small enough compared to the scale where long-range effects become relevant. More precisely, for a global nonequilibrium state $\boldsymbol{\rho}_{12}$ we have $S\left(\boldsymbol{\rho}_{1} \| \tilde{\boldsymbol{\rho}}_{1}\right) \gg 0$ for sufficiently large $R$, but $S\left(\rho_{1} \| \tilde{\rho}_{1}\right)$ becomes small (i.e. receives a non-trivial upper bound) on the size of a fluid cell.
local equilibrium The fluid cell approximation may be extended from one local fluid cell to the entire hypersurface $\Sigma$ by assigning local parameters $\beta^{\mu}(x)$ and $\alpha(x)$ to every fluid cell region where (7.18) is approximately fulfilled when adjusting the model $\tilde{\rho}$ accordingly. One might choose a global state of the form (7.11), but without the conditions (7.10) on $\beta^{\mu}(x)$ and $\alpha(x)$, i.e.

$$
\begin{equation*}
\tilde{\rho}_{12}=\frac{1}{Z} \exp \left[-\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(\beta_{v} \mathbf{T}^{\mu v}+\alpha \mathbf{N}^{\mu}\right)\right] \tag{7.19}
\end{equation*}
$$

with

$$
\begin{equation*}
Z=\operatorname{Tr}\left\{\exp \left[-\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(\beta_{v} T^{\mu v}+\alpha N^{\mu}\right)\right]\right\} \tag{7.20}
\end{equation*}
$$

We may call (7.19) a local equilibrium state, in the sense that (7.18) is fulfilled for every local fluid cell. Note that this does not imply $\rho_{12}=\tilde{\rho}_{12}$ on a global level, but rather represents some coarse-graining of $\rho_{12}$ on the scale set by a fluid cell. In particular, $\rho_{12}$ may be pure, while $\tilde{\rho}_{12}$ is mixed and they can still be hard to distinguish locally.

As a side note, one may obtain a density operator of the form (7.19) following Zubarev's approach, using the maximum entropy principle on every hypersurface with given constraints on the expectation values of the energy-momentum tensor and the particle number [270, 271].

### 7.3 LOCAL TIME EVOLUTION IN DOUBLE LIGHT cone region

local time evolution Ultimately, we want to understand local time evolution of an open quantum system on a scale where a fluidlike description is applicable. To that end, one could investigate the

A local equilibrium state may be constructed from local fluid cells.
local system directly in terms of local density operators, which requires detailed considerations taking care of the subtleties in the field theory limit. We leave this task for future work [272, 273].

In the following, we propose an alternative strategy to overcome the conceptual difficulties of local states. In particular, we make statements about a general global state $\rho_{12}$ by comparing it to the global or local equilibrium states $\tilde{\rho}_{12}$ discussed above, with the caveat that the global time evolution is chosen such that it is effectively local.

To explicitly focus on time evolution only in a local region 1, we choose a family of hypersurfaces $\Sigma(\tau)$ which differ only in region $1(\tau)$, but remain stationary in the complement region $2 \neq 2(\tau)$. Then, the time evolution is indeed essentially local. For such a construction to work, we need to have the normal vectors $n_{\mu}(x)$ on each surface $\Sigma(\tau)$ pointing into a timelike (or lightlike as a limit) direction. Moreover, they have to be ordered in a way compatible with time running forward only. Apart from these two constraints, the family $\Sigma(\tau)$ can be chosen rather freely.

With this idea in mind, we ask how the phenomenological local second law (7.6) can be understood from a quantum information theoretic point of view. In a local spacetime region $\Omega$, which can be chosen such that its boundaries are given by local regions on two subsequent hypersurfaces $\Sigma\left(\tau_{\mathrm{f}}\right)$ and $\Sigma\left(\tau_{\mathrm{i}}\right)$, i.e. $\partial \Omega=1\left(\tau_{\mathrm{f}}\right) \cup 1\left(\tau_{\mathrm{i}}\right)$, the integrated form of (7.6) reads

$$
\begin{equation*}
\int_{\Omega} \mathrm{d}^{d} x \sqrt{\operatorname{det} g_{\mu \nu}} \nabla_{\mu} \mathrm{s}^{\mu}(x)=\oint_{\partial \Omega} \mathrm{d} \Sigma_{\mu} \mathrm{s}^{\mu}(x) \geq 0 \tag{7.21}
\end{equation*}
$$

Therein, we have used again the hypersurface area element $\mathrm{d} \Sigma_{\mu}$ as given in (7.13). However, it is the first time we have to deal with a closed surface integral, where some subtleties regarding the orientation of the normal vector have to be specified. For the chosen metric signature $(-,+,+,+), n^{\mu}(x)$ does unambiguously point to the outside if it is spacelike. If it is timelike instead, the normal vector is pointing to the inside (see e.g. [274] Sec. B.2, [275] Sec. 16 or [276] for more details). For the closed surface $\partial \Omega$, for which $n^{\mu}(x)$ points in a time-like direction, the orientation of $n^{\mu}(x)$ flips between two subsequent hypersurfaces. More precisely, $n^{0}>0$ for the past and $n^{0}<0$ for the future hypersurfaces, respectively.

Interestingly, the generalized divergence theorem implies that (7.21) follows from (7.6) for any spacetime region $\Omega$ with properly chosen boundaries $\partial \Omega$. At the same time, (7.21) can also imply (7.6) if it can be proven for an arbitrarily small region around a point $x \in \Omega$. Nevertheless, it remains unclear how (or if at all) the left hand side of (7.21) is related to a von Neumann entropy of a nonequilibrium density operator. To overcome this problem, we work with relative entropies in Section 7.4, such that we never have to define an entropy current outside of equilibrium.
double light cone A geometry which represents the aforementioned situation is the double light cone as sketched in Figure 7.1 for $d=1+1$ spacetime dimensions. The double light cone is constructed from the future light cone of some point $p$ in the past and the past light cone of another point $q$ in the future. In this setup, the light cone associated with $p$ can be understood as an initial hypersurface, while the light cone associated with $q$ as a final hypersurface with respect to the time evolution inside the light cone. Hence, the dynamics are restricted to the region within the double light cone and the non-local information from outside the double light cone is entirely encoded in the initial hypersurface. In this sense, there is no transfer of quantum information through the boundaries. As a consequence, entropy production, possible caused by an interaction with another system, will be localized within the double light cone.


Figure 7.1: A double light cone bounded by the future light cone of $p$ and the past light cone of $q$ (dashed black lines). Local time evolution is modeled by a family of Cauchy hypersurfaces $\Sigma(\tau)$ which differ only in region $1(\tau)$ (solid blue curves) within the double light cone, while the complement 2 (solid red lines) remains static. Mathematically, the time evolution is represented by the map $\mathcal{N}$, which is specified depending on whether the system of interest is isolated or coupled to another system. Generally, two subsequent hypersurfaces $\Sigma\left(\tau_{\mathrm{f}}\right)$ and $\Sigma\left(\tau_{\mathrm{i}}\right)$ enclose a spacetime region $\Omega$ (shaded blue region), where each hypersurface is equipped with timelike normal vectors $n^{\mu}(x)$ (indicated by small black arrows).

As shown in Figure 7.1, one can choose a foliation of spacetime $\Sigma(\tau)$ with timelike unit normal $n^{\mu}(x)$, where $\tau$ plays the role of a generalized time coordinate, such that the dynamics are constrained to a local region $1(\tau) \subseteq \Sigma(\tau)$ within the double light cone. The

The double light cone is causally closed
complement region $2 \subseteq \Sigma(\tau)$ remains static. The two regions intersect where the two light cones intersect, which may be considered as fixed points as these points are part of all hypersurfaces $\Sigma(\tau)$. For $d=1+1$ spacetime dimensions, the fixed points are actually points, while for $d=3+1$ the fixed points are given by 2 -spheres.
coupling to a bath fluid The time evolution of an arbitrary global state $\rho_{12}$ from one hypersurface $\Sigma\left(\tau_{\mathrm{i}}\right)$ to the next $\Sigma\left(\tau_{\mathrm{f}}\right)$ is generated by a map $\mathcal{N}$ via

$$
\begin{equation*}
\mathcal{N}: \rho_{12}\left(\tau_{\mathrm{i}}\right) \rightarrow \mathcal{N}\left(\rho_{12}\left(\tau_{\mathrm{i}}\right)\right)=\rho_{12}\left(\tau_{\mathrm{f}}\right) . \tag{7.22}
\end{equation*}
$$

If the system under consideration is closed, $\mathcal{N}$ is unitary. As this corresponds to a rather uninteresting situation, we couple the field of interest locally to a so-called bath fluid through an interaction parameter $\lambda$, such that we end up with an open system whose time evolution is again non-trivial. Hence, despite the fact that we are interested in a causally closed region, quantum information is not conserved, but instead constrained by a local second law-like inequality.
Then, the $\operatorname{map} \mathcal{N}$ is a CPTP- or at least a PTP-map and we choose it such that it keeps a particular equilibrium reference state $\tilde{\rho}_{12}$ form invariant similar to the considerations in Section 6.2. Also, in the limit $\lambda \rightarrow 0$, this map becomes unitary again. In the following, we derive second law-like inequalities for an arbitrary global quantum state $\rho_{12}$ for three different physical situations encoded in the choice of the invariant reference state $\tilde{\rho}_{12}$.

### 7.4 SECOND LAW-LIKE INEQUALITIES

bath fluid in global equilibrium We start with the simplest case, i.e. a bath fluid in global equilibrium, such that a suitable model state is given by (7.11) with (7.10) understood. An example for such a situation is a gas consisting of electron and positrons which is coupled to a bath of electromagnetic radiation at some temperature $T(x)$ and vanishing chemical potential $\mu(x)=0$. In this case, the coupling $\lambda$ is given by the elementary charge $e$.
For a global equilibrium state $\tilde{\rho}_{12}$, the corresponding von Neumann entropy $S\left(\tilde{\rho}_{12}\right)$ decomposes according to

$$
\begin{equation*}
S\left(\tilde{\boldsymbol{\rho}}_{12}\right)=\ln Z+\int \mathrm{d} \Sigma_{\mu}\left(\beta_{v} T^{\mu v}\left(\tilde{\boldsymbol{\rho}}_{12}\right)+\alpha \mathrm{N}^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right) \tag{7.23}
\end{equation*}
$$

where we have introduced the expectation values

$$
\begin{equation*}
T^{\mu \nu}\left(\tilde{\rho}_{12}\right)=\operatorname{Tr}\left\{\tilde{\rho}_{12} T^{\mu \nu}\right\}, \quad N^{\mu}\left(\tilde{\rho}_{12}\right)=\operatorname{Tr}\left\{\tilde{\rho}_{12} N^{\mu}\right\}, \tag{7.24}
\end{equation*}
$$

which are assumed to be renormalized such that they vanish in the vacuum $T=\mu=0$.

In global equilibrium, $S\left(\tilde{\rho}_{12}\right)$ is extensive and can be written as an integral over a local entropy current $s^{\mu}(x)$, such that

$$
\begin{equation*}
S\left(\tilde{\boldsymbol{\rho}}_{12}\right)=-\int \mathrm{d} \Sigma_{\mu} \mathrm{s}^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right), \tag{7.25}
\end{equation*}
$$

where the minus sign in the last line is a consequence of $\mathrm{d} \Sigma_{\mu}$ and $s^{\mu}(x)$ being future oriented with $\mathrm{d} \Sigma_{0}, s^{0}(x)>0$ together with the metric signature convention $(-,+,+,+)$.

Also the Schwinger functional (at vanishing sources) can be written as an integral

$$
\begin{equation*}
W=\ln Z=-\int \mathrm{d} \Sigma_{\mu} p \beta^{\mu} \tag{7.26}
\end{equation*}
$$

where $p$ denotes the pressure with $p=0$, i.e. $Z=1$, in the vacuum $T=\mu=0$. Hence, the entropy current density reads

$$
\begin{equation*}
s^{\mu}=-\beta_{v} T^{\mu \nu}-\alpha N^{\mu}+p \beta^{\mu} \tag{7.27}
\end{equation*}
$$

This expression is consistent with the constitutive relation $s^{\mu}=s u^{\mu}$ for an ideal fluid (7.14), which follows from the Gibbs-Durham relation $\epsilon+p=s T+\mu n$ together with the other two relations in (7.14).

Next, we consider the quantum relative entropy between an arbitrary global state $\rho_{12}$ and the global equilibrium state $\tilde{\rho}_{12}$. We find a decomposition similar to (6.31), i.e.

$$
\begin{align*}
& S\left(\boldsymbol{\rho}_{12} \| \tilde{\boldsymbol{\rho}}_{12}\right) \\
& =-S\left(\boldsymbol{\rho}_{12}\right)+\ln Z+\operatorname{Tr}\left\{\boldsymbol{\rho}_{12} \int \mathrm{~d} \Sigma_{\mu}\left(\beta_{v} \boldsymbol{T}^{\mu v}+\alpha \boldsymbol{N}^{\mu}\right)\right\}  \tag{7.28}\\
& =-S\left(\boldsymbol{\rho}_{12}\right)+\int \mathrm{d} \Sigma_{\mu}\left(-s^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right. \\
& \left.+\beta_{v}\left[T^{\mu v}\left(\boldsymbol{\rho}_{12}\right)-T^{\mu v}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]+\alpha\left[N^{\mu}\left(\boldsymbol{\rho}_{12}\right)-N^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]\right)
\end{align*}
$$

where, except for the non-local quantity $S\left(\rho_{12}\right)$, all quantities can be written as local integrals over a full Cauchy hypersurface $\Sigma(\tau)$.

Between two times $\tau_{\mathrm{i}}$ and $\tau_{\mathrm{f}}$, the relative entropy changes by an amount of

$$
\begin{equation*}
\Delta S\left(\boldsymbol{\rho}_{12} \| \tilde{\boldsymbol{\rho}}_{12}\right)=S\left(\boldsymbol{\rho}_{12}\left(\tau_{\mathrm{f}}\right) \| \tilde{\boldsymbol{\rho}}_{12}\left(\tau_{\mathrm{f}}\right)\right)-S\left(\boldsymbol{\rho}_{12}\left(\tau_{\mathrm{i}}\right) \| \tilde{\boldsymbol{\rho}}_{12}\left(\tau_{\mathrm{i}}\right)\right) . \tag{7.29}
\end{equation*}
$$

Through the coupling to the bath fluid, the time evolution is given by a PTP-map (or possibly CPTP map) $\mathcal{N}$ which leaves $\tilde{\rho}_{12}\left(\tau_{\mathrm{i}}\right)$ invariant in the sense that $\tilde{\rho}_{12}\left(\tau_{\mathrm{f}}\right)$ is of the same form, but defined on a different hypersurface $\Sigma\left(\tau_{\mathrm{f}}\right)$. By the monotonicity of the quantum relative entropy (3.18), we can conclude that

$$
\begin{equation*}
\Delta S\left(\rho_{12} \| \tilde{\rho}_{12}\right) \leq 0 \tag{7.30}
\end{equation*}
$$

with equality for a unitary time evolution, which corresponds to vanishing coupling $\lambda=0$. This inequality can be considered as a global second law for relativistic fluids.

The local change in entropy is well-defined outside of equilibrium and constrained by a second law-like inequality.

To derive a local form of the latter inequality, we use (7.28). Then,

$$
\begin{align*}
\Delta S\left(\boldsymbol{\rho}_{12} \| \tilde{\rho}_{12}\right) & =-\Delta S\left(\boldsymbol{\rho}_{12}\right)-\oint_{\partial \Omega} \mathrm{d} \Sigma_{\mu}\left(-s^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right. \\
& +\beta_{v}\left[T^{\mu v}\left(\boldsymbol{\rho}_{12}\right)-T^{\mu v}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]  \tag{7.31}\\
& \left.+\alpha\left[N^{\mu}\left(\boldsymbol{\rho}_{12}\right)-N^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]\right),
\end{align*}
$$

where the integral goes over the closed surface $\partial \Omega=1\left(\tau_{\mathrm{f}}\right) \cup 1\left(\tau_{\mathrm{i}}\right)$ and where we introduced the change in entropy as

$$
\begin{equation*}
\Delta S\left(\rho_{12}\right)=S\left(\rho_{12}\left(\tau_{\mathrm{f}}\right)\right)-S\left(\rho_{12}\left(\tau_{\mathrm{i}}\right)\right) \tag{7.32}
\end{equation*}
$$

Note that by convention, we have an additional minus sign in front of the integral (cf. discussion around (7.21)). Note also that all contributions from region 2 canceled as this region remains static.
Although the von Neumann entropy $S\left(\rho_{12}\right)$ is non-local in general, the change in entropy $\Delta S\left(\rho_{12}\right)$ is local since it is caused by the interaction with the bath fluid, which is assumed to be local in a relativistic QFT. Hence, we may write

$$
\begin{equation*}
\Delta S\left(\boldsymbol{\rho}_{12}\right)=\int_{\Omega} \mathrm{d}^{d} x \sqrt{\operatorname{det} g_{\mu v}} \mathfrak{s}\left(\rho_{12}\right)(x), \tag{7.33}
\end{equation*}
$$

where the local quantity $\mathfrak{s}\left(\rho_{12}\right)$ is well-defined for all density operators and does not rely on assuming equilibrium as it was the case for the entropy current $s^{\mu}(x)$.
Then, (7.31) becomes with the generalized divergence theorem

$$
\begin{align*}
& 0 \geq \Delta S\left(\rho_{12} \| \tilde{\rho}_{12}\right) \\
&=\int_{\Omega} \mathrm{d}^{d} x \sqrt{\operatorname{det} g_{\mu v}}\left(-\mathfrak{s}\left(\rho_{12}\right)-\beta_{v} \nabla_{\mu} T^{\mu v}\left(\rho_{12}\right)\right.  \tag{7.34}\\
&\left.-\alpha \nabla_{\mu} N^{\mu}\left(\rho_{12}\right)\right),
\end{align*}
$$

where we used the equilibrium conditions (7.10) together with the conservation laws (7.2), (7.3) and (7.6) for the global equilibrium state $\tilde{\rho}_{12}$. Since the latter inequality must be fulfilled for any choice of the Cauchy hypersurfaces $\Sigma(\tau)$, its local form must be fulfilled as well. Hence, we obtain the local second law-like inequality

$$
\begin{equation*}
\mathfrak{s}\left(\rho_{12}\right) \geq-\beta_{v} \nabla_{\mu} T^{\mu v}\left(\rho_{12}\right)-\alpha \nabla_{\mu} N^{\mu}\left(\rho_{12}\right), \tag{7.35}
\end{equation*}
$$

which corresponds to the local form of the third line in (6.36).
Let us also formulate a local form of ( $7 \cdot 30$ ). Repeating the argument that interactions are local we can write

$$
\begin{equation*}
0 \geq \Delta S\left(\boldsymbol{\rho}_{12} \| \tilde{\boldsymbol{\rho}}_{12}\right)=\int_{\Omega} \mathrm{d}^{d} x \sqrt{\operatorname{det} g_{\mu v}} \mathfrak{s}\left(\boldsymbol{\rho}_{12} \| \tilde{\boldsymbol{\rho}}_{12}\right) \tag{7.36}
\end{equation*}
$$

such that we obtain the local statement

$$
\begin{equation*}
\mathfrak{s}\left(\rho_{12} \| \tilde{\rho}_{12}\right) \leq 0 \tag{7.37}
\end{equation*}
$$

showing that the local relative entropy production is non-positive. In this sense, states become locally less distinguishable over time.
relative entanglement entropy formulation Having found a local form of the second law in terms of a local change in entropy (7.35) and also in relative entropy (7.37), let us specify further to local density operators in the region 1 defined through (7.15). The analog of (7.30) in terms of relative entanglement entropy then reads

$$
\begin{equation*}
\Delta S\left(\boldsymbol{\rho}_{1} \| \tilde{\boldsymbol{\rho}}_{1}\right)=S\left(\boldsymbol{\rho}_{1}\left(\tau_{\mathrm{f}}\right) \| \tilde{\boldsymbol{\rho}}_{1}\left(\tau_{\mathrm{f}}\right)\right)-S\left(\boldsymbol{\rho}_{1}\left(\tau_{\mathrm{i}}\right) \| \tilde{\boldsymbol{\rho}}_{1}\left(\tau_{\mathrm{i}}\right)\right) \leq 0 \tag{7•38}
\end{equation*}
$$

where we used that the local states evolve in time according to modified operators $\mathcal{N}_{1}$ such that

$$
\begin{align*}
\rho_{1}\left(\tau_{\mathrm{f}}\right) & =\mathcal{N}_{1}\left(\rho_{1}\left(\tau_{\mathrm{i}}\right)\right) \\
& =\mathcal{N}_{1}\left(\operatorname{Tr}_{2}\left\{\rho\left(\tau_{\mathrm{i}}\right)\right\}\right) \\
& =\operatorname{Tr}_{2}\left\{\mathcal{N}\left(\boldsymbol{\rho}\left(\tau_{\mathrm{i}}\right)\right)\right\}  \tag{7.39}\\
& =\operatorname{Tr}_{2}\left\{\boldsymbol{\rho}\left(\tau_{\mathrm{f}}\right)\right\},
\end{align*}
$$

showing that $\mathcal{N}_{1}$ is also a CPTP- or at least a PTP-map, allowing us to apply the monotonicity property (3.18).

For local interactions with the bath fluid we can write

$$
\begin{equation*}
0 \geq \Delta S\left(\boldsymbol{\rho}_{1} \| \tilde{\boldsymbol{\rho}}_{1}\right)=\int_{\Omega} \mathrm{d}^{d} x \sqrt{\operatorname{det} g_{\mu v}} \mathfrak{s}\left(\boldsymbol{\rho}_{1} \| \tilde{\boldsymbol{\rho}}_{1}\right) \tag{7.40}
\end{equation*}
$$

Finally, let us remark that by construction it is highly plausible that the local changes in relative entropy and relative entanglement entropy agree,

$$
\begin{equation*}
\mathfrak{s}\left(\rho_{1} \| \tilde{\rho}_{1}\right)=\mathfrak{s}\left(\rho_{12} \| \tilde{\rho}_{12}\right) \tag{7.41}
\end{equation*}
$$

such that also

$$
\Delta S\left(\boldsymbol{\rho}_{1} \| \tilde{\rho}_{1}\right)=\Delta S\left(\rho_{12} \| \tilde{\rho}_{12}\right)
$$

This would allow to formulate a local second law-like inequality in terms of local states. However, a more detailed investigation including a formal proof of the latter two equalities is required. We leave such an analysis for future work.
bath fluid in local equilibrium We now generalize the latter considerations to the case where the bath fluid is of local equilibrium form (7.19) without the conditions (7.10). Again, we assume the time evolution $\operatorname{map} \mathcal{N}$ to be a CPTP- or at least PTP-map which leaves the form of the global reference state $\tilde{\rho}_{12}$ invariant.

In this scenario, the von Neumann entropy $S\left(\tilde{\boldsymbol{\rho}}_{12}\right)$ is still of the form (7.23), i.e. it can be written in terms of a Schwinger functional $W=\ln Z$ and expectation values of energy-momentum tensor $T^{\mu \nu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)$ and particle number current $N^{\mu}\left(\tilde{\rho}_{12}\right)$. In [277] it was argued that $W$ is extensive also in this case, such that it can be written as

$$
\begin{equation*}
W=\ln Z=-\int \mathrm{d} \Sigma_{\mu} w^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right) \tag{7.43}
\end{equation*}
$$

allowing us to define a nonequilibrium entropy current

$$
\begin{equation*}
s^{\mu}\left(\tilde{\rho}_{12}\right)=-\beta_{v} T^{\mu v}\left(\tilde{\rho}_{12}\right)-\alpha N^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)+w^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right), \tag{7.44}
\end{equation*}
$$

such that (7.25) holds. Note that for $w^{\mu}=p \beta^{\mu}$ we indeed obtain from the latter equation the entropy current in the Landau frame within the first order gradient expansion, which may be seen as a justification. However, a more detailed investigation from a field theoretic perspective may be in order.
Let us now consider the change in relative entropy $\Delta S\left(\rho_{12} \| \tilde{\rho}_{12}\right)$ again. As before, the relative entropy admits a decomposition of the form (7.31), where the two parameter fields $\beta^{\mu}(x)$ and $\alpha(x)$ do not fulfill the global equilibrium conditions (7.10) anymore. Then, by using monotonicity of quantum relative entropy (3.18) together with the locality of the change in entropy ( 7.32 ) we obtain

$$
\begin{align*}
0 & \geq S\left(\boldsymbol{\rho}_{12} \| \tilde{\boldsymbol{\rho}}_{12}\right) \\
& =\int_{\Omega} \mathrm{d}^{d} x \sqrt{\operatorname{det} g_{\mu v}}\left(-\mathfrak{s}\left(\boldsymbol{\rho}_{12}\right)+\nabla_{\mu} s^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right. \\
& -\beta_{v} \nabla_{\mu}\left[T^{\mu v}\left(\boldsymbol{\rho}_{12}\right)-T^{\mu v}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]-\alpha \nabla_{\mu}\left[N^{\mu}\left(\boldsymbol{\rho}_{12}\right)-N^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right] \\
& \left.-\left(\nabla_{\mu} \beta_{v}\right)\left[T^{\mu v}\left(\boldsymbol{\rho}_{12}\right)-T^{\mu v}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]-\left(\partial_{\mu} \alpha\right)\left[N^{\mu}\left(\boldsymbol{\rho}_{12}\right)-N^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]\right) . \tag{7.45}
\end{align*}
$$

By using the definition of the entropy current (7.44), this simplifies to

$$
\begin{align*}
0 & \geq S\left(\rho_{12} \| \tilde{\rho}_{12}\right) \\
& =\int_{\Omega} \mathrm{d}^{d} x \sqrt{\operatorname{det} g_{\mu v}}\left(-\mathfrak{s}\left(\rho_{12}\right)+\nabla_{\mu} w^{\mu}\left(\tilde{\rho}_{12}\right)\right. \\
& -\beta_{v} \nabla_{\mu} T^{\mu v}\left(\boldsymbol{\rho}_{12}\right)-\alpha \nabla_{\mu} N^{\mu}\left(\rho_{12}\right)  \tag{7.46}\\
& \left.-\left(\nabla_{\mu} \beta_{v}\right) T^{\mu v}\left(\rho_{12}\right)-\left(\partial_{\mu} \alpha\right) N^{\mu}\left(\rho_{12}\right)\right) .
\end{align*}
$$

If no energy, momentum or particles are exchanged between the field of interest and the bath fluid, the third lines in the latter two equations drop out, such that we may write a local change in relative entropy as

$$
\begin{align*}
0 & \geq \mathfrak{s}\left(\rho_{12} \| \tilde{\rho}_{12}\right) \\
& =-\mathfrak{s}\left(\rho_{12}\right)+\nabla_{\mu} s^{\mu}\left(\tilde{\rho}_{12}\right) \\
& -\frac{1}{2}\left(\nabla_{\mu} \beta_{v}+\nabla_{v} \beta_{\mu}\right)\left[T^{\mu v}\left(\rho_{12}\right)-T^{\mu v}\left(\tilde{\rho}_{12}\right)\right]  \tag{7.47}\\
& -\left(\partial_{\mu} \alpha\right)\left[N^{\mu}\left(\rho_{12}\right)-N^{\mu}\left(\tilde{\rho}_{12}\right)\right] \\
& =-\mathfrak{s}\left(\rho_{12}\right)+\nabla_{\mu} w^{\mu}\left(\tilde{\rho}_{12}\right) \\
& -\left(\nabla_{\mu} \beta_{v}\right) T^{\mu v}\left(\rho_{12}\right)-\left(\partial_{\mu} \alpha\right) N^{\mu}\left(\rho_{12}\right),
\end{align*}
$$

giving us a generalization of (7.35).

BATH FLUID With general exponential form At last, we study a rather general class of density operators, which we call general exponential density operators. They generalize global and local equilibrium states, but are still of exponential form

$$
\begin{equation*}
\tilde{\rho}_{12}=\frac{1}{Z} \exp \left[\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(-h_{\alpha \beta}^{\mu} T^{\alpha \beta}-l_{\alpha}^{\mu} N^{\alpha}\right)\right] \tag{7.48}
\end{equation*}
$$

with a nonequilibrium partition function

$$
\begin{equation*}
Z=\operatorname{Tr}\left\{\exp \left[\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(-h_{\alpha \beta}^{\mu} T^{\alpha \beta}-l_{\alpha}^{\mu} N^{\alpha}\right)\right]\right\} \tag{7.49}
\end{equation*}
$$

Here, $h_{\alpha \beta}^{\mu}(x)$ and $l_{\alpha}^{\beta}(x)$ are local parameter fields, which can be understood as Lagrange multipliers which enforce unrestricted expectation values $T^{\mu \nu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)$ and $N^{\mu}\left(\tilde{\rho}_{12}\right)$. In particular, the expectation values do not need to coincide with those in local or global equilibrium.

It is important to note that for a given hypersurface $\Sigma(\tau)$ with normal vector $n_{\mu}(x)$, only the contractions $n_{\mu}(x) h_{\alpha \beta}^{\mu}(x)$ and $n_{\mu}(x) l_{\alpha}^{\mu}(x)$ enter in the last equation. Hence, the components orthogonal to $n^{\mu}(x)$ can be changed without changing the state $\tilde{\rho}_{12}$ given in (7.48). In this sense, the degrees of freedom in the energy-momentum tensor and particle number current match with those of the parameter fields.

As before, the exponential form of (7.48) allows for a simple decomposition of the von Neumann entropy

$$
\begin{equation*}
S\left(\tilde{\rho}_{12}\right)=\ln Z+\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(h_{\alpha \beta}^{\mu} T^{\alpha \beta}\left(\tilde{\rho}_{12}\right)+l_{\alpha}^{\mu} N^{\alpha}\left(\tilde{\rho}_{12}\right)\right) . \tag{7.50}
\end{equation*}
$$

If the Schwinger function $W=\ln Z$ is local (which has to be tested), one may define a nonequilibrium local entropy current via

$$
\begin{equation*}
s^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)=-h_{\alpha \beta}^{\mu} T^{\alpha \beta}\left(\tilde{\boldsymbol{\rho}}_{12}\right)-l_{\alpha}^{\mu} N^{\alpha}\left(\tilde{\boldsymbol{\rho}}_{12}\right)+w^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right) \tag{7.51}
\end{equation*}
$$

with (7.25) implied.
For the relative entropy between an arbitrary state $\rho_{12}$ and a reference state $\tilde{\rho}_{12}$ of the form (7.48) we then find

$$
\begin{align*}
& S\left(\boldsymbol{\rho}_{12} \| \tilde{\rho}_{12}\right) \\
& =-S\left(\boldsymbol{\rho}_{12}\right)+\ln Z+\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(h_{\alpha \beta}^{\mu} \alpha^{\alpha \beta}\left(\boldsymbol{\rho}_{12}\right)+l_{\alpha}^{\mu} N^{\alpha}\left(\boldsymbol{\rho}_{12}\right)\right) \\
& =-S\left(\boldsymbol{\rho}_{12}\right)+\int_{\Sigma(\tau)} \mathrm{d} \Sigma_{\mu}\left(-s^{\mu}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right.  \tag{7.52}\\
& \left.+h_{\alpha \beta}^{\mu}\left[T^{\alpha \beta}\left(\boldsymbol{\rho}_{12}\right)-T^{\alpha \beta}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]+l_{\alpha}^{\mu}\left[N^{\alpha}\left(\boldsymbol{\rho}_{12}\right)-N^{\alpha}\left(\tilde{\boldsymbol{\rho}}_{12}\right)\right]\right) .
\end{align*}
$$

The time evolution from $\Sigma\left(\tau_{\mathrm{i}}\right)$ to $\Sigma\left(\tau_{\mathrm{f}}\right)$ generated by the map $\mathcal{N}$ is constrained by the generalized second law in form of (7.30). Similar to before, one may construct a corresponding local form with respect to the model density operator $\tilde{\rho}_{12}$ using the latter identity. We omit the corresponding inequalities for brevity.

Part III

## UNCERTAINTY

We propose a formulation of the uncertainty principle in terms of relative entropy, allowing us to describe discrete and continuous variable quantum systems (Chapter 8) as well as quantum fields consistently (Chapter 9). Further, we investigate entropic uncertainty in phase space (Chapter 10).

## REUR FOR QUANTUM SYSTEMS

The following discussion was published in [E]. S. F. proposed and supervised the project. B. H. was involved in the early developments of an EUR formulated with relative entropy in the form of a bachelor thesis [278]. However, none of the results presented in [E] are contained in [278]. The REUR was found by me and I wrote early versions of the draft. S. F. and I finalized the manuscript.

As anticipated in Section 3.5, there exist various EURs for discrete and continuous variables. However, the two cases of variables have only been unified in a rather formal way in [33] (see also the related works [123, 137, 144]), with the discrete MU relation (3.86) and the continuous FL relation (3.82) as special cases. The difficulties in such a unification can be traced back to the inconsistency of the Shannon entropy $S(p)$ and the differential entropy $S(f)$ in the continuum limit (2.12). We reformulate the results of [33] in terms of relative entropies, to obtain a relation which is capable of describing both types of variables at once. Besides being an interesting task by itself, this paves the ground for quantum fields, see Chapter 9.

Although the formulation of the uncertainty principle in terms of relative entropy has not been investigated so far, relative entropy is important in the context of entropic uncertainty. First, the monotonicity property (3.18) of the quantum relative entropy allows for a simple proof of the discrete MU relation (3.86) (see [12, 133, 279]). Second, the uncertainty principle can be formulated in terms of mutual information (which is defined as a relative entropy) in the presence of classical or quantum memory [ $136,146,147$ ]. These relations state that the measurement outcomes of two non-commuting observables can not be arbitrarily correlated with a memory system and are consequently called information exclusion principles. Third, measurement EURs, which describe the disturbance of an observable caused by a previous measurement of another observable, have been formulated in terms of relative entropy in [280, 281].

The main idea is to consider reference distributions of maximum entropy, allowing for a decomposition of the relative entropy (similar to e.g. (6.24)). We discuss various choices explicitly for discrete variables in Section 8.1 and for continuous variables in Section 8.2. These considerations are unified in a single relation, the REUR, in Section 8.3. As the logic of this relation is in some sense reversed, we discuss it at length. Finally, we discuss two examples in Section 8.4.

### 8.1 DISCRETE VARIABLES

NO PRIOR INFORMATION Let us consider a discrete quantum system with $D<\infty$ and two discrete observables with operators $Y$ and $Z$. Measuring them leads to the two distributions $p(y)$ and $q(z)$ as defined in (3.70). A formulation of the uncertainty principle in terms of relative entropy mainly requires a specification of two reference distributions $\tilde{p}(y)$ and $\tilde{q}(z)$. We will see that suitable reference distributions are given by Boltzmann-type distributions or more generally by distributions maximizing an entropy. In this way, additional information about the distributions of interest will be encoded directly in the resulting uncertainty relation.

We start with the simplest case where no prior information about $p(y)$ and $q(z)$ is available. A suitable reference distribution is picked with the maximum entropy principle (or equivalently the principle of minimum expected relative entropy), which postulates the uniform distribution

$$
\begin{equation*}
\tilde{p}(y)=p_{\max }(y)=\frac{1}{D} \tag{8.1}
\end{equation*}
$$

The corresponding relative entropy $S\left(p \| p_{\max }\right)$ simplifies to

$$
\begin{equation*}
S\left(p \| p_{\max }\right)=-S(p)+S\left(p_{\max }\right)=-S(p)+\ln D \tag{8.2}
\end{equation*}
$$

such that the MU relation (3.86) becomes

$$
\begin{equation*}
S\left(p \| p_{\max }\right)+S\left(q \| q_{\max }\right) \leq \ln c-S(\boldsymbol{\rho})+2 \ln D \tag{8.3}
\end{equation*}
$$

Interestingly, a sum of relative entropies is bounded from above in a non-trivial way: the trivial bound $2 \ln D$, which is a consequence of

$$
\begin{equation*}
S\left(p \| p_{\max }\right)+S\left(q \| q_{\max }\right) \leq S\left(p_{\max }\right)+S\left(q_{\max }\right)=2 \ln D \tag{8.4}
\end{equation*}
$$

is reduced by the quantum incompatibility measure $c$ (note here that $\ln c \leq 0)$ and the mixedness of the quantum state $S(\rho)$.

To exemplify the information theoretic significance, let us consider the special case where $Y$ and $Z$ are mutually unbiased such that perfect knowledge about one observable implies no knowledge about the other. In this case we have

$$
\begin{equation*}
c=|\langle y \mid z\rangle|^{2}=\frac{1}{D} \tag{8.5}
\end{equation*}
$$

for all $y$ and $z$, such that $\ln c=-\ln D$. Further, we consider the state to be maximally mixed with $S(\rho)=\ln D$. Then, the right hand side of (8.3) reduces to zero and hence $p(y)$ and $q(z)$ become indistinguishable from uniform distributions with maximum entropy.
given expectation values Next, we consider a situation where we have access to a set of expectation values. Note that this includes the possibility of measuring other observables, as long as their measurement outcomes are distributed according to the same probability distributions. This is fulfilled in particular if the two observables commute as a consequence of the definition (3.70).

For example, we may consider the mean value of $Y$,

$$
\begin{equation*}
\mu_{y}=\sum_{y} p(y) y \tag{8.6}
\end{equation*}
$$

such that $\tilde{p}(y)$ is required to have the same mean value, i.e.

$$
\begin{equation*}
\tilde{\mu}_{y}=\sum_{y} \tilde{p}(y) y \equiv \mu_{y} \tag{8.7}
\end{equation*}
$$

The associated maximum entropy distribution is chosen as reference distribution

$$
\begin{equation*}
\tilde{p}(y)=p_{\max }(y)=\frac{1}{Z_{y}} e^{-\gamma_{y} y} \tag{8.8}
\end{equation*}
$$

with $\gamma_{y}$ being a Lagrange multiplier and $Z_{y}$ denoting a normalization constant.

The mean values of other commuting observables can be included in the same way. An interesting choice can be made when the Hamiltonian $\boldsymbol{H}$ commutes with $\boldsymbol{Y}$, i.e. $[\boldsymbol{H}, \boldsymbol{Y}]=0$. Then, one may measure the energy expectation value to obtain a thermal reference distribution $\tilde{p}(y)=p_{\max }(y)$, which is uniquely determined by the optimal inverse temperature $\beta_{y}$.

For the Boltzmann-type reference distribution (8.8) the relative entropy becomes

$$
\begin{equation*}
S\left(p \| p_{\max }\right)=-S(p)+S\left(p_{\max }\right)=-S(p)+\ln Z_{y}+\gamma_{y} \mu_{y} \tag{8.9}
\end{equation*}
$$

Hence, a reformulation of the MU EUR (3.86) reads

$$
\begin{equation*}
S\left(p \| p_{\max }\right)+S\left(q \| q_{\max }\right) \leq \ln c-S(\boldsymbol{\rho})+\ln \left(Z_{y} Z_{z}\right)+\gamma_{y} \mu_{y}+\gamma_{z} \mu_{z} \tag{8.10}
\end{equation*}
$$

Note that the additional quantities appearing in the bound can be computed from the true distributions $p(y)$ and $q(z)$, such that they can be fully determined after measuring $p(y)$ and $q(z)$.

One can generalize these considerations and choose a maximum entropy reference distribution $\tilde{p}(x)$ such that the measured expectation value $\mu_{y}$ does not agree with $\tilde{\mu}_{y}$. In this case, the relative entropy becomes

$$
\begin{equation*}
S\left(p \| p_{\max }\right)=-S(p)+S\left(p_{\max }\right)+\gamma_{y}\left(\mu_{y}-\tilde{\mu}_{y}\right) \tag{8.11}
\end{equation*}
$$

However, as the additional term is also contained in the maximum entropy expression $S\left(p_{\max }\right)$, the relation (8.10) remains unmodified.

Given set of moments We go one step further and allow for an arbitrary set of moments to be constrained. More precisely, we fix the $M$ expectation values

$$
\begin{equation*}
\left\langle m_{j}\right\rangle=\sum_{y} p(y) m_{j}(y) \tag{8.12}
\end{equation*}
$$

with $m_{1}(y), \ldots, m_{M}(y)$ being polynomials in $y$. Then, the reference distribution needs to fulfill the set of constraints

$$
\begin{equation*}
\alpha_{j}(p, \tilde{p})=\sum_{y}(\tilde{p}(y)-p(y)) m_{j}(y)=0 \tag{8.13}
\end{equation*}
$$

for all $j \in\{1, \ldots, M\}$. If a solution to this optimization problem exists, which is typically the case for discrete, but not for continuous variables, it can be computed from the maximum entropy principle

$$
\begin{equation*}
\tilde{p}(y)=p_{\max }(y)=\exp \left(\sum_{j=0}^{M} \lambda_{j} m_{j}(y)\right) \tag{8.14}
\end{equation*}
$$

Therein, $\lambda_{0}$ ensures normalization, while $\lambda_{j}$ with $j>0$ implement the $M$ conditions $\alpha_{j}(p, \tilde{p})=0$. Note that the form of this solution is the same for constraints given in terms of inequalities $\alpha_{j}(p, \tilde{p}) \geq 0$, requiring additional constraints $\lambda_{j} \geq 0$ for all $j \in\{1, \ldots, M\}[228,229]$.

FORMULATION SOLELY IN TERMS OF RELATIVE ENTROPIES At last, we consider another rewriting of the MU relation (3.86). In particular, we also want the quantum entropy $S(\rho)$ to be replaced by a suitable quantum relative entropy $S(\rho \| \tilde{\rho})$. To that end, we consider maximum entropy states by starting from the maximum entropy distribution $p_{\max }(y)$ and constructing the corresponding measured quantum state $\rho_{Y, \text { max }}$ via

$$
\begin{equation*}
\rho_{Y, \max }=\sum_{y} p_{\max }(y)|\boldsymbol{y}\rangle\langle\boldsymbol{y}| . \tag{8.15}
\end{equation*}
$$

We then find for the quantum relative entropy between the state $\rho$ and such a reference state

$$
\begin{align*}
S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}})=S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{\boldsymbol{Y}, \max }\right) & =-S(\boldsymbol{\rho})+S\left(\boldsymbol{\rho}_{\boldsymbol{Y}, \max }\right)  \tag{8.16}\\
& =-S(\boldsymbol{\rho})+S\left(p_{\max }\right)
\end{align*}
$$

Moreover, if one chooses the maximally mixed state

$$
\begin{equation*}
\rho_{\max }=\frac{1}{D} \mathbb{1} \tag{8.17}
\end{equation*}
$$

as a reference distribution, the corresponding quantum relative entropy can be written as

$$
\begin{equation*}
S(\boldsymbol{\rho} \| \tilde{\boldsymbol{\rho}})=S\left(\boldsymbol{\rho} \| \rho_{\max }\right)=-S(\boldsymbol{\rho})+\ln D \tag{8.18}
\end{equation*}
$$

Combining the latter equations leads to a reformulation of (3.86) solely in terms of relative entropies

$$
\begin{align*}
& S\left(p \| p_{\max }\right)+S\left(q \| q_{\max }\right)  \tag{8.19}\\
& \leq \ln (c D)-S\left(\boldsymbol{\rho} \| \rho_{\max }\right)+S\left(\boldsymbol{\rho} \| \rho_{Y, \max }\right)+S\left(\boldsymbol{\rho} \| \boldsymbol{\rho}_{Z, \max }\right)
\end{align*}
$$

Note that the maximum overlap fulfills $c \geq \frac{1}{D}$ such that $\ln (c D) \geq 0$, with equality if and only if the measurement bases are mutually unbiased.

### 8.2 CONTINUOUS VARIABLES

note on measurability For position $X$ and momentum $K$, the overlap is given by (3.39), showing that

$$
\begin{equation*}
c=|\langle x \mid k\rangle|^{2}=\frac{1}{2 \pi} \tag{8.20}
\end{equation*}
$$

for all $x, k$, rendering the bases $\{|x\rangle\}_{x}$ and $\{|k\rangle\}_{k}$ mutually unbiased in a continuous sense.

However, it is important to note that one can not measure continuous outcomes in practice. More precisely, any actual experiment is only capable of measuring $X$ and $K$ with finite precision $\Delta x$ and $\Delta k$, respectively. For example, one ends up with a discrete probability distribution [113]

$$
\begin{equation*}
p(x)=\int_{(x-1 / 2) \Delta x}^{(x+1 / 2) \Delta x} \mathrm{~d} x^{\prime} f\left(x^{\prime}\right) \tag{8.21}
\end{equation*}
$$

describing the probability to measure the position somewhere in the interval $[(x-1 / 2) \Delta x,(x+1 / 2) \Delta x]$.

Unfortunately, the limit of infinite precision $\Delta x \rightarrow 0$ leads to a diverging Shannon entropy $S(p)$ as described in Section 2.2. Such problems might be avoided when working in terms of relative entropies. We discuss the effects of discretization in more detail in Section 13.3.

GAUSSIAN DISTRIBUTIONS AS OPTIMAL MODELS Also for continuous variables one could consider a given mean value

$$
\begin{equation*}
\mu_{x}=\int \mathrm{d} x f(x) x \tag{8.22}
\end{equation*}
$$

as side constraint to obtain a suitable reference distribution, as investigated in Section 8.1. Furthermore, if the quantum system of interest has a finite length, e.g. $x \in[-L / 2, L / 2]$, one may choose the uniform reference distribution $\tilde{f}(x)=f_{\max }(x)=1 / L$ for position measurements if no constraints are given. Note that the uniform distribution may not be chosen for both continuous variables simultaneously as
$x \in[-L / 2, L / 2]$ still allows for (discrete) $k \in(-\infty, \infty)$, in which case the uniform distribution does not exist.
However, for continuous variables, a fixed variance

$$
\begin{equation*}
\sigma_{x}^{2}=\int \mathrm{d} x f(x)\left(x-\mu_{x}\right)^{2} \tag{8.23}
\end{equation*}
$$

is of special interest, as the corresponding maximum entropy distribution is given by a Gaussian

$$
\begin{equation*}
\tilde{f}(x)=f_{\max }(x)=\frac{1}{\sqrt{2 \pi \sigma_{x}^{2}}} e^{-\frac{1}{2}\left(\frac{x-\mu_{x}}{\sigma_{x}}\right)^{2}} . \tag{8.24}
\end{equation*}
$$

Its differential entropy reads

$$
\begin{equation*}
S\left(f_{\max }\right)=\frac{1}{2} \ln \left(2 \pi e \sigma_{x}^{2}\right), \tag{8.25}
\end{equation*}
$$

such that the FL EUR (3.82), which can be considered the continuous variable analog of the MU relation (3.86), becomes

$$
\begin{equation*}
S\left(f \| f_{\max }\right)+S\left(g \| g_{\max }\right) \leq-S(\boldsymbol{\rho})+1+\ln \left(\sigma_{x} \sigma_{k}\right) . \tag{8.26}
\end{equation*}
$$

Similar to the discrete case, the additional terms in the bound follow from the two distributions $f(x)$ and $g(k)$.
note on rewriting with quantum relative entropy Unfortunately, we did not find a way to rewrite the latter relation solely in terms of relative entropy, which is due to the non-existence of a post-measurement state for measurements of continuous variables (cf. Section 3.4). Hence, a similar line of reasoning as presented in Section 8.1 fails.
note on rewriting the bbm relation Instead of rewriting the fl relation (3.82) in terms of relative entropies with respect to Gaussian models, one may equally well consider the BBM EUR (3.79), which leads to a different upper bound

$$
\begin{equation*}
S\left(f \| f_{\max }\right)+S\left(g \| g_{\max }\right) \leq \ln 2+\ln \left(\sigma_{x} \sigma_{k}\right) . \tag{8.27}
\end{equation*}
$$

This relation will be the starting point of formulating the concept of entropic uncertainty for quantum fields in Chapter 9. Also, this rewriting is particularly useful to understand in which sense the BBM relation is stronger than Heisenberg's relation (3.80). Solving for the variance deviation product gives

$$
\begin{equation*}
\sigma_{x}^{2} \sigma_{k}^{2} \geq \frac{1}{4} e^{2 S\left(f \| f_{\max }\right)+2 S\left(g \| g_{\max }\right)} \tag{8.28}
\end{equation*}
$$

showing that the BBM relation is stronger than the Heisenberg relation if and only if the distributions $f(x)$ and $g(k)$ are of non-Gaussian form, with non-Gaussianity measured in terms of relative entropies (see also [29, 282, 283]). However, the relation (8.27) holds only for continuous variables and thus is not suitable for formulating a relation being capable of describing discrete as well as continuous variables simultaneously.

### 8.3 RELATIVE ENTROPIC UNCERTAINTY RELATION <br> - PART I

MODEL DIStributions of maximum entropy Having discussed the basic strategy from various perspectives, let us now formalize our considerations to obtain our desired unified relation. Consequently, we use the expressions $p(y)$ and $q(z)$ for both types of distributions, i.e. discrete as well as continuous, in the following.

We have seen that it is useful to pick the reference distributions $\tilde{p}(y)$ and $\tilde{q}(z)$ such that the relative entropies $S(p \| \tilde{p})$ and $S(q \| \tilde{q})$ become differences of entropies. It is simple to show that this occurs if and only if they correspond to maximum entropy distributions.

Let us start from the definition of the classical relative entropy

$$
\begin{equation*}
S(p \| \tilde{p})=-S(p)+S(p, \tilde{p}) \tag{8.29}
\end{equation*}
$$

where the second term is the so-called cross entropy

$$
\begin{equation*}
S(p, \tilde{p})=-\sum_{y} p(y) \ln \tilde{p}(y) \tag{8.30}
\end{equation*}
$$

Note that for continuous distributions the sum is replaced by an integral. The reference distribution $\tilde{p}(y)$ should be chosen such that

$$
\begin{equation*}
S(p, \tilde{p})=S(\tilde{p}) \tag{8.31}
\end{equation*}
$$

for a set of constraints

$$
\begin{equation*}
\alpha_{j}(p, \tilde{p})=0 \tag{8.32}
\end{equation*}
$$

with $j \in\{1, \ldots, M\}$ where $M \in \mathbb{N}$. Examples for these constraints have been discussed in detail in the two previous sections.

Plugging the condition (8.31) into the definition of the relative entropy (8.29) together with non-negativity of the latter yields

$$
\begin{equation*}
S(p \| \tilde{p})=-S(p)+S(\tilde{p}) \geq 0 \Leftrightarrow S(p) \leq S(\tilde{p}) \tag{8.33}
\end{equation*}
$$

for all allowed distributions $p(y)$. Hence, $\tilde{p}(y)$ does necessarily correspond to the maximum entropy distribution $\tilde{p}(y)=p_{\max }(y)$ under the constraints (8.32). In this sense, this choice is optimal.

Note that if the condition (8.31) is released such that terms linear in the constraints are allowed, we still obtain a maximum entropy distribution. However, it is less optimal as not all of its properties agree with those of the true distribution. For example, their mean values could differ, i.e. $\mu_{y} \neq \tilde{\mu}_{y}$.

Furthermore, optimal model distributions do often fulfill the support condition $\operatorname{supp}[p(y)] \subseteq \operatorname{supp}\left[p_{\max }(y)\right]$ for all $y$, such that the corresponding relative entropy $S(p \| \tilde{p})$ remains finite. To be more precise, the support condition is always fulfilled for discrete variables. For continuous variables, it can be violated. We will further elaborate on this issue when discussing the quantum origin of the resulting bound on a sum of two relative entropies.

The relative entropy decomposes linearly whenever the reference distribution maximizes an entropy.

The REUR describes
discrete and continuous variables.

UNCERTAINTY RELATION AND DISCUSSION Without further ado, we state the REUR for two (discrete or continuous) distributions $p(y)$ and $q(z)$ with respect to maximum entropy reference distribution $p_{\max }(y)$ and $q_{\max }(z)$ under some constraints

$$
\begin{equation*}
S\left(p \| p_{\max }\right)+S\left(q \| q_{\max }\right) \leq \ln c-S(\boldsymbol{\rho})+S\left(p_{\max }\right)+S\left(q_{\max }\right) \tag{8.34}
\end{equation*}
$$

where $c$ still denotes the maximum overlap between any two eigenstates for PVMs (3.87) or its generalization for POVMs (3.88). As it corresponds to a reformulation of the measure-theoretic formulation in [33], we omit a proof for brevity. The main ingredients in a proof are the Golden-Thompson inequality and Gibbs variational principle.
To better understand how this relation expresses the uncertainty principle, let us discuss it in detail.
a) Sum of relative entropies is bounded from above.

A sum of two relative entropies is trivially bounded from below by zero as relative entropy is non-negative. The non-trivial bound expressing uncertainty comes from above and not from below. This shows that the joint distinguishability of $p(y)$ and $q(z)$ with respect to reference distributions of minimum information content is bounded.
In general, it requires more information about a distribution $p(y)$ additional to the information encoded in the maximum entropy reference $\tilde{p}(y)$ to distinguish the two. This surplus of information is measured in terms of relative entropy and bounded from above, which is in accordance with the usual logic of the uncertainty principle, i.e. the fact that one can never have the full information about two non-commuting observables.
b) Bound is of quantum origin.

At first, note that $\ln c-S(\rho) \leq 0$. Hence, a classical upper bound can be obtained by considering the absence of missing information about the state $S(\rho)=0$ and two measurement bases which share at least one eigenvector such that $\ln c=0$. This leads to

$$
\begin{equation*}
S\left(p \| p_{\max }\right)+S\left(q \| q_{\max }\right) \leq S\left(p_{\max }\right)+S\left(q_{\max }\right) \tag{8.35}
\end{equation*}
$$

For discrete variables, the largest classical upper bound

$$
\begin{equation*}
S\left(p_{\max }\right)+S\left(q_{\max }\right) \leq 2 \ln D \tag{8.36}
\end{equation*}
$$

is finite for a finite Hilbert space dimension $D<\infty$. This bound gets reduced (by a finite amount) by the uncertainty principle in terms of the quantum incompatibility $c$ and the state's mixedness $S(\rho)$ impeding to distinguish the distributions from each other.
For continuous variables, the Hilbert space dimension is infinite $D=\infty$ and hence the classical upper bound $S\left(p_{\max }\right)+S\left(q_{\max }\right)$
may diverge to $+\infty$. For example, considering one Gaussian reference distribution for a fixed variance in the limit of arbitrarily large width leads to a diverging entropy. Nevertheless, this (possibly infinite) classical bound gets still reduced by $\ln c-S(\rho)$.
Hence, we can conclude that in both cases the uncertainty principle provides a smaller bound than any classical bound showing its quantum origin. This is in accordance with the corresponding EURs (3.86) and (3.82), whose minimum classical lower bounds are given by 0 and $-\infty$, respectively. However, they encode the uncertainty principle by lifting a lower bound instead of reducing an upper bound.
c) MU and FL relations are special cases.

As already discussed in the previous two sections, our REUR given in (8.34) reproduces the MU relation (3.86) for discrete and the FL relation (3.82) for continuous variables, respectively. Consequently, its tightness depends on the type of variables. For discrete variables, equality is achieved for states being diagonal in one of the two bases which have to be mutually unbiased. For continuous variables, the relation is tight in the infinite temperature limit.
d) Discrete and continuous spectra are unified.

In contrast to all other existing EURs, the REUR is simultaneously well-defined for discrete as well as continuous variables, which is one of the main advantages relative entropy has over entropy. Note that the entropies appearing in the bound can always be expressed in terms of the constrained quantities after plugging in the corresponding expressions for $p_{\max }(y)$ and $q_{\max }(z)$, rendering the bound free of ambiguities. Also, the bound in (8.34) is indeed well-behaved in the continuum limit as all possible infinities appearing in $c$ and $S\left(p_{\max }\right)+S\left(q_{\max }\right)$ cancel out.
e) Bound contains side information.

Again in contrast to other EURs, the bound in the REUR (8.34) contains side information in terms of the reference distributions $p_{\max }(y)$ and $q_{\max }(z)$, which is interesting for experimental applications.
f) Invariance under change of normalization.

Another advantage relative entropy has over entropy is its invariance under scaling transformations, which immediately carries over to the left hand side of the REUR (8.34). For the right hand side, we consider a transformation $|y\rangle \rightarrow\left|y^{\prime}\right\rangle=a|y\rangle$ with $a \in \mathbb{R}$ and $|a| \neq 1$, which corresponds to a change of normalization of the basis $\{|y\rangle\}_{y}$. The integration measure transforms as $\mathrm{d} y \rightarrow \mathrm{~d} y^{\prime}=a^{-2} \mathrm{~d} y$ such that the probability $p(y) \mathrm{d} y \rightarrow$
$p\left(y^{\prime}\right) \mathrm{d} y^{\prime}=p(y) \mathrm{d} y$ remains unchanged. However, the probability density scales as $p(y) \rightarrow p\left(y^{\prime}\right)=a^{2} p(y)$ and hence the quantities in the bound transform according to

$$
\begin{equation*}
\ln c \rightarrow \ln c+\ln a^{2}, \quad S\left(p_{\max }\right) \rightarrow S\left(p_{\max }\right)-\ln a^{2}, \tag{8.37}
\end{equation*}
$$

showing that also the bound remains invariant under scaling transformations.

### 8.4 EXAMPLES

spin-1 observables To illustrate the logic of the ReUR (8.34) we consider spin observables $J_{x}, J_{y}, J_{z}$, which fulfill a $S U(2)$ algebra

$$
\begin{equation*}
\left[\boldsymbol{J}_{k \prime} \boldsymbol{J}_{l}\right]=i \epsilon_{k l m} \boldsymbol{J}_{m} \tag{8.38}
\end{equation*}
$$

where $k, l, m \in\{x, y, z\}$ label spatial dimensions and $\epsilon_{k l m}$ denotes the totally antisymmetric Levi-Civita tensor. The spin operators fulfill eigenvalues equations of the form

$$
\begin{equation*}
\boldsymbol{J}_{k}\left|j_{k}\right\rangle=j_{k}\left|j_{k}\right\rangle, \tag{8.39}
\end{equation*}
$$

where $j_{k} \in\{-1,0,1\}$ denote the eigenvalues and $\left|j_{k}\right\rangle$ the corresponding normalized eigenvectors.
We restrict our analysis to a fixed total spin of $J=1$, in which case the spin operators live in the adjoint representation of $S U(2)$. Then, the three sets of eigenvectors span orthonormal bases for the 3-dimensional Hilbert space $\mathcal{H}$ from which one can construct PVMs, each describing the measurement of one spin component $J_{k}$. When measuring two spatial components simultaneously, we are limited by the uncertainty principle as a result of the non-trivial commutation relation (8.38).
Without loss of generality we work in the basis spanned by $\left\{\left|j_{z}\right\rangle\right\}_{j_{z}}$, which we denote with $\{|-1\rangle,|0\rangle,|1\rangle\}$. In $\mathbb{R}^{3}$ the state vectors are conveniently represented as unit vectors

$$
|1\rangle \hat{=}\left(\begin{array}{l}
1  \tag{8.40}\\
0 \\
0
\end{array}\right), \quad|0\rangle \hat{=}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \quad|-1\rangle \hat{=}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right) .
$$

In this basis, $J_{z}$ becomes diagonal and the spin operators are represented by hermitian $3 \times 3$ matrices

$$
\begin{align*}
\mathbf{J}_{x} & =\frac{1}{\sqrt{2}}(|\mathbf{1}\rangle\langle\mathbf{0}|+|\mathbf{0}\rangle\langle\mathbf{1}|+|\mathbf{0}\rangle\langle-\mathbf{1}|+|-\mathbf{1}\rangle\langle\mathbf{0}|) \\
& \hat{=} \frac{1}{\sqrt{2}}\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), \\
\mathbf{J}_{y} & =\frac{i}{\sqrt{2}}(-|\mathbf{1}\rangle\langle\mathbf{0}|+|\mathbf{0}\rangle\langle\mathbf{1}|-|\mathbf{0}\rangle\langle-\mathbf{1}|+|-\mathbf{1}\rangle\langle\mathbf{0}|)  \tag{8.41}\\
& \hat{=} \frac{i}{\sqrt{2}}\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & -1 \\
0 & 1 & 0
\end{array}\right), \\
\mathbf{J}_{z} & =|\mathbf{1}\rangle\langle\mathbf{1}|+|-\mathbf{1}\rangle\langle-\mathbf{1}| \hat{=}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right) .
\end{align*}
$$

The eigenvectors of the $J_{x}$ and $J_{y}$ operators are given by (ordered corresponding to the eigenvalues $1,0,-1$, respectively)

$$
\begin{align*}
\left\{j_{x}\right\}_{j_{x}}= & \left\{\frac{1}{2}(|1\rangle+\sqrt{2}|0\rangle+|-1\rangle), \frac{1}{\sqrt{2}}(|1\rangle-|-1\rangle),\right. \\
& \left.\frac{1}{2}(|1\rangle-\sqrt{2}|0\rangle+|-1\rangle)\right\}, \\
\left\{j_{y}\right\}_{j_{y}}= & \left\{\frac{1}{2}(-|1\rangle-i \sqrt{2}|0\rangle+|-1\rangle), \frac{1}{\sqrt{2}}(|1\rangle+|-1\rangle),\right.  \tag{8.42}\\
& \left.\frac{1}{2}(-|1\rangle+i \sqrt{2}|0\rangle+|-1\rangle)\right\},
\end{align*}
$$

showing that the corresponding measurement bases are not mutually unbiased. Note that only the Pauli matrices $\sigma_{k}$, which live in the fundamental representation of $S U(2)$, have mutually unbiased eigenvectors.

We want to measure $J_{y}$ and $J_{z}$, in which case we are limited by the quantum incompatibility (3.87), which evaluates to

$$
\begin{equation*}
c=\max \left\{0, \frac{1}{4}, \frac{1}{2}\right\}=\frac{1}{2} \tag{8.43}
\end{equation*}
$$

The entropies of the measured distributions $f\left(j_{y}\right)=\left\langle j_{y}\right| \boldsymbol{\rho}\left|j_{y}\right\rangle$ and $g\left(j_{z}\right)=\left\langle j_{z}\right| \boldsymbol{\rho}\left|j_{z}\right\rangle$ are bounded from below by the MU relation (3.86)

$$
\begin{equation*}
S(p)+S(q) \geq \ln 2+S(\rho) \tag{8.44}
\end{equation*}
$$

Bounding an entropy from below is equivalent to bounding a relative entropy from above.
while the relative entropies with respect to uniform model distributions are bounded from above by the REUR (8.34)

$$
\begin{equation*}
S\left(p \| p_{\max }\right)+S\left(q \| q_{\max }\right) \leq \ln \frac{9}{2}-S(\boldsymbol{\rho}) \tag{8.45}
\end{equation*}
$$

Note that for discrete variables we also have

$$
\begin{equation*}
S(\boldsymbol{\rho}) \leq S(p), S(q) \tag{8.46}
\end{equation*}
$$

We consider now the case where the state is pure $S(\boldsymbol{\rho})=0$. Without loss of generality we assume that the measurement of $J_{y}$ is never more uncertain than the measurement of $\boldsymbol{J}_{z}$, such that $S(p) \leq S(q)$. Then, for $S(p) \geq 0$ the uncertainty principle implies $S(q) \geq \ln \sqrt{2}$. Equivalently, we have $S\left(p \| p_{\max }\right) \leq \ln 3$ and hence $S\left(q \| q_{\max }\right) \leq \ln \frac{3}{\sqrt{2}}$. The equivalence of these two statements is illustrated in Figure 8.1.

(a) Allowed $p\left(j_{y}\right)$

(b) Allowed $q\left(j_{z}\right)$

Figure 8.1: Allowed regions for the distributions $p\left(j_{y}\right)$ (blue area) in (a) and $q\left(j_{z}\right)$ (red area) in (b) describing $\boldsymbol{J}_{y}$ and $\boldsymbol{J}_{z}$ measurements in a spin-1 system as required by the uncertainty principle and $S(p) \leq S(q)$. While entropies (black solid lines) are bounded from below, relative entropies (black dotted lines) are bounded from above.
angle and angular momentum At last, we demonstrate the strengths of quantifying entropic uncertainty in terms of relative entropy by considering a particle on a ring of radius $R$, which is characterized by the $z$-component of its angular momentum $J_{z}$ and its position in terms of an angle $\phi$. In particular, we exemplify how the bound behaves when taking the continuum and infinite volume limits.

We consider again the angular momentum eigenstates $\left|j_{z}\right\rangle$ defined through (8.39). The corresponding Hilbert space has the dimension $D=2 J+1$, where $J$ denotes the total angular momentum, which is a half-integer in general. As the set $\left\{\left|j_{z}\right\rangle\right\}_{j_{z}}$ forms a orthonormal basis for $\mathcal{H}$, the set $\left\{\left|j_{z}\right\rangle\left\langle j_{z}\right|\right\}_{j_{z}}$ is a PVM.

The continuous angle states can be defined via [284]

$$
\begin{equation*}
|\phi\rangle=\frac{1}{\sqrt{2 J+1}} \sum_{j_{z}=-J}^{J} e^{-i j_{z} \phi}\left|j_{z}\right\rangle, \tag{8.47}
\end{equation*}
$$

which is consistent with periodicity $|\phi\rangle=|\phi+2 \pi\rangle$ or more generally that the angular momentum operator $J_{z}$ generates rotations on the ring

$$
\begin{equation*}
e^{-i \varphi J_{z}}|\phi\rangle=|\phi+\varphi\rangle . \tag{8.48}
\end{equation*}
$$

The angle states have a non-trivial overlap

$$
\begin{equation*}
\langle\varphi \mid \phi\rangle=\frac{1}{2 J+1} \frac{\sin \left[\left(J+\frac{1}{2}\right)(\varphi-\phi)\right]}{\sin \left[\frac{1}{2}(\varphi-\phi)\right]} \tag{8.49}
\end{equation*}
$$

and resolve the identity

$$
\begin{equation*}
\mathbb{1}=(2 J+1) \int_{0}^{2 \pi} \frac{\mathrm{~d} \phi}{2 \pi}|\phi\rangle\langle\phi|=\sum_{j_{z}=-J}^{J}\left|j_{z}\right\rangle\left\langle j_{z}\right| . \tag{8.50}
\end{equation*}
$$

Hence, they form an overcomplete basis similar to canonical coherent states introduced in Section 3.4, and the set $\{|\boldsymbol{\phi}\rangle\langle\boldsymbol{\phi}|\}_{\boldsymbol{\phi}}$ forms a POVM. One can also consider a discrete subset of angle states $\left|\theta_{j}\right\rangle$

$$
\begin{equation*}
\theta_{j}=\theta_{0}+\frac{2 \pi j}{2 J+1} \tag{8.51}
\end{equation*}
$$

with $j \in\{0, \ldots, 2 J\}$ and $\theta_{0} \in[0,2 \pi)$ being a free parameter, which is typically set to zero. These angle states are chosen such that they are orthonormal $\left\langle\theta_{j} \mid \theta_{k}\right\rangle=\delta_{j k}$, which follows from (8.49), and hence their measurement corresponds to a PVM.
The limit $J \rightarrow \infty$ renders the discrete states dense and therefore can be considered as a continuum limit. However, the resulting angle states differ in normalization from the continuous angle states (8.47). Also, one may consider the infinite volume limit $R \rightarrow \infty$, which can be implemented after introducing positions $x=2 \pi R \phi$ and conjugate momenta $k=j_{z} /(2 \pi R)$. In the following, we discuss the behavior of the REUR (8.34) for these two limits.

For finite $J$, the measurement of the angular momentum operator $J_{z}$ leads to a discrete probability distribution $q\left(j_{z}\right)$. Hence, suitable reference distributions can be found by fixing moments of this distribution as discussed in Section 8.1. For example, one may take the uniform distribution $q_{\max }\left(j_{z}\right)=\frac{1}{D}$ if no additional information is available, or, for known $\left\langle J_{z}\right\rangle$ and $\left\langle J_{z}^{2}\right\rangle$ one may use

$$
\begin{equation*}
q_{\max }\left(j_{z}\right)=\exp \left(\lambda_{0}+\lambda_{1} j_{z}+\lambda_{2} j_{z}^{2}\right), \tag{8.52}
\end{equation*}
$$

with Lagrange multipliers $\lambda_{j}$. To compute the contribution to the bound of the REUR, we evaluate the entropy of such a distribution

$$
\begin{equation*}
S\left(q_{\max }\right)=-\lambda_{0}-\lambda_{1}\left\langle J_{z}\right\rangle-\lambda_{2}\left\langle J_{z}^{2}\right\rangle . \tag{8.53}
\end{equation*}
$$

In the continuum limit $J \rightarrow \infty$, the distribution (8.52) is normalizable as long as $\lambda_{2}<0$. In this case, it corresponds to a Gaussian-like
distribution, which becomes continuous if one also takes the infinite volume limit $R \rightarrow \infty$.

For the discrete angle states (8.51) and finite $J$ the situation is completely analogous to the angular momentum eigenstates. Also, the overlap evaluates to

$$
\begin{equation*}
c=\left|\left\langle j_{z} \mid \theta_{j}\right\rangle\right|^{2}=\frac{1}{2 J+1}=\frac{1}{D} \tag{8.54}
\end{equation*}
$$

for all $j_{z}, \theta_{j}$ showing that the two measurement bases are mutually unbiased. Exemplary, we depict such a measurement in Figure 8.2a for $J=1 / 2$.

The measurement of the continuous angles $\phi$ requires a more careful analysis. If no additional information is available, the (circular) uniform distribution $p_{\max }(\phi)=\frac{1}{2 \pi}$ is still a reasonable reference distribution as the angle $\phi$ is drawn from a finite range $\phi \in[0,2 \pi)$. The corresponding entropy is $S\left(p_{\max }\right)=\ln (2 \pi)$, which corresponds to a global maximum.

It is also interesting to consider side information about moments. In directional statistics, which deals with probability distributions on spheres, it is convenient to introduce the so-called circular moments, which are defined as the expectation values of powers of the complexvalued variable $e^{i \phi}$ [285]. Fixing the first circular moment $\left\langle e^{i \phi}\right\rangle$ leads to the von Mises distribution

$$
\begin{equation*}
p_{\max }(\phi)=\frac{e^{\kappa \cos (\phi-\mu)}}{2 \pi I_{0}(\kappa)} \tag{8.55}
\end{equation*}
$$

where $\mu \in[0,2 \pi)$ and $\kappa \in \mathbb{R}^{+}$are similar to mean and the inverse variance for a Gaussian distribution, while $I_{j}(\kappa)$ denotes the modified Bessel function of first kind of order $j$. Note that the von Mises distribution reduces to the uniform distribution in the limit $\kappa \rightarrow 0$.

The first circular moment evaluates to

$$
\begin{equation*}
\left\langle e^{i \phi}\right\rangle=\frac{I_{1}(\kappa)}{I_{0}(\kappa)} e^{i \mu} \tag{8.56}
\end{equation*}
$$

which can be used to fix $\mu$ and $\kappa$ as these quantities are encoded in the phase and the magnitude of the latter expression, respectively.

Then, we can compute the entropy, which gives

$$
\begin{equation*}
S\left(p_{\max }\right)=\ln \left[2 \pi I_{0}(\kappa)\right]-\kappa \frac{I_{1}(\kappa)}{I_{0}(\kappa)} \tag{8.57}
\end{equation*}
$$

Finally, the quantum incompatibility, now computed through (3.88), is given by $c=1 /(2 \pi)$, such that the bound is fully determined. A measurement of continuous angles is shown in Figure 8.2b.

If one would have started with the discrete angles $\theta_{j}$ and taken the continuum limit $J \rightarrow \infty$ instead, $S\left(p_{\max }\right)$ would have acquired a (diverging) negative offset $\ln \frac{2 \pi}{2 J+1}$, which would have been canceled

(a) Discrete angles

(b) Continuous angles

Figure 8.2: Discrete angles $\theta_{j}=\theta_{0}+\pi j$ with $j \in\{0,1\}$ in (a) versus continuous angles $\phi$ in (b) for a total spin $J=\frac{1}{2}$. While for the discrete angular momenta $j_{z}$ we do not implement any side information, i.e. $q_{\max }\left(j_{z}\right)=\frac{1}{2}$, we have chosen reference distributions which overweight certain angles. In (a) we have $p_{\max }\left(\theta_{0}\right)>p_{\max }\left(\theta_{1}\right)$ by fixing $\left\langle J_{z}\right\rangle$ (indicated by the size of the red dots) and in (b) we have chosen a von Mises distribution (8.55) with fixed $\mu=\frac{\pi}{2}$ and $\kappa=2$ (indicated by the distance of the blue dashed line to the ring).
out by an analogous term in the quantum incompatibility $\ln c$. This shows again that the bound is well-behaved in the continuum limit.

Finally, let us mention that if $\kappa$ becomes large, the von Mises distribution approaches a Gaussian distribution around $\phi=\mu$ with variance $1 / \kappa$. If one additionally takes the infinite volume limit $R \rightarrow \infty$, both reference distributions are optimal for a given variance (see also discussion in Section 8.2).

## 9

## REUR FOR QUANTUM FIELDS

This chapter is taken from [B]. S. F. proposed and supervised the project. The field-theoretic REUR was discovered by me. M. S. and I did the calculations. I wrote large parts of the manuscript and produced the figures. All authors contributed in finalizing the draft.
Information theoretic concepts have become more and more important for a deeper understanding of QFTs. Examples include intriguing phenomena such as entanglement [193-195], thermalization [G, 187, 191] and black holes [175-177]. However, a rigorous information theoretic treatment of the uncertainty principle has been missing so far.
Relative entropy turned out to be useful for formulating EURs in a rather universal way. In particular, it allowed us to describe discrete and continuous variables in a single relation. In this chapter, we go one step further and extend the concept of entropic uncertainty to quantum fields. Due to divergences in the field theory limit (not to be confused with the UV-divergences of the entanglement entropy (4.22)), no EUR for a QFT has been formulated so far. We overcome this problem by formulating the BBM relation in terms of relative entropies.

Another motivation is the close connection between uncertainty relations and entanglement witnesses (see discussion in Section 3.6 and also Chapter 12 and Chapter 13). However, describing entanglement in field theories accurately is a rather hard task. In particular, we have seen that the entanglement entropy is UV-divergent in the field theory limit (cf. Section 4.2), showing that one needs to follow a different line of reasoning compared to finite quantum systems. In this sense, the field-theoretic REUR paves the ground for well-defined entropic entanglement witnesses in QFTs.
We will develop the field-theoretic REUR for a free scalar quantum field. In this simple case the commutation relation of the field operators is bosonic (in this sense it is the field-theoretic extension of the Heisenberg algebra between position and momentum operators) and the vacuum state is of Gaussian form. Extensions to interacting theories are expected to be possible in the perturbative regime, although the bound of the relation might be modified by additional terms.
We start with an introduction to the Schrödinger functional formalism in Section 9.1. Then, we show that functional entropies are ill-defined and thereupon derive our field-theoretic REUR in Section 9.2. We discuss several examples and the connection to the multi-dimensional Heisenberg relation in Section 9.3, where we also comment on the measurability of the involved distributions.

### 9.1 FUNCTIONAL PROBABILITY DENSITIES

FROM OSCILLATOR MODES to A QUANTUM FIELD To make the dependence of all quantities on the number of modes explicit, we start from a set of coupled harmonic oscillators in $d=1+1$ spacetime dimensions (note that the whole argument can be generalized easily to more than one spatial dimensions) with Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} \sum_{j} \epsilon\left[\pi_{j}^{2}+\frac{1}{\epsilon^{2}}\left(\phi_{j}-\phi_{j-1}\right)^{2}+m^{2} \phi_{j}^{2}\right] \tag{9.1}
\end{equation*}
$$

Therein, the $N \in \mathbb{N}$ modes are labeled by the index $j \in\{1, \ldots, N\}$ and carry the two real degrees of freedom $\phi_{j}$ and $\pi_{j}$. We assume periodic boundary conditions $\phi_{0}=\phi_{N}$, connecting the chain of oscillators to a ring. The distance between two neighboring modes is given by the lattice constant $\epsilon$. The continuum limit is given by $\epsilon \rightarrow 0$ (with the effect that the UV-regulator $1 / \epsilon$ is released), while the oscillator picture can be emphasized with the choice $\epsilon=1$.

To diagonalize the Hamiltonian (9.1), we use a discrete Fourier transformation

$$
\begin{equation*}
\phi_{j}=\sum_{l} \frac{\Delta k}{2 \pi} e^{i \Delta k l \epsilon j} \tilde{\phi}_{l}, \quad \pi_{j}=\sum_{l} \frac{\Delta k}{2 \pi} e^{-i \Delta k l \epsilon j} \tilde{\pi}_{l} \tag{9.2}
\end{equation*}
$$

where we introduced a new integer-valued index $-\frac{N}{2} \leq l<\frac{N}{2}$ for the momentum modes. As usual, we have the relations $\tilde{\phi}_{l}^{*}=\tilde{\phi}_{-l}$ and $\tilde{\pi}_{l}^{*}=\tilde{\pi}_{-l}$ as both fields are complex-valued in momentum space. The corresponding lattice constant reads $\frac{\Delta k}{2 \pi}$, such that the length of the ring is given by $L=N \epsilon$. The oscillator picture is then obtained with $L=1$.

We transform $\tilde{\phi}$ and $\tilde{\pi}$ to real fields by a unitary transformation

$$
\begin{align*}
& \tilde{\phi}_{l}=\frac{1}{2}(1+i) \phi_{l}+\frac{1}{2}(1-i) \phi_{-l} \\
& \tilde{\pi}_{l}=\frac{1}{2}(1-i) \pi_{l}+\frac{1}{2}(1+i) \pi_{-l} \tag{9.3}
\end{align*}
$$

Then, the Hamiltonian is diagonal in the sense that all modes are decoupled

$$
\begin{equation*}
H=\frac{1}{2} \sum_{l} \frac{\Delta k}{2 \pi}\left[\pi_{l}^{2}+\omega_{l}^{2} \phi_{l}^{2}\right] \tag{9.4}
\end{equation*}
$$

and the frequencies read

$$
\begin{equation*}
\omega_{l} \equiv \sqrt{\frac{4}{\epsilon^{2}} \sin ^{2}\left(\frac{\Delta k l \epsilon}{2}\right)+m^{2}} \tag{9.5}
\end{equation*}
$$

We quantize the two fields by imposing canonical commutation relations on the hermitian field operators in momentum space

$$
\begin{equation*}
\left[\boldsymbol{\phi}_{l}, \boldsymbol{\pi}_{l^{\prime}}\right]=i \frac{2 \pi}{\Delta k} \delta_{l l^{\prime}}, \quad\left[\boldsymbol{\phi}_{l}, \boldsymbol{\phi}_{l^{\prime}}\right]=\left[\boldsymbol{\pi}_{l}, \boldsymbol{\pi}_{l^{\prime}}\right]=0 \tag{9.6}
\end{equation*}
$$

To describe excitations, we introduce creation and annihilation operators

$$
\begin{equation*}
\boldsymbol{a}_{l}^{+} \equiv \frac{1}{\sqrt{2 \omega_{l}}}\left(\omega_{l} \boldsymbol{\phi}_{l}-i \boldsymbol{\pi}_{l}\right), \quad \boldsymbol{a}_{l} \equiv \frac{1}{\sqrt{2 \omega_{l}}}\left(\omega_{l} \boldsymbol{\phi}_{l}+i \boldsymbol{\pi}_{l}\right) \tag{9.7}
\end{equation*}
$$

From (9.6) follows then $\left[\boldsymbol{a}_{l}, \boldsymbol{a}_{l^{\prime}}^{\dagger}\right]=\frac{2 \pi}{\Delta k} \delta_{l l^{\prime}}$.
It is instructive to express the quantum version of the Hamiltonian (9.4) in terms of creation and annihilation operators

$$
\begin{equation*}
\boldsymbol{H}=\sum_{l} \frac{\Delta k}{2 \pi} \omega_{l}\left(\boldsymbol{a}_{l}^{\dagger} \boldsymbol{a}_{l}+\frac{1}{2} \frac{2 \pi}{\Delta k} \mathbb{1}\right) . \tag{9.8}
\end{equation*}
$$

The second term shows that the vacuum energy diverges in the field theory limit. We will see later that the entropy of field configurations shows a similar divergence.

The lattice theory we have set up so far has two interesting limits. First, the continuum limit $\epsilon \rightarrow 0, N \rightarrow \infty$ with $L=N \epsilon$ fixed. In this case, the spatial positions become continuous in the sense of $\phi_{j} \equiv \phi(j \epsilon) \rightarrow \phi(x)$ with $x \in[0, L]$ and the discrete Hamiltonian (9.1) becomes the Hamiltonian of a free massive scalar field with relativistic dispersion relation (cf. (9.5)). The periodic boundary conditions then imply that the momenta are discrete but unbounded, i.e. $l \in \mathbb{Z}$.

Second, we can take the infinite volume limit $L \rightarrow \infty$ (which corresponds to $\Delta k \rightarrow 0$ ) and $N \rightarrow \infty$, with $\epsilon=\frac{L}{N}$ fixed. The momenta become continuous such that $\phi_{l} \equiv \phi(\Delta k l) \rightarrow \phi(k)$, but are restricted to the Brillouin zone $k \in\left[-\frac{\pi}{\epsilon}, \frac{\pi}{\epsilon}\right]$. Also, the commutation relations (9.6) attain a distributional character

$$
\begin{equation*}
\left[\boldsymbol{\phi}(k), \boldsymbol{\pi}\left(k^{\prime}\right)\right]=i \delta\left(k-k^{\prime}\right), \quad\left[\boldsymbol{\phi}(k), \boldsymbol{\phi}\left(k^{\prime}\right)\right]=\left[\boldsymbol{\pi}(k), \boldsymbol{\pi}\left(k^{\prime}\right)\right]=0 \tag{9.9}
\end{equation*}
$$

and have to be used with respect to an integral measure $\frac{\mathrm{d} k}{2 \pi}$.
We speak of the field theory limit when we take both limits. Then, we obtain back the standard Fourier transform

$$
\begin{equation*}
\phi(x)=\int \frac{\mathrm{d} k}{2 \pi} e^{i k x} \tilde{\phi}(k), \quad \pi(x)=\int \frac{\mathrm{d} k}{2 \pi} e^{-i k x} \tilde{\pi}(k) \tag{9.10}
\end{equation*}
$$

and a relativistic theory on an infinite space with Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} \int \mathrm{~d} x\left[\pi^{2}(x)+\left(\partial_{x} \phi(x)\right)^{2}+m^{2} \phi^{2}(x)\right] \tag{9.11}
\end{equation*}
$$

and relativistic dispersion relation $\omega(k)=\sqrt{k^{2}+m^{2}}$.
In the following, we will work in momentum space only. We chose the convention to label momentum space expressions by the indices $l, l^{\prime}$ and $l^{\prime \prime}$ in the lattice theory and by the arguments $k, k^{\prime}$ and $k^{\prime \prime}$ in the field theory. In most cases, the field theory limit can be taken without further ado, which applies in particular to the appearing bilinear forms.

SCHRÖDINGER FUNCTIONAL FORMALISM In analogy to QM, we introduce sets of eigenstates

$$
\begin{equation*}
\boldsymbol{\phi}_{l}|\phi\rangle=\phi_{l}|\phi\rangle, \quad \pi_{l}|\pi\rangle=\pi_{l}|\pi\rangle \tag{9.12}
\end{equation*}
$$

with $\phi_{l}$ and $\pi_{l}$ being the corresponding eigenvalues, which are the main building blocks in the Schrödinger functional formalism (see [192] for a comprehensive introduction). Without loss of generality we focus on the field $\phi$ in the following. In the field basis $\{|\phi\rangle\}_{\phi}$ the momentum operator is given by a functional derivative

$$
\begin{equation*}
\boldsymbol{\pi}_{l}=-i \frac{\delta}{\delta \phi_{l}} \tag{9.13}
\end{equation*}
$$

and the density operator $\rho$ has the matrix representation [187, 192]

$$
\begin{equation*}
\rho\left[\phi_{+}, \phi_{-}\right]=\left\langle\phi_{+}\right| \boldsymbol{\rho}\left|\phi_{-}\right\rangle \tag{9.14}
\end{equation*}
$$

In analogy to the measured distribution $f(x)$ in QM , we define the functional probability density as the diagonal elements of the latter expression

$$
\begin{equation*}
F[\phi]=\rho[\phi, \phi]=\langle\phi| \rho|\phi\rangle \tag{9.15}
\end{equation*}
$$

One may think of $F[\phi]$ as the probability density to measure the quantum field $\phi_{l}$ in the configuration $\phi_{l}$.

As the state $\rho$ is by definition a non-negative and normalized operator, the functional probability distribution is non-negative $F[\phi] \geq 0$ and normalized $\int \mathcal{D} \phi F[\phi]=\operatorname{Tr}\{\rho\}=1$ as well. Note that for a pure state $\rho=|\psi\rangle\langle\psi|$ the matrix representation $\rho\left[\phi_{+}, \phi_{-}\right]$becomes a scalar product of Schrödinger wave functionals $\Psi[\phi]=\langle\phi \mid \psi\rangle$. In this case, Born's rule applies [286]

$$
\begin{equation*}
F[\phi]=|\Psi[\phi]|^{2} \tag{9.16}
\end{equation*}
$$

which justifies the probabilistic interpretation of $F[\phi]$.
One of the advantages of the Schrödinger functional formalism is that expectation values can be computed from functional integrals

$$
\begin{align*}
\left\langle\phi_{l}\right\rangle & =\int \mathcal{D} \phi \phi_{l} F[\phi] \\
\left\langle\pi_{l}\right\rangle & =-\left.i \int \mathcal{D} \phi \frac{\delta \rho\left[\phi_{+}, \phi_{-}\right]}{\delta \phi_{+l}}\right|_{\phi_{+}=\phi_{-}=\phi^{\prime}} \tag{9.17}
\end{align*}
$$

where we used the functional integral measure

$$
\begin{equation*}
\int \mathcal{D} \phi=\prod_{l} \int \mathrm{~d} \phi_{l} \sqrt{\frac{\Delta k}{2 \pi}} \tag{9.18}
\end{equation*}
$$

In the same manner one can compute $n$-point correlation functions. In a free theory, propagators are of special interest, which is why we label the connected two-point correlators by

$$
\begin{equation*}
\mathcal{M}_{l l^{\prime}}=\left\langle\phi_{l} \phi_{l^{\prime}}\right\rangle-\left\langle\phi_{l}\right\rangle\left\langle\phi_{l^{\prime}}\right\rangle, \quad \mathcal{N}_{l l^{\prime}}=\left\langle\pi_{l} \pi_{l^{\prime}}\right\rangle-\left\langle\pi_{l}\right\rangle\left\langle\pi_{l^{\prime}}\right\rangle \tag{9.19}
\end{equation*}
$$

vacuum and coherent states We continue with setting up the functional probability densities of coherent states, which will serve as reference distribution in our field-theoretic REUR, and we start with the vacuum state $|0\rangle$. Its wave functional $\bar{\Psi}[\phi]$ is the solution of the stationary Schrödinger equation $\boldsymbol{H} \bar{\Psi}[\phi]=\bar{E} \bar{\Psi}[\phi]$. Plugging in the operator-valued version of the Hamiltonian (9.4) and employing the functional derivative representation of the momentum operator (9.13) gives the expressions

$$
\begin{align*}
& \bar{\Psi}[\phi]=\frac{1}{\sqrt{\bar{Z}_{\phi}}} \exp \left(-\frac{1}{4} \sum_{l} \frac{\Delta k}{2 \pi} \sum_{l^{\prime}} \frac{\Delta k}{2 \pi} \phi_{l} \overline{\mathcal{M}}_{l l^{\prime}}^{-1} \phi_{l^{\prime}}\right),  \tag{9.20}\\
& \bar{\Psi}[\pi]=\frac{1}{\sqrt{\bar{Z}_{\pi}}} \exp \left(-\frac{1}{4} \sum_{l} \frac{\Delta k}{2 \pi} \sum_{l^{\prime}} \frac{\Delta k}{2 \pi} \pi_{l} \overline{\mathcal{N}}_{l l^{\prime}}^{-1} \pi_{l^{\prime}}\right) .
\end{align*}
$$

The normalization constants evaluate to products over all single vacuum contributions

$$
\begin{equation*}
\bar{Z}_{\phi}=\prod_{l} \sqrt{\frac{\pi}{\omega_{l}}}, \quad \bar{Z}_{\pi}=\prod_{l} \sqrt{\pi \omega_{l}} \tag{9.21}
\end{equation*}
$$

and the inverse covariance matrices read

$$
\begin{equation*}
\overline{\mathcal{M}}_{l l^{\prime}}^{-1}=\frac{2 \pi}{\Delta k} 2 \omega_{l} \delta_{l l^{\prime}}, \quad \overline{\mathcal{N}}_{l l^{\prime}}^{-1}=\frac{2 \pi}{\Delta k} \frac{2}{\omega_{l}} \delta_{l l^{\prime}} \tag{9.22}
\end{equation*}
$$

in the lattice theory. Note that matrices in momentum space are inverted according to

$$
\begin{equation*}
\sum_{l^{\prime}} \frac{\Delta k}{2 \pi} \overline{\mathcal{M}}_{l l^{\prime}}^{-1} \overline{\mathcal{M}}_{l^{\prime} l^{\prime \prime}}=\frac{2 \pi}{\Delta k} \delta_{l l^{\prime \prime}} \tag{9.23}
\end{equation*}
$$

such that the covariance matrices themselves are given by

$$
\begin{equation*}
\overline{\mathcal{M}}_{l l^{\prime}}=\frac{2 \pi}{\Delta k} \frac{1}{2 \omega_{l}} \delta_{l l^{\prime}}, \quad \overline{\mathcal{N}}_{l l^{\prime}}=\frac{2 \pi}{\Delta k} \frac{\omega_{l}}{2} \delta_{l l^{\prime}} \tag{9.24}
\end{equation*}
$$

One can convince oneself that the latter expressions have distributional analogs in the field theory limit, i.e.

$$
\begin{equation*}
\int \frac{\mathrm{d} k^{\prime}}{2 \pi} \overline{\mathcal{M}}^{-1}\left(k, k^{\prime}\right) \overline{\mathcal{M}}\left(k^{\prime}, k^{\prime \prime}\right)=2 \pi \delta\left(k-k^{\prime \prime}\right) \tag{9.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathcal{M}}\left(k, k^{\prime}\right)=\frac{\pi}{\omega(k)} \delta\left(k-k^{\prime}\right), \overline{\mathcal{N}}\left(k, k^{\prime}\right)=\pi \omega(k) \delta\left(k-k^{\prime}\right) \tag{9.26}
\end{equation*}
$$

As the diagonal elements of the continuous covariance matrices are formally infinite $\overline{\mathcal{M}}(k, k) \sim \delta(0)$, they have to be understood under an integral when considering the field theory limit. Dealing with these divergences is one of the main challenges for formulating an EUR for quantum fields.

The Schrödinger wave functionals $\bar{\Psi}[\phi]$ and $\bar{\Psi}[\pi]$ do only differ in their covariance matrices. Hence, we leave out the expressions for the momentum field $\pi$ in the following as they can be obtained by replacing $\overline{\mathcal{M}}$ with $\overline{\mathcal{N}}$. We apply Born's rule (9.16) to compute the vacuum functional probability density

$$
\begin{equation*}
\bar{F}[\phi]=\frac{1}{\bar{Z}_{\phi}} \exp \left(-\frac{1}{2} \sum_{l} \frac{\Delta k}{2 \pi} \sum_{l^{\prime}} \frac{\Delta k}{2 \pi} \phi_{l} \overline{\mathcal{M}}_{l l^{\prime}}^{-1} \phi_{l^{\prime}}\right) \tag{9.27}
\end{equation*}
$$

Displacing the vacuum state in phase space, i.e. changing the field expectation values, generates the set of coherent states (cf. Section 3.4) and hence their functional probability densities read

$$
\begin{equation*}
F_{\alpha}[\phi]=\frac{1}{\bar{Z}_{\phi}} \exp \left(-\frac{1}{2} \sum_{l} \frac{\Delta k}{2 \pi} \sum_{l^{\prime}} \frac{\Delta k}{2 \pi}\left(\phi_{l}-\phi_{l}^{\alpha}\right) \overline{\mathcal{M}}_{l l^{\prime}}^{-1}\left(\phi_{l^{\prime}}-\phi_{l^{\prime}}^{\alpha}\right)\right) \tag{9.28}
\end{equation*}
$$

with the notation $\left\langle\phi_{l}\right\rangle_{\alpha} \equiv \phi_{l}^{\alpha}$ and $\left\langle\pi_{l}\right\rangle_{\alpha} \equiv \pi_{l}^{\alpha}$ understood. The index $\alpha$ is the complex phase field

$$
\begin{equation*}
\alpha_{l}=\frac{1}{\sqrt{2}}\left(\phi_{l}^{\alpha}+i \pi_{l}^{\alpha}\right) \tag{9.29}
\end{equation*}
$$

which parameterizes the set of coherent states in analogy to (3.46). Note that the vacuum is the special case $\phi_{l}^{\alpha}=\pi_{l}^{\alpha}=0$.

### 9.2 RELATIVE ENTROPIC UNCERTAINTY RELATION <br> - PART II

divergence of the functional entropy To the functional probability density $F[\phi]$ we associate a functional entropy by summing over all field configurations in a continuous sense

$$
\begin{equation*}
S[F]=-\int \mathcal{D} \phi F[\phi] \ln F[\phi] \tag{9.30}
\end{equation*}
$$

In the field theory limit, the functional entropy $S[F]$ corresponds to the infinite-dimensional generalization of the differential entropy $S(f)$ of a single oscillator and reduces to the latter when considering $d=0+1$ spacetime dimensions.

In the lattice theory with finite $N<\infty$, the functional entropy $S[F]$ is well-defined as it reduces to a multi-dimensional differential entropy. In this case, the BBM EUR can be generalized to [29]

$$
\begin{equation*}
S[F]+S[G] \geq N(1+\ln \pi) \tag{9.31}
\end{equation*}
$$

with a bound which scales with the total number of modes $N$. This shows that the continuum as well as the infinite volume limits, which both require $N \rightarrow \infty$, lead to a divergent bound, indicating that also the functional entropies are divergent.

The functional relative entropy is the extension of the differential relative entropy to infinitely many degrees of freedom.

Indeed, we find that the functional entropy $S[F]$ is divergent in the field theory limit for all quantum states. For example, when considering the vacuum state and the corresponding functional probability density (9.27), we find formally

$$
\begin{align*}
S[\bar{F}] & =\ln \bar{Z}_{\phi}+\frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1} \overline{\mathcal{M}}\right\} \\
& =\ln \bar{Z}_{\phi}+\frac{1}{2} \int \mathrm{~d} k \delta(0)  \tag{9.32}\\
& \rightarrow \infty .
\end{align*}
$$

However, divergences are typical in QFTs and the present divergence is similar to the one of the vacuum energy expectation value $\bar{E}=\operatorname{Tr}\{\bar{\rho} H\}$. Using the field-theoretic Hamiltonian (9.11) we obtain

$$
\begin{equation*}
\bar{E}=\frac{1}{2} \int \mathrm{~d} k \omega(k) \delta(0) \rightarrow \infty . \tag{9.33}
\end{equation*}
$$

Physically, this divergence arises from adding up infinitely many equal and finite contributions of oscillators in their ground states. Therefore, one argues that energies have to be measured with respect to the (divergent) vacuum energy, such that excitations have a finite energy by definition. In this argument, taking the vacuum energy as a reference energy appears to be the natural choice, as the vacuum state minimizes the energy.

The same logic applies to functional entropies, whose absolute values do not have any physical meaning. Instead, one has to work with relative measures when asking questions about entropic uncertainty in field theories, leading us to the notion of functional relative entropies. Then, the remaining task is to find meaningful references distributions.
functional relative entropy The universality of the relative entropy dictates the definition of the functional relative entropy. We consider a functional distribution $F[\phi]$ and some reference distribution $\tilde{F}[\phi]$ such that it reads

$$
\begin{equation*}
S[F \| \tilde{F}]=\int \mathcal{D} \phi F[\phi](\ln F[\phi]-\ln \tilde{F}[\phi]) \tag{9.34}
\end{equation*}
$$

By an infinite-dimensional analog of Jensen's inequality, $S[F \| \tilde{F}]$ is nonnegative and zero if and only if $F[\phi]=\tilde{F}[\phi]$ everywhere. As usual, we require the support condition $\operatorname{supp}[F(\phi)] \subseteq \operatorname{supp}[\tilde{F}(\phi)]$ to hold, otherwise we set $S[F \| \tilde{F}]=+\infty$. Note that this condition is always fulfilled if the reference distribution $\tilde{F}[\phi]$ is of Gaussian form, which will indeed be the case in our field-theoretic REUR.
In contrast to the functional entropy $S[F]$, the functional relative entropy $S[F \| \tilde{F}]$ is well-defined and its properties are preserved in the field theory limit, just as it was the case for the limit from discrete to continuous variables (cf. Section 2.2). Although (9.34) suggests that a definition is directly possible in the continuum theory (i.e.
without introducing an UV-regulator in the first place), this should be investigated within algebraic QFT in more detail in the future.
deriving the field-theoretic reur Let us start with the multidimensional BBM relation (9.31). One of the main takeaways of Chapter 8 was that an EUR can be formulated as a REUR by choosing reference distributions $\tilde{F}[\phi]$ which maximize an entropy for a given side constraint. As we deal with a free theory, coherent states have a Gaussian functional probability density $F_{\alpha}[\phi]$ and hence maximize the functional entropy $S[\tilde{F}]$ for given vacuum two-point correlation functions $\bar{M}$ and field expectation values $\phi_{l}^{\alpha}$. Additionally, coherent distributions appear as natural choices as coherent states minimize all uncertainty relations. In this sense, entropic uncertainty is measured with respect to minimum uncertainty distributions just as energy is measured with respect to the vacuum.

By using $S\left[F_{\alpha}\right]=S[\bar{F}]$ and (9.32) we find for the entropic uncertainty of some generic distribution $F[\phi]$ with two-point function $\mathcal{M}$ and field expectation value $\varphi_{l}$ with respect to a coherent reference distribution a linear decomposition

$$
\begin{align*}
S\left[F \| F_{\alpha}\right]= & -S[F]+\ln \bar{Z}_{\phi}+\frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1} \mathcal{M}\right\} \\
= & -S[F]+S[\bar{F}]  \tag{9.35}\\
& +\frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}(\mathcal{M}-\overline{\mathcal{M}})\right\}+\frac{1}{2} s \overline{\mathcal{M}}^{-1} s,
\end{align*}
$$

with $s_{l}=\phi_{l}-\phi_{l}^{\alpha}$ denoting the difference of field expectation values.
It is left to decide which of the coherent distributions we should pick. As the family of coherent states is parameterized by the two field expectation values $\phi_{l}^{\alpha}$ and $\pi_{l}^{\alpha}$, we choose the coherent state such that both agree with the field expectation values of the true state $\rho$, which uniquely determines both reference distributions $\tilde{F}[\phi]=F_{\alpha}[\phi]$ and $\tilde{G}[\pi]=G_{\alpha}[\pi]$. These distributions minimize the functional relative entropy (9.35) with respect to $s$ and can hence be considered as optimal coherent references.

With this choice, we take (9.31), plug in (9.35) for optimal coherent reference distributions and use that $S[\bar{F}]+S[\bar{G}]=N(1+\ln \pi)$, to end up with the field-theoretic REUR

$$
\begin{align*}
& S\left[F \| F_{\alpha}\right]+S\left[G \| G_{\alpha}\right] \\
& \leq \frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}(\mathcal{M}-\overline{\mathcal{M}})+\overline{\mathcal{N}}^{-1}(\mathcal{N}-\overline{\mathcal{N}})\right\} . \tag{9.36}
\end{align*}
$$

The field-theoretic REUR describes many modes and fields simultaneously.

If one would have chosen coherent, but not optimal coherent references, two bilinear forms as in the last line of (9.35) would have appeared in the bound. In any case, the two distributions $F[\phi]$ and $G[\pi]$ correspond to an arbitrary state $\rho$.
discussion A few comments on the field-theoretic REUR are in order.
a) Bound does not depend on number of modes.

The most important observation is that the bound in (9.36) does only contain differences between the true and the vacuum covariance matrices. It does not depend on the total number of oscillator modes $N$ and holds especially in the field theory limit. Hence, the field-theoretic REUR describes entropic uncertainty for many oscillators as well as for quantum fields.
b) Sum of relative entropies is bounded from above.

As we have seen already for the REUR for finite quantum systems (8.34), a sum of relative entropies has an upper bound which expresses the uncertainty principle. More precisely, the (joint) distinguishability with respect to minimum uncertainty distributions (which are at the same time maximum entropy distributions) is limited.
Also, the bound carries some state-dependence through the true two-point correlators $\mathcal{M}$ and $\mathcal{N}$. Note that this state-dependence does not mean that the bound is more tight compared to the (multi-dimensional) BBM relation, it rather expresses the fact that the reference distributions are of Gaussian form. Hence, the relation becomes tight for all (squeezed) coherent states, in which case both sides of the inequality are (finite) zero. The relevance of coherent states for uncertainty relations is emphasized in this formulation.

Furthermore, one may appreciate that the bound is of such simple form and can be computed even if the relative entropies can not. This may allow for applications which go beyond our scope.
c) Bound is of quantum origin.

It is instructive to consider the classical limit for the bound. To that end, we reinsert Planck's reduced constant $\hbar$ and take $\hbar \rightarrow 0$ afterwards. To shape the intuition, we start with the multidimensional BBM EUR (9.31) under the assumption that $N<\infty$. One finds that the lower bound disappears

$$
\begin{equation*}
S[F]+S[G] \geq \frac{1}{2} \ln \operatorname{det}(\hbar \overline{\mathcal{M}} \cdot \hbar \overline{\mathcal{N}}) \rightarrow-\infty \tag{9.37}
\end{equation*}
$$

as both distributions $F[\phi]$ and $G[\pi]$ can be localized arbitrarily at the same time. We refer to $[28,113]$ for the mindful reader who noticed that we have put an $\hbar$ inside a logarithm.

For our field-theoretic REUR (9.36), similar considerations show that in the same manner the upper bound is released in the classical limit

$$
\begin{align*}
& S\left[F \| F_{\alpha}\right]+S\left[G \| G_{\alpha}\right] \\
& \leq \frac{1}{2} \operatorname{Tr}\left\{\frac{\mathcal{M}^{-1}}{\hbar}(\mathcal{M}-\hbar \overline{\mathcal{M}})+\frac{\overline{\mathcal{N}}^{-1}}{\hbar}(\mathcal{N}-\hbar \overline{\mathcal{N}})\right\}  \tag{9.38}\\
& \rightarrow+\infty
\end{align*}
$$

Therefore, we can conclude that the bound is indeed of quantum origin.

### 9.3 EXAMPLES AND MEASURABILITY

excited states With the REUR (9.36) at hand, let us exemplify the finiteness of the bound and quantify the entropic uncertainty for some interesting states. We start with excited states. In free theories, these states often have a (quasi)-particle interpretation. We consider the most general case where we can have $n_{k}$ excitations in mode $k$ (in the field theory limit, this corresponds to $n_{k}$ excitations with momentum $k$ ), where $k$ is drawn from an index set $k \in \mathfrak{I}$ containing all excited modes [192]. Such a state is constructed by applying the creation operator $\boldsymbol{a}_{k}^{+}$ for the mode $k$ to the vacuum $n_{k}$ times for every $k \in \mathfrak{I}$

$$
\begin{equation*}
\Psi_{n_{k}}[\phi]=\prod_{k \in \mathfrak{I}} \frac{1}{\sqrt{n_{k}!}}\left(\sqrt{\frac{\Delta k}{2 \pi}} a_{k}^{+}\right)^{n_{k}} \bar{\Psi}[\phi] . \tag{9.39}
\end{equation*}
$$

Note that all appearing factors are a matter of normalization. Using the Schrödinger representation of the momentum field operator (9.13), the creation and annihilation operators can be written as

$$
\boldsymbol{a}_{k}^{+}=\frac{1}{\sqrt{2 \omega_{k}}}\left(\omega_{k} \phi_{k}-\frac{\delta}{\delta \phi_{k}}\right), \quad \boldsymbol{a}_{k}=\frac{1}{\sqrt{2 \omega_{k}}}\left(\omega_{k} \phi_{k}+\frac{\delta}{\delta \phi_{k}}\right)
$$

leading to

$$
\begin{equation*}
F_{n_{k}}[\phi]=\prod_{k \in \mathfrak{I}} \frac{1}{n_{k}!} H_{n_{k}}^{2}\left(\frac{\phi_{k}}{\sqrt{\overline{\mathcal{M}}_{k k}}}\right) \bar{F}[\phi] \tag{9.41}
\end{equation*}
$$

with $H_{n_{k}}\left(\phi_{k}\right)$ denoting the probabilist's Hermite polynomials

$$
\begin{equation*}
H_{n_{k}}\left(\phi_{k}\right)=n_{k}!\sum_{\gamma=0}^{\left\lfloor\frac{n_{k}}{2}\right\rfloor} \frac{(-1)^{\gamma} \phi_{k}^{n_{k}-2 \gamma}}{\gamma!\left(n_{k}-2 \gamma\right)!2 \gamma} \tag{9.42}
\end{equation*}
$$

It is important to note that these states are not normalizable in the field theory limit. More precisely, their overlap contains infinite factors additional to those of the vacuum state, which come again from
$\overline{\mathcal{M}}(k, k) \sim \delta(0)$. Physically, this issue is related to the fact that a free particle in a relativistic QFT has a definite momentum and is completely delocalized. We will also discuss mathematically well-defined notions of excitations later by considering averaged fields.
Let us now analyze the REUR (9.36) for excited states (9.41). We first note that $F[\phi]$ contains only even powers of $\phi$, such that the Gaussian integral for the field expectation value evaluates to zero. Hence, the optimal coherent reference distribution is given by the vacuum distribution $\bar{F}[\phi]$. To compute the bound, we start from the definition of the connected two-point correlator

$$
\begin{equation*}
\mathcal{M}_{l l^{\prime}}^{n_{k}}=\int \mathcal{D} \phi\left[\phi_{l} \phi_{l^{\prime}} \prod_{k \in \mathcal{J}} \frac{1}{n_{k}!} H_{n_{k}}^{2}\left(\frac{\phi_{k}}{\sqrt{\overline{\mathcal{M}}_{k k}}}\right)\right] \bar{F}[\phi] \tag{9.43}
\end{equation*}
$$

and consider off-diagonal and diagonal components separately. In the former case, we again deal with Gaussian integrals of odd polynomials, such that $\mathcal{M}^{n_{k}}$ has to be of diagonal form. To obtain the diagonal elements $\mathcal{M}_{l l}^{n_{k}}$, we first note that an entry corresponding to a nonexcited mode $\phi_{l}$ with $l \notin \mathfrak{I}$ is given by the vacuum entry $\overline{\mathcal{M}}_{l l}$.
The only non-trivial contribution comes with excited modes $\phi_{l}$ with $l \in \mathfrak{I}$. The corresponding entry $\mathcal{M}_{l l}^{n_{k}}$ can be calculated by noting that $\phi_{k}^{2}=H_{1}^{2}\left(\phi_{k}\right)$, then using the recurrence relation

$$
\begin{equation*}
H_{a+1}\left(\phi_{l}\right)=H_{1}\left(\phi_{l}\right) H_{a}\left(\phi_{l}\right)-a H_{a-1}\left(\phi_{l}\right) \tag{9.44}
\end{equation*}
$$

and finally employing orthogonality between two Hermite polynomials

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} \phi_{l} H_{a}\left(\phi_{l}\right) H_{b}\left(\phi_{l}\right) e^{-\frac{1}{2} \phi_{l}^{2}}=\sqrt{2 \pi} a!\delta_{a b}, \tag{9.45}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
\mathcal{M}_{l l}^{n_{k}}=\overline{\mathcal{M}}_{l l}\left(1+2 n_{l}\right) \tag{9.46}
\end{equation*}
$$

for $l \in \mathfrak{I}$.
In addition, the full two-point correlator reads

$$
\begin{equation*}
\mathcal{M}_{l l^{\prime}}^{n_{k}}=\overline{\mathcal{M}}_{l l^{\prime}}+\sum_{k \in \mathcal{I}} \frac{2 n_{k}}{\overline{\mathcal{M}}_{k k}} \overline{\mathcal{M}}_{l k} \overline{\mathcal{M}}_{l^{\prime} k} \tag{9.47}
\end{equation*}
$$

showing that only components corresponding to excited modes are modified by a positive term accounting for the excitations.
We are now ready to compute the first term of the bound of the field-theoretic REUR (9.36). For the lattice theory we find

$$
\begin{align*}
& \frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}\left(\mathcal{M}^{n_{k}}-\overline{\mathcal{M}}\right)\right\} \\
& =\sum_{l} \frac{\Delta k}{2 \pi} \sum_{l^{\prime}} \frac{\Delta k}{2 \pi} \overline{\mathcal{M}}_{l l^{\prime}}^{-1} \sum_{k \in \mathcal{I}} \frac{n_{k}}{\overline{\mathcal{M}}_{k k}} \overline{\mathcal{M}}_{l k} \overline{\mathcal{M}}_{l^{\prime} k} \\
& =\sum_{k \in \mathcal{I}} \frac{n_{k}}{\overline{\mathcal{M}}_{k k}} \overline{\mathcal{M}}_{k k}  \tag{9.48}\\
& =\sum_{k \in \mathcal{I}} n_{k}
\end{align*}
$$

where we used (9.23) for inverse matrices.
In the field theory limit the correlators $\mathcal{M}^{n_{k}}\left(k^{\prime}, k^{\prime \prime}\right)$ have to be understood in a distributional sense, rendering their diagonal entries formally infinite $\mathcal{M}^{n_{k}}\left(k^{\prime}, k^{\prime}\right) \sim \delta(0)$. Nevertheless, the bound term remains finite as

$$
\begin{align*}
& \frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}\left(\mathcal{M}^{n_{k}}-\overline{\mathcal{M}}\right)\right\} \\
& =\int \frac{\mathrm{d} k^{\prime}}{2 \pi} \frac{\mathrm{~d} k^{\prime \prime}}{2 \pi} \overline{\mathcal{M}}^{-1}\left(k^{\prime}, k^{\prime \prime}\right) \sum_{k \in \mathcal{I}} \frac{n_{k}}{\overline{\mathcal{M}}(k, k)} \overline{\mathcal{M}}\left(k^{\prime}, k\right) \overline{\mathcal{M}}\left(k^{\prime \prime}, k\right)  \tag{9.49}\\
& =\sum_{k \in \mathcal{I}} \frac{n_{k}}{\overline{\mathcal{M}}(k, k)} \overline{\mathcal{M}}(k, k) \\
& =\sum_{k \in \mathcal{I}} n_{k}
\end{align*}
$$

Furthermore, we obtain exactly the same result as in the lattice theory, showing again the universality of uncertainty relations formulated in terms of relative entropy.

The contribution from the two-point correlator $\mathcal{N}^{n_{k}}$ of the momentum field $\pi$ follows analogously as the functional probability distributions are of the same form. Thus, we end up with the simple expression for the bound

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}\left(\mathcal{M}^{n_{k}}-\overline{\mathcal{M}}\right)+\overline{\mathcal{N}}^{-1}\left(\mathcal{N}^{n_{k}}-\overline{\mathcal{N}}\right)\right\}=\sum_{k \in \mathcal{I}} 2 n_{k} \tag{9.50}
\end{equation*}
$$

which does indeed not depend on the total number of modes $N$. For a finite number of excitations, this bound remains finite and constraints the entropic uncertainty for (quasi-)particle excitations especially of a quantum field.

Let us also analyze the functional relative entropies on the left hand side of the field-theoretic REUR (9.36). Unfortunately, the computation of an entropy or relative entropy for arbitrary excitations is very complex due to the appearance of Hermite polynomials inside the logarithm (see Section 10.2 for more details in the case of one oscillator mode). Hence, we only consider one excited mode $k$ being excited once, which corresponds to a free particle with energy $\omega(k)$ in the continuum theory. In this case, the REUR evaluates to

$$
\begin{equation*}
S\left[F_{1_{k}} \| \bar{F}\right]+S\left[G_{1_{k}} \| \bar{G}\right]=4-\ln 4-2 \gamma \leq 2, \tag{9.51}
\end{equation*}
$$

where $\gamma \approx 0.577$ denotes the Euler-Mascheroni constant. The difference between the two sides of the inequality, which we call the uncertainty deficit, agrees with the result of a single oscillator (cf. corresponding values for BBM relation in Section 10.2). A similar result is expected to hold for arbitrary excitations, but this (rather technical) discussion is omitted for brevity.

All divergences in the bound cancel out.

The entropic uncertainty of a single excited mode and a free particle in a relativistic field theory agree.
thermal state We also consider the thermal state (cf. (6.20)), which will add a caveat in the infinite volume limit. Its functional probability density is of Gaussian form and reads

$$
\begin{equation*}
F_{\mathrm{c}}[\phi]=\frac{1}{Z_{\phi}^{\mathrm{c}}} \exp \left(-\frac{1}{2} \sum_{l} \frac{\Delta k}{2 \pi} \sum_{l^{\prime}} \frac{\Delta k}{2 \pi} \phi_{l}\left(\mathcal{M}_{l l^{\prime}}^{\mathrm{c}}\right)^{-1} \phi_{l^{\prime}}\right) \tag{9.52}
\end{equation*}
$$

with the thermal covariance matrix

$$
\begin{equation*}
\mathcal{M}_{l l^{\prime}}^{\mathrm{c}}=\left(1+2 n_{\mathrm{BE}}\left(\omega_{l}\right)\right) \overline{\mathcal{M}}_{l l^{\prime}} \tag{9.53}
\end{equation*}
$$

The modes are occupied following the Bose-Einstein distribution

$$
\begin{equation*}
n_{\mathrm{BE}}\left(\omega_{l}\right)=\frac{1}{e^{\beta \omega_{l}}-1} \tag{9.54}
\end{equation*}
$$

with $n_{\mathrm{BE}}\left(\omega_{l}\right) \geq 0$. In the zero temperature limit $\beta \rightarrow \infty$ we get back the vacuum expression $\lim _{T \rightarrow 0} F_{\mathrm{c}}[\phi]=\bar{F}[\phi]$ as $n_{\mathrm{BE}}\left(\omega_{l}\right) \rightarrow 0$ for all $\omega_{l}>0$.

Starting with the lattice theory and plugging (9.53) into the bound of the REUR (9.36) yields

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}\left(\mathcal{M}^{\mathrm{c}}-\overline{\mathcal{M}}\right)+\overline{\mathcal{N}}^{-1}\left(\mathcal{N}^{\mathrm{c}}-\overline{\mathcal{N}}\right)\right\}=2 L \sum_{l} \frac{\Delta k}{2 \pi} n_{\mathrm{BE}}\left(\omega_{l}\right) \tag{9.55}
\end{equation*}
$$

Let us discuss the continuum and infinite volume limits separately. In the continuum limit $\epsilon \rightarrow 0, N \rightarrow \infty$ with $L=N \epsilon$ fixed the range of the sum over $l$ becomes unbounded. However, the Bose-Einstein distribution $n_{\mathrm{BE}}\left(\omega_{l}\right)$ decreases exponentially for large energies $\omega_{l}$, for which we have $\omega_{l} \rightarrow l$. Hence, the series in (9.55) still converges and we obtain a finite result.

In contrast, the infinite volume limit $L \rightarrow \infty, N \rightarrow \infty$ with $\epsilon$ fixed leads to divergences outside of the integral as the discrete bound (9.55) is proportional to $L$. Hence, we obtain

$$
\begin{align*}
& \frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}\left(\mathcal{M}^{\mathrm{c}}-\overline{\mathcal{M}}\right)+\overline{\mathcal{N}}^{-1}\left(\mathcal{N}^{\mathrm{c}}-\overline{\mathcal{N}}\right)\right\}  \tag{9.56}\\
& =4 \pi \delta(0) \int \frac{\mathrm{d} k}{2 \pi} n_{\mathrm{BE}}(\omega(k))
\end{align*}
$$

with $L=\frac{2 \pi}{\Delta k} \rightarrow 2 \pi \delta(0)$ being an infinite volume factor. However, the integral is well-defined and finite as a result of the exponential fall-off of $n_{\mathrm{BE}}(\omega(k))$ for large $k$.

Again, we note the similarities between entropic uncertainty and the energy expectation value. The latter has an infinite energy difference to the vacuum state $E_{\mathrm{c}}-\bar{E} \sim \delta(0)$, which is why one either considers energy densities or puts the theory in a box, i.e. does not take the infinite volume limit.

With the same argument one can regularize the field-theoretic REUR (9.36). Hence, we can conclude that if the state of interest has finite
energy, the bound is also finite. If this is not the case, we can consider functional relative entropy densities, in which case both sides of the REUR are divided by the same infinite volume factor $\delta(0)$ to end up with finite quantities again.

At last, let us also compute the functional relative entropies. As the distributions are of Gaussian form, this is easily done. For the lattice theory we find

$$
\begin{align*}
& S\left[F_{\mathrm{c}} \| \bar{F}\right]+S\left[G_{\mathrm{c}} \| \bar{G}\right] \\
& =L \sum_{l} \frac{\Delta k}{2 \pi}\left[2 n_{\mathrm{BE}}\left(\omega_{l}\right)-\ln \left(1+2 n_{\mathrm{BE}}\left(\omega_{l}\right)\right)\right] \tag{9.57}
\end{align*}
$$

We plot both sides of the REUR for a single oscillator mode, which is achieved by setting $N=L=\epsilon=1, \Delta k=2 \pi$ in Figure 9.1. The uncertainty deficit vanishes in the zero temperature limit $\beta \rightarrow \infty$ and grows boundless in the infinite temperature limit $\beta \rightarrow 0$.


Figure 9.1: Both sides of the field-theoretic REUR (9.36) for a single mode and a thermal distribution (9.52) as a function of $\beta \omega$.

CONNECTION TO HEISENBERG'S RELATION In Section 3.5 we have seen that the BBM EUR implies the second moment Heisenberg relation (3.80). By using relative entropy in Section 8.2 we obtained (8.28), which showed that the former is tighter than the latter whenever the measured distributions are non-Gaussian. Let us investigate how this statement can be expressed in the field-theoretic setting.

To that end, we use the same strategy as in Section 8.2 and reformulate the field-theoretic REUR by choosing Gaussian references $\tilde{F}[\phi]$ and $\tilde{G}[\pi]$ with the same expectation values and two-point correlators as the true distributions $F[\phi]$ and $G[\pi]$ instead of choosing optimal coherent reference distributions. For given correlators and expectation values, these distributions have maximal functional entropy and hence we write $\tilde{F}[\phi]=F_{\max }[\phi]$ (analogously for the momentum field $\pi$ ).

Then, the REUR (9.36) becomes

$$
\begin{equation*}
S\left[F \| F_{\max }\right]+S\left[G \| G_{\max }\right] \leq \Delta S\left[F_{\max }\right]+\Delta S\left[G_{\max }\right] \tag{9.58}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta S\left[F_{\max }\right]=S\left[F_{\max }\right]-S[\bar{F}]=\frac{1}{2} \ln \frac{\operatorname{det} \mathcal{M}}{\operatorname{det} \overline{\mathcal{M}}} \tag{9.59}
\end{equation*}
$$

being the functional entropy difference between the Gaussian reference $F_{\max }[\phi]$ and the vacuum $\bar{F}[\phi]$. Note that this relation is the exact fieldtheoretic analog of the REUR (8.34) discussed in Section 8.3. Again, the bound is independent of the number of modes $N$ and hence finite for finite energy states. Combining the latter two relations, it reads

$$
\begin{equation*}
\Delta S\left[F_{\max }\right]+\Delta S\left[G_{\max }\right]=\frac{1}{2} \ln \frac{\operatorname{det}(\mathcal{M} \cdot \mathcal{N})}{\operatorname{det}(\overline{\mathcal{M}} \cdot \overline{\mathcal{N}})} \tag{9.60}
\end{equation*}
$$

and we find the field-theoretic analog of (8.28) to be

$$
\begin{equation*}
\frac{\operatorname{det}(\mathcal{M} \cdot \mathcal{N})}{\operatorname{det}(\overline{\mathcal{M}} \cdot \overline{\mathcal{N}})} \geq e^{2 S\left[F \| F_{\max }\right]+2 S\left[G \| G_{\max }\right]} \geq 1 \tag{9.61}
\end{equation*}
$$

Note that also this formulation of Heisenberg's relation is free of divergences in the field theory limit.
comment on measurability Our discussion about entropic uncertainty for quantum fields has been a rather theoretical one. We treated the quantum field operator $\phi$ and the conjugate momentum field operator $\pi$ as normal observables and assumed that the corresponding functional probability densities $F[\phi]$ and $G[\pi]$ can be measured. However, it is well-known that $\phi$ and $\pi$ do not constitute operators, but rather operator-valued distributions.

Physically, this problem comes from considering the fields at single points in spacetime (or in momentum space). Such fields can never be measured as this requires infinite precision and hence infinite energy. Instead, any real measurement device is limited by its accuracy, which is always finite.
To formulate a QFT in terms of well-defined field operators, one takes the operator-valued distributions and applies to them a test function, which is a standard procedure in algebraic QFT [199, 287]. The test functions need to fulfill some regularity conditions and may be chosen inspired by the structural conditions of the measurement device. This leads to an averaged or wave-packet quantum field operator, which constitutes a proper observable. See [288] for a discussion of Heisenberg's uncertainty relation in a similar setup.

A convenient choice are Gaussian test functions $\mathcal{A}(p)$, which are Schwartz functions $\mathcal{A}_{k}(p) \in \mathscr{S}(\mathbb{R})$. Also, Gaussians often approximate experimental procedures rather well. As we work in momentum space, we choose a Gaussian centered around a momentum $k$, which we write as $\mathcal{A}_{k}(p)$, to define an averaged field operator corresponding to the momentum $k$ as

$$
\begin{equation*}
\boldsymbol{\phi}\left(\mathcal{A}_{k}\right)=\int \frac{\mathrm{d} p}{2 \pi} \mathcal{A}_{k}(p) \boldsymbol{\phi}(p) \tag{9.62}
\end{equation*}
$$

As the quantum field itself, this operator fulfills an eigenvalue equation in analogy to (9.12)

$$
\begin{equation*}
\boldsymbol{\phi}\left(\mathcal{A}_{k}\right)\left|\phi\left(\mathcal{A}_{k}\right)\right\rangle=\phi\left(\mathcal{A}_{k}\right)\left|\phi\left(\mathcal{A}_{k}\right)\right\rangle, \tag{9.63}
\end{equation*}
$$

with $\phi\left(\mathcal{A}_{k}\right)$ being the classical eigenvalues.
We wish to investigate the field-theoretic REUR (9.36) for averaged quantum fields and exemplarily consider a single excitation. The corresponding averaged Schrödinger wave functional reads

$$
\begin{equation*}
\Psi_{1_{k}}[\phi]=\frac{\phi\left[\mathcal{A}_{k}\right]}{\sqrt{\overline{\mathcal{M}}(k, k)}} \bar{\Psi}[\phi] \tag{9.64}
\end{equation*}
$$

and by Born's rule (9.16) we can compute the functional probability density

$$
\begin{equation*}
F_{1_{k}}[\phi]=\frac{\phi^{2}\left[\mathcal{A}_{k}\right]}{\overline{\mathcal{M}}(k, k)} \bar{F}[\phi], \tag{9.65}
\end{equation*}
$$

which is a measurable object, in principle. Its normalization constant $Z_{\phi}^{1}$ fulfills

$$
\begin{equation*}
Z_{\phi}^{1}=\bar{Z}_{\phi} \overline{\mathcal{M}}(k, k) \tag{9.66}
\end{equation*}
$$

but the diagonal entries of the vacuum two-point correlator are now finite as

$$
\begin{equation*}
\overline{\mathcal{M}}(k, k)=\pi \int \frac{\mathrm{d} k^{\prime}}{2 \pi} \frac{\mathcal{A}_{k}^{2}\left(k^{\prime}\right)}{\omega\left(k^{\prime}\right)}<\infty . \tag{9.67}
\end{equation*}
$$

As a consequence, not only the bound of the REUR is finite, but also all terms appearing during the calculation. Omitting a few technical steps, we find that

$$
\begin{align*}
\frac{1}{2} \operatorname{Tr}\left\{\overline{\mathcal{M}}^{-1}\left(\mathcal{M}^{1_{k}}-\overline{\mathcal{M}}\right)\right\} & =\frac{\pi}{\overline{\mathcal{M}}(k, k)} \int \frac{\mathrm{d} k^{\prime}}{2 \pi} \frac{\mathcal{A}_{k}^{2}\left(k^{\prime}\right)}{\omega\left(k^{\prime}\right)}  \tag{9.68}\\
& =1
\end{align*}
$$

where we used (9.67) in the second step.
Hence, we can conclude that the REUR (9.36) does not only accurately describe entropic uncertainty for many modes and quantum fields, but also for averaged quantum fields. Actually, the bound attains the same value in all cases, emphasizing again the universality of formulating uncertainty relations with relative entropy.

# 10 ENTROPIC UNCERTAINTYIN PHASE SPACE 

This chapter is taken from the first half of [D]. I proposed the project and S. F. served as supervisor. The calculations were done by H. M.G. and me and I produced all figures. All authors contributed to the writing, while I wrote large parts of the text. Most of what is presented here is also covered in the bachelor thesis by H. M.-G. [289].
In the previous two chapters we have discussed entropic uncertainty in terms of distributions obtained after measuring two observables separately, i.e. following the homodyne protocol. However, the heterodyne protocol, i.e. a POVM consisting of pure coherent state projectors as introduced in Section 3.4 for position and momentum, provides an alternative. In contrast to the former approach, it outputs a full phase space distribution, namely the Husimi $Q$-distribution, which may be advantageous for certain questions. In particular, this distribution contains information about the correlations between the two observables, which is not included in the marginal distributions.
In the following, we ask whether the EUR in phase space (3.84) is closer to equality for typical states than the EURs by BBM (3.79) and FL (3.82) based on marginal distributions. Our discussion focuses on the continuous variables position and momentum. We leave a similar analysis for other observables for future work.

Our question is not only interesting by itself, but also paves the ground towards tighter separability criteria. In simple words, tighter uncertainty relations allow for better separability criteria in the sense that more entangled states can be detected. As the main conclusion of this chapter is the conjecture that the WL inequality is tighter than the usual BBM relation almost everywhere, we derive new and strong separability criteria in phase space in Part iv.

### 10.1 SETTING UP THE COMPARISON

entropies in phase space We consider a continuous variable quantum system with position $\boldsymbol{X}$ and momentum $\boldsymbol{K}$. While the heterodyne detection gives us access to $Q(x, k)$, the homodyne detection gives us $f(x)$ and $g(k)$. For all distributions we know EURs, namely the WL inequality for $S(Q)$ and the BBM and FL relations for $S(f)+S(g)$.
On first sight, $S(Q)$ and $S(f)+S(g)$ are rather different quantities, as the first is an entropy of a two-dimensional phase space distribution and the latter is a sum of one-dimensional entropies. This raises the question if the comparison of these quantities is feasible at all.

However, one can translate the two marginal distributions $f(x)$ and $g(k)$ (uniquely) into the phase space distribution $f(x) g(k)$, which by definition neglects the correlations between $\boldsymbol{X}$ and $\boldsymbol{K}$. As such, it corresponds to the Wigner $W$-distribution in a special case.

Then, the two-dimensional phase space entropies of the distrbutions $Q(x, k) /(2 \pi)$ and $f(x) g(k)$ are given by

$$
\begin{align*}
S\left(\frac{Q}{2 \pi}\right) & =-\int \mathrm{d} x \mathrm{~d} k \frac{Q(x, k)}{2 \pi} \ln \left(\frac{Q(x, k)}{2 \pi}\right) \\
& =S(Q)+\ln (2 \pi), \\
S(f g) & =\int \mathrm{d} x \mathrm{~d} k f(x) g(k) \ln (f(x) g(k))  \tag{10.1}\\
& =S(f)+S(g) .
\end{align*}
$$

This shows that they are, up to additive constants, related with the left hand sides of the three EURs (3.84), (3.79) and (3.82). In this sense, all three EURs and in particular the two EURs (3.79) and (3.82) containing only entropies of marginal distributions make a statement about entropic uncertainty in the full phase space.
a note on tightness We analyze the tightness of the three EURs in terms of the uncertainty deficit. Hence, we investigate how close the entropies on the left hand side are to the bounds set by the uncertainty principle. A small uncertainty deficit is favorable as this indicates the strength of the statement. Let us emphasize that this does not necessarily mean that if one relation is tighter than another one for certain states that one can deduce a formal implication between them.

Also, let us recall that the three EURs are tight, i.e. reach the bound, for different sets of states. The WL inequality is tight only for pure coherent state projectors, while the BBM relation is additionally tight for squeezed coherent states provided that the $(x, k)$ axes are aligned with the principal axes. In contrast, the FL relation is tight only in the infinite temperature limit.

It is an interesting open problem to find an EUR which is tight for all pure Gaussian states. Note also that such a relation exists in terms of second moments (cf. (3.75)), but not in terms of entropies.
rearranging the eurs As the three EURs of our interest have different right hand sides, we rearrange them accordingly. In this chapter, we compare the following three relations
$\left.\begin{array}{ll}\text { WL } & S(Q)+\ln \pi \\ \text { BBM } & S(f)+S(g) \\ \text { FL } & S(f)+S(g)-S(\rho)+\ln e / 2\end{array}\right\} \geq \ln e \pi$.
We study the relations systematically by considering (pure and mixed) number eigenstates, which form a basis and hence allow us to test several regions of the Hilbert space. For simplicity, we restrict ourselves to states which are diagonal in this basis.

The BBM and FL relations describe entropic uncertainty in phase space for $x$ and $k$ being uncorrelated.

### 10.2 PURE NUMBER EIGENSTATES

states and distributions We start our analysis with pure number eigenstates

$$
\begin{equation*}
\rho=|n\rangle\langle n| . \tag{10.3}
\end{equation*}
$$

The state vector $|n\rangle$ can be obtained from the vacuum $|0\rangle$ defined through $\boldsymbol{a}|0\rangle=0$ by repeatedly applying the creation operator $\boldsymbol{a}^{\dagger}$

$$
\begin{equation*}
|n\rangle=\frac{1}{\sqrt{n!}}\left(a^{\dagger}\right)^{n}|0\rangle . \tag{10.4}
\end{equation*}
$$

As the state is pure $S(\boldsymbol{\rho})=0$, the FL EUR is always less tight than the BBM relation.
To compute the Husimi $Q$-distribution, it is useful to note that a pure coherent state $|\alpha\rangle$ can be expanded in terms of number eigenstates

$$
\begin{equation*}
|\alpha\rangle=\sum_{n=0}^{\infty} e^{-\frac{1}{2}\left(x^{2}+k^{2}\right)} \frac{(x+i k)^{n}}{\sqrt{2^{n} n!}}|n\rangle, \tag{10.5}
\end{equation*}
$$

where we used the parameterization (3.46). Hence, the overlap between a coherent state and a number eigenstate is given by

$$
\begin{equation*}
\langle n \mid \alpha\rangle=e^{-\frac{1}{2}\left(x^{2}+k^{2}\right)} \frac{(x+i k)^{n}}{\sqrt{2^{n} n!}} \tag{10.6}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
Q_{n}(x, k)=|\langle n \mid \alpha\rangle|^{2}=\frac{\left(x^{2}+k^{2}\right)^{n}}{2^{n} n!} e^{-\frac{1}{2}\left(x^{2}+k^{2}\right)} \tag{10.7}
\end{equation*}
$$

The probability density functions $f(x)$ and $g(k)$ have equal shape and read

$$
\begin{equation*}
f_{n}(x)=|\langle n \mid x\rangle|^{2}=\frac{H_{n}^{2}(x)}{\sqrt{\pi} 2^{n} n!} e^{-x^{2}} \tag{10.8}
\end{equation*}
$$

where $H_{n}(x)$ denotes the physicist's Hermite polynomials.

MARGINAL ENTROPY Computing the entropies $S\left(f_{n}\right)$ and $S\left(g_{n}\right)$ is a surprisingly hard task, which can be traced back to the appearance of the Hermite polynomials $H_{n}(x)$ inside the logarithm [290-293]. More precisely, one can easily confirm that the entropy evaluates to

$$
\begin{equation*}
S\left(f_{n}\right)=\ln \left(\sqrt{\pi} 2^{n} n!\right)+n+\frac{1}{2}+\frac{1}{\sqrt{\pi} 2^{n} n!} E\left(H_{n}\right) . \tag{10.9}
\end{equation*}
$$

However, it is complicated to compute $E\left(H_{n}\right)$, which denotes the Hermite polynomial entropy. At the end one finds

$$
\begin{align*}
E\left(H_{n}\right) & =-\int_{-\infty}^{+\infty} \mathrm{d} x e^{-x^{2}} H_{n}^{2}(x) \ln H_{n}^{2}(x) \\
& =n \gamma-2 \sum_{i=1}^{n} x_{n, i}^{2} F_{2}\left(1,1 ; \frac{3}{2}, 2 ;-x_{n, i}^{2}\right)  \tag{10.10}\\
& +\sum_{k=1}^{n}\binom{n}{k} \frac{(-1)^{k} 2^{k}}{k} \sum_{i=1}^{n}{ }_{1} F_{1}\left(k, \frac{1}{2},-x_{n, i}^{2}\right),
\end{align*}
$$

where again $\gamma \approx 0.577,{ }_{2} F_{2}(a, b ; c, d ; z)$ is a generalized hypergeometric function, ${ }_{1} F_{1}(a, b ; z)$ is Kummer's confluent hypergeometric function for $z \in \mathbb{C}$ and $x_{n, i}$ are the roots of the $n$-th Hermite polynomial $H_{n}\left(x^{2}\right)$. Note that this expression has to be evaluated numerically for all $n \in \mathbb{N}$.

Let us also investigate the limiting behavior for large $n \gg 1$. Although the Hermite polynomial entropy (10.10) is a complicated expression, one can find an approximation for the differential entropy

$$
\begin{equation*}
S\left(f_{n}\right) \approx \frac{1}{2}\left(-2+\ln 2 \pi^{2} n\right) \tag{10.11}
\end{equation*}
$$

for $n \gg 1$. See also [291] for a numerical investigation.
wehrl entropy Interestingly, the Wehrl entropy $S\left(Q_{n}\right)$ can be computed analytically in a straight forward manner. Note that this is often the case and is a general advantage over the marginal entropies $S\left(f_{n}\right)$ and $S\left(g_{n}\right)$. After performing a few Gaussian integrals one ends up with (see also [294])

$$
\begin{equation*}
S\left(Q_{n}\right)=1+n\left(1+\gamma-\eta_{n}\right)+\ln n! \tag{10.12}
\end{equation*}
$$

with $\eta_{n}$ being the $n$th harmonic number, i.e.

$$
\begin{equation*}
\eta_{n}=\sum_{j=1}^{n} \frac{1}{j^{\prime}} \tag{10.13}
\end{equation*}
$$

with the convention $\eta_{0}=0$. In the limit of large $n \gg 1$, we can apply Stirling's formula $n!\approx \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}$, which for $n \gg 1$ leads to the simple result

$$
\begin{equation*}
S\left(Q_{n}\right) \approx \frac{1}{2}(1+\ln 2 \pi n) \tag{10.14}
\end{equation*}
$$

comparison We plot the three resulting EURs with the expressions (10.9) and (10.12) together with the bound $\ln e \pi$ in Figure 10.1a. Besides the trivial result that the FL relation is worst for pure number eigenstates, we find that the WL inequality is tighter than the BBM relation for $n>1$. For $n=0$, the two agree, while for $n=1$ the BBM relation is tightest. We can conclude that the WL relation is tightest almost everywhere.

Also, we plot the WL relation against the BBM relation together with their expressions for large $n \gg 1$ in Figure 10.1b, showing that the latter grows much faster than the former. Further, we can read off that the approximation (10.14) works rather well for $n \sim 1$, while (10.11) is approached by (10.9) only for sufficiently large $n \gg 1$.


Figure 10.1: (a) EURs in (10.2) for pure number eigenstates (10.3) with $n \in\{0, \ldots, 10\}$. Note that for $n=1$ we obtain $S\left(Q_{1}\right)+\ln \pi \approx$ $2.72>S\left(f_{1}\right)+S\left(g_{1}\right) \approx 2.69$, while for $n=2$ we have $S\left(Q_{2}\right)+\ln \pi \approx 2.992<S\left(f_{2}\right)+S\left(g_{2}\right) \approx 2.997$. The curves represent interpolations. (b) WL and BBM relations with their approximations for large $n \gg 1$ (indicated by the two curves).

### 10.3 MIXTURES OF NUMBER EIGENSTATES

mixing two number eigenstates Let us now investigate mixtures of number eigenstates. We start with mixing two number eigenstates $|n\rangle$ and $|m\rangle$, such that the density operator reads

$$
\begin{equation*}
\boldsymbol{\rho}_{n m}=q|n\rangle\langle n|+(1-q)|m\rangle\langle m| . \tag{10.15}
\end{equation*}
$$

Therein, $q \in[0,1]$ denotes the probability to obtain the pure state $|n\rangle\langle n|$ and can be interpreted as a mixing parameter. The marginal entropies $S\left(f_{n m}\right)$ and $S\left(g_{n m}\right)$ as well as the Wehrl entropy $S\left(Q_{n m}\right)$ have to be computed numerically for fixed $n, m$ as in both cases one ends up with a logarithm of a sum. The von Neumann entropy evaluates to a Shannon entropy $S(\rho)=S(q)$. Exemplarily, we show the three EURs for $n=0$ and $m=1$ in Figure 10.2a, for $n=2$ and $m=5$ in Figure 10.2 b and for $n=6$ and $m=7$ in Figure 10.2c. We observe that WL inequality is closer to equality compared to the BBM relation for almost all $q \in[0,1]$. Only for $q \approx 0$ and $m=1$, which corresponds


Figure 10.2: EURs in (10.2) for a mixture of two number eigenstates (10.15). The WL relation is tighter than the BBM relation almost everywhere, while the FL relation can become tightest for highly mixed and low-lying number eigenstates.
to $\rho \approx|1\rangle\langle 1|$, the BBM relation is tighter, which is accordance with our findings in Figure 10.1. We also find that the WL inequality is less concave in $q$ compared to the BBM relation. Finally, the relation by Frank and Lieb is tightest for sufficiently mixed states, i.e. around $q \approx 0.5$, but becomes less tight than the WL relation when mixing higher excitations.
thermal state At last, we consider the thermal state for the Hamiltonian of a quantum harmonic oscillator $\boldsymbol{H}=\omega\left(\boldsymbol{N}+\frac{1}{2}\right)$ with $N=\boldsymbol{a}^{\dagger} \boldsymbol{a}$ being the particle number operator. It reads

$$
\begin{equation*}
\boldsymbol{\rho}_{\mathrm{c}}=\frac{1}{Z_{\mathrm{c}}} e^{-\beta \boldsymbol{H}}=\frac{1}{Z_{\mathrm{c}}} \sum_{n=0}^{\infty} e^{-\beta \omega\left(n+\frac{1}{2}\right)}|\boldsymbol{n}\rangle\langle\boldsymbol{n}| \tag{10.16}
\end{equation*}
$$

with

$$
\begin{equation*}
Z_{\mathrm{C}}=\sum_{n}^{\infty} e^{-\beta \omega\left(n+\frac{1}{2}\right)}=\frac{1}{2 \sinh \frac{\beta \omega}{2}} \tag{10.17}
\end{equation*}
$$

ensuring normalization of the state.
The marginal distributions $f_{\mathrm{c}}(x)$ and $g_{\mathrm{c}}(p)$ are again of the same form and can be computed using Mehler's formula [295]. One finds that the distribution $f(x)$ is a centered Gaussian

$$
\begin{equation*}
f_{\mathrm{c}}(x)=\frac{1}{Z} \sum_{n=0}^{\infty}|\langle n \mid x\rangle|^{2} e^{-\beta \omega\left(n+\frac{1}{2}\right)}=\frac{1}{\sqrt{2 \pi \sigma_{\mathrm{c}}^{2}}} e^{-\frac{1}{2}\left(\frac{x}{\sigma_{\mathrm{c}}}\right)^{2}} \tag{10.18}
\end{equation*}
$$

with a variance of the form

$$
\begin{equation*}
\sigma_{\mathrm{c}}^{2}=\left(2 \tanh \frac{\beta \omega}{2}\right)^{-1} \tag{10.19}
\end{equation*}
$$

Then, the sum of the two marginal entropies is given by

$$
\begin{equation*}
S\left(f_{\mathrm{c}}\right)+S\left(g_{\mathrm{c}}\right)=1+\ln \pi-\ln \left(\tanh \frac{\beta \omega}{2}\right) \tag{10.20}
\end{equation*}
$$

As expected, the BBM relation becomes tight in the zero temperature $\operatorname{limit} \beta \rightarrow \infty$.

For large temperatures, the thermal state is highly mixed, which is expressed through the von Neumann entropy

$$
\begin{equation*}
S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)=-\ln \left(1-e^{-\beta \omega}\right)+\frac{\beta \omega}{e^{\beta \omega}-1} \tag{10.21}
\end{equation*}
$$

such that the left hand side of the FL relation becomes

$$
\begin{align*}
& S\left(f_{\mathrm{c}}\right)+S\left(g_{\mathrm{c}}\right)-S\left(\boldsymbol{\rho}_{\mathrm{c}}\right)+\ln \frac{e}{2} \\
& =2+\ln \left(\frac{\pi}{2} \frac{1-e^{-\beta \omega}}{\tanh \frac{\beta \omega}{2}}\right)-\frac{\beta \omega}{e^{\beta \omega}-1} \tag{10.22}
\end{align*}
$$

The Husimi $Q$-distribution can be calculated in a simpler way by using the MacLaurin series of the exponential function

$$
\begin{align*}
Q_{\mathrm{c}}(x, k) & =\frac{1}{Z_{\mathrm{c}}} \sum_{n=0}^{\infty} \frac{\left(x^{2}+k^{2}\right)^{n}}{2^{n} n!} e^{-\frac{1}{2}\left(x^{2}+k^{2}\right)} e^{-\beta \omega\left(n+\frac{1}{2}\right)}  \tag{10.23}\\
& =\frac{1}{Z_{\mathrm{c}}} e^{-\frac{1}{2}\left(x^{2}+k^{2}\right)\left(1-e^{-\beta \omega}\right)-\frac{\beta \omega}{2}}
\end{align*}
$$

and is also of Gaussian form. We find for the left hand side of the WL inequality

$$
\begin{equation*}
S\left(Q_{c}\right)+\ln \pi=1+\frac{\beta \omega}{2}+\ln \left(\frac{\pi}{2} \operatorname{csch} \frac{\beta \omega}{2}\right) \tag{10.24}
\end{equation*}
$$

As for the BBM relation, the WL inequality becomes tight in the zero temperature limit $\beta \rightarrow \infty$.

The three resulting EURs are shown in Figure 10.3. We find that the WL relation is closer to equality than the BBM relation and that both become tight for $\beta \rightarrow \infty$. Only for high temperatures the FL relation is tightest and becomes tight for $\beta \rightarrow 0$.


Figure 10.3: EURs in (10.2) for the thermal state (10.16). The WL relation is tighter than the BBM relation. Both become tight for $\beta \rightarrow \infty$. For sufficiently high temperatures, the FL relation becomes tightest as the state becomes more mixed. Also, it is tight in the infinite temperature limit $\beta \rightarrow 0$.

GENERAL COMMENT AND A CONJECTURE Extrapolating the concrete evidence we have collected in the previous two sections allows us to conjecture that the WL inequality is tightest almost everywhere. To be more precise, we consider the subspaces of the full Hilbert space $\mathcal{H}^{\prime}, \mathcal{H}^{\prime \prime} \subset \mathcal{H}$ for which the BBM or the FL relations are closer to equality than the WL inequality, respectively. Then, our conjecture is that $D^{\prime}, D^{\prime \prime} \ll D$. We have more evidence for the first statement, which is the important one regarding entanglement witnessing. A formal proof for both statements, which is expected to be rather complicated especially in the latter case, is left for future work.

Also, we have seen that the Wehrl entropy is often easier to compute than marginal entropies, which might be of relevance depending on the application.

Is the WL relation tightest almost everywhere?

## Part IV

## ENTANGLEMENT

We derive new separability criteria in phase space in terms of the Husimi $Q$-distribution. For pure states, we consider the Wehrl mutual information (Chapter 11), while for mixed states we deduce entropic criteria (Chapter 12), which are then generalized to concave functions (Chapter 13)

## 11

## ANALYSIS OF ENTROPIC WEHRL QUANTITIES

We follow the second half of [D], which is not contained in the bachelor thesis by H. M.-G. [289]. The project was supervised by S. F. and proposed by me. Most calculations were done by me, some together with H. M.-G.. I created all figures and wrote the early versions of the manuscript. All authors contributed in finalizing the draft.

We now turn to the phenomenon entanglement, which is a central feature of quantum systems. Again, we consider the continuous variables position and momentum, for which we discussed several separability criteria to detect entanglement in Section 3.6. What all reviewed approaches have in common is that they rely on the detection of the two marginal distributions $f(x)$ and $g(k)$.

In the following, we investigate how separability criteria can be formulated starting from the Husimi $Q$-distribution. Besides work on entanglement monotones for pure states based on a variant of the Wehrl entropy in [296], the Husimi Q-distribution has not been considered in this regard so far. We may speculate that this might be a consequence of the Husimi $Q$-distribution being the result of a joint measurement, which does not allow to violate any Bell inequality [297-299]. Nevertheless, the Husimi $Q$-distribution contains the full information about the underlying quantum state and hence one can indeed formulate separability criteria.

Also, in the previous chapter we have seen that the WL inequality is often tighter than the BBM relation, which is typically used to obtain entropic separability criteria (e.g. the WTSTD criteria (3.108)). As uncertainty relations are fundamentally linked to separability criteria and tighter uncertainty relations typically lead to stronger separability criteria, it is worth to study the Husimi $Q$-distribution in this regard.

In this chapter, we analyze the Wehrl conditional entropy and the Wehrl mutual information in Section 11.1, which turn out to be useful for the detection of pure entangled states as exemplified in Section 11.2.

### 11.1 CONDITIONAL ENTROPY AND MUTUAL INFORMATION

biPartite system for arbitrary modes We consider the most general setup, i.e. a bipartition 12 where the subsystems 1 and 2 consist of $N$ and $M$ modes, respectively. Every single mode $l$ is described
by the two degrees of freedom $\boldsymbol{X}_{l}$ and $\boldsymbol{K}_{l}$, which fulfill the Heisenberg algebra $\left[\boldsymbol{X}_{l}, \boldsymbol{K}_{l^{\prime}}\right]=i \delta_{l l^{\prime}}$. Typically, these operators correspond to position and momentum. Then, we can associate vectors $\overrightarrow{\boldsymbol{X}}_{j}=\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{N}\right)$ and $\overrightarrow{\boldsymbol{K}}_{j}=\left(\boldsymbol{X}_{N+1}, \ldots, \boldsymbol{X}_{N+M}\right)$ and Hilbert spaces $\mathcal{H}_{j}$ with every subsystem $j \in\{1,2\}$. The coherent state of a subsystem is given by a tensor product over single coherent states, for example

$$
\begin{equation*}
|\vec{\alpha}\rangle=\bigotimes_{l=1}^{N}\left|\alpha_{l}\right\rangle \tag{11.1}
\end{equation*}
$$

for subsystem 1. Similarly, we associate $|\vec{\beta}\rangle$ with subsystem 2 , such that the global coherent states read $|\vec{\alpha} \vec{\beta}\rangle=|\vec{\alpha}\rangle \otimes|\vec{\beta}\rangle$.
The global Husimi $Q$-distribution is $(N+M)$-dimensional and is calculated from the global state $\rho_{12}$, i.e. $Q_{12}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right)=\langle\vec{\alpha} \vec{\beta}| \rho_{12}|\vec{\alpha} \vec{\beta}\rangle$. The local Husimi $Q$-distributions can either by obtained from the local states or from integrating out the complementary subsystem in the global Husimi $Q$-distribution. For example, for subsystem 1 we have

$$
\begin{equation*}
Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)=\langle\vec{a}| \rho_{1}|\vec{\alpha}\rangle=\int \frac{\mathrm{d} \vec{x}_{2} \mathrm{~d} \vec{k}_{2}}{(2 \pi)^{M}} Q_{12}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right) . \tag{11.2}
\end{equation*}
$$

We also consider conditional Husimi $Q$-distributions, which describe one subsystem after having measured the other one first. If a heterodyne measurement of subsystem 2 produces the outcome $\vec{\beta}$, the conditional Husimi $Q$-distribution of subsystem 1 is given by

$$
\begin{align*}
Q_{1}\left(\vec{x}_{1}, \vec{k}_{1} \mid \vec{x}_{2}, \vec{k}_{2}\right) & =\operatorname{Tr}\left\{\frac{\langle\vec{\beta}| \rho_{12}|\vec{\beta}\rangle}{\langle\vec{\beta}| \rho_{2}|\vec{\beta}\rangle}|\vec{\alpha}\rangle\langle\vec{\alpha}|\right\} \\
& =\frac{\langle\vec{\alpha} \vec{\beta}| \rho_{12}|\vec{\alpha} \vec{\beta}\rangle}{\langle\vec{\beta}| \rho_{2}|\vec{\beta}\rangle}  \tag{11.3}\\
& =\frac{Q_{12}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right)}{Q_{2}\left(\vec{x}_{2}, \vec{k}_{2}\right)},
\end{align*}
$$

which is in complete analogy to classical probability distributions (cf. Section 2.1). Note that $\langle\vec{\beta}| \rho_{12}|\vec{\beta}\rangle$ is an operator acting on $\mathcal{H}_{1}$.
wehrl relative entropy To define the Wehrl conditional entropy and the Wehrl mutual information properly, we define the Wehrl relative entropy first. In complete analogy to its standard definition it is defined for two Husimi $Q$-distributions $Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)$ and $\tilde{Q}_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)$ (for brevity we only consider subsystem 1 here)

$$
\begin{align*}
& S\left(Q_{1} \| \tilde{Q}_{1}\right) \\
& =\int \frac{\mathrm{d} \vec{x}_{1} \mathrm{~d} \vec{k}_{1}}{(2 \pi)^{N}} Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)\left(\ln Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)-\ln \tilde{Q}_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)\right) . \tag{11.4}
\end{align*}
$$

If the support condition supp $\left[Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)\right] \subseteq \operatorname{supp}\left[\tilde{Q}_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)\right]$ is violated, we set to $S\left(Q_{1} \| \tilde{Q}_{1}\right)=+\infty$. As usual, the Wehrl relative entropy
serves as a measure for the distinguishability between the two Husimi $Q$-distributions. Although the Husimi $Q$-distribution is bounded from above, the facts that it is non-negative and normalized suffice to show that the Wehrl relative entropy is non-negative. More precisely, applying Jensen's inequality to the convex function $f(t)=-\ln t$ for $t \geq 0$ indeed gives [12]

$$
\begin{align*}
S\left(Q_{1} \| \tilde{Q}_{1}\right) & \geq-\ln \left(\int \frac{\mathrm{d} \vec{x}_{1} \mathrm{~d} \vec{k}_{1}}{(2 \pi)^{N}} Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right) \frac{\tilde{Q}_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)}{Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)}\right) \\
& =-\ln \left(\int \frac{\mathrm{d} \vec{x}_{1} \mathrm{~d} \vec{k}_{1}}{(2 \pi)^{N}} \tilde{Q}_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)\right)  \tag{11.5}\\
& =0
\end{align*}
$$

where we assumed the support condition to be fulfilled. As $-\ln t$ is strictly convex for $t>0$, equality holds if and only if the two Husimi $Q$-distributions agree.
Let us also note that the Wehrl relative entropy does not fulfill the monotonicity property of the quantum relative entropy. In fact, not even a weaker property, namely invariance under unitary transformations, holds.
wehrl conditional entropy In Section 3.6 we have seen that separable states have a non-negative quantum conditional entropy, while entangled states may have have a negative quantum conditional entropy. In general, it is expected that correlations between the two subsystems manifest in reducing conditional entropies (classical and quantum).

Also, conditional classical entropies of measured distributions of non-commuting observables, are, just as classical entropies, constrained by EURs. In this case, one of the two subsystem plays the role of a memory system and one speaks of an EUR in the presence of memory. We will analyze the Wehrl conditional entropy in these two regards in the following.

As we deal with infinite-dimensional Hilbert spaces, we need to impose finiteness of all involved entropies to have well-defined quantities [75]. Assuming $S\left(Q_{1}\right)<\infty$ allows us to the Wehrl conditional entropy in analogy to (2.18)

$$
\begin{equation*}
S\left(Q_{1} \mid Q_{2}\right)=S\left(Q_{1}\right)-S\left(Q_{12} \| Q_{1} \times Q_{2}\right) \tag{11.6}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
S\left(Q_{1} \mid Q_{2}\right)=S\left(Q_{12}\right)-S\left(Q_{2}\right) \tag{11.7}
\end{equation*}
$$

provided that $S\left(Q_{2}\right)<\infty$. It is well-known that the Wehrl conditional entropy is non-negative, or, in other words, that the Wehrl entropy is monotonous with respect to the partial trace [23]

$$
\begin{equation*}
S\left(Q_{1} \mid Q_{2}\right) \geq 0 \tag{11.8}
\end{equation*}
$$

The Wehrl conditional entropy is bounded from below by the uncertainty principle.

The Wehrl mutual information is a measurable perfect witness for pure state entanglement.
which is a consequence of $Q_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right) \geq Q_{12}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right)$.
However, we can easily show that there exists a stronger bound as a consequence of the uncertainty principle. We rewrite the Wehrl conditional entropy with the conditional Husimi $Q$-distribution

$$
\begin{align*}
S\left(Q_{1} \mid Q_{2}\right)= & -\int \frac{\mathrm{d} \vec{x}_{2} \mathrm{~d} \vec{k}_{2}}{(2 \pi)^{M}} Q_{2}\left(\vec{x}_{2}, \vec{k}_{2}\right) \\
& \times \int \frac{\mathrm{d} \vec{x}_{1} \mathrm{~d} \vec{k}_{1}}{(2 \pi)^{N}} Q_{1}\left(\vec{x}_{1}, \vec{k}_{1} \mid \vec{x}_{2}, \vec{k}_{2}\right) \ln Q_{1}\left(\vec{x}_{1}, \vec{k}_{1} \mid \vec{x}_{2}, \vec{k}_{2}\right), \tag{11.9}
\end{align*}
$$

which is in complete analogy to the other standard definition (2.17). As the conditional Husimi $Q$-distribution is a Husimi $Q$-distribution itself, we can apply the WL inequality to the second row of the latter equation to obtain

$$
\begin{equation*}
S\left(Q_{1} \mid Q_{2}\right) \geq N, \tag{11.10}
\end{equation*}
$$

which is an EUR for the Wehrl conditional entropy in the presence of classical memory. This shows that the Wehrl conditional entropy behaves like a classical conditional entropy and that it cannot be used for entanglement witnessing in the same way as the quantum conditional entropy. Nevertheless, its behavior for correlated states is quite surprising and will be investigated in more detail in Section 11.2.
Note also that in [300] (see also [138, 139]), an EUR in the presence of quantum memory was found, for which classical-quantum states and corresponding Wehrl entropies have been used. However, such a relation can not be utilized easily in an experiment as it requires the knowledge of the quantum state of one of the two subsystems.
wehrl mutual information The Wehrl mutual information is defined as the Wehrl relative entropy with respect to a product Husimi $Q$-distribution, i.e.

$$
\begin{equation*}
I\left(Q_{1}: Q_{2}\right)=S\left(Q_{12} \| Q_{1} \times Q_{2}\right) . \tag{11.11}
\end{equation*}
$$

The Wehrl mutual information is non-negative and zero if and only if the global Husimi $Q$-distribution factorizes, which corresponds to the global state being a product state $\rho_{12}=\rho_{1} \otimes \rho_{2}$. One can rewrite it as

$$
\begin{align*}
I\left(Q_{1}: Q_{2}\right) & =S\left(Q_{1}\right)+S\left(Q_{2}\right)-S\left(Q_{12}\right)  \tag{11.12}\\
& =S\left(Q_{1}\right)-S\left(Q_{1} \mid Q_{2}\right),
\end{align*}
$$

provided that all involved Wehrl entropies are finite.
The Wehrl mutual information measures quantum and classical correlations. Hence, if we restrict ourselves to globally pure states $S\left(\rho_{12}\right)=0, I\left(Q_{1}: Q_{2}\right)$ quantifies only quantum correlations between the two subsystems being zero if and only if entanglement is not present. Hence, we can conclude that $I\left(Q_{1}: Q_{2}\right)=0$ is a necessary and sufficient condition for pure states to be separable.

It should be noted that for pure states many necessary and sufficient criteria exists. This includes the PPT criterion (3.98) as well as the quantum conditional entropy being non-negative (3.97). However, these criteria require the knowledge of the full quantum state $\rho_{12}$. The crucial advantage of our approach lies in the measurability of the Husimi $Q$-distribution.

Furthermore, let us remark that the Wehrl mutual information is neither an entanglement measure, nor an entanglement monotone, as it does not fulfill the minimum requirement of invariance under local unitaries

$$
\begin{equation*}
I\left(Q_{1}^{\prime}: Q_{2}^{\prime}\right) \neq I\left(Q_{1}: Q_{2}\right) \tag{11.13}
\end{equation*}
$$

with $\rho_{12}^{\prime}=\left(\boldsymbol{U}_{1} \otimes \boldsymbol{U}_{2}\right) \boldsymbol{\rho}_{12}\left(\boldsymbol{U}_{1}^{\dagger} \otimes \boldsymbol{U}_{2}^{\dagger}\right)$ where $\boldsymbol{U}_{1}$ and $\boldsymbol{U}_{2}$ are unitary operators. A counterexample is given by $\boldsymbol{U}_{1}=\mathbb{1}$ and $\boldsymbol{U}_{2}=\boldsymbol{S}(a)$ with $S(a)$ being the squeezing operator on subsystem 2 and $a>0$.

However, there is an interesting relation between the Wehrl mutual information and the quantum mutual information [127]

$$
\begin{equation*}
I\left(Q_{1}: Q_{2}\right) \leq I\left(\rho_{1}: \rho_{2}\right) \tag{11.14}
\end{equation*}
$$

showing that the true quantum and classical correlations are never overestimated by the Wehrl mutual information. For pure states, we obtain the inequality

$$
\begin{equation*}
\frac{1}{2} I\left(Q_{1}: Q_{2}\right) \leq S\left(\rho_{1}\right)=S\left(\rho_{2}\right) \tag{11.15}
\end{equation*}
$$

Although the Wehrl mutual information is only a perfect entanglement witness and not an entanglement measure, it is a lower for the entanglement entropy. Hence, it can not only be used to decide whether a globally pure state is entangled or not, it also provides a lower bound on the entanglement measure for pure states. If the global state is not pure, (11.14) allows to make a statement about how much the state is correlated at least.

NOTE ON MARGINAL MUTUAL INFORMATIONS Let us remark that a marginal mutual information, e.g. $I\left(f_{1}: f_{2}\right)$, does not serve as a perfect witness as it does not capture correlations in or with other observables. Only distributions from informationally complete measurements can be used in this sense. For marginal mutual informations there is an open conjecture resembling (11.14) (see [301])

$$
\begin{equation*}
I\left(f_{1}: f_{2}\right)+I\left(g_{1}: g_{2}\right) \stackrel{?}{\leq} I\left(\boldsymbol{\rho}_{1}: \boldsymbol{\rho}_{2}\right) . \tag{11.16}
\end{equation*}
$$

Even is this relation is true, correlations between positions and momenta are not included. This shows once again the advantage of detecting a full phase space distribution.

The Wehrl mutual information tells how much a globally pure state is entangled at least.

### 11.2 GAUSSIAN STATES AND EXAMPLES

gaussian states Let us start with a general (not necessarily pure) global Gaussian state $\rho_{12}$ (see Section 3.4). Without loss of generality we assume that the expectation values of all quadratures vanish, which is justified by the translation invariance of all entropies. The global Husimi $Q$-distribution is of Gaussian from

$$
\begin{equation*}
Q_{12}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right)=\frac{1}{Z} e^{-\frac{1}{2}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right) C_{12}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right)^{T}}, \tag{11.17}
\end{equation*}
$$

where we introduced a real, symmetric and positive definite matrix

$$
C_{12}=\left(\begin{array}{cc}
C_{1} & C_{M}  \tag{11.18}\\
C_{M}^{T} & C_{2}
\end{array}\right)
$$

which can be identified with the inverse covariance matrix of the global Husimi $Q$-distribution $C_{12}=V_{12}^{-1}$, and a normalization constant

$$
\begin{equation*}
Z=\sqrt{\operatorname{det} C_{12}} \tag{11.19}
\end{equation*}
$$

Recall that a pure Gaussian state is characterized by (3.67), i.e. has a covariance matrix $C_{12}^{-1}=V_{12}=\frac{1}{2}\left(\mathbb{1}+S S^{T}\right)$ for some symplectic matrix $S \in S p(2 N+2 M, \mathbb{R})$.

Reordering the exponent in (11.17) according to contributions from the two subsystems gives

$$
\begin{align*}
& Q_{12}\left(\vec{x}_{1}, \vec{k}_{1}, \vec{x}_{2}, \vec{k}_{2}\right) \\
& =\frac{1}{Z} e^{-\frac{1}{2}\left(\vec{x}_{1}, \vec{k}_{1}\right) C_{1}\left(\vec{x}_{1}, \vec{k}_{1}\right)^{T}-\frac{1}{2}\left(\vec{x}_{2}, \vec{k}_{2}\right) C_{2}\left(\vec{x}_{2}, \vec{k}_{2}\right)^{T}-\left(\vec{x}_{1}, \vec{k}_{1}\right) C_{M}\left(\vec{x}_{2}, \vec{k}_{2}\right)^{T}} \tag{11.20}
\end{align*}
$$

showing that correlations (classical and quantum) between the two subsystems are encoded in the mixing term $\left(\vec{x}_{1}, \vec{k}_{1}\right) C_{M}\left(\vec{x}_{2}, \vec{k}_{2}\right)^{T}$. For $C_{M}=0$, this term vanishes and the global Husimi $Q$-distribution factorizes into the two local Husimi Q-distributions.

Let us now compute the entropies. After a straightforward exercise in Gaussian integration one finds for the global Wehrl entropy

$$
\begin{equation*}
S\left(Q_{12}\right)=-\frac{1}{2} \ln \operatorname{det} C_{12}+N+M \tag{11.21}
\end{equation*}
$$

As the Wehrl entropy is maximized by a Gaussian Husimi Q-distribution for a given covariance matrix $V_{12}=C_{12}^{-1}$, the global WL inequality implies a second moment uncertainty relation in phase space

$$
\begin{equation*}
\operatorname{det} C_{12} \leq 1 \Leftrightarrow \operatorname{det}\left(\gamma_{12}+\frac{1}{2} \mathbb{1}\right) \geq 1 \tag{11.22}
\end{equation*}
$$

Compared to the multi-dimensional Robertson-Schrödinger relation (cf. (3.75))

$$
\begin{equation*}
\operatorname{det} \gamma_{12} \geq \frac{1}{4^{N+M}} \tag{11.23}
\end{equation*}
$$

which is invariant under symplectic transformations and hence tight for all pure Gaussian states, our relation (11.22) is only tight for unsqueezed pure Gaussian states. This can be seen from the condition $S^{T} S=\mathbb{1}$, which needs to be fulfilled to reach equality in (11.22) and shows that $S$ has to be an orthogonal matrix corresponding to rotations and displacements in phase space.

To compute the local entropies, we have to calculate the local Husimi $Q$-distributions first (we consider subsystem 2 in the following). Integrating out the complementary subsystem gives

$$
\begin{equation*}
Q_{2}\left(\vec{x}_{2}, \vec{k}_{2}\right)=\sqrt{\frac{\operatorname{det} C_{12}}{\operatorname{det} C_{1}}} e^{-\frac{1}{2}\left(\vec{x}_{2}, \vec{k}_{2}\right)\left(C_{2}-C_{M}^{T} C_{1}^{-1} C_{M}\right)\left(\vec{x}_{2}, \vec{k}_{2}\right)^{T}} \tag{11.24}
\end{equation*}
$$

leading to a local Wehrl entropy

$$
\begin{equation*}
S\left(Q_{2}\right)=-\frac{1}{2} \ln \operatorname{det} C_{12}+\frac{1}{2} \ln \operatorname{det} C_{1}+M . \tag{11.25}
\end{equation*}
$$

Here, we employed the identity

$$
\begin{equation*}
\operatorname{det} C_{12}=\operatorname{det} C_{1} \operatorname{det}\left(C_{2}-C_{M}^{T} C_{1}^{-1} C_{M}\right), \tag{11.26}
\end{equation*}
$$

which holds true provided that $\operatorname{det} C_{1} \neq 0$. Note that the local wL inequality implies

$$
\begin{equation*}
\operatorname{det} C_{12} \leq \operatorname{det} C_{1} . \tag{11.27}
\end{equation*}
$$

Now, we can compute the two quantities of our interest. We assume that all entropies are finite and obtain

$$
\begin{gather*}
S\left(Q_{1} \mid Q_{2}\right)=N-\frac{1}{2} \ln \operatorname{det} C_{1}, \\
I\left(Q_{1}: Q_{2}\right)=\frac{1}{2} \ln \frac{\operatorname{det} C_{1} \operatorname{det} C_{2}}{\operatorname{det} C_{12}} . \tag{11.28}
\end{gather*}
$$

Surprisingly, the Wehrl conditional entropy is independent of the correlations encoded in $C_{M}$, which is in contrast to other classical (and also quantum) conditional entropies. Applying the conditional WL inequality leads to local uncertainty relations (11.10)

$$
\begin{equation*}
\operatorname{det} C_{1} \leq 1, \quad \operatorname{det} C_{2} \leq 1 \tag{11.29}
\end{equation*}
$$

Also, the necessary and sufficient separability criterion for pure states $I\left(Q_{1}: Q_{2}\right)=0$ translates into $C_{M}=0$, as expected.

Wehrl mutual information and simon criterion $\quad C_{M}=0$ is equivalent to $V_{M}=0$ and $\gamma_{M}=0$, which actually implies separability via the PPT criterion, see e.g. $[44,302,303]$. To show the converse, i.e. that $C_{M}=0$ is also implied by the PPT criterion, we consider the Simon criterion (3.102). Hence, we restrict to $N=M=1$ for simplicity in the following.

For a pure Gaussian state we can write $\gamma_{12}=\frac{1}{2} S S^{T}$ with $S \in$ $S p(4, \mathbb{R})$ and the multi-dimensional Robertson-Schrödinger relation (11.23) becomes tight det $\gamma_{12}=\frac{1}{16}$. It is convenient to perform local symplectic transformations $S^{\prime}=\operatorname{diag}\left(S_{1}, S_{2}\right)$ to write $\gamma_{12}=S^{\prime} \Delta_{12} S^{\prime T}$ with $\Delta_{12}$ being the normal form of $\gamma_{12}\left[44,6_{3}\right]$

$$
\Delta_{12}=\left(\begin{array}{cccc}
b & 0 & m_{1} & 0  \tag{11.30}\\
0 & b & 0 & m_{2} \\
m_{1} & 0 & c & 0 \\
0 & m_{2} & 0 & c
\end{array}\right)
$$

with $b, c, m_{1}, m_{2} \in \mathbb{R}$. As symplectic transformations have unit determinant, we have $\operatorname{det} \gamma_{12}=\operatorname{det} \Delta_{12}$ and hence our first purity condition reads

$$
\begin{equation*}
\left(b c-m_{1}^{2}\right)\left(b c-m_{2}^{2}\right)=\frac{1}{16} \tag{11.31}
\end{equation*}
$$

We can find another purity condition for these four parameters by recalling that the symplectic eigenvalues $\lambda_{i}$ (cf. (3.77)), which are all equal to $\frac{1}{2}$ for pure Gaussian states, do also appear (in $\pm$ pairs) in the matrix $i \Omega_{12} \Delta_{12}$. Here, $\Omega_{12}=\mathbb{1} \otimes \Omega$ where $\Omega$ denotes the symplectic metric for a single mode, cf. (3.58). One then finds the second purity condition

$$
\begin{equation*}
\operatorname{det} \gamma_{1}+\operatorname{det} \gamma_{2}+2 \operatorname{det} \gamma_{M}=b^{2}+c^{2}+2 m_{1} m_{2}=\frac{1}{2} . \tag{11.32}
\end{equation*}
$$

Note the appearance of the four invariants $I_{1}=\operatorname{det} \gamma_{1}, I_{2}=\operatorname{det} \gamma_{2}, I_{3}=$ $\operatorname{det} \gamma_{M}$ and $I_{4}=\operatorname{Tr}\left(\Omega \gamma_{1} \Omega \gamma_{M} \Omega \gamma_{2} \Omega \gamma_{M}^{T}\right)$ under the local symplectic transformations $S^{\prime}$, which fulfill $\operatorname{det} \gamma_{12}=I_{1} I_{2}+I_{3}^{2}-I_{4}$ [44].

Let us now apply the PPT criterion in phase space (3.100). It corresponds to a mirror reflection in one of the two local phase spaces and produces a new normal form covariance matrix $\Delta_{12}^{\prime}$. Assuming the PPT condition to be fulfilled, $\Delta_{12}^{\prime}$ must be physical, i.e. fulfill both purity conditions. The local mirror reflection only affects $\operatorname{det} \gamma_{M}^{\prime}=-\operatorname{det} \gamma_{M}$ and one can easily write down the second purity condition for $\Delta_{12}^{\prime}$

$$
\begin{equation*}
\operatorname{det} \gamma_{1}+\operatorname{det} \gamma_{2}-2 \operatorname{det} \gamma_{M}=b^{2}+c^{2}-2 m_{1} m_{2}=\frac{1}{2} \tag{11.33}
\end{equation*}
$$

showing that the PPT criterion implies $\operatorname{det} \gamma_{M}=m_{1} m_{2}=0$. Without loss of generality, we assume $m_{2}=0$ in the following. Then, combining (11.31) with (11.32) and using that $b c \geq 0$ leads to

$$
\begin{equation*}
f(b)=b^{2}\left(\frac{1}{2}-b^{2}\right) \geq \frac{1}{16} . \tag{11.34}
\end{equation*}
$$

However, the function $f(b)$ has a global maximum for $b=\frac{1}{2}$ with $f\left(b=\frac{1}{2}\right)=\frac{1}{16}$, and hence $b=c=\frac{1}{2}$ and $m_{1}=m_{2}=0$, which finally implies $\gamma_{M}=C_{M}=0$ for all pure separable Gaussian states. In this sense, the Wehrl mutual information being zero and the PPT criterion for Gaussian states, i.e. the Simon criterion (3.102), are equivalent.
two-mode squeezed vacuum state We proceed with a more specific example, which is the Two-Mode Squeezed Vacuum (TMSV) state for $N=M=1$ modes [63]

$$
\begin{equation*}
|\psi\rangle_{\mathrm{TMSV}}=\sqrt{1-\lambda^{2}} \sum_{n=0}^{\infty}(-\lambda)^{n}\left|n_{1}\right\rangle \otimes\left|n_{2}\right\rangle \tag{11.35}
\end{equation*}
$$

Sometimes, the squeezing parameter $\lambda \in[0,1]$ is also expressed in terms of another parameter $r \in[0, \infty)$, which are related via

$$
\begin{equation*}
\lambda=\tanh r \tag{11.36}
\end{equation*}
$$

The TMSV state is rather special as it is a pure Gaussian state which is entangled for all $\lambda>0$ while for $\lambda=0$ it corresponds to two uncorrelated vacua. In the opposite limit $\lambda \rightarrow 1$ it becomes the maximally correlated EPR state first described in the famous paper [167]. Note that this state is the purification of the thermal state and hence both subsystems look thermal with a local temperature depending on the squeezing parameter $\lambda$.

The covariance matrix $C_{12}$ is determined by

$$
\begin{equation*}
C_{1}=C_{2}=\mathbb{1}, \quad C_{M}=\operatorname{diag}(\lambda,-\lambda) \tag{11.37}
\end{equation*}
$$

showing that the state is separable if and only if $\lambda=0$ in which case the global Husimi $Q$-distribution factorizes into two vacua. Plugging the latter block matrices into (11.28) gives

$$
\begin{equation*}
S\left(Q_{1} \mid Q_{2}\right)=1, \quad I\left(Q_{1}: Q_{2}\right)=-\ln \left(1-\lambda^{2}\right) \tag{11.38}
\end{equation*}
$$

We show the two quantities together with the quantum mutual information (which can be computed following [63, 304]) in Figure 11.1.


Figure 11.1: Wehrl entropic quantities $S\left(Q_{1} \mid Q_{2}\right)$ and $I\left(Q_{1}: Q_{2}\right)$ together with the quantum mutual information $I\left(\rho_{1}: \rho_{2}\right)$ for the TMSV state (11.35) as a function of the squeezing parameter $\lambda \in[0,1]$.

Interestingly, the lower bound for the Wehrl conditional entropy is attained for all values of the squeezing parameter $\lambda$, despite the two subsystems exhibiting quantum correlations for $\lambda>0$. This allows
for a straightforward application when trying to prepare the TMSV state (11.35). In a typical experiment, the precise value of $\lambda$ fluctuates between subsequent realizations, which leads to a larger Wehrl conditional entropy $S\left(Q_{1} \mid Q_{2}\right)>1$ as a consequence of conditional entropies being concave. Hence, any measured deviation from 1 shows additional (unwanted) classical correlations.
Furthermore, the Wehrl mutual information increases monotonically for increasing $\lambda$ starting from zero for $\lambda=0$ and becomes infinite for $\lambda \rightarrow 1$ showing that the EPR state exhibits a formally infinite amount of quantum correlations.
noon states At last, we consider a non-Gaussian example: the class of NOON states for $N=M=1$ modes

$$
\begin{equation*}
|\psi\rangle_{\mathrm{NOON}}=\frac{1}{\sqrt{2\left(1+\delta_{0 n}\right)}}(|n\rangle \otimes|0\rangle+|0\rangle \otimes|n\rangle), \tag{11.39}
\end{equation*}
$$

with $n \in \mathbb{N}$. Note that the normalization is chosen such that $|\psi\rangle_{\mathrm{NOON}}=$ $|0\rangle \otimes|0\rangle$ for $n=0$. A NOON state is separable if and only if $n=0$. Note also that for $n=1$ we obtain one of the four Bell states.

The global and local Husimi $Q$-distributions read

$$
\begin{align*}
Q_{12}\left(x_{1}, k_{1}, x_{2}, k_{2}\right)= & \frac{e^{-\frac{1}{2}\left(x_{1}^{2}+k_{1}^{2}+x_{2}^{2}+k_{2}^{2}\right)}}{2^{n+1} n!\left(1+\delta_{0 n}\right)} \\
& \times\left[\left(x_{1}-i k_{1}\right)^{n}+\left(x_{2}-i k_{2}\right)^{n}\right]  \tag{11.40}\\
& \times\left[\left(x_{1}+i k_{1}\right)^{n}+\left(x_{2}+i k_{2}\right)^{n}\right], \\
Q_{2}\left(x_{2}, k_{2}\right)= & \frac{e^{-\frac{1}{2}\left(x_{2}^{2}+k_{2}^{2}\right)}}{2^{n+1} n!}\left[\left(x_{2}^{2}+k_{2}^{2}\right)^{n}+2^{n} n!\right] .
\end{align*}
$$

The entropic Wehrl quantities have to be computed numerically, while the quantum mutual information evaluates to $I\left(\rho_{1}: \rho_{2}\right)=2 \ln 2$ for all $n \in \mathbb{N}$. The results are shown in Figure 11.2.


Figure 11.2: Wehrl quantities $S\left(Q_{1} \mid Q_{2}\right)$ and $I\left(Q_{1}: Q_{2}\right)$ together with the quantum mutual information $I\left(\rho_{1}: \rho_{2}\right)$ for the NOON states (11.39) as a function of $n$. The curves represent interpolations.

It important to notice that no other entropic separability criterion is capable of witnessing the NOON states for all $n>0$. The strong entropic criteria (which are also only valid for globally pure states) in [47] and [49] can only detect NOON states up to $n=5$ and $n=6$, respectively. In contrast, the Wehrl mutual information is positive for all $n>0$ and hence it can witness all entangled NOON states. Also, the Wehrl mutual information increases monotonically for $n \geq 2$ and approaches the value of the quantum mutual information, which is independent of $n$.

# 12 ENTROPIC SEPARABILITY CRITERIA 

This chapter is taken from [C]. I proposed the project and S. F. and M. G. jointly supervised the work. I derived the entropic separability criteria and did all calculations. Also, I wrote the early drafts. The figures were produced by O. S., while I computed all quantities involved. All authors contributed in the writing of the manuscript.
For continuous variable systems, we have seen that the Wehrl mutual information provides a necessary and sufficient criterion for separability in the case of globally pure states. However, experiments have to deal with many imperfections in the form of additional classical correlations and also finite statistics. Although experimentally prepared states are often of high purity, they are never perfectly pure. To deal with this issue, we have to derive separability criteria, which are also valid for mixed separable states.
Instead of considering the global and local Husimi $Q$-distributions, we construct non-local variables similar to the setup discussed in Section 3.6. We adapt this strategy for the Husimi $Q$-distribution and derive new entropic separability criteria in Section 12.1. We apply these criteria to Gaussian states in Section 12.2 to obtain new second moment criteria and to study their behavior under symplectic transformations. Finally, we consider two classes of entangled non-Gaussian states, where other (entropic) criteria fail, in Section 12.3.

### 12.1 DERIVATION BASED ON ENTROPY POWER INEQUALITY

husimi $Q$-distribution and local rotations We start from a bipartition of $1+1$ modes each being described by continuous variables $\boldsymbol{X}_{j}$ and $\boldsymbol{K}_{k}$ fulfilling the Heisenberg algebra $\left[\boldsymbol{X}_{j}, \boldsymbol{K}_{k}\right]=i \delta_{j k}$ and with the subsystems being labeled by $j, k \in\{1,2\}$. We allow every local variable pair $\left(\boldsymbol{X}_{j}, \boldsymbol{K}_{j}\right)$ to be rotated in its local phase space by introducing angles $\vartheta_{j} \in[0,2 \pi)$, leading to rotated variables

$$
\binom{\boldsymbol{R}_{j}}{\boldsymbol{S}_{j}}=\left(\begin{array}{cc}
\cos \vartheta_{j} & \sin \vartheta_{j}  \tag{12.1}\\
-\sin \vartheta_{j} & \cos \vartheta_{j}
\end{array}\right)\binom{\boldsymbol{X}_{j}}{\boldsymbol{K}_{j}} .
$$

The rotated variables still fulfill the Heisenberg algebra $\left[\boldsymbol{R}_{j}, \boldsymbol{S}_{k}\right]=i \delta_{j k}$. It is important to note that this seemingly technical step is necessary to end up with more general separability criteria. More precisely, the two angles $\vartheta_{j}$ provide optimization parameters. At this point, note also that
the angles may be selected post-measurement, which is an advantage of the Husimi $Q$-distribution over the marginal distributions $f(x)$ and $g(k)$, as the latter have to be measured along preselected axes. Furthermore, the local and global Wehrl entropies are invariant under such transformation as rotations have unit determinant, such that also the Wehrl mutual information and the Wehrl conditional entropy remain unmodified.

We associate local coherent states $|\alpha\rangle$ and $|\beta\rangle$ with the rotated variables via (cf. (3.45))

$$
\begin{equation*}
|\alpha\rangle=\boldsymbol{D}(\alpha)|0\rangle \tag{12.2}
\end{equation*}
$$

and similarly for $|\beta\rangle$. This allows to define the global Husimi $Q$ distribution as $Q_{12}\left(r_{1}, s_{1}, r_{2}, s_{2}\right)=(\langle\alpha| \otimes\langle\beta|) \rho_{12}(|\alpha\rangle \otimes|\beta\rangle)$. Note that one may equivalently start from $Q_{12}\left(x_{1}, k_{1}, x_{2}, k_{2}\right)$ and apply the two local rotations with $\vartheta_{j}$.
non-local variables To derive separability criteria, we consider non-local EPR-type operators in the spirit of (3.104) (with $a=1$ )

$$
\begin{equation*}
R_{ \pm}=R_{1} \pm R_{2}, \quad S_{ \pm}=S_{1} \pm S_{2} \tag{12.3}
\end{equation*}
$$

which are designed to reveal information about the correlations between two local variables of the same type. Let us emphasize that their commutation relations are given by

$$
\begin{equation*}
\left[\boldsymbol{R}_{ \pm}, \boldsymbol{S}_{ \pm}\right]=2 i, \quad\left[\boldsymbol{R}_{ \pm}, \boldsymbol{S}_{\mp}\right]=0 \tag{12.4}
\end{equation*}
$$

showing that the twisted assignment $\left(\boldsymbol{R}_{ \pm}, \boldsymbol{S}_{\mp}\right)$ constitutes a set of commuting observables and that these variables are normalized differently as the local variables.

As the canonical phase space $\mathbb{R}^{2}$ is a vector space, the non-local operators fulfill eigenvalue equations just as their local counterparts, allowing us to work with the global phase space coordinates ( $r_{+}, s_{+}, r_{-}, s_{-}$) instead of $\left(r_{1}, s_{1}, r_{2}, s_{2}\right)$, which are related via

$$
\begin{equation*}
r_{ \pm}=r_{1} \pm r_{2}, \quad s_{ \pm}=s_{1} \pm s_{2} . \tag{12.5}
\end{equation*}
$$

Transforming the global Husimi $Q$-distribution accordingly gives

$$
\begin{align*}
& Q_{12}\left(r_{1}, s_{1}, r_{2}, s_{2}\right) \\
\rightarrow & Q_{12}^{\prime}\left(r_{+}, s_{+}, r_{-}, s_{-}\right)  \tag{12.6}\\
= & \frac{1}{4} Q_{12}\left(\frac{r_{+}+r_{-}}{2}, \frac{s_{+}+s_{-}}{2}, \frac{r_{+}-r_{-}}{2}, \frac{s_{+}-s_{-}}{2}\right) .
\end{align*}
$$

The Jacobi determinant of this transformation yields the prefactor $\frac{1}{4}$, which ensures that both global Husimi $Q$-distributions are normalized with respect to phase space measures of the same form

$$
\begin{equation*}
1=\int \frac{\mathrm{d} r_{1} \mathrm{~d} s_{1}}{2 \pi} \frac{\mathrm{~d} r_{2} \mathrm{~d} s_{2}}{2 \pi} Q_{12}=\int \frac{\mathrm{d} r_{+} \mathrm{d} s_{+}}{2 \pi} \frac{\mathrm{~d} r_{-} \mathrm{d} s_{-}}{2 \pi} Q_{12}^{\prime} . \tag{12.7}
\end{equation*}
$$

Starting from the transformed distribution $Q_{12}^{\prime}$, we integrate out two variables in a way that we end up with a phase space distribution of twisted variables

$$
\begin{equation*}
Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right)=\int \frac{\mathrm{d} r_{\mp} \mathrm{d} s_{ \pm}}{2 \pi} Q_{12}^{\prime}\left(r_{+}, s_{+}, r_{-}, s_{-}\right) . \tag{12.8}
\end{equation*}
$$

Although we denote these two distributions with $Q_{ \pm}$, they are not Husimi $Q$-distributions in a strict sense, as the underlying operators $R_{ \pm}$and $S_{\mp}$ commute instead of fulfilling the Heisenberg algebra. Nevertheless, $Q_{ \pm}$is normalized to one with respect to the standard phase space measure as a consequence of (12.7), non-negative and bounded from above by unity. Hence, we can still associate on entropy to it, in terms of which we will formulate our separability criteria.

SEPARABILITY CRITERIA FOR PURE STATES We start with globally pure states, in which case separable states are given by product states of the form $\rho_{12}=\rho_{1} \otimes \rho_{2}$ (cf. (3.89)). As usual, the global Husimi $Q$-distribution factorizes

$$
\begin{equation*}
Q_{12}\left(r_{1}, s_{1}, r_{2}, s_{2}\right)=Q_{1}\left(r_{1}, s_{1}\right) \times Q_{2}\left(r_{2}, s_{2}\right), \tag{12.9}
\end{equation*}
$$

which, after another variable transform, reveals that the marginalized distribution $Q_{ \pm}$reduces to a convolution

$$
\begin{align*}
Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right) & =\int \frac{\mathrm{d} r_{1} \mathrm{~d} s_{1}}{2 \pi} Q_{1}\left(r_{1}, s_{1}\right) Q_{2}\left(\mp r_{1} \pm r_{ \pm}, \pm s_{1} \mp s_{\mp}\right)  \tag{12.10}\\
& =\left(Q_{1} * Q_{2}^{( \pm)}\right)\left(r_{ \pm}, s_{\mp}\right)
\end{align*}
$$

with the convention $Q_{2}^{( \pm)}(r, s)=Q_{2}( \pm r, \mp s)$.
This allows us to employ the entropic power inequality, which holds for all non-negative and normalized distributions irregardless of whether they are bounded from above or not. It provides a lower bound on the entropy of a convoluted distribution. Interestingly, the well-known fact that the variances of two Gaussian distributions are added up under a convolution is a special case of this inequality.
In two dimensions and applied to our setup the entropy power inequality reads $[4,56,305]$

$$
\begin{equation*}
e^{S\left(Q_{ \pm}\right)} \geq e^{S\left(Q_{1}\right)}+e^{S\left(Q_{2}\right)} \tag{12.11}
\end{equation*}
$$

where we used that entropies are invariant under mirror reflections, i.e. $S\left(Q_{2}^{( \pm)}\right)=S\left(Q_{2}\right)$. Thus, every pure product state needs to satisfy

$$
\begin{equation*}
S\left(Q_{ \pm}\right) \geq \ln \left(e^{S\left(Q_{1}\right)}+e^{S\left(Q_{2}\right)}\right) \tag{12.12}
\end{equation*}
$$

Violation of the latter inequality for a globally pure state witnesses entanglement.
We can obtain a weaker and state-independent bound by applying the WL EUR to both local entropies, resulting in the two inequalities

$$
\begin{equation*}
S\left(Q_{ \pm}\right) \geq 1+\ln 2 \tag{12.13}
\end{equation*}
$$

which have to be fulfilled by all pure product states.
generalization to mixed states The advantage of the weaker criteria (12.13) is that they can be generalized to mixed separable states of the form $\rho_{12}=\sum_{i} p(i)\left(\rho_{1}^{i} \otimes \rho_{2}^{i}\right)$ with $p(i) \geq 0$ and $\sum_{i} p(i)=1$ (cf. (3.90)). For such states, the marginal distribution $Q_{ \pm}$obeys a similar decomposition

$$
\begin{equation*}
Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right)=\sum_{i} p(i) Q_{ \pm}^{i}\left(r_{ \pm}, s_{\mp}\right) \tag{12.14}
\end{equation*}
$$

Then, by using that any classical entropy is concave (cf. Section 2.2), we find that the weaker criteria (12.13) generalize identically to mixed states

$$
\begin{equation*}
S\left(Q_{ \pm}\right) \geq \sum_{i} p(i) S\left(Q_{ \pm}^{i}\right) \geq 1+\ln 2 \tag{12.15}
\end{equation*}
$$

which are our general entropic criteria. Violation of these inequalities flags entanglement regardless of whether the state of interest is pure or mixed.

Note that one could also generalize the stronger criteria (12.12) in the same manner to

$$
\begin{equation*}
S\left(Q_{ \pm}\right) \geq \sum_{i} p(i) \ln \left(e^{S\left(Q_{1}^{i}\right)}+e^{S\left(Q_{2}^{i}\right)}\right) \tag{12.16}
\end{equation*}
$$

However, the resulting bound contains the mixing probabilities $p(i)$. Determining them is equally hard as determining whether the state is separable or not. Hence, these criteria are not useful in practice and we do not consider them any further.

### 12.2 SECOND MOMENT CRITERIA

DERIVING SECOND MOMENT CRITERIA Let us consider the class of Gaussian states. Without loss of generality, we assume all mean values to vanish. In this case, the twisted distribution $Q_{ \pm}$is of the form

$$
\begin{equation*}
Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right)=\frac{1}{Z} e^{-\frac{1}{2}\left(r_{ \pm}, s_{\mp}\right) V_{ \pm}^{-1}\left(r_{ \pm}, s_{\mp}\right)^{T}} \tag{12.17}
\end{equation*}
$$

with

$$
V_{ \pm}=\gamma_{ \pm}+\bar{\gamma}=\left(\begin{array}{cc}
\sigma_{r_{ \pm}}^{2} & \sigma_{r_{ \pm} s_{\mp}}  \tag{12.18}\\
\sigma_{r_{ \pm} s_{\mp}} & \sigma_{s_{\mp}}^{2}
\end{array}\right)+\mathbb{1}
$$

denoting the corresponding covariance matrix and $Z=\operatorname{det}^{-1 / 2} V_{ \pm}$ being a normalization constant. The diagonal entries of the covariance matrix $\gamma_{ \pm}$of the Wigner $W$-distribution are the standard variances of the marginal distributions $f\left(r_{ \pm}\right)$and $g\left(s_{\mp}\right)$, while the covariance $\sigma_{r_{ \pm} s_{\mp}}$ is non-vanishing whenever the coordinate axes are not aligned with the principal axes. Note the absence of the prefactor $\frac{1}{2}$ in $\bar{\gamma}$ as

The entropy of $Q_{ \pm}$is bounded from below by $1+\ln 2$ for all separable states.
consequence of the different normalization of the non-local variables, see (12.4).
As the entropy $S\left(Q_{ \pm}\right)$is maximized by the Gaussian distribution (12.17) for a given covariance matrix $V_{ \pm}$, we can infer a set of second moment criteria from (12.15), i.e.

$$
\begin{equation*}
1+\frac{1}{2} \ln \operatorname{det} V_{ \pm} \geq S\left(Q_{ \pm}\right) \geq 1+\ln 2 \tag{12.19}
\end{equation*}
$$

implying

$$
\begin{equation*}
\operatorname{det} V_{ \pm} \geq 4 \tag{12.20}
\end{equation*}
$$

For Gaussian states, the criteria (12.20) and (12.15) are equivalent. In all other cases, the entropic criteria (12.13) are stronger than the second moment criteria (12.20) in the sense of (12.19).

BEHAVIOR UNDER SYMPLECTIC TRANSFORMATIONS It is interesting to investigate how the separability criteria behave under symplectic transformations $S \in \operatorname{Sp}(2, \mathbb{R})$. While the Wigner $W$-distribution transforms as a scalar field under symplectic transformations (see e.g. [44]), the Husimi $Q$-distribution does not transform in a simple manner. This is due to the additional convolution with the Wigner $W$-distribution of the vacuum, which overweights specific widths and does not allow for a simple representation of squeezing transformations. Hence, we restrict the symplectic analysis to the second moment criteria, where the latter fact translates into the absence of invariance under squeezing.
We start from the covariance matrix of the Wigner $W$-distribution $\gamma_{ \pm}$, which transforms as

$$
\begin{equation*}
\gamma_{ \pm} \rightarrow \gamma_{ \pm}^{\prime}=S \gamma_{ \pm} S^{T} \tag{12.21}
\end{equation*}
$$

such that its determinant is invariant $\operatorname{det} \gamma_{ \pm} \rightarrow \operatorname{det} \gamma_{ \pm}^{\prime}=\operatorname{det} \gamma_{ \pm}$as $\operatorname{det} S=\operatorname{det} S^{T}=1$.
In contrast, the covariance matrix of the Husimi $Q$-distribution transforms according to

$$
\begin{align*}
\operatorname{det} V_{ \pm} \rightarrow \operatorname{det} V_{ \pm}^{\prime} & =\operatorname{det}\left(S \gamma_{ \pm} S^{T}+\bar{\gamma}\right) \\
& =\operatorname{det}\left(\gamma_{ \pm}+\bar{\gamma}\left(S^{T} S\right)^{-1}\right) \tag{12.22}
\end{align*}
$$

where we used that $\bar{\gamma}=\mathbb{1}$. This shows that the second moment criteria (12.20) are invariant under rotations and displacements, for which we have $S^{T} S=\mathbb{1}$, but not invariant under equal amounts of local squeezing described by $S=\operatorname{diag}(a, 1 / a)$ with $a$ being positive and real. Hence, the orientation of the axes in the twisted phase space is unimportant for entanglement witnessing when using a full phase space distribution.

COMPARISON TO MARGINAL SECOND MOMENT CRITERIA In Section 3.6 we reviewed the two well-known MGVT (3.106) and DGCZ (3.107) separability criteria, which are also formulated for variances of non-local observables. As they are based on detecting marginal distributions and allow for squeezing in the local variables (cf. (3.104)), we reformulate our second moment criteria (12.20) for a comparison. Using (12.18) and (12.22) for $S=\operatorname{diag}(a, 1 / a)$ we find

$$
\begin{equation*}
\left(\sigma_{r_{ \pm}}^{2}+a^{2}\right)\left(\sigma_{s_{\mp}}^{2}+\frac{1}{a^{2}}\right) \geq 4+\sigma_{r_{ \pm} s_{\mp}}^{2} \tag{12.23}
\end{equation*}
$$

where we included the effect of squeezing with $a>0$ being a nonnegative real number.

To examine the tightness of the criteria (12.23) we minimize the left hand side over $a$. A unique minimum can be found for $a^{2}=\frac{\sigma_{r_{ \pm}}}{\sigma_{s_{\mp}}}$, in which case we end up with

$$
\begin{equation*}
\left(\sigma_{r_{ \pm}} \sigma_{s_{\mp}}+1\right)^{2} \geq 4+\sigma_{r_{ \pm} s_{\mp}}^{2} \tag{12.24}
\end{equation*}
$$

When aligning the axes with the principles aces, for which $\sigma_{r_{ \pm} s_{\mp}}^{2} \geq 0$, we obtain

$$
\begin{equation*}
\sigma_{r_{ \pm}} \sigma_{s_{\mp}} \geq 1, \tag{12.25}
\end{equation*}
$$

which corresponds to the weak version of the MGVT criteria (3.106). This shows that after optimizing over the squeezing parameter $a$ and the orientation of the distribution in phase space, our second moment criteria (12.23) and the weak MGVT criteria (3.106) are equivalent, which is depicted in Figure 12.1b.

This finding implies that the criteria (12.23) are not necessary for separability in the case of Gaussian states as they are strictly weaker then the full MGVT criteria (3.106) in general. Nevertheless, we can conclude that our entropic criteria (12.15) and the entropic WTSTD criteria (3.108) are equivalent in the Gaussian regime as both reduce to the weak MGVT criteria after optimization.

We compare the three weak second moment criteria (12.20), (3.106) and (3.107), i.e. for $a=1$ and $\sigma_{r_{ \pm} s_{\mp}}=0$, in Figure 12.1a. In this case, our criteria are stronger than the DGCZ criteria, but weaker than the MGVT criteria.

Is is also interesting to note that the three criteria transform rather differently under symplectic transformations. Our criteria (12.23) and the weak MGVT criteria behave complementary with respect to rotations and squeezing: while our criteria are invariant under rotations, but not under squeezing (cf. (12.22)), it is the opposite for the weak MGVT criteria. In contrast, the weak DGCZ criteria are neither invariant under rotations, nor under squeezing.


Figure 12.1: Weak DGCZ criteria (blue regions), second moment criteria (12.23) (red and green regions) and MGVT criteria (gray regions) as functions of the two marginal standard deviations $\sigma_{r_{ \pm}}$and $\sigma_{s_{\mp}}$. The colored regions show where the criteria are fulfilled, such that entanglement is certified below the curves. As a reference, we indicate the TMSV state (11.35) for all $\lambda \in[0,1]$ (black dashed line) between the two vacua $\sigma_{r_{ \pm}}=\sigma_{s_{\mp}}=1$ (black dot) and the maximally correlated EPR state $\sigma_{r_{ \pm}}=\sigma_{s_{\mp}}=0$ (black square). In (a) we show all three criteria for $a=1$ and $\sigma_{r_{ \pm} s_{\mp}}=0$. The MGVT criteria are strongest, while the DGCZ are weakest. Also, the curves touch for the two vacua. In (b) one can see that optimizing our second moment criteria over $a$ leads to the weak MGVT criteria. More precisely, every point on the latter curve can be touched by the curves corresponding to our second moment criteria when adjusting $a$.

### 12.3 EXAMPLES

noon states To benchmark the performance of our entropic criteria (12.15) in comparison with the entropic WTSTD criteria (3.108) in the non-Gaussian regime, we consider two non-trivial examples. We begin with the NOON states, which were investigated already with the Wehrl mutual information in Section 11.2 around (11.39). The corresponding distributions $Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right)$ can be calculated analytically for $n \in \mathbb{N}$ in general, but we omit the corresponding expressions for brevity.

We recall that the NOON states can not be witnessed by any second moment criterion and that also the entropic WTSTD criteria based on marginal distributions fail. The strong version of the WTSTD entropic criteria for pure states (in analogy to our stronger criteria (12.12)) witnesses entanglement up to $n=5$, while their Rényi-improved criterion works up to $n=6$ [49].

Similarly, our entropic criteria (12.15) do also not certify any entanglement. However, the strong entropic criteria for pure states (12.12) witness entanglement up to $n=11$ when using $Q_{+}$, which is shown in Figure 12.2 for $\vartheta_{1}=\vartheta_{2}=0$.

We can conclude that existing entropic criteria are outperformed. Nevertheless, we recall that the Wehrl mutual information already provides a perfect witness for pure state entanglement and hence works even better than our stronger entropic criteria for pure states (12.12).


Figure 12.2: General (12.15) and strong entropic criteria for pure states (12.12) for the first fifteen NOON states. Entanglement is witnessed by the strong criteria up to $n=11$, while the general criteria fail for all $n>0$.

DEPHASED SCHRÖDINGER CAT STATE As a true hardness test, we consider the dephased Schrödinger cat state, which is specified by the density operator [47]

$$
\begin{align*}
\rho=N(r, s) & {[(|\alpha\rangle \otimes|\alpha\rangle)(\langle\alpha| \otimes\langle\alpha|)} \\
& +(|-\alpha\rangle \otimes|-\alpha\rangle)(\langle-\alpha| \otimes\langle-\alpha|) \\
& -(1-z)((|\alpha\rangle \otimes|\alpha\rangle)(\langle-\alpha| \otimes\langle-\alpha|)  \tag{12.26}\\
& +(|-\alpha\rangle \otimes|-\alpha\rangle)(\langle\alpha| \otimes\langle\alpha|))]
\end{align*}
$$

where $0 \leq z \leq 1$ is a parameter controlling its purity (the state is pure if and only if $z=0$ ) and

$$
\begin{equation*}
N(r, s)=\frac{1}{2}\left(1+(1-z) e^{-2\left(r^{2}+s^{2}\right)}\right) \tag{12.27}
\end{equation*}
$$

is a normalization constant. It is parameterized by the positions $(r, s)$ (cf. also (3.46)) of the two local coherent states and for $\vartheta_{1}=\vartheta_{2}=0$ its Husimi Q-distribution takes the form

$$
\begin{align*}
Q\left(r_{1}, s_{1}, r_{2}, s_{2}\right)=N(r, s) & {\left[e^{-\frac{1}{2}\left(\left(r-r_{1}\right)^{2}+\left(s-s_{1}\right)^{2}+\left(r-r_{2}\right)^{2}+\left(s-s_{2}\right)^{2}\right.}\right) } \\
& +e^{-\frac{1}{2}\left(\left(r+r_{1}\right)^{2}+\left(s+s_{1}\right)^{2}+\left(r+r_{2}\right)^{2}+\left(s+s_{2}\right)^{2}\right)} \\
& +2(1-z) e^{-r^{2}-s^{2}-\frac{1}{2}\left(r_{1}^{2}+s_{1}^{2}+r_{2}^{2}+s_{2}^{2}\right)}  \tag{12.28}\\
& \left.\times \cos \left(r\left(s_{1}+s_{2}\right)-s\left(r_{1}+r_{2}\right)\right)\right]
\end{align*}
$$

As only the absolute value of $\alpha$ is of relevance in the twisted variables, we set $s=0$ without loss of generality, in which case we can give an analytical expression (again for $\vartheta_{1}=\vartheta_{2}=0$ )

$$
\begin{align*}
Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right) & =\frac{e^{-\frac{1}{4}\left(r_{ \pm}^{2}+s_{\mp}^{2}\right)}}{2\left(e^{2 r^{2}}+1-z\right)} \\
& \times \begin{cases}1-z+e^{r^{2}} \cosh \left(r r_{+}\right) & \text {for }\left(r_{+}, s_{-}\right) \\
e^{2 r^{2}}+e^{r^{2}}(1-z) \cos \left(r s_{+}\right) & \text {for }\left(r_{-}, s_{+}\right)\end{cases} \tag{12.29}
\end{align*}
$$

Despite this state being entangled for all $z<1$ and $(r, s) \neq(0,0)$, it is notoriously hard to detect entanglement for the whole parameter range. Unsurprisingly, entanglement can not be witnessed for any choice of parameters by any second moment criterion. The entropic WTSTD criteria (3.108) witness entanglement at least for $r \gtrsim 2.5, s=0$ and $z<1$ when using $\vartheta_{1}=\vartheta_{2}=0$ [47].

In contrast, our criteria witness entanglement for all values of $r>$ $0, s=0$ and $z<1$ when using $Q_{-}$, which is shown in Figure 12.3. Also, we see that our criteria (12.13) are violated most in the regime $0 \lesssim r \lesssim 1.5$, while for $r \gtrsim 2$ the violation becomes exponentially small.


Figure 12.3: Entropic criteria (12.15) for the dephased Schrödinger cat state (12.26) as a function of the mixing parameter $z$ and the position $r$. Entanglement is witnessed for all $z<1$ and $r>0, s=0$, which is indicated by negative values for $\mathcal{W}=S\left(Q_{-}\right)-1-\ln 2$. The separable regions $z=1$ and $r=0$ are represented by black lines. The witness performs best in the region $0 \lesssim r \lesssim 1.5$ and converges to zero from below exponentially outside this region.

We can conclude that the dephased Schrödinger cat state is fully witnessed with our method, which is not possible with any other entropic separability criteria. Hence, the phase space approach turned out to be valuable for entanglement detection, which is why we amend our idea further in Chapter 13.

# 13 GENERAL SEPARABILITY CRITERIA 

The following discussion is based on [A, B]. The project covered in [A] was proposed by me and S. F. and M. G. jointly supervise it. I derived the general separability criteria and did all calculations. I wrote the current version of the manuscript. All authors participate in the ongoing discussion of the project.

We have seen that EURs lead to separability criteria which can be stronger than second moment criteria. In this chapter, we extend the ideas of Chapter 12, i.e. entropic separability criteria for a phase space distribution of twisted non-local variables, to arbitrary concave functionals of this distribution. The resulting criteria are rather general and have entropic and second moment criteria as special cases. As they come with the freedom to optimize over a large class of functions, the ability to detect entanglement is further improved, especially when applying them to discretized distributions.

We derive our general separability criteria in Section 13.1 and show that the previously derived criteria follow as special cases in Section 13.2. Finally, we discuss their experimental implementation and deduce their discretized analog in Section 13.3, which is applied to an example.

### 13.1 DERIVATION BASED ON PPT CRITERION

NON-LOCAL VARIABLES AND LIEB-SOLOVEJ THEOREM Following up on the discussion of non-local variables in Section 12.1, we start with the global transformed Husimi $Q$-distribution $Q_{12}^{\prime}\left(r_{+}, s_{+}, r_{-}, s_{-}\right)$. Now, instead of integrating out two variables such that we obtain a distribution of twisted variables $Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right)$, we consider the marginal distributions

$$
\begin{equation*}
Q_{ \pm}^{\prime}\left(r_{ \pm}, s_{ \pm}\right)=\int \frac{\mathrm{d} r_{\mp} \mathrm{d} s_{\mp}}{2 \pi} Q_{12}^{\prime}\left(r_{+}, s_{+}, r_{-}, s_{-}\right) \tag{13.1}
\end{equation*}
$$

As the underlying measurement operators fulfill the Heisenberg algebra (cf. (12.4)), $Q_{ \pm}^{\prime}\left(r_{ \pm}, s_{ \pm}\right)$are true Husimi $Q$-distributions.

As a consequence, $Q_{ \pm}^{\prime}\left(r_{ \pm}, s_{ \pm}\right)$is constrained by the uncertainty principle. Most generally, the uncertainty principle is expressed by the Lieb-Solovej theorem [84]. Adapted to our situation, it states that for any concave function $f:[0,1] \rightarrow \mathbb{R}$ with $f(0)=0$ and any bipartite quantum state $\rho_{12}$ the following inequality holds

$$
\begin{equation*}
\int \frac{\mathrm{d} r_{ \pm} \mathrm{d} s_{ \pm}}{2 \pi} f\left(Q_{ \pm}^{\prime}\right) \geq \int \frac{\mathrm{d} r_{ \pm} \mathrm{d} s_{ \pm}}{2 \pi} f\left(\bar{Q}_{ \pm}^{\prime}\right) \tag{13.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{Q}_{ \pm}^{\prime}\left(r_{ \pm}, s_{ \pm}\right)=\frac{1}{2} e^{-\frac{1}{4}\left(r_{ \pm}^{2}+s_{ \pm}^{2}\right)} \tag{13.3}
\end{equation*}
$$

denotes the vacuum Husimi $Q$-distribution associated with the nonlocal operators $\boldsymbol{R}_{ \pm}$and $S_{ \pm}$. By translation invariance, one may equally well take any pure coherent state on the right hand side of (13.2).

Note that the right hand side of (13.2) evaluates to a constant as soon as the concave function $f$ is fixed, while the left hand side is state-dependent. Note also that (13.2) reduces to the WL inequality, which in this case reads $S\left(Q_{ \pm}^{\prime}\right) \geq 1+\ln 2$, for the choice $f(t)=-t \ln t$. In this sense, (13.2) is the generalization of an EUR in phase space to arbitrary concave functions.
ppt criterion in phase space In Section 3.6 we have already seen that uncertainty relations can be used to formulate separability criteria by employing the PPT criterion. With the rather general form of the uncertainty principle (13.2) at hand, let us apply the PPT criterion in phase space.

As seen in (3.100), the transposition in one of the two subsystems corresponds to a mirror reflection in the corresponding local phase space. To show this explicitly for the Husimi $Q$-distribution, let us consider two local bases $\left\{\left|n_{1}\right\rangle\right\}_{n}$ and $\left\{\left|n_{2}\right\rangle\right\}_{n}$ with $n \in \mathbb{N}$ denoting number eigenstates, such that any global state $\rho_{12}$ may be written as

$$
\begin{equation*}
\rho_{12}=\sum_{n_{1} n_{1}^{\prime} n_{2} n_{2}^{\prime}} p_{n_{2} n_{2}^{\prime}}^{n_{1} n_{1}^{\prime}}\left(\left|n_{1}\right\rangle\left\langle n_{1}^{\prime}\right| \otimes\left|n_{2}\right\rangle\left\langle n_{2}^{\prime}\right|\right) \tag{13.4}
\end{equation*}
$$

with $p_{n_{2} n_{2}^{\prime}}^{n_{1} n_{1}^{\prime}} \in \mathbb{R}$ specifying the state. The corresponding global Husimi $Q$-distribution reads

$$
Q_{12}\left(r_{1}, s_{1}, r_{2}, s_{2}\right)=\sum_{n_{1} n_{1}^{\prime} n_{2} n_{2}^{\prime}} p_{n_{2} n_{2}^{\prime}}^{n_{1} 1_{1}^{\prime}}\left\langle\alpha_{1} \mid n_{1}\right\rangle\left\langle n_{1}^{\prime} \mid \alpha_{1}\right\rangle\left\langle\alpha_{2} \mid n_{2}\right\rangle\left\langle n_{2}^{\prime} \mid \alpha_{2}\right\rangle
$$

with the overlaps given by (cf. (10.6))

$$
\begin{equation*}
\left\langle\alpha_{i} \mid n_{i}\right\rangle=e^{-\frac{1}{2}\left(r_{i}^{2}+s_{i}^{2}\right)} \frac{\left(r_{i}-i s_{i}\right)^{n_{i}}}{\sqrt{2^{n_{i}} n_{i}!}} . \tag{13.6}
\end{equation*}
$$

Now, applying a partial transpose to subsystem 2 exchanges $n_{2}$ with $n_{2}^{\prime}$, which transforms $Q_{12}$ according to

$$
Q_{12}\left(r_{1}, s_{1}, r_{2}, s_{2}\right) \xrightarrow{T_{2}} \sum_{n_{1} n_{1}^{\prime} n_{2} n_{2}^{\prime}} p_{n_{2} n_{1}^{\prime}}^{n_{1} n_{1}^{\prime}}\left\langle\alpha_{1} \mid n_{1}\right\rangle\left\langle n_{1}^{\prime} \mid \alpha_{1}\right\rangle\left\langle\alpha_{2} \mid n_{2}^{\prime}\right\rangle\left\langle n_{2} \mid \alpha_{2}\right\rangle, \text { (13.7) }
$$

showing that the overlaps corresponding to subsystem 2 are replaced by their complex conjugates. Together with (13.6) this implies the mirror reflection property

$$
\begin{equation*}
Q_{12}\left(r_{1}, s_{1}, r_{2}, s_{2}\right) \xrightarrow{T_{2}} Q_{12}\left(r_{1}, s_{1}, r_{2},-s_{2}\right), \tag{13.8}
\end{equation*}
$$

Any concave phase space functional of $Q_{ \pm}$is bounded from below for all separable states.
as desired. Then, we can deduce that the marginals (13.1), which are true Husimi $Q$-distributions, transform as

$$
\begin{equation*}
Q_{ \pm}^{\prime}\left(r_{ \pm}, s_{ \pm}\right) \xrightarrow{T_{2}} Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right) \tag{13.9}
\end{equation*}
$$

showing the importance of the twisted variables in $Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right)$ for entanglement witnessing.

GENERAL SEPARABILITY CRITERIA FOR CONCAVE FUNCTIONS The PPT criterion (3.98) tells us that any separable state has a positive partial transpose. Hence, $Q_{ \pm}\left(r_{ \pm}, s_{\mp}\right)$ has to be physical for every separable state and as such has to fulfill the uncertainty principle. In particular, it has to fulfill the Lieb-Solovej theorem (13.2).

Hence, every separable state satisfies

$$
\begin{equation*}
\int \frac{\mathrm{d} r_{ \pm} \mathrm{d} s_{\mp}}{2 \pi} f\left(Q_{ \pm}\right) \geq \int \frac{\mathrm{d} r_{ \pm} \mathrm{d} s_{\mp}}{2 \pi} f\left(\bar{Q}_{ \pm}\right) \tag{13.10}
\end{equation*}
$$

for any concave $f:[0,1] \rightarrow \mathbb{R}$ with $f(0)=0$. These are our most general separability criteria in phase space. Violation of these inequalities for any $f$ implies that $\rho_{12}$ is entangled.

Note that for $f(t)=b t$ with $b \in \mathbb{R}$ being some parameter the relation (13.10) reduces to an equality for all states $\rho_{12}$ as the distribution $Q_{ \pm}$is normalized. Note also that if the requirement $f(0)=0$ is left out, both sides of the inequality (13.10) are either $+\infty$ or $-\infty$. However, also for $f(0)=0$ it could still be that one side evaluates to $\pm \infty$.

### 13.2 SPECIAL FAMILIES OF CRITERIA

deriving families of entropic criteria Let us show how separability criteria for entropic families arise. To that end, we apply a monotonically increasing function $g: \mathbb{R} \rightarrow \mathbb{R}$ to our criteria (13.10) to obtain

$$
\begin{equation*}
g\left(\int \frac{\mathrm{~d} r_{ \pm} \mathrm{d} s_{\mp}}{2 \pi} f\left(Q_{ \pm}\right)\right) \geq g\left(\int \frac{\mathrm{~d} r_{ \pm} \mathrm{d} s_{\mp}}{2 \pi} f\left(\bar{Q}_{ \pm}\right)\right) \tag{13.11}
\end{equation*}
$$

for all separable states $\rho_{12}$. It is important to note that the function $g$ does not strengthen or weaken the criteria (13.10) in the sense that neither more (or less) entangled states can be detected nor the signal-to-noise ratio can be improved (or worsened). Note also that one may allow $g$ to be monotonically decreasing, in which case one has to choose $f$ to be convex. In this case, the inequality (13.11) is not reversed.

We are particularly interested in quantities which are significant from an information theoretic perspective (see [12,56] for overviews of families of classical entropies). For example, we obtain the family of Rényi-Wehrl entropies

$$
\begin{equation*}
S_{\beta}\left(Q_{ \pm}\right)=\frac{1}{1-\beta} \ln \left(\int \frac{\mathrm{d} r_{ \pm} \mathrm{d} s_{\mp}}{2 \pi} Q_{ \pm}^{\beta}\left(r_{ \pm}, s_{\mp}\right)\right) \tag{13.12}
\end{equation*}
$$

when choosing $f(t)=t^{\beta}$ for $\beta \in(0,1) \cup(1, \infty)$ and $g(t)=\frac{\ln t}{1-\beta}$, which are concave/convex and monotonically increasing/decreasing functions for $\beta<1 / \beta>1$, respectively. Then, the corresponding entropic separability criteria read

$$
\begin{equation*}
S_{\beta}\left(Q_{ \pm}\right) \geq \frac{\ln \beta}{\beta-1}+\ln 2 \tag{13.13}
\end{equation*}
$$

In the limit $\beta \rightarrow 1$, the Rényi-Wehrl entropy (13.12) reduces to the ordinary Wehrl entropy, in which case (13.13) gives back the entropic criteria (12.13) discussed in Chapter 12. Alternatively, the same result can be obtained when choosing the concave function $f(t)=-t \ln t$ in (13.10).

With the same choice for $f(t)=t^{\gamma}$ and a modified $g(t)=\frac{1-t}{1-\gamma}$, we obtain another set of entropic criteria

$$
\begin{equation*}
S_{\gamma}\left(Q_{ \pm}\right) \geq \frac{1}{1-\gamma}\left(1-\frac{2^{1-\gamma}}{\gamma}\right) \tag{13.14}
\end{equation*}
$$

for Tsallis-Wehrl entropies

$$
\begin{equation*}
S_{\gamma}\left(Q_{ \pm}\right)=\frac{1}{1-\gamma}\left(1-\int \frac{\mathrm{d} r_{ \pm} \mathrm{d} s_{\mp}}{2 \pi} Q_{ \pm}^{\gamma}\left(r_{ \pm}, s_{\mp}\right)\right) \tag{13.15}
\end{equation*}
$$

with $\gamma \in(0,1) \cup(1, \infty)$. Note that the Tsallis-Wehrl entropies are also well-defined for $\gamma<0$. However, in this case the condition $f(0)=0$ is violated, such that we have to restrict to $\gamma>0$ for the corresponding separability criteria.

DERIVING SECOND MOMENT CRITERIA One might ask whether the general criteria (13.10) imply stronger second moment criteria as (12.20), which were implied by our entropic criteria (12.13).

To that end, we consider Gaussian states, which are characterized by a distribution of the form (12.17). We start with the class of monomials $f(t)= \pm t^{\beta}$ for $\beta \lessgtr 1$, which (after applying suitable $g$ functions) correspond to the Rényi-Wehrl and Tsallis-Wehrl entropic families. An analytical calculation leads to

$$
\begin{equation*}
\frac{1}{\beta}\left( \pm \operatorname{det}^{(1-\beta) / 2} V_{ \pm} \mp 2^{1-\beta}\right) \geq 0 \Leftrightarrow \operatorname{det} V_{ \pm} \geq 4 \tag{13.16}
\end{equation*}
$$

showing that we do not obtain an improvement over the already established second moment criteria (12.20).

We expect that this result generalizes to all concave functions $f$ with $f(0)=0$. While a proof is left for future work, this claim is supported by further numerical evidence. We have checked the functions $f(t)=$ $\sin t, f(t)=\tanh t, f(t)=1-e^{t}$ and $f(t)=\ln (1-t)$ and can report that in all cases we obtained the second moment criteria (12.20). One might speculate that this is related to the fact that the lower bounds in the Lieb-Solovej theorem (13.2) and the WL inequality (3.84) are attained by the same states.

### 13.3 EXPERIMENTAL APPLICATION

possible experimental realizations So far we have mainly focused on developing separability criteria and the discussion has been a rather theoretical one. Let us now comment on possible ways to detect the Husimi $Q$-distribution and comment on how finite measurement accuracy affect the various separability criteria we have derived throughout Part iv.

The measurement of the Husimi Q-distribution has been accomplished for several experimental setups. In principle, one can either employ a tomographic approach by displacing the state of interest and projecting it onto the vacuum afterwards or one can perform a heterodyne measurement. These strategies have been successfully applied in quantum optics [306-309]. Rather recently, similar techniques were used for Bose-Einstein condensates $[310,311]$, cold atoms in optical cavities $[312,313]$ and circuit quantum electrodynamics architectures [314]. Besides the method used in [311], the listed works were concerned with monopartite Husimi $Q$-distributions. Hence, extensions to bipartite systems are required, which is an ongoing challenge.

In any case, one of the main advantages of detecting a full phase space distribution over two marginal distributions is that one does not have to preselect the local angles $\vartheta_{i}$, such that angle tomography, which requires a lot of experimental runs, is avoided. Also, especially in cold atoms systems, these angles are difficult to control. On top of that, our phase space criteria showed great performance.

DISCRETIZATION IN PHASE SPACE For an experimental application of the general separability criteria (13.10) (or any other of our criteria) it is important to consider experimental limitations. Although we deal with continuous phase space variables $(r, s)$, any measurement procedure is fundamentally limited, for example by the precision of a detector or finite statistics effects. In particular, an experiment will produce a discrete empirical sample distribution or (possibly after binning) a histogram for discrete probabilities associated with bins instead of a smooth probability density function.

Discretizing distributions corresponds to coarse-graining and hence it is not surprising that the entropy (or any other concave phase space functional) grows. Therefore, discretized witnesses are generically weaker than their continuous analogs, excluding the possibility of false-positive results. However, finite statistics can cause the entropy of a (possibly discretized) distribution to be under- or overestimated, which is why in this case the proper inclusion of statistical errors becomes important. These effects are beyond our scope for the following discussion, but have to be taken into account when applying any entanglement witness in an actual experiment.

In the following, we adapt our criteria (13.10) for discrete histograms (see also [50, 113]). We start with discretizing phase space into bins with discrete coordinates (at the center of each bin)

$$
\begin{equation*}
r_{i}=i \Delta r_{i}, \quad s_{j}=j \Delta s_{j} \tag{13.17}
\end{equation*}
$$

with $i, j \in \mathbb{Z}$ labeling these discrete coordinates and $\Delta r_{i} \Delta s_{j}$ being the phase space area element associated with the $\left(r_{i}, s_{j}\right)$-th bin. Note that with this construction we allow for adaptive bin sizes.

To every bin we associate a discrete probability by integrating the Husimi $Q$-distribution over the corresponding bin

$$
\begin{equation*}
q\left(r_{i}, s_{j}\right)=\frac{1}{2 \pi} \int_{\Delta r_{i}(i-1 / 2)}^{\Delta r_{i}(i+1 / 2)} \mathrm{d} r \int_{\Delta s_{j}(i-1 / 2)}^{\Delta s_{j}(i+1 / 2)} \mathrm{d} s Q(r, s) \tag{13.18}
\end{equation*}
$$

This distribution is normalized to unity as an ordinary probability distribution

$$
\begin{equation*}
1=\sum_{i, j=-\infty}^{\infty} q\left(r_{i}, s_{j}\right) \tag{13.19}
\end{equation*}
$$

and resembles the continuous Husimi $Q$-distribution in the sense

$$
\begin{equation*}
\frac{2 \pi}{\Delta r_{i} \Delta s_{j}} q\left(r_{i}, s_{j}\right) \rightarrow Q(r, s) \tag{13.20}
\end{equation*}
$$

in the continuum limit $\Delta r_{i} \Delta s_{j} \rightarrow 0$.
Additionally, we define another distribution

$$
Q\left(r, s^{\prime} ; r_{i}, s_{j}\right)= \begin{cases}\frac{Q(r, s)}{q\left(r_{i}, s_{j}\right)} & \text { for } \quad(r, s) \in\left(\Delta r_{i}(i \pm 1 / 2), \Delta s_{j}(j \pm 1 / 2)\right)  \tag{13.21}\\ 0 & \text { else }\end{cases}
$$

which is the distribution over $(r, s)$ conditioned on measuring inside the $\left(r_{i}, s_{j}\right)$-th bin. In simple words, it corresponds to the averaged Husimi $Q$-distribution over this bin. It is normalized to unity with respect to the standard phase space measure

$$
\begin{equation*}
1=\frac{1}{2 \pi} \int_{\Delta r_{i}(i-1 / 2)}^{\Delta r_{i}(i+1 / 2)} \mathrm{d} r \int_{\Delta s_{i}(i-1 / 2)}^{\Delta s_{i}(i+1 / 2)} \mathrm{d} s Q\left(r, s ; r_{i}, s_{j}\right) \tag{13.22}
\end{equation*}
$$

We are interested in discretizing expressions of the form $\int \frac{\mathrm{d} r \mathrm{~d} s}{2 \pi} f(Q)$ for functions $f$ fulfilling our usual conditions. To that end, we plug in (13.21) and break up the integral into integrals over single bins

$$
\begin{align*}
\int \frac{\mathrm{d} r \mathrm{~d} s}{2 \pi} f(Q) & =\sum_{i, j=-\infty}^{\infty} \frac{1}{2 \pi} \int_{\Delta r_{i}(i-1 / 2)}^{\Delta r_{i}(i+1 / 2)} \mathrm{d} r \int_{\Delta s_{j}(i-1 / 2)}^{\Delta s_{j}(i+1 / 2)} \mathrm{d} s  \tag{13.23}\\
& \times f\left(q\left(r_{i}, s_{j}\right) Q\left(r, s ; r_{i}, s_{j}\right)\right)
\end{align*}
$$

For every single integral we can use that the uniform distribution $Q\left(r, s ; r_{i}, s_{j}\right)=\frac{2 \pi}{\Delta r_{i} \Delta s_{j}}$ is majorized by all others, i.e., in simple words, is most spread out over a single bin [121]. As $f$ is concave, we obtain an upper bound for our quantity of interest in terms of the discretized Husimi $Q$-distribution (13.18)

$$
\begin{equation*}
\int \frac{\mathrm{d} r \mathrm{~d} s}{2 \pi} f(Q) \leq \sum_{i, j=-\infty}^{\infty} \frac{\Delta r_{i} \Delta s_{j}}{2 \pi} f\left(\frac{2 \pi}{\Delta r_{i} \Delta s_{j}} q\right) . \tag{13.24}
\end{equation*}
$$

example: wehrl entropy Exemplary, we consider the Wehrl entropy defined via $f(t)=-t \ln t$ for equal bins $\Delta r_{i} \Delta s_{j} \equiv \Delta r \Delta s$, such that (13.24) evaluates to

$$
\begin{equation*}
S(Q) \leq S(q)+\ln \frac{\Delta r \Delta s}{2 \pi} . \tag{13.25}
\end{equation*}
$$

Equality is reached in the continuum limit $\Delta r \Delta s \rightarrow 0$, in accordance with the definition of the differential entropy (2.11) in Section 2.2.


Figure 13.1: We depict the discretized vacuum Husimi $Q$-distribution $\bar{q}\left(r_{i}, s_{j}\right)$ for $\Delta r \Delta s=0.5$ in (a) and for $\Delta r \Delta s=1.5$ in (b). Both sides of the entropic inequality (13.25) are shown as a function of the phase space area element $\Delta r \Delta s$ in (c). The right hand side is approximately linear in this regime, which ceases to be the case for sufficiently large $\Delta r \Delta s$ (not shown in the figure). The blue and red points correspond to the distributions in (a) and (b), respectively. The relation (13.25) becomes tight in the continuum limit $\Delta r \Delta s \rightarrow 0$.

We show both sides of the latter inequality as a function of the discrete area element $\Delta r \Delta s$ for the vacuum in Figure 13.1c together with two exemplary discretized Husimi $Q$-distributions $\bar{q}\left(r_{i}, s_{j}\right)$ in Figure 13.1a (with $\Delta r \Delta s=0.5$ ) and Figure 13.1b (with $\Delta r \Delta s=1.5$ ).
discretized upper bounds on separability criteria The previous considerations allow us to formulate (weaker) separability criteria for a discrete distribution $q_{ \pm}$obtained from $Q_{ \pm}$in the sense of (13.18). Applying (13.24) to our general separability criteria (13.10) results in the discretized criteria

$$
\sum_{i, j=-\infty}^{\infty} \frac{\Delta r_{ \pm, i} \Delta s_{\mp, j}}{2 \pi} f\left(\frac{2 \pi}{\Delta r_{ \pm, i} \Delta s_{\mp, j}} q_{ \pm}\right) \geq \int \frac{\mathrm{d} r_{ \pm} \mathrm{d} s_{\mp}}{2 \pi} f\left(\bar{Q}_{ \pm}\right)
$$

which are fulfilled for all separable states (3.90) and all concave $f$ with $f(0)=0$. Note that if one works with sampled data, in which case the bin sizes are not fixed a priori, one can optimize the left hand side over the bin sizes $\Delta r_{ \pm, i} \Delta s_{\mp, j}$.

To end up with discretized versions of entropy functionals on the left hand side of (13.26), it is necessary to assume equal bin sizes $\Delta r_{ \pm, i} \Delta s_{\mp, j} \equiv \Delta r_{ \pm} \Delta s_{\mp}$. For example, we find the chain of inequalities

$$
\begin{equation*}
S_{\beta}\left(q_{ \pm}\right)+\ln \frac{\Delta r_{ \pm} \Delta s_{\mp}}{2 \pi} \geq S_{\beta}\left(Q_{ \pm}\right) \geq \frac{\ln \beta}{\beta-1}+\ln 2 \tag{13.27}
\end{equation*}
$$

for the family of discretized Rényi-Wehrl entropies

$$
\begin{equation*}
S_{\beta}\left(q_{ \pm}\right)=\frac{1}{1-\beta} \ln \left(\sum_{i, j=-\infty}^{\infty} q_{ \pm}^{\beta}\left(r_{ \pm, i}, s_{\mp, j}\right)\right) . \tag{13.28}
\end{equation*}
$$

In contrast, one cannot write down criteria for discretized Tsallis-Wehrl entropies in simple form, as the latter result was established using that the logarithm of a product equals the sum of two logarithms.
dephased schrödinger cat state We examine the tightness of the discretized separability criteria for the family of Rényi-Wehrl entropies (13.27) and the dephased Schrödinger cat state (12.28). To that end, we consider the values $s=z=0$ and vary $r \in[0,2]$, which corresponds to the front slice in Figure 12.3.

In this regime, our entropic criteria (12.13) witnessed entanglement, while all other entropic and second moment criteria failed. We show the continuous and discretized Rényi-Wehrl criteria (13.13) and (13.27), respectively, for $\beta=1$ (corresponding to the ordinary Wehrl entropy) in Figure 13.2a, for $\beta=2$ in Figure 13.2b and for $\beta=10$ in Figure 13.2c.

Detection of entanglement is (depending on the bin size $\Delta r_{-} \Delta s_{+}$) prevented for sufficiently small and large $r$, which is inherent with discretization. However, the possibility of optimizing over $\beta$ can reduce this effect noticeably indicating the potential of the general discrete
separability criteria (13.26). In particular, one might prefer to choose large values for $\beta$, such that small values of $q_{ \pm}\left(r_{ \pm, i}, s_{\mp, j}\right)$, which are hard to detect, are suppressed.

(a) $\beta=1$

(b) $\beta=2$

(c) $\beta=10$

Figure 13.2: Continuous vs. discretized Rényi-Wehrl entropic criteria (cf. (13.27)) for the dephased Schrödinger cat state (12.26) with $s=z=0$ as a function of $r$ for various bin sizes $\Delta r_{-} \Delta s_{+}$. Entanglement is witnessed for negative $\mathcal{W}_{\beta}$, which is defined as the difference of the two sides in (13.27). We show the Wehrl criteria in (a), while (b) and (c) depict higher-order Rényi-Wehrl entropies with $\beta=2$ and $\beta=10$, respectively. For discretized data, detecting entanglement becomes harder for small $r \lesssim 0.25$ and large $r \gtrsim 1.5$.
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## CONCLUSION AND OUTLOOK

general perspective We have used relative entropy and entropy in the quantum mechanical phase space to describe equilibrium, uncertainty and entanglement. In doing so, especially the concept of relative entropy turned out to be an all-purpose tool. From our various analyses, it is tempting to believe that distinguishability may be even more fundamental than information. In any case, many more investigations are needed to formulate physical laws with the methods of information theory. For this purpose, relative entropy will certainly be one of the fundamental tools. In the following, we discuss our contributions successively and formulate open problems.
equilibrium In Chapter 5, we formulated a principle of inference in terms of relative entropy for classical distributions and quantum states. We have shown that it correctly predicts the uniform distribution and the maximally mixed state as priors if no further information is given. We demonstrated that relative entropy can be replaced by a true distance measure, the Hellinger distance, allowing us to conclude that the optimal prior corresponds to the central point on the manifold of allowed distributions for a simple example. However, there are three main open problems.

First, the complexity of the integral over allowed distributions or states prevented us from implementing further constraints in a straightforward way. Although we have shown that the optimal prior is always given by the expectation value over all allowed distributions or states, it is left to provide methods to evaluate our principle in general cases.

Second, for continuous variables the aforementioned integral becomes a functional integral, complicating the integration procedure even more. In this case, one should at least try to confirm that the uniform prior is correctly predicted when considering a finite interval.

Third, it is interesting to check how generic the functional used for comparing two distributions can be. It could be that all statistical divergences are well-suited or even that only convexity with respect to the argument which is integrated out is sufficient to arrive at a satisfactory principle of inference.

In Chapter 6, we developed thermodynamics in terms of thermodynamic reference states and relative entropy. This description goes beyond equilibrium situations as the thermodynamic variables temperature and chemical potential can be associated also with nonequilibrium states. In this formulation the second law of thermodynamics is a simple consequence of the monotonicity property of quantum
relative entropy when assuming that thermodynamic reference states are left invariant by time evolution.

Here, it is of special interest to see whether the principle of minimum expected relative entropy is capable of predicting the canonical state for a given energy expectation values along the lines of Section 3.3. Also, a more detailed investigation regarding the CPTP and PTP maps which leave the thermodynamic reference state invariant is in order. In particular, finding an explicit form of the Kraus operators and checking which other states are left invariant is desirable.
In Chapter 7, we derived second law-like inequalities for relativistic fluids in the context of local QFT. We made use of relative (entanglement) entropy rendering all involved quantities finite and well-defined.

As our discussion was rather conceptual, a more concrete formalism needs to be developed. In particular, one has to find general ways to compute relative entanglement entropies in QFTs, which is an ongoing effort [272]. Also, our construction made use of the double light cone, which is of course a simplifying assumption. It is of great importance to generalize our ideas to general open systems. What we have in mind here is a local version of the Schwinger-Keldysh formalism in QFT, which is also a current project [273]. Such a formalism would allow us to study the time evolution of a local region influenced by the interaction with its complement. It would be of great interest to verify our second law-like relations in such a scenario, at least for some concrete examples.

UNCERTAINTY In Chapter 8, we formulated the uncertainty principle in terms of relative entropy. Our REUR holds naturally for discrete as well as continuous variables. In particular, it keeps its form in the continuum limit.

For future work it is of particular interest to generalize this ansatz to bipartite systems where one system acts as (quantum) memory. The corresponding EURs are typically formulated in terms of conditional entropy and can be applied for example for entanglement witnessing. A formulation in terms of conditional relative entropy is desirable as it would unify existing discrete and continuous variable relations.

In Chapter 9, we extended the concept of entropic uncertainty to QFT culminating in the field-theoretic REUR. We argued that relative entropy is the natural measure for entropic uncertainty in field theories and showed that the relation remains divergence-free in the continuum limit. In particular, we considered a free particle and concluded that its entropic uncertainty agrees with the one of a single mode.

As our work marks the first step in this direction, it brings a lot of questions and new problems.

First, it is interesting to investigate interacting theories, for example a scalar field with a $\phi^{4}$ interaction term. We expect that our argu-
ment still works and that the resulting REUR acquires higher-order correlation functions in the bound.

Second, one might study other field theories and corresponding EURs as starting points. A formulation of the WL inequality for a scalar quantum field has been worked out in [315]. One might also try to find a formulation for spin degrees of freedom starting from the MU relation, which is of interest for experimental purposes. Another interesting type of theories are gauge theories as in this case the functional integral is overcounting the physical field configurations, such that a gauge fixing procedure is required.

Third, it is highly interesting to investigate how a field-theoretic REUR can be used to constrain entanglement in field theories. It might be easiest to analyze the Wehrl and quantum mutual informations in this regard as every mutual information is UV-finite in the continuum limit, but also formulations in terms of conditional relative entropy might be possible.

In Chapter 10, we investigated EURs in phase space for various classes of states. From our analytical and numerical evidence we conjectured that the WL relation is closest to equality almost everywhere.

Of course, it is natural to attempt to prove this conjecture. Let us also recall that so far there is no proven EUR in phase space which is tight for all pure Gaussian states. If such a relation is found, it might itself be closer to equality than the WL relation almost everywhere.

Furthermore, one may conduct a similar comparison for quantum spin systems described by an $S U(2)$ algebra. In particular, one may analyze the tightness of the MU relation and an EUR in phase space. For quantum spins, the corresponding phase space has the geometry of a 2 -sphere embedded into the space spanned by the three spatial components of the angular momentum operator $J$. Using spin coherent states, a Husimi $Q$-distribution can be defined on this sphere, whose entropy is constrained by an analog of the WL inequality.
entanglement In Chapter 11, we investigated the Wehrl conditional entropy and the Wehrl mutual information for the canonical phase space. For the former we found an EUR strengthening the wellknown monotonicity property of the Wehrl entropy, while the latter turned out to be a perfect witness for entanglement and a lower bound on the entanglement entropy for pure states. As such, it was able to witness the whole class of NOON states, which is not possible with any other entropic criterion.

As pointed out already, it is of interest to extend these concepts to QFT. More importantly, one should try to generalize these ideas to other observables characterized by other algebras. Here, the crucial advantage of the phase space approach may become visible. For example, the mutual information of a full phase space distribution will
always be a perfect witness for pure state entanglement, see e.g. [316] for a study of spin observables described by a $\operatorname{SU}(2)$ algebra.
In Chapter 12, we constructed entropic separability criteria based on the Husimi $Q$-distribution. These criteria circumvented angle tomography and outperformed known entropic criteria, which we exemplified with the dephased Schrödinger cat state. Our entropic criteria were the first being capable of witnessing entanglement for this state for the full parameter ranges.
Also here generalizations to other observables are most interesting. Note that existing entropic separability criteria for discrete and continuous variable systems can not be related due to the divergences the classical entropy exhibits in the continuum limit. In contrast, a phase space distribution is always continuous and it is rather the geometry of the phase space, which depends on the observables under consideration.
Hence, the phase space approach would not only lead to new entropic criteria for other systems, but would also constitute a system independent approach to entropic separability criteria. Note that for such generalizations it is probably more convenient to start from the PPT criterion and apply a suitable EUR in phase space, similarly to the argument presented in Chapter 13, instead of trying to generalize the entropy power inequality.
In Chapter 13, we derived general separability criteria for concave functions and generalized them to discretized distributions. Especially the latter criteria should be of high interest to the experimental community. These criteria leave us with the freedom to optimize over the set of concave functions, allowing us to witness entanglement where our discretized entropic crtieria failed.
For future work, it is most interesting to apply these criteria in an actual experiment. In particular, one might try to certify entanglement where other criteria fail, for example because of too poor resolution, which may be circumvented by choosing suitable concave functions.
Also, a generalization to quantum spins with $S U(2)$ algebra should be striven for as an analog of the Lieb-Solovej theorem has been proven already in this case [85].
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