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Abstract

Gauge theories are the governing principles of elementary interactions between matter
particles and the mediating gauge fields. Even though they have been studied extensively
in the realm of High Energy Physics (HEP), realizing their quantum dynamical aspects still
remains an arduous task. Quantum simulators provide a promising approach in this regard
by mimicking such systems, and mapping them onto other physical platforms that are exper-
imentally accessible. In this thesis, an extension of the experimental studies undertaken to
simulate a minimalistic version U(1) of Lattice Gauge Theory (LGT), also known as Schwinger
model is presented [1]. The experiment conducted therein used an ultracold gas mixture of
sodium (23Na) and lithium (7Li), where 23Na realized the gauge field and 7Li realized the mat-
ter component. The principle of local gauge invariance, which is a consequence of matter
gauge coupling was realized through interspecies spin changing collisions (SCC). A theoreti-
cal framework based on mean field approach was then used to describe the corresponding ex-
perimental data. As the data was acquired over multiple realizations, it exhibited fluctuations,
which were unaccounted for in the previous description of the model. This thesis provides an
account of data analysis and theoretical treatments that were performed in order to investigate
the cause of such fluctuations. Along with a better understanding of the underlying dynamics,
this study opens up further insights. For instance, the fluctuations arising from finite tempera-
ture of the atoms might reveal the long time behavior of the system. Furthermore, fluctuations
of technical origin are critical in assessing the stability of an experimental setup, which when
reduced, pave the way to the study of quantum fluctuations, the role of which is pivotal in all
the areas of fundamental physics.
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Zusammenfassung

Eichtheorien sind die maßgeblichen Prinzipien der elementaren Wechselwirkung zwis-
chen Materieteilchen und dem vermittelnden Eichfeld. Obgleich sie im Bereich der Hochen-
ergiephysik ausgiebig untersucht wurden, ist die Realisierung ihrer quantendynamischen As-
pekte noch immer einemühsameAufgabe. Quantensimulatoren bieten einen vielversprechen-
den Ansatz, indem sie solche Systeme auf andere physikalische Plattformen abbilden, die ex-
perimentell zugänglich sind. Diese Arbeit präsentiert eine Erweiterung der experimentellen
Studien, die zur Simulation einer minimalistischen Version U(1) der Gittereichtheorie (LGT),
auch bekannt als Schwinger Modell, durchgeführt wurden[1]. Hierbei wurde eine ultrakalte
Quantengasmischung aus Natrium (23Na) und Lithium (7Li) verwendet, wobei 23Na das Eich-
feld und 7Li dieMateriekomponente darstellte. Das Prinzip der lokalen Eichinvarianz, das eine
Folge der Materie-Eichfeldkopplung ist, wurde durch Spin-Austauschprozesse (SCC) zwischen
den beiden Atomsorten realisiert. Zur Beschreibung der entsprechenden experimentellen
Daten wurde ein theoretischer Rahmen, basierend auf der Molekularfeldtheorie, gewählt. Da
die Daten über mehrere Realisierungen erfasst wurden, wiesen sie Fluktuationen auf, die
in der vorherigen Beschreibung des Modells nicht berücksichtigt wurden. Diese Arbeit bi-
etet eine umfassende Datenanalyse und beschreibt die theoretischen Herangehensweisen, die
angewandt wurden, um die Ursache für diese Fluktuationen zu untersuchen. Neben einem
besseren Verständnis der zugrundeliegenden Dynamik eröffnet diese Studie weitere Erkennt-
nisse. Zum Beispiel könnten die Fluktuationen, die sich aus der endlichen Temperatur der
Atome ergeben, das Langzeitverhalten des Systems aufzeigen. Darüber hinaus sind technisch
bedingte Fluktuationen entscheidend für die Beurteilung der Stabilität eines Versuchsaufbaus,
und ebnen, wenn sie reduziert werden, den Weg zu Quantenfluktuationen, die in allen Bere-
ichen der Grundlagenphysik eine zentrale Rolle spielen.
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Chapter 1

Introduction

1.1 Quantum simulations
The concept of simulation, in which one physical system is used to describe another has

been a longstanding method of scientific practice. However, when quantum systems are con-
sidered, the usual practice of simulating them with classical computers suddenly becomes a
next to impossible task due to the fact that the system scales exponentially with the number of
its constituents. Tremendous efforts were made to solve these problems by means of approx-
imations and numerical methods such as Monte-Carlo techniques[2, 3] and tensor network
theory[4]. However, these methods have their own limitations and are not enough to tackle
out-of-equilibrium problems[5]. Late 20th century physicist Richard Feynman argued that if
one were to simulate a physical many-body system, one would have to make use of the laws of
quantum mechanics because nature is inherently quantum[6]. This marked somewhat infor-
mally, the birth of a quantum simulator (QS). The use cases of a QS, thus fall into either of the
two categories or both; first, they can be used to access processes which lie beyond the capabil-
ities of classical simulations or to significantly speed up the existing ones. Second, they act as
analogue systems to an existing question of research, which is otherwise hard to understand
through a conventional laboratory experiment. While there’s no strict or universal definition
of a QS, for it encompasses a wide range of adaptations depending on its applicability, it can
be thought of as a well controlled experimental system used to imitate the behavior of a given
physical system, by reproducing its Hamiltonian [7, 8, 9]. To successfully undertake such a
task, a QS should contain the following aspects:

• particles obeying quantum statistics, such as bosons or/and fermions.

• well controlled initial state.

• engineering the system Hamiltonian with tunable interaction terms.

• faithful detection of the final state.

• verification

To this end, one can distinguish between two types of QS: Digital Quantum Simulators (AQS)
and Analog Quantum Simulators (AQS). DQS stems from the circuit based approach of quan-
tum computing where the wavefunction to be simulated is encoded in the computational ba-
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Chapter 1. Introduction

sis and the unitary evolution is then carried out by qubit operations[10]. Hence, it is uni-
versal since the operations on the initial state can be written in terms of a set of universal
gates[11]. However, the quest for a fully fledged general purpose universal quantum com-
puter is still in progress, with rigorous amount of research put into scalability and error cor-
rection protocols[12]. Nevertheless, a QS could still be designed to solve specific problems
that are otherwise inaccessible. When the evolution of a system to be simulated is mapped
onto the controlled evolution of a QS, it goes by the name AQS. As this involves a rather
one-to-one mapping between the two systems, its usage stays restricted to a limited class of
problems. However, more often than not, its feature of being system specific has practical
advantages[13, 14].

quantum system

quantum simulator

initialize readout

| >φ(0) | >φ(t)

| >ψ(0)

U

evolve

U’
| >ψ(t)

Figure 1.1: General idea of a quantum simulator. A QS should exhibit controllability such as initial
state preparation, manipulation and appropriate detection methods. The states of the system are either
encoded in qubits (DQS), or can be system specific with one-to-one mapping of the Hamiltonian (AQS).

Till date, both AQS and DQS have been realized in a highly controlled fashion in platforms
based on trapped ions[15, 16], quantum dots[17], superconducting circuits[18, 19], photonic
systems[20], Rydberg atoms[21], ultracold atoms[22, 23] and ultracoldmolecules[24]. Thefield
has found unprecedented applications and continues to be the hope to solve more difficult and
longstanding open questions in the field of condensed matter physics, high energy physics
and quantum chemistry.

1.2 Ultracold atoms and Bose-Einstein condensates
There has been a booming development in the study of ultracold gases in the context of

quantum simulation, thanks to the techniques like laser cooling and trapping, that laid the
foundation for the experimental progress that was seen in cold dilute gases in the last two
decades. In his Nobel lecture in 1997, William D. Phillips said, ”In 1978 I had only vague no-
tions about the excitement that lay ahead with laser cooled atoms, but I concluded that slow-
ing down an atomic beam was the first step”[25]. In the 1970s, laser cooling was developed
as a widely used technique towards highly precise measurements related to spectroscopy and
atomic clocks. The prospects of workingwith slower and hence colder atoms promptly nudged
yet another active field of research on superfluid 4He, and its connection to Bose-Einstein
condensation[26], a state of matter where a gas of bosons occupy the lowest energy state. The
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1.3. Gauge theories and the lattice Schwinger model

occurrence of such a macroscopic ground state occupation in a gas of bosons below a certain
critical temperature was first predicted by Satyendra Nath Bose and Albert Einstein in 1924.
However, 4He being a strongly interacting system, was a highly complicated system. In close
contexts, dilute atomic gases emerged as ideal candidates, with their weakly interacting nature
and their property of being controlled by laser light and magnetic fields. Thus, during the next
15 years, laser cooling techniques were combined with evaporative cooling, leading to ground-
breaking observations of atomic Bose-Einstein condensations[27, 28, 29]. Since then, there
have been rapid developments in the field of ultracold quantum gases where the properties of
a BEC were studied intensively. Condensates have been widely used for atom-interferometry
due to their coherent phase relations[30]. Trapping techniques that were independent of spin
degree of freedom were developed, thus facilitating the creation of spinor condensates, which
were highly promising candidates for the study of quantummagnetism, phase transitions, and
a plethora of topics in condensed matter physics[31]. Further important milestones were the
observation of Feshbach resonances[32], and the advent of optical lattices[33]. While Feshbach
resonances allowed one to control the interaction between two atoms by applying an external
magnetic field, optical lattices mimicked a defect free solid state environment. Along with
a closely followed achievement of degenerate Fermi gas[34], these aspects naturally opened
up dramatic possibilities in studying strongly interacting fermionic systems[35], phase tran-
sitions such as superfluid to Mott-insulator [36], BEC-BCS crossover[37], and as exotic as the
realization of molecular condensates[38, 39].
Yet another class of dilute gases that significantly extended the class of phenomena that one
could study were the heteronuclear systems, i.e., degenerate mixtures of two different species
of either bosons or fermions or mixed. Some notable early examples include 6Li-7Li[40, 41],
23Na-6Li[42], 87Rb-40K[43, 44]. These experiments used the technique of sympathetic cool-
ing where one species was cooled using a second species via collisions. Having observed
simultaneous degeneracy, these mixtures were used to study the magnitude and nature of the
interspecies interactions. Since then, mixtures have been used in the study of molecules[45],
long range interactions in dipolar condensates[46] and impurity physics. In the latter, few or
many atoms of one species (impurity) are immersed in a large condensate (bath) of the other
species. Such a setting allowed one to study the coupling between the two, thereby explor-
ing further aspects of an impurity-bath system such as decoherence effects[47], emergence of
quasiparticles such as Bose or Fermi polarons[48, 49].

These are few examples in the long list of accomplishments in the field, which shaped itself
into a very versatile and adaptable platform, becoming one of the most promising for quantum
simulations.

1.3 Gauge theories and the lattice Schwinger model
In addition to the profuse examples of QS mimicking condensed matter systems, there has

been a surge of interest in simulating High Energy Physics (HEP), such as gauge theories.
As known from the Standard Model, which itself is a gauge theory, they are vital to the de-
scription of nature in that they govern the interaction between subatomic particles and their
associated quantum fields, by means of strong and weak forces[50, 51, 52]. At its core, it signi-
fies a mathematical formulation by means of gauge transformations, where certain redundant
variables in a system of elementary particles are removed without altering the underlying
physics. Consequently, the system is associated with a freedom of description, and obeys a
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Chapter 1. Introduction

certain symmetry. The essence of gauge theories can be traced back to Maxwell’s classical
electromagnetism, where one could arbitrarily choose the scalar and the vector potential via
gauge transformations, without affecting the resulting values of electric and magnetic fields.
In the context of QS, they are incorporated in the form of Lattice GaugeTheories (LGT), where
they are subjected to space-time discretization as a means of regularization[53]. Introduced
first by K. Wilson in 1977, they soon emerged as effective ways of treating non-perturbative
problems in QCD such as quark confinement, chiral symmetry breaking, and hadronization
to name a few[54]. Moreover, the lattice formalism allowed for classical computational tech-
niques likeMonte-Carlo[55] and tensor networkmethods[56]. With high scope for its applica-
tion in several areas of physics, quantum simulation of LGTs has been an actively pursed topic
in the last decade, both theoretically and experimentally[57, 58, 59]. HEP models in particular
demand a more complicated approach as one has to take care that the following criteria are
fulfilled[60]:

• Inclusion of fermions and bosons: this stems from the Standard model that the matter
particles are fermions, whose interactions are mediated by the gauge bosons.

• Principle of local gauge invariance/Gauss’ law: this is a symmetry to be fulfilled. For
example, the interactions between the electrons mediated by photons constitute U(1)
gauge symmetry in QED.

• Lorentz invariance, which takes into account the relativistic effects.

One such model that has been investigated thoroughly both from a theoretical and an exper-
imental perspective is the lattice Schwinger model. It is essentially QED in (1+1) dimension,
which deals with fermionic matter fields coupled to bosonic gauge fields[61]. In its lattice
Hamiltonian version, the fermionic degrees of freedom are defined on the lattice sites and the
gauge fields, on the link connecting the adjacent sites[62](see chapter 2). The Gauss’ law is
then nothing but a local matter-gauge field coupling, signifying that the gauge transformations
are the functions of the lattice sites. While it was originally defined in an infinite dimensional
Hilbert space, the experimental friendly version was established through the Quantum Link
Model (QLM), a mapping from HEP to quantum spin algebra with finite dimensions.

Figure 1.2: Mechanism of Schwinger pair production. QED predicts that when vacuum becomes un-
stable due to quantum fluctuations, it results in electron-positron pair creation. Image taken from[63].
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1.3. Gauge theories and the lattice Schwinger model

The Schwinger model has been theoretically studied extensively over the years[64, 65, 66,
67] because it is the simplest gauge theory, but exhibits intriguing features like Schwinger
pair production and string breaking[68], which extend to QCD. Hence, it provides a natural
starting point for simulating HEP models, given that phenomena like these still belong to the
class of problems which are extremely hard to observe directly.
The first experimental implementation in this regard came from a trapped ion based DQS[63].
They demonstrated the instability of vacuum via the dynamics of particle-antiparticle creation
using 40Ca+ ions confined in a linear Paul Trap. The internal state of each ionwas encoded into
spin-up and spin-down states, which could be manipulated by optical means, see Fig. 1.3a. The
interactions and evolution were then engineered via a sequence of gate operations. Starting
from an initial state resembling a bare vacuum, i.e., where the matter is absent, electric field
termwas scanned and the phenomenon of pair productionwas observed after a time evolution,
see Fig. 1.3b. The observed trend in particle number density showed good agreement with
theoretical predictions.

(a) Implementation scheme for Schwingermodel
with ions.

(b) Particle number as a function of electric field
energy.

Figure 1.3: Experimental implementation of lattice Schwinger model in a trapped ion simulator.
The internal states of the trapped 40Ca+ ions were used as qubits and were selectively manipulated
using laser beams. The unitary time evolution was then engineered with the help of gate operations.
The process of pair production is observed as the particle number density goes from 0 to 0.5, where it
corresponds to one pair on average. Image taken from [63].

Another notable contribution from trapped ions was the demonstration of a self-verifying
QS of the Schwinger model using a classical-quantum hybrid algorithm[69]. A trapped ion
AQS generated the trial states needed for the optimization scheme. The algorithm was then
used to predict the ground state energy of the Schwinger model, and more importantly, the
variances of the energies. Hence, it realized a verification process which is a prime step in
showing the reliability of a QS.

The model was realized also in a Rydberg simulator, using 87Rb atoms trapped in one di-
mensional optical tweezer arrays[70]. Coherent interactions were engineered by coupling the
atoms from their ground state to Rydberg states. The setup therein originally described a Ising-
type quantum spin model with tunable interactions[71]. Interestingly, it was shown that the
same dynamics could be mapped exactly onto U(1) LGT with the help of QLM, and that the
Gauss law could be implemented through the mechanism of Rydberg blockade[72].

17



Chapter 1. Introduction

(a) 87Rb atoms confined in optical tweezers.

(b) Mapping of Rydberg traps to QLM

Figure 1.4: U(1) LGT in Rydberg simulator. (a). 87Rb atoms trapped in optical traps are excited to
Rydberg states with tunable coupling parameters. Image taken from[70]. (b) The 1D Rydberg chain is
mapped onto Kogut-Susskind formalism of U(1) LGT using QLM. Figures shown in (d) and (e) show the
time evolution of the Rydberg array and that of electric field in QLM respectively. Thus, the dynamics
originally governed by quantum Ising-type Hamiltonian as in (d) is exactly mapped onto Schwinger
model in (e). Image taken from [72].

In all the examples above, U(1) LGT was re-written in terms of effective models, where
either one of the ingredients of gauge theory was eliminated in order to make it best suitable
for experimental implementations. In [63] and [69], gauge field degrees of freedom were elim-
inated, thus effectively changing the original problem to a pure spin model with long-range
spin-spin interactions. On the other hand, Rydberg simulator presented in [72] eliminated
matter degrees of freedom, as a consequence which, only nearest-neighbour couplings would
violate Gauss’ law, which were already strongly suppressed by the Rydberg blockade. Con-
trary to both methods, an ultracold atom machine realized U(1) LGT inclusive of both degrees
of freedom in an extended 1D lattice with 71 sites trapping 87Rb atoms[73]. An optical su-
perlattice was employed to realize the staggered structure with odd and even sites, which
represented matter and gauge field respectively. The system, described by a Bose-Hubbard
Hamiltonian, was mapped onto U(1) gauge theory, where the gauge invariance principle was
realized by driving the system across a phase transition. As the Hubbard parameters were
changed, single atoms residing in even sites bound to form doublons on odd sites, thus re-
alizing the analog of annihilation of matter accompanied by a simultaneous deviation in the
electric field, see Fig. 1.5b.
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1.3. Gauge theories and the lattice Schwinger model

(a) mapping of Bose-Hubbard system
onto QLM in staggered formulation.

(b) Observation of gauge invariant dy-
namics.

Figure 1.5: Simulating pair production mechanism using 87Rb atoms confined in an optical super-
lattice. (a) the system obeys a Bose-Hubbard Hamiltonian with tunable parameters, which in turn is
mapped onto QLM. Singly occupied even sites represent matter and doubly occupied odd sites repre-
sent gauge field. (b) starting from an initial Mott insulator state, Hubbard parameters such as mass
and tunneling rate are ramped up, driving the system across a phase transition. The analogy of gauge
invariance where is then attributed to the observation that the atoms initially residing in even sites
(matter) transfer into odd sites forming doublons (gauge field). Images taken from [73].

Gauge theories are important not only in the context HEP, but they also emerge as effec-
tive theories in condensed matter systems and quantum information. Hence, it is worthwhile
noting that there have been several experiments where they were implemented even though
not in a dynamical fashion. For example, Z2 gauge theory was implemented using Floquet
engineering in ultracold 87 atoms[74]. Another experiment simulated a minimum toric-code
Hamiltonian by devising four body ring-exchange interaction in 87Rb atoms residing on the
sites of a single plaquette[75].
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Chapter 1. Introduction

Outline of the thesis

This thesis elaborates on the results of the experiment conducted using a quantum degen-
erate mixture of 23Na− 7Li, to quantum simulate a fundamental building block of Schwinger
model. The experimental implementation exploited the internal states of sodium to mimic the
gauge field, and lithium that of matter. As the original model describes QED on a one dimen-
sional lattice, this experimental realization is considered as simulating one lattice site. Similar
to the various examples given section 1.3, QLM mapped the gauge invariant interaction to
interspecies spin- changing collisionsSCC. The same process was also described akin to pair
production mechanism. Moreover, the mediated interaction makes the gauge field dynamical.
Several measurements were undertaken to demonstrate the aspects of tunability and control.
The foundation of the research presented in this thesis lies in the first experimental results on
SCC, along with the mean field theoretical model, with which it was described. The analysis
presented here investigates the fluctuations observed in the raw data, thereby leading to a
better understanding of the interspecies dynamics.

• Chapter 2: theoretical background that is relevant to the experimental platform and dis-
cussion of data are presented. Starting out with a basic description of Bose gases using
Gross-Pitaevskii Equation (GPE), the chapter further elaborates on the mathematical for-
mulation of U(1) LGT, and its mapping onto ultracold gases with spin degree of freedom,
using QLM. With that established, a mean field approach is used to realize the QS Hamil-
tonian in terms of quantum mechanical spin operators and hence implement local gauge
invariance in ultracold 23Na-7Li mixture.

• Chapter 3: the experimental apparatus that produced the condensate mixtures is revisited,
alongside the experimental sequence itself. As most parts of the setup were built well before
the research presented here, only a brief description is provided to guide the reader through
the sequential stages leading to the observation of condensates. However, many of these
parts were replaced or upgraded during the course of this thesis, the description of which,
is provided as and when relevant. Furthermore, crucial steps involved in engineering the
interspecies SCC as an analog of Gauss’ law are explained. All the raw data, where the SCC
were observed are displayed for different types of measurements undertaken.

• Chapter 4: main findings of the study of fluctuations are presented. Starting out with a
compact description of the comparison of the SCC data with the mean field spin model that
was published in [1], further analysis is carried out in light of the observed fluctuations in
the raw data. The results of these analyses are crucial for a more precise understanding of
the data. Consequently, the origin and behavior of these fluctuations are discussed using
rigorous theoretical treatments, followed by independent, yet intriguing interpretations of
the data.

The overall concept of the thesis is summarized in the outlook chapter, along with prospects
and applicability of this research.
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Chapter 2

Theoretical concepts

This chapter mainly focuses on the general theoretical concepts that are relevant for the
description of the experiment. The topic of a non-interacting Bose gas and its occupation of
the macroscopic ground state upon condensation have been extensively covered in the realm
of statistical physics[76]. Here, a rather qualitative description of the preliminary concepts of
Bose-Einstein condensates are presented, mainly motivated by the literature presented in [77].
The treatment of Bose gas is further modified, considering the weak inter-particle interactions,
since it is the most fitting description to the experimental platforms. In light of using the
mixture of 23Na − 7Li as a simulator of the building block of U(1) LGT, the second part of
this chapter entails the general idea and constraints associated with simulating HEP models,
such as the principle of local gauge invariance, also known as Gauss’ law. The theoretical
framework of quantum link model of QLM is presented, which is essentially a mapping from
the framework of HEP to quantum spin algebra. This follows closely with the concept of
treating the atomic ensembles as effective spins. Having established these aspects, the chapter
further addresses how a degenerate Bose-Bose mixture of 23Na − 7Li emulates the building
block of U(1) gauge theory, using the internal states of two species.

2.1 Non-interacting Bose gas
For a gas composed of bosonic atoms at a finite temperature, the distribution of mean

occupation number of single-particle states is given by

f 0(ϵν) =
1

e(ϵν−µ)/κBT − 1
(2.1)

with ϵν being the energy of the single-particle state, T, the equilibrium temperature of the gas,
κB , Boltzmann constant. µ is the chemical potential, fixed by the the normalization condition∑

ν f
0(ϵν) = N , i.e., the total number of particles in the gas is equal to the sumof the individual

occupancy of levels. At high temperature, the equation (2.1) is approximated by the classical
Boltzmann distribution,

f 0(ϵν) ≃ e−(ϵν−µ)/κBT (2.2)

and µ is much less than ϵmin, the minimum possible energy of a single-particle state. When
the overall temperature goes down, chemical potential becomes less and less negative, and
the criticality sets in when it approaches ϵmin. As the equation (2.1) indicates, µ has an upper
bound, that it only can reach a maximum value of ϵmin, otherwise the occupation number
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2.1. Non-interacting Bose gas

would become negative, which is nonphysical. Consequently, this sets a limit of on the oc-
cupation number of the excited state to be 1/{exp[(ϵν − ϵmin)/κBT ]− 1}. If the number of
particles in the excited state is less than the total N, the remaining particles occupy the ground
state. Thus, any additional particle added gets accommodated in the ground state, where there
is no limit to the occupation number. This phenomenon is the transition to BEC, and the tem-
perature at which it occurs is called the critical temperature, Tc. It is the maximum value of
temperature where a condensate can exist. While this is a general description for a homo-
geneous Bose gas, the properties of a condensate depend on the kind of confining potential.
In the case of bosons confined in a harmonic trap, the minimum energy of a single particle
state is the zero point energy. However, it can be neglected for largeN and can be set to zero1.
Hence, the highest value that µ can attain is zero. With this condition, the critical temperature
for a Bose gas in a 3D harmonic trap is found to be,

Tc ≈ 0.94

(
h̄ω̄N1/3

κB

)
(2.3)

where ω̄ is the geometric mean of the trapping frequencies. Additionally, it is helpful to re-
write it in terms of particle number density n,

Tc ≈ 3.31

(
h̄2n2/3

mκB

)
; n = N/V (2.4)

because it leads to the definition of yet another transition parameter called the phase-space
density nph. It is a dimensionless quantity that corresponds to the number of particles present
within a volume equal to the cube of the thermal de-Broglie wavelength, and is given by

nph = n

(
2πh̄2

mκBT

)3/2

(2.5)

where
(

2πh̄2

mκBT

)
= λ3T . According to the equation (2.4), the BEC occurs at a critical density of

≈ 2.612.

2.1.1 Condensate fraction and temperature

The ratio of the number of particles N0 that exist in the macroscopic ground state to the
total number particles N is called the condensate fraction and is given by

ηc =
N0

N0 +Nth

= 1−
(
T

Tc

)3

(2.6)

where N0 and Nth are the number of particles in the macroscopic ground state and the ther-
mally excited state. This expression is once again specific to the 3D harmonic trap. Hence the
number of particles in the condensate is,

N0 = N

[
1−

(
T

Tc

)3
]

(2.7)

1It can be treated as a correction[77].
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Chapter 2. Theoretical concepts

The density distribution of particles in the condensed state implies the shape of the ground
state wavefunction ϕ0(r), which for an anisotropic 3D harmonic trap is given by

ϕ0(r) =
1

π3/4(axayaz)1/2
e−x2/2a2xe−y2/2a2ye−z2/2a2z (2.8)

where ai are the oscillator lengths in the three spatial directions, decided by the the corre-
sponding trapping frequencies,

ai =

√
h̄

mωi

(2.9)

The density distribution of the non-condensed part is given by,

n(r) =
N

π3/2RxRyRz

e−x2/R2
xe−y2/R2

ye−z2/R2
z (2.10)

where Ri are the widths of the clouds,

Ri =

√
2κBT

mω2
i

(2.11)

2.2 Weakly interacting BEC
The interactions between particles are essentially described by scattering processes. If the

particles are separated by a large distance such as those in a BEC, the scattered wave is a
spherical wave given by f(k⃗)exp(ikr)/r where f(k⃗) is called the scattering amplitude and k⃗
is the wave vector of the scattered wave. In low energy systems, it is sufficient to consider
the s-wave scattering. Then the scattering amplitude approaches a constant which is called
the scattering length. Typically, the value of the scattering length is much smaller than the
inter-atomic distances of a dilute gas. Hence, it is safe to assume that dominant interactions
in system of a dilute ultracold boson gas comes from the so called binary collisions, i.e., due to
two-body encounters. While the interaction in dilute alkali gases can be described by a Van
der Waals interactions[77], the effective form of interactions in momentum representation is
given by

g =
4πh̄2a

m
(2.12)

where a is the scattering length andm is the mass of the atom. Such a system at zero temper-
ature is described by time-independent Gross-Pitaevskii equation (GPE),

− h̄2

2m
∇2ψ(r) + V (r)ψ(r) + g|ψ(r)|2ψ(r) = µψ(r) (2.13)

V is the total external potential, g|ψ(r)|2 is the mean field potential. The density of this macro-
scopic occupation is given by

n(r) = |ψ(r)|2 (2.14)
Considering the experimental relevance, it is worthwhile to adapt the GPE for bosons confined
in a three dimensional harmonic trap, whose potential is given by

V (x, y, z) =
1

2
m(ωxx

2 + ωyy
2 + ωzz

2) (2.15)
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2.3. U(1) lattice gauge theory

where ωx, ωy and ωz are the trapping frequencies in the respective spatial direction. When
the interactions are repulsive and the number of atoms is large, the ratio of kinetic energy to
the potential energy is small. The energy per particle is then given by

E

N
= h̄ω0

(
Na

aosc

)2/5

(2.16)

where ω̄ = (ωxωyωz)
1/3 is the geometric average of the trapping frequencies, N is the num-

ber of atoms and aosc is the characteristic harmonic oscillator length, which is nothing but a
measure of the spatial extent of the atomic cloud. Neglecting the kinetic energy in the overall
GPE simplifies (2.13) to,

V (r)ψ(r) + g|ψ(r)|2ψ(r) = µψ(r) (2.17)

and for density,

n(r) = |ψ(r)|2= [µ− V (r)]

g
(2.18)

This is called Thomas-Fermi approximation. The extension of the cloud in this approximation
is given by

R2
i =

2µ

mw2
i

; i = x, y, z (2.19)

The atom number and the chemical potential are related by

N =
8π

15

(
2µ

mω̄2

)3/2
µ

g
(2.20)

Moreover, the density distribution can be rewritten as,

nTF =
15

8πRxRyRz

(
1− x2

R2
x

− y2

R2
y

− z2

R2
z

)
(2.21)

which features an inverted parabola.
Reducing the temperature of the atoms below the critical temperature results in condensa-
tion and as the temperature is reduced further, the number of condensed atoms grows larger
until T = 0, N0 = N , i.e. all of the atoms are in the condensate. Apart from the physically
unattainable state of T = 0, the condensed atoms co-exists with the non-condensed and hence
thermal atoms.

2.3 U(1) lattice gauge theory
Thenext step after cooling the atoms to degeneracy is to manipulate them in ways to fit the

specific requirements of a QS, designed to simulate a given physical system. Here, the system
of interest is U(1) LGT, the gauge theory that governs QED. In this section, the concept of local
U(1) gauge theory is introduced, followed by an illustration of its Hamiltonian formulation on
a 1D lattice. The three components that constitute the theory are described, namely matter
field, gauge field and their coupling.
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Chapter 2. Theoretical concepts

2.3.1 Origin of gauge fields and Gauss’ law

Free matter particles in an one dimensional lattice2 are described by the Hamiltonian

H = −t
∑
n

(ψ†
n+1ψn + h.c) +m

∑
n

(−1)nψ†
nψn (2.22)

where ψ and ψ† are the creation and annihilation operators of the matter field respectively, n
is the index of the lattice site and m is the particle mass, and t is the strength of the tunnel-
ing matrix element. The factor (−1)n realizes the staggered mass. The field operators when
subjected to global U(1) gauge transformations transform as,

ψn → eiαψn ; ψ†
n+1 → eiαψ†

n+1, α ∈ R (2.23)

Here U(1) corresponds to a gauge group whose elements can be parametrised as phases α as
they span a circle in the complex plane. As long as the phase is altered everywhere equally,
equation (2.22) stays invariant by mapping the Hamiltonian onto itself under transformations.
Consider the class of transformations where the group elements are given by

ψn → Vnψn ; ψ†
nVn, with Vn = exp

(
i
∑
n

αnGn

)
(2.24)

where Gn is the generator of transformation. αn now explicitly depends on the lattice site n,
i.e., αn ̸= αn+1. The hopping term transforms as,

ψ†
n+1ψn → ψ†

n+1V
†
n+1Vnψn (2.25)

which clearly shows that the H is not invariant under the transformation given in equation
(2.24), i.e., the system doesn’t possess a local U(1) symmetry naturally.

nn-1 n+1

matter �eld

gauge �eld

Figure 2.1: Visualization of LGT. Matter fields reside on the lattice sites (blue circles). Gauge fields
connect the two adjacent sites (orange ellipses).

However, the gauge symmetry can be restored locally by introducing a new set of opera-
tors, called the link operators Un. These are the so called gauge links because they act on the
link connecting the two lattice sites, see Fig. 2.1. They transform as,

Un → Vn+1UnV
†
n (2.26)

with [Un, U
†
m] = 0. The term in equation (2.25) then transforms as,

ψ†
n+1Unψn → ψ†

n+1V
†
n+1Vn+1UnV

†
nVnψn = ψ†

n+1Unψn (2.27)

leading to
H → V HV †. (2.28)

2The reduced Planck’s constant h̄ and speed of light c are set to 1 throughout this theoretical description.

26



2.3. U(1) lattice gauge theory

Introducing the gauge fields into the theory of free matter particles not only keeps the Hamil-
tonian invariant under gauge transformation, but also introduces a new constraint; interac-
tion between matter field and the gauge field. In the case of QED, the matter corresponds to
fermions and gauge field is represented by electric field. Hence the generators Gn of the local
transformation (2.24) which results in equation (2.28) are represented by the operator,

Gn = En+1 − En − eψ†
nψn (2.29)

E
ψi

†

ψi+1

i+1E iE
e

e

Figure 2.2: A simple depiction of Gauss’law. The scheme on the left illustrates the Gauss’ law in
classical electrodynamics. As shown on the upper line, the electric field lines (orange arrows) associated
with the electron (blue circle) point inwards towards the charge; the lower line shows that a shift in the
position of the electron causes the field to change accordingly. The scheme on the right is the lattice
version, and the charge is replaced by a fermionic field operator as in QED. The charges lives on the
lattice sites and the gauge field lives on the link connecting the two sites. The two field values Ei, and
Ei+1 are unequal if the charge is present on the site and their difference equals to one quanta. On the
other hand, they are equal if the charge is absent.

Equation (2.29) has a very important implication and draws its nature directly from classi-
cal electromagnetism. It represents Gauss’ law, i.e., the change of electric field associated with
a moving charge; in this case, a hopping fermion across two lattice sites is always accompa-
nied with link operators Un, U

†
n causing a correlated increase or decrease in the value of the

electric field on the link. The field thus has a dynamics of its own, which gives it the name
dynamical gauge field. From equation (2.29), it follows that [Gn, H] = 0, which means that
these generators are constants of motion and physical states are the ones that respect Gauss’
law,

Gn |ψn⟩ = 0 (2.30)

Implementing Gauss’ law as described in equation (2.29) should be the first and foremost aim
of any QS of HEPmodels, for that’s what makes it a gauge theory. As it shall be seen in section
3.2, Gauss’ law is implemented in an ultracold mixture via interspecies SCC.

2.3.2 Lattice QED

In the well known Kogut-Susskind formalism[62][78], the discretized Hamiltonian version
of U(1) theory is given by

HKS =
a

2

∑
n

E2
n +m

∑
n

(−1)nψ†
nψn −

i

2a

∑
n

(ψ†
nUnψn+1 − h.c) (2.31)
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Chapter 2. Theoretical concepts

where a denotes the spacing of the real-space lattice3. Equation (2.31) describes QED in (1+1)
space-time dimensions as it essentially stems from the conventional Dirac equation, which is
the continuum description when the lattice spacing approaches zero. Comparing the above
equation with (2.22), it can be observed that the hopping term is modified to include the local
gauge invariance, as well as a pure gauge field term is added. Its quadratic expression stands
for the energy contained in it.

TheDirac spinor is decomposed onto the neighbouring lattice sites in such a way that there
are two separate fields for even and odd sites. The fermionic charge operator here is written
as,

Qn = ψ†
nψn +

(−1)n − 1

2
(2.32)

The even sites contain particles and odd sites contain anti-particles. The latter basically cor-
responds to the absence of particles and is the analog of a filled Dirac sea in QED which is a
theoretical interpretation of the negative energy solutions of continuum Dirac equation.
The link operator Un and En acting between nth and (n+1)th lattice site fulfill the commuta-
tion relations,

[En, Um] = eδnmUm ; [En, U
†
m] = −eδnmU †

m (2.33)

An alternative formulation of discretization is based on Wilson fermions[54][79]. The Hamil-
tonian is this case is given by,

HW =
a

2

∑
n

E2
n +

(
m+

1

a

)∑
n

ψ†
n

(
0 1
1 0

)
ψn +

1

a

∑
n

ψ†
n

(
0 1
0 0

)
Unψn+1 + h.c (2.34)

where ψn → √
as(−1)nψn. The two components are then

ψn =

(
ψn,1

ψn,2

)
. (2.35)

obeying the anti-commutation relation {ψn, α, ψn, β} = δαβδnn′ .

(a) (b)

Figure 2.3: Implementation of U(1) LGT in an optical lattice: Staggered vs Wilson fermions. The
grey patterns represent the lattice potentials. The blue lines are the internal states of matter particles.
The grey arrows represent the coupling between the matter fields in different lattice sites, constituting a
1D chain. (a) optimized Wilson formulation in a tilted optical lattice. (b) staggered formulation, which
experimentally demands an optical superlattice.

3It is not to be confused with the spacing of the optical lattice itself.
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2.4. U(1) Quantum link model

Themajor difference to the staggered formulation is that here two components of the Dirac
spinor live on the same lattice site. This model thus realizes the same number of degrees of
freedom in only half the space. Moreover, from an experimental perspective, staggered formu-
lation typically requires an optical superlattice to engineer the alternating on-site energy[80],
whereas the Wilson formulation proposes a tilted lattice as shown in figure, which could be
technically less demanding. Detailed theoretical description and proposed implementation
can be found in [81].

2.4 U(1)Quantum link model
Quantum link models were originally introduced in the context of HEP [58]. One of the

major problems in experimentally implementing the U(1) gauge theory follows from the fact
that the link operators are defined on an infinite dimensional Hilbert space. This is where
the true essence of QLM lies, i.e., it maps the gauge fields defined on the links to a finite
dimensional objects, whose dimensions are given by the number of bosonic atoms residing on
a given link. This simplification strongly encourages one to use atomic systems as simulation
platforms. In this approach, the gauge field is identified with the z-component of quantum
spin operator L̂z,n as,

En → eL̂z,n (2.36)
and the link operators are represented with the ladder operators L±,n = Lx,n ± iLy,n,

Un = [l(l + 1)]−
1
2L+,n (2.37)

U †
n = [l(l + 1)]−

1
2L−,n (2.38)

(2.39)

where l denotes the magnitude of the spin vector L⃗. The spin operators obey the quantum
mechanical commutation relation [Li,n, Lj,m] = iδnmϵijkLk,n, with i, j, k = x, y, z. The above
substitution still preserves the originally discussed commutation relations given by (2.33).
With l being finite in the QLM description, it is expressed by

[Un, U
†
m] =

2δnmEm

el(l + 1)
(2.40)

At the same time, (2.33) doesn’t go to zero with a finite l, which perfectly supports the transi-
tion from a infinite dimensional case to the finite dimensional one. The QLM Hamiltonian is
then given by

HQLM =
ae2

2

∑
n

L̂2
z,n+

(
m+

1

a

)∑
n

(
ψ†
n,1ψn,2 + h.c

)
− 1

a
√
l(l + 1)

∑
n

(
ψ†
n,1L+,nψn+1,2

)
(2.41)

It is this general version of the original Hamiltonian that enables the experimental imple-
mentation using ultracold atoms in optical lattices.

2.5 Ultracold 23Na− 7Li mixture as a quantum simulator
The experimental system under consideration is comprised of two condensates, sodium

and lithium, whose internal states |F = 1,mF = 1⟩ and |F = 1,mF = 0⟩ are manipulated
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Chapter 2. Theoretical concepts

in order to engineer the constituents of U(1) theory. As outlined by QLM, the gauge field
is mapped onto the sodium states, and the matter field onto lithium states. While the QLM
Hamiltonian in equation (2.41) is the fitting description for implementation in an 1D optical
lattice, the simulator realized in the 23Na − 7Li experiment represents one building block of
the extended model. In this section, theoretical description of this building block is presented,
where the possible interactions among the four internal states of two species are discussed.
Throughout this chapter, the indices N and L stand for sodium and lithium respectively. The
first principle Hamiltonian of such a combined spin system is composed of free and interaction
parts,

H = HN +HL︸ ︷︷ ︸
free

+HNN +HLL +HNL +Hscc︸ ︷︷ ︸
interaction

(2.42)

The free part of each species is given by,

Hs =

∫
x

∑
α

ψ̂†
s,α(x)

[
−∇2

x

2ms

+ Vs(x) + Es,α(B0)

]
ψ̂s,α(x) (2.43)

where ψ̂s,α and ψ̂†
s,α are the field operators fulfilling[

ψ̂s,α(x), ψ̂
†
s,α(y)

]
= δss′δαβδ(x− y) (2.44)

with α, β ∈ {0, 1}. The species index is denoted by s ∈ {N,L},ms denotes the atomic masses,
Vs is the confining potential and Es,α(B0) is the single particle Zeeman shift in the presence
of the magnetic field as given by the Breit-Rabi formula. The interactions are adequately de-
scribed by the s-wave scattering length a. The interaction part of equation (2.42) is further
divided broadly into two categories namely, inter-species and intra-species interactions. The
intra-species part is given by,

Hs =
1

2

∫
x

[
gs11ψ̂

†
s,1ψ̂

†
s,1ψ̂s,1ψ̂s,1 + gs00ψ̂

†
s,0ψ̂

†
s,0ψ̂s,0ψ̂s,0 + 2gs10ψ̂

†
s,1ψ̂

†
s,0ψ̂s,1ψ̂s,0

]
(2.45)

with
gsjj =

4πh̄2

ms

asjj (2.46)

where asjj is the reduced scattering length with j ∈ {0, 1}. Depending on whether the out-
going scattering state changes the internal state mF , the inter-species interaction is further
divided into non-spin changing and spin-changing collisions. The non SCC part is given by,

HNL =

∫
x

[
gNL
11 ψ̂

†
N,1ψ̂N,1ψ̂

†
L,1ψ̂L,1 + gNL

00 ψ̂
†
N,0ψ̂N,0ψ̂

†
L,0ψ̂L,0+

gNL
10 ψ̂

†
N,1ψ̂N,1ψ̂

†
L,0ψ̂L,0 + gNL

10 ψ̂
†
N,0ψ̂N,0ψ̂

†
L,1ψ̂L,1

] (2.47)

with
gNL
jj =

2πh̄2

µ
aNL
jj (2.48)

where µ is the reduced mass, and aNL
jj are again the reduced the scattering lengths for the

non-spin changing interactions.
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2.5. Ultracold 23Na− 7Li mixture as a quantum simulator

The last part is the spin-changing inter-species dynamics, which is of utmost importance when
it comes to simulating the U(1) gauge theory and is given by,

Hscc = gscc
∫
x

[
ψ̂†
N,0ψ̂

†
L,1ψ̂N,1ψ̂L,0 + ψ̂†

N,1ψ̂
†
L,0ψ̂N,0ψ̂L,1

]
(2.49)

with
gscc =

2πh̄2

µ
ascc (2.50)

where ascc is the reduced scattering length for the spin-changing collisions. The values for the
different reduced scattering lengths are summarized in table 2.1.

2.5.1 Microscopic Hamiltonian

The description of the total system contains both spin-spin and density-density interac-
tions. However the local gauge invariance principle is enforced through spin-spin interac-
tions. To this end, the system is represented under Single mode approximation(SMA), where
the field operators are approximated with a single spatial mode of the BEC as,

ψ̂s,α(x) ≈ Φs,α(x)b̂s,α (2.51)

where Φs,α(x) is the ground state wavefunction as determined by GPE. The Hamiltonian given
in equation (2.42) can then be written as,

HSMA =
∑
s

[
Ẽs,1(B0)b̂

†
s,1b̂s,1 + Ẽs,0(B0)b̂

†
s,0b̂s,0

]
+∑

s

[
Xs

11b̂
†
s,1b̂

†
s,1b̂s,1b̂s,1 +X00b̂

†
s,0b̂

†
s,0b̂s,0b̂s,0 + 2Xs

10b̂
†
s,1b̂

†
s,0b̂s,1b̂s,0

]
+

XNL
11 b̂†N,1b̂N,1b̂

†
L,1b̂L,1 +XNL

00 b̂†N,0b̂N,0b̂
†
L,0b̂L,0 +XNL

10 b̂†N,1b̂N,1b̂
†
L,0b̂L,0 +XNL

10 b̂†N,0b̂N,0b̂
†
L,1b̂L,1+

XSCC b̂†N,0b̂
†
L,1b̂N,1b̂L,0 +XSCC b̂†N,1b̂

†
L,0b̂N,0b̂L,1

(2.52)

where
Ẽs,α(B0) = Es,α(B0) +

∫
x

Φ∗
s,α(x)

[
−∇2

x

2ms

+ Vs(x)

]
Φs,α(x) (2.53)

are the modified energy levels, b̂s,α and b̂†s,α represent the creation and the annihilation op-
erators for the modes in the relevant spin states. The reduced interaction constants Xs

αβ are
calculated as

Xs
αβ = Isαβ

gsαβ
2
, XNL

αβ = INL
αβ g

NL
αβ , XSCC = INL

10 gSCC (2.54)

from the relevant overlap integrals, which are given by,

Isαβ =

∫
x

|Φs,α(x)|2|Φs,β(x)|2 (2.55)

INL
αβ =

∫
x

Φ∗
N,1Φ

∗
L,1ΦN,0ΦL,0 (2.56)

ISCC =

∫
x

Φ∗
N,1Φ

∗
L,1ΦN,0ΦL,0 (2.57)
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To further concentrate the description only on the spin dynamics of the system, a few more
steps are employed. Firstly, the Schwinger Boson spin representation[82] is adapted as,

L̂z,s =
1

2

(
N̂s,1 − N̂s,0

)
, L̂+,s = b̂†s,1b̂s,0, L̂−,s = b̂†s,0b̂s,1 (2.58)

Secondly, the total atom number is taken to be conserved,

N̂N = N̂N,1 + N̂N,0 = const.

N̂L = N̂L,1 + N̂L,0 = const.
(2.59)

This is a valid under the approximation that s-wave collisions do not mix total hyperfine states
of the colliding atoms, i.e., atoms do not leak to other states. Exploiting the above consider-
ations, equation (2.52) can be segregated into the parts that contain spin operators and those
which contain the number operators for the total atom numbers. (2.52). The free part of the
equation (2.42) then translates to

Hs = Ẽs,1(B0)N̂s,1+Ẽs,0(B0)N̂s,0 = N̂s

[
Ẽs,1(B0) + Ẽs,0(B0)

2

]
+L̂z,s

[
Ẽs,1(B0)− Ẽs,0(B0)

]
(2.60)

To modify the interaction parts of the normally ordered equation given in (2.52), bosonic com-
mutation relation b̂†s,1b̂

†
s,1b̂s,1b̂s,1 = N̂s,1(N̂s,1 − 1) are employed. The resulting reduced inter-

action constants are,

χs = Xs
11 −Xs

00 (2.61)
χNL = XNL

11 −XNL
00 (2.62)

Using these definitions, the intra-species part of equation (2.52) is modified as,

Hss = Xs
11N̂s,1(N̂s,1 − 1) +Xs

00N̂s,0(N̂s,0 − 1) + 2Xs
10N̂s,0N̂s,1

= χs(N̂s,1 − 1)L̂z,s − χsL̂
2
z,s + (Xs

11 +Xs
00 + 2Xs

10)
N̂2

s

4
− (Xs

11 +Xs
00)

N̂s

2
(2.63)

and the inter-species part is modified as,

HNL =
(
XNL

11 N̂N,1 +XNL
00 N̂N,0

)
N̂L,1 +XNL

00

(
N̂N,1 + N̂N,0

)
N̂L,0

=
χNL

2
N̂N L̂z,L +

χNL

2
N̂LL̂z,N + χNLL̂z,N L̂z,L +

[
XNL

11 + 3XNL
00

4

]
N̂NN̂L (2.64)

Finally, the SCC Hamiltonian becomes,

HSCC = XSCC
[
b̂†L,1L̂−,N b̂L,0 + b̂†L,0L̂+,N b̂L,1

]
(2.65)

The importance of equation (2.59) becomes apparent now, i.e., all the terms containing only
the number operators can be dropped for further discussions.
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Species scattering
length(red.)

value(aB)

23Na aN11,aN10 55
(intra-species) aN00 53
7Li aL11,aL10 12.5
(intra-species) aL00 6.8
23Na− 7Li aNL

11 20
(inter-species) aNL

00 ,aNL
10 19.65

ascc 0.35

Table 2.1: Values of reduced scattering lengths for all possible scattering channels of 23Na −
7Li[31, 83, 84]. The desired states for the experimental implementation are the hyperfine states
|F = 1,mF = 1⟩ and |F = 1,mF = 0⟩ of both the species. Different possible s-wave scattering chan-
nels include intra-species, and interspecies interactions.

2.5.2 Effective spin Hamiltonian

The derivation presented in section 2.5.1 results in a Hamiltonian containing terms with
spin operators,

Hspin =

[
EN,1(B0)− EN,0(B0) + χN(N̂N − 1) +

1

2
χNLN̂L

]
L̂z,N − χN L̂

2
z,N

+

[
EL,1(B0)− EL,0(B0) + χL(N̂L − 1) +

1

2
χNLN̂N

]
L̂z,L − χLL̂

2
z,L (2.66)

+ χNLL̂z,N L̂z,L +HSCC

Even though the above Hamiltonian greatly simplified, it is still ambiguous when it comes
to relating it with the cold-atom QED description as in equation (2.41). Hence, it is further
modified by making use of yet another expression for the total magnetization,

M̂ = L̂z,N + L̂z,L (2.67)

The equation (2.66) then becomes,

Hspin/h̄ = χL̂2
z,N + ∆̂L̂z,L + λ

(
L̂−,N L̂+,L + L̂+,N L̂−,L

)
(2.68)

where

χ = −χN − χL − χNL (2.69)
∆̂ = [EL,1(B0)− EL,0(B0)]− [EN,1(B0)− EN,0(B0)] +

χL(N̂L − 1)− χN(N̂N − 1) +
1

2
χNL(N̂N − N̂L) + 2M̂

(
−χL − 1

2
χNL

)
(2.70)

λ = XSCC (2.71)

Using the Schwinger boson representation on L̂z,L, equation (2.68) can be rewritten as,

Hspin/h̄ = χL̂2
z,N +

∆̂

2

(
b̂†L,0b̂L,0 − b̂†L,1b̂

†
L,1

)
+ λ

(
b̂†L,0L̂−,N b̂L,1 + b̂†L,1L̂+,N b̂L,0

)
(2.72)
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(a) The process of SCC between 23Na and 7Li.
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(b) Visualization of SCC in a single building block.

Figure 2.4: Pictorial representation of Hamiltonian presented in (2.72). (a) dynamics of inter-species
spin changing collisions. The hyperfine states of 23Na are populated with desired superposition, thus
creating an L̂z,N term. It is associated with χ, a combination of intra-species interaction strengths of
23Na and 7Li as described in equation (2.69). The detuning ∆ signifies the shift the hyperfine energy
level due to several effects: Zeeman shift due to the applied the magnetic field, collective mean field
shifts from the atoms, shifts from a changing magnetization. The strength of the SCC itself is described
by λ, which only depends on the extent of the spatial overlap between the two clouds. (b) lattice
equivalent description of SCC dynamics shown in (a), on a single building block of 1D LGT. The two
species are trapped together in the same confining potential. According to QLM, the two sodium states
comprise the gauge field term and are represented as an effective spin (orange arrow) via Schwinger
boson representation. The two lithium states describe components of the matter field as in the Wilson
representation of QED. Even though the SCC dynamics takes place in the bulk BEC, it can be interpreted
as a single unit of the lattice, that comprises the 1D chain. One component of the matter field is mapped
onto one site (b̂n,1), and the other component to the next site (b̂†n+1,0) while the collective sodium spin
acts as the link. Hence, the Gauss’ law is manifested in the form of SCC process, where a lithium atom
hop from one site to the next, with the effective sodium spin simultaneously changing its orientation
on the link.

The above Hamiltonian is particularly useful to visualize the process of correlated hopping
as in the quantum link Hamiltonian in equation (2.41). It is equivalent to the two adjacent
lattice sites, where the two components of the matter field live respectively as b̂L,0 = b̂n+1,0

and b̂L,1 = b̂N,1. L̂2
z,N gives the gauge field dynamics; the spin changing collision term then

incorporates the local gauge invariance. The Gauss law operators now are,

Ĝ′
n = L̂z,N + b̂†L,0b̂L,0 ; Ĝ′

n+1 = L̂z,N + b̂†L,1b̂L,1 (2.73)
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2.5. Ultracold 23Na− 7Li mixture as a quantum simulator

2.5.3 Coupled spin picture on the Bloch sphere

QLM provides a descriptive interpretation of the underlying principle of U(1) LGT. As
all the processes are described using spin operators, the Bloch sphere representation can be
adapted. This serves as a powerful visualization tool, as all the terms in the Hamiltonian are
essentially rotations of the spin vectors. Consider the two basis states of the a spin-1/2 system
to be |↑⟩ (spin up) and |↓⟩ (spin down) states. In general, all possible superpositions of these
two states can be written as,

|θ, ϕ⟩ = cos
θ

2
|↑⟩+ sin

θ

2
eiϕ |↓⟩ (2.74)

and can be parametrized by the two angles, θ = [0, π] and ϕ = [0, 2π]. A superposition state
can then graphically represented on a sphere called the Bloch sphere, as shown in Fig. 2.5. Any
unitary transformation can then be pictured as a rotation of the Bloch vector[85].

0

1

bL, 0

^

bL, 1

^

LN,-

^

Figure 2.5: Representation of the SCC on the Bloch sphere. The generalization of a spin-S system to a
spin-1/2 system provides a geometric description of spin algebra in the form of a unit sphere character-
ized by a polar angle θ and azimuthal angle ϕ. Only, instead of a traditional single spin vector, here it is
a collective spin(orange arrow), whose value is N/2. The gauge field is the projection onto the z-axis.
The two internal spin states of lithium are situated at the poles and represented |F = 1,mF = 1⟩ →
|1⟩ and |F = 1,mF = 0⟩ → |0⟩. During SCC, lithium atoms transfer from |1⟩ to |0⟩. It is accompanied
by the simultaneous lowering of the sodium Lz by one unit upon the action of the link operator LN,−

They are generated by the spin-1/2 Pauli matrices, which fulfill the SU(2) commutation
relations[86]. A spin-1/2 representation can be generalized to a spin-S systemwith the concept
of a collective spin[87][88]. For an assembly of N particles, each with spin 1/2 and all directed
long the same axis, the total spin of the system is given by L = N/2. This perfectly explains
the scenario of the 23Na−7Limixture, where the available states of the ground state hyperfine
manifold mF = {0, 1} are populated by the condensed atoms and the L̂z,n is also effectively
given in terms of population imbalance via Schwinger boson representation. The Hamiltonian
(2.68) can then be interpreted as that of two coupled spins of sodium and lithium and can be
rewritten as

H/h̄ = χL̂2
z,N + ∆̂L̂z,L + 2λ

(
L̂x,N L̂x,L + L̂y,N L̂y,L

)
(2.75)
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The pure gauge field term χL̂2
z,n indicates that the sodium spin rotates in the x-y plane whose

speed of rotation is given by 2χLz,N . Thus, it depends on the relative imbalance of the two
hyperfine states, and higher the imbalance, the faster it rotates. The matter field term also
describes a similar rotation of lithium spin, but with a speed specified by ∆̂. The process of
spin changing collision is then seen as a resonance that occurs when the two spins are co-
rotating,

2χL̂z,N ≈ ∆̂ (2.76)

If the two rotation frequencies are substantially different, they keep on rotating completely
uncorrelated, and hence the strength of their coupling averages out.
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2.6. Summary

2.6 Summary
• In this section, the basic concepts of non interacting and weakly interacting Bose gases was
presented. Starting from statistical description of an ideal Bose gas, the emergence of a BEC
was described, along with brief explanations of its parameters, such as condensate fraction,
temperature and density profiles in the case of a harmonic confinement.

• The concept of local gauge symmetry in the context of LGT was introduced. It was seen that
the gauge transformations on a lattice depend on the position of the lattice site, and hence,
the Hamiltonian doesn’t remain the same under transformation. As a means of restoring
the principle of local gauge invariance, which is an indispensable property of a HEP model,
gauge fields were introduced on the links connecting the two lattice sites. The concept of
U(1) LGT was introduced in context of QED in (1+1) dimension, using Kogut-Susskind for-
malism. Furthermore, it was shown that there exist alternative methods such as Wilson
formulation, which is better suited for simulating QED using ultracold atoms in an optical
lattice. In either cases, the mapping of the HEP version onto a cold atom version was estab-
lished by QLM, in which the link operators are described by spin operators, and the gauge
field itself is mapped onto the z-projection of sodium spin. Overall, it was shown that the
U(1) LGT can indeed be implemented in a system of ultracold mixtures, by enforcing the
Gauss’ law in the form of heteronuclear SCC.

• The model was subjected to a rigorous mathematical treatment based on mean field GPE.
Considering the properties of two species such as spatial extent, scattering lengths, and
their behavior in an external magnetic field, different channels of interactions were outlined.
The QLM Hamiltonian was re-written as an effective, coupled spin model, in terms of spin
operators and it was shown that it is characterized by three important parameters namely
χ, ∆̂ and λ.
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Chapter 3

Experimental methods

This chapter focuses on the experimental methods involved in realizing an ultracold mix-
ture of 23Na and 7Li. Atomic vapors of both gases are cooled and trapped using various tech-
niques such as magneto-optical trap (MOT), magnetic trap and optical dipole trap (ODT). In
the first part of this chapter, the experimental system is described consisting of two major
sections: i) The laser table, where the laser beams are manipulated in frequency, power and
polarization, ii)The experimental chamber comprised of an atomic source, vacuum system and
a science chamber. The setup as a whole was constructed long before the research presented
in this thesis[89, 90, 91, 92, 93]. However, certain parts either had to be updated or replaced
due to downgraded performance. There were two major changes in this regard, of which the
first one was the replacement of the experimental control system. The different parts of the
new control system and their functionalities are briefly explained in this chapter. The sec-
ond change was the replacement of the atomic source itself. An overview of the crucial steps
involved in creating two condensates is presented. Moreover, as the setup was subjected to
upgrades and hardware replacements soon after the data acquisition from SCC experiment, all
these steps had to be re-established. The final part of the chapter is devoted to the description
on how the different internal states of the condensates can be manipulated with the help of
Radio-Frequency (RF) and Microwave (MW) pulses. At the very end, the first results of SCC
measurements are presented, along with the related aspects such as data acquisition method
and detection techniques. Special emphasis is given to the raw data itself, where it was seen
that the SCC measurements exhibit fluctuations.

3.1 Pathway to a mixture BEC
This section describes the experimental procedures involved in achieving the quantum

degeneracy of the Na-Li mixture. The experiment takes place in an ultra-high vacuum (UHV),
thereby well isolated from the environment. A heated dual species atomic source called the
oven, supplies the sodium and lithium atoms. As a preliminary step in achieving the BECs,
the method of laser cooling and trapping is employed in the form of a Zeeman slower and
MOT, whereby the hot atoms effusing from the oven are cooled and subsequently captured.
The associated optical setups are briefly described. The process of achieving condensation
of atoms trapped in the MOT comprises of highly controlled and sequential stages aimed at
reducing the temperature of the sample of atoms as well as increasing the phase space density.
Standard absorption imaging technique is used throughout to benchmark the different stages.
All these processes are addressed briefly in the following sections.
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3.1.1 Vacuum system

The vacuum system of the Na-Li experiment is comprised of four major sections: a dual
species source of atoms, pumping stage, the glass cell (science chamber) and finally the rear
part consisting of a turbo-molecular pump. While several components and parts of the vacuum
system have changed over the course of years, the overall setup remains the same. This section
gives only a brief overview of the most important parts. A detailed account on the vacuum
setup can be found in[93][90].

Dual species oven

The underlying design of the oven used in the Na-Li experiment is largely based on [94].
A detailed description on the technical aspects of its designs and functionality can be found in
[95][90]. This type of oven features two chambers that act as reservoirs of the atomic species,
followed by an oven nozzle and a mixing nozzle. The solid chunks of sodium and lithium in the
reservoirs are independently heated to produce atomic vapors. Typical operating temperatures
are 320◦C for sodium and 380◦C for lithium. They are reduced to 250◦C (Na) and 280◦ (Li)
during the night, when the experiment is on standby. The two oven chambers are connected
by a small tube called the mixing nozzle. It is heated to 450◦C indefinitely to avoid sodium
deposition. The oven nozzle is yet another a small tube of mixing chamber to the final part
of the oven, the collimation chamber with an exit hole. The oven nozzle and the exit nozzle
function together to facilitate the collimation of the atomic beams when they exit the oven.
The oven nozzle is also heated to 450◦C.

Figure 3.1: Dual species oven. It features two separate chambers for sodium and lithium. The cups
containing the solid metal chunks are heated in order to produce the atomic vapors of sodium and
lithium. Image taken from [93].

The SCC experiment was carried out while this oven was still functioning with ample
amounts of sodium and lithium. It got depleted after fewmonths, resulting in a heavily reduced
flux. Due to the fact that the atoms used in the experiment once are not recycled in any
form, lifetime of such an atomic source is limited. Historically, typical operation time of a
fully filled Na-Li oven has been about one year or slightly more, depending on the operating
temperatures. During the course of this thesis, the oven had to be replaced[92][93].
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3.1. Pathway to a mixture BEC

Pumping stage

This stage is physically located right next to the oven, and can be broadly divided into two
parts, namely, an oven chamber and a pumping stage chamber. The oven chamber comprises
of a 6-way cross and an ion pump1. The two chambers are connected by the 6-way cross, whose
rear arm is connected to the back stage. The pumping stage comprises of a 4-way cross, and
another ion pump(Agilent Starcell Valcon 55). A differential pumping tube connecting the
two chambers causes a pressure difference by a factor of 100; the oven pump region typically
operates at a pressure of ≈ 10−8 mbar, while the Starcell region stays at ≈ 10−10 mbar.

Glass cell/UHV chamber

This region forms the second half of the vacuum setup, where the atoms are captured. A
differential pumping tube connects it to a bellow, to facilitate the centering the atomic beam
onto theMOT position. A gate valve isolates the glass cell from the rest of the vacuum system2.
An ion pump is connected to the glass cell, and reduces the pressure to ≈ 10−11 mbar, which
is good enough for any kind of cold atom experiment. An ion gauge monitors this pressure
indefinitely. Finally, the far end of the vacuum system is closed with a view port. This spot is
highly prone to alkali deposition. Hence, it is heated at 150◦C continuously.

Rear vacuum

The first 6-way cross connecting the oven and the pumping stage also connects to the back
part of the vacuum system through its rear opening via an angle valve. The venting procedure
during vacuum operations is undertaken here, and it is the first stage of towards achieving
UHV. A turbo-molecular pump, in combination with a roughing pump reduce the pressure
up to a maximum of 10−8 mbar. Furthermore, with a provision to connect a pressure gauge
and a residual gas analyzer, it forms the first diagnostic stage. Once the desired pressures are
reached everywhere and the system is ready to run the experiment, the rear part is closed off
and only ion pumps at the front are responsible for maintaining the UHV pressure throughout.

3.1.2 Laser table and spectroscopy

In any ultracold experiment, the first stage of temperature reduction involves the tech-
niques of laser cooling and trapping. These methods rely on precise control of the laser light.
Moreover, the laser frequencies need be stabilized prior to the cooling itself. Typically, this is
achieved by locking the laser frequency to that of an appropriate atomic transition. The Na-Li
experiment uses one of the most commonly usedmethods of laser stabilization called Doppler-
free saturated absorption spectroscopy[96]. This method relies on saturated absorption prin-
ciple and is particularly employed to circumvent the problem of Doppler-broadening of the
atomic transition and enable a narrower spectrum, and hence more precise frequency stan-
dard. In its simplest realization, it consists of a laser beam split into two counter-propagating,
generally called the pump and probe beam, with differing intensities. At the atomic resonance

1During the oven change, the position of the oven pump was shifted from the bottom arm of the 6-way cross
to its left side arm. This was motivated by an incident where fine sodium powder was found inside the pump
during bake-out, allegedly causing it to malfunction.

2It was particularly helpful during vacuum operation of oven change, where it was crucial not to let the glass
cell expose to the region with higher pressure.
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frequency, i.e., for the atoms in the zero velocity class, the pump beam saturates the transi-
tion, leaving little to absorb for the probe. Thus, whenever the pump beam is present, the
absorption from the probe beam reduces giving rise to a dip in its Doppler broadened signal.

Sodium

Sodium atoms are laser-cooled using a commercial laser (TOPTICA TA-SHG Pro). As the
name indicates, it functions based on the principle of second harmonic generation[97]. It
broadly features two sections: the first one comprises of a master laser (1178 nm) which is
a tunable laser diode, followed by a high power tapered amplifier (TA), that is seeded by the
master. The second part is a frequency doubling stage, where it produces the laser light at 589
nm at an optical power of ≈ 1.3W. The in-coupling mirrors into the TA and the SHG cavity
are equipped with piezo actuators for the purpose of auto-alignment.3 Parameters like laser
current and temperature are interdependently controlled for both the master and the TA. The
final wavelength can be tuned mainly by changing the master laser current, piezo voltage and
the temperature.
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Figure 3.2: Energy level diagram for 23Na. The laser cooling and trapping relies on the sodium D2
spectral line. The hyperfine transitions shown here serve as cooling and repump transitions for the
MOT. The spectroscopy is done on the excited crossover resonance of F = 2 → F ′ = 3.

The spectroscopy is performed by locking the laser to the F = 2 → F ′ = 3 excited
3There were instances when the auto-alignment did not improve the in-coupling and hence the alignment

had to be performedmanually. In that case, the piezo actuator arms should be loosened and beam-walking should
be performed to get the maximum power output.
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3.1. Pathway to a mixture BEC

crossover transition of the sodium D2 line. The spectroscopy setup is composed of a standard
pump and probe beams passing through a sodium cell. The frequency of the pump beam is
shifted by a 71 MHz AOM in its +1 order in double pass configuration. The spectroscopy sig-
nal is obtained by directly monitoring the probe beam a photo-diode. The locking signal is
then generated with the help of a lock-in amplifier in the following manner: the spectroscopy
AOM is modulated via a function generator with a 21 KHz sinusoidal signal, which also serves
as a reference signal to the lock-in amplifier. Taking the spectroscopy signal as the input, it
generates an error signal which is then fed to a standard PI (proportional-integral) controller.
With optimized PI parameters, the laser is locked to the zero crossing of the error signal cor-
responding to the crossover transition. Detailed description of the schematics can be found in
[90].

Lithium

The optical setup for lithium is equipped with provisions to cool and trap both the isotopes,
7Li and 6Li, as many projects in the past dealt with 23Na-6Li mixture[98]. However, given the
context of this thesis, only 7Li is addressed. The overall laser system is comprised of three
lasers:

Master laser: This laser is solely used for spectroscopy. During the course of this thesis, the
existing setup given in[99] was slightly modified, where a previously used home-built diode
laser (ECDL) was replaced by a tunable commercial laser (TOPTICA DL Pro, 28 mW, 671 nm).
Fig. 3.5 shows the modified setup. To eliminate the use of excess optics and increase stability,
a commercial fiber-coupler called FiberDock was installed at the output port of the laser. It
has an integrated coupling lens, and is equipped with alignment screws for a standard fiber
coupling procedure[100].

TA Pro: This is used to generate the MOT, slower, and the beams required for optical pump-
ing during spin polarization (see section 3.1.4). A commercial laser (TA Pro) was used for this
purpose. During the course of this thesis, its TA chip degraded, and hence the TA unit had
to be replaced by a new one followed by a re-alignment of the whole laser. It provides a total
specified power of 0.5W4). The laser head also features a rear output with an output power of
couple of mW, which is used for locking it using the offset-lock method.

Home-built TA: The ground state splitting of 803 MHz 7Li required an additional AOM in
double pass configuration to be added to the repumper beam. Following the low diffraction
efficiency in this double pass and consequently a lack of available optical power, an additional
TA setup was built[101]. It is seeded by the light generated by TA Pro ≈ 50 mW and outputs
a total power of ≈ 280 mW. A detailed discussion on power requirements and detunings are
found in[93].

4Specified power on the data sheet. The mode however is not perfectly Gaussian, and about 7-10% of the
total power is not usable, leaving ≈ 350-400 mW for practical use.

43



Chapter 3. Experimental methods

Sp
ec

tr
os

co
py

Co
ol

in
g 

(M
O

T)

Re
pu

m
p 

(M
O

T)

22P3/2

22S1/2

F´ = 0 (+11.18 MHz)
F´ = 1 (+8.35 MHz)

F´ = 2 (+2.46 MHz)

F´ = 3 (-6.93 MHz)

F = 2 (+301.31 MHz)

F = 1 (-502.19 MHz)

D
2 
tr

an
si

tio
n 

(6
71

.9
63

 n
m

)

803.5 MHz

120 MHz

25 MHz

30 MHz

Figure 3.3: Energy level diagram for 7Li with detunings of spectroscopy, cycling and repump tran-
sitions for MOT. The cooling and trapping is performed on D2 line at 671.963 nm. The spectroscopy
signal is locked onto F = 2 → F ′ = 3 with the laser being blue detuned by 120 MHz with respect F=2.

The lithium spectroscopy cell is home-built, containing both 7Li and 6Li[99]. The heating
of the cell is regulated by a temperature control setup consisting of a K-type thermocouple, a
commercial thermocouple amplifier circuit(ADAFRUIT, AD8495), an arduino YUN, and NS-80
phase-angle dimmer, and a band heating clamp. While the extent of the heating provided by
the heater is externally controlled by NS-80, the dimmer itself also contains an input provision
to be controlled. The thermocouple in combination with the amplifier, monitors the temper-
ature continuously. The amplified voltage 5 is then fed to the analog input of the arduino6,
which is programmed to be a PID controller. The operating temperature of the cell is the set-
point of the PID and is specified in the .ino script along with the rest of the parameters needed
for temperature control. The arduino PID generates an internal error signal, and sends out
the control signal to NS-80, which then regulates the heating of the cell accordingly. The cell
is heated to 450◦C during normal operation, and reduced to 350◦C at night, when not in use.
More information on the characterization of the spectroscopy setup is given in [99].

5Voltage to temperature conversion is given by temperature, T = (Vout − 1.25)/0.005V . The range of mea-
surement is -250◦C to +750◦C (powered with 5V DC) and -250◦C to +410◦C (powered with 3.3V DC).

6When the setup was first installed, the PID regulation was done using Arduino UNO, but was later replaced
by YUN simply for technical convenience. While the UNO boards require a serial to USB cable for control, YUNs
can be accessed over Ethernet.
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Figure 3.4: Simplified diagram of Li-temperature control. Heating of the spectroscopy cell is con-
trolled by NS-80, which is a phase angle dimmer and it is controlled using an external control voltage.
A K-type thermocouple attached to the spectroscopy cell(not shown in the figure) monitors the tem-
perature. This signal is amplified using the thermocouple amplifier board(shown in red) and sent to the
analog input A0 of Arduino YUN, whose task is to perform the control action. The PID generates the
error signal and subsequently the control voltage required for the NS-80.

The Doppler free spectroscopy is carried out for lithium in the same way as it is done
in the case of sodium. The pump beam is shifted in frequency by a 120 MHz AOM in -1
order, and double pass configuration. The TA Pro on the other hand, is locked by an offset
lock, sometimes also called the beat lock. The general idea of this method is to overlap two
laser beams of similar frequency, polarization and power onto a photo-diode and obtain their
beat signal, which is further processed electronically with the help of a feedback loop[102].
The detailed implementation and characterization of the offset lock is found in [103]. Slight
changes were made to the setup described therein. The original setup used a combination of
beam splitters to overlap the beams from the master and the TA Pro. In the revised setup,
the beam-splitters were replaced by a fused Fiber Optic Coupler (Thorlabs, TN670R5A2) that
consists of four fibers, two for input and two for output. The two beams to be manipulated
are coupled to the input ports, and the coupler combines them with a splitting/mixing ratio of
50:50, see Fig. 3.5. The resulting beat signal is then monitored on a photo-diode. Upon further
mixing it with a stable reference from a local oscillator7, an error signal is generated, whose
zero-crossing can be used as a lock point. In the MOT phase, it corresponds to an offset of 65
MHz. Lithium also goes through a compressed MOT stage (see section 3.1.3 ) to increase the
density during which the offset lock frequency changes to 45 MHz.

7A voltage controlled oscillator is used for this purpose.
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Figure 3.5: Schematics of the updated spectroscopy setup of 7Li. Li cell is heated to 450◦C under
normal operation. The master is locked to the transition F = 2 → F ′ = 3 via saturated absorption
method. The pump beam and hence the laser frequency is shifted down by 120 MHz with respect to
F = 2. The laser beams from the master and TA pro are combined using a fused fiber coupler to
produce a beat signal. Subsequently, it is processed in an electronic setup to generate an error signal.

3.1.3 Zeeman slower and MOT

The deceleration of the atomic beams is typically the first step to be undertaken when
it comes to laser cooling[104]. It can be accomplished with either a 2D MOT, or a Zeeman
slower[105]. The Na-Li experiment uses a dual species spin-flip Zeeman slower that features
a big slower coil and a small slower coil. Any excess gradient created by the slower coils is
counteracted with the help of another coil called the compensation coil. The design and im-
plementation of the slower is found in [106]. The laser beam that cools the atomic beam from
the oven is called the slower beam. Sodium setup consists of one slower beam (≈ 90 mW) and
the same is modulated with an EOM to produce side-bands needed for the repumper transi-
tion. The EOM operates at a frequency of 1713 MHz. The lithium setup features two separate
slower beams for cycling and repump transitions. A CCD camera (Allied Visions GUPPY8) is
mounted against a viewport next to the glass cell which monitors the fluorescence emitted
by the atoms that interact with the slower beam. A typical raw image of slower fluorescence
of sodium as seen by Guppy is displayed below in Fig. 3.69. This was particularly useful for
a quantitative assessment of the slower alignment; the fluorescence was quantified by taking
two images, one with fluorescence, followed by a reference picture10. The latter was acquired

8It is controlled via a software called Vimba Viewer.
9Such a clear atomic signal was never obtained for lithium. Hence, only sodium was used to benchmark the

camera counts.
10As the reference image should contain the same amount of light, but no fluorescence, the slower coil current

was reduced to zero.
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to cancel the contribution of stray light or reflections, which could be mistaken for fluores-
cence counts. Aminimal python script was then used to calculate the counts in arbitrary units,
by subtracting the two pictures. Even though this is a rather simplistic method, it proved vital
in troubleshooting, especially when the oven started showing the signs of depletion.

(a) F luorescence image (b) Reference image

Figure 3.6: Raw images of slower fluorescence of sodium. (a). Image with fluorescence taken after
a few months of oven filling, with the oven being heated to 280◦C. The central grey hue marks the
collected fluorescence. With an appropriate value of current through the slower coil, and a stable laser
lock, a maximized fluorescence stands for the best possible alignment. (b). Reference picture, where
the slower coil is off. In both the pictures, the central, bright round structure is the reflection of the
light at the boundaries of the viewport.

The decelerated atoms fly towards the MOT, where pairs of counter-propagating beams
with circular polarization are crossed at the center of a quadrapole field. The MOT gives rise
to a velocity frictional force that cools the atoms, and a position-dependent radiation pressure
to trap them[107]. In the Na-Li, a dual species MOT is devised. The magnetic field gradient
is generated with a pair of coils called antibias and curvature (see 3.1.4). There are six beams
in total for each species, namely upper, lower, front and back beams. Upper and lower ones
are retro-reflected to form four beams. Front and back beams are separately installed and
are counter propagating. For both species, they are red-detuned using appropriate AOMs
with respect to the cycling transitions shown in Fig. 3.2 and Fig. 3.3. The frequency shifts
enforced on the different beams is found in table 3.1. Furthermore, MOT beams of both species
are coupled into common fibers before being guided onto the main experimental table. The
lithium setup consists of additional four repumper beams and are coupled through the same
fibers used for the MOT. Repumping in sodium on the other hand, is carried out with only one
beam. The large frequency shift needed for this is achieved with the help of so called big AOM
(TEF-1700-100-589, Brimrose Corp) in its +1 order, spanning 1.7 GHz. Its diffraction efficiency
lies in the range 5-10%. This beam is further coupled into two more paths, the final repumper
beam and umpump repumper beam, required for spin purification (see section 3.1.4). In depth
explanations about optical layouts are provided in [90][98].
Both the MOTs employ two different techniques to increase their initial density. A dark spot
MOT is employed for sodium, wherein the repumper beam is shone through a central black
spot into the glass cell[108]. In the case of lithium, the MOT is compressed, right before the
spin polarization process. Typical loading times in the sequence are 8s and 16s for Na and

47



Chapter 3. Experimental methods

Li respectively.11 In a typical BEC experiment, lithium is loaded first, followed by sodium.
This is because lithium MOT loads much slower compared to sodium, however it is blessed
with a longer lifetime. Accordingly, the experiment is initialized with lithium parameters.
Post loading the lithium MOT, the magnetic field gradients and currents are lowered to load
a much larger sodium MOT. For a preparatory monitoring of MOT loading, a camera (Allied
Visions Mako) is mounted on top of the glass cell, which collects the MOT fluorescence in
a steady-live mode. For an efficient loading of the MOT atoms into the magnetic trap, it is
essential that the position of the MOT is optimized for the transfer. This is mainly done by the
small slower coil and the compensation coil. A small but necessary contribution in this regard
also comes from another three pairs of coils called the offset coils.

Path Sodium(MHz) Diffraction order Lithium(MHz) Diffraction order
(sodium) (lithium-7)

Spectroscopyd 70.8 +1 120 -1
Slower 200.2 -1 271.3 -1

MOT cycling 82.3 +1 80.3 -1
MOT repumper 112.7 +1 150.2 +1
MOT repumperd – – 290 +1

Umpump 76.0 +1 23.9 +1
Umpump repumper 80.0 +1 – –

Imaging 105.3 +1 80.6 -1
EOM (23Na slower) 1713 +1 – –

big AOM 1699.1 +1 – –

Table 3.1: Laser frequency manipulation using AOMs. The frequencies laser beams are sent through
AOMs to up-shift or down-shift the frequencies, depending on the order of diffraction. Subscript d
indicates a double path configuration.

3.1.4 Magnetic trap

Magnetic trapping in combination with the technique of forced evaporative cooling is a
standard procedure employed to reduce the temperature of the atoms and increase their phase
space density. Magnetic trap essentially makes use of a spatially varying potential, that is cre-
ated due to the Zeeman shift experienced by the neutral atoms when subjected to an external
magnetic field. Depending on the atomic hyperfine state and hence the magnetic moment,
the magnetic potential energy might decrease or increase, meaning that the force the atoms
experience may drive them either towards the regions of higher field or lower field. The states
whose energy decreases with the intensity of the magnetic field are termed high-field seekers
and the ones whose energy increases with field intensity are called low-field seekers. Since it
is forbidden to create a local maximum in the magnitude of magnetic field as per Earnshaw’s
theorem[109], themagnetic trap is always constructed to trap the low-field seekers. In sodium,
generally |1,−1⟩ is favoured because of its low three body collision rate[110]. However, taking
into account the possible mixture experiments, and magnetic field configurations, it is more
favorable choose the stretched state |2, 2⟩ in the case of the Na-Li experiment[47][98]. There

118s was a generous loading time for the dark spot MOT of sodium, however, when the oven started depleting,
it had to be loaded for as long as 30s. A bright MOT on the other hand loads much faster[90].
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exist different possible geometries and methods to realize magnetic traps[111]. The early se-
tups on the Na-Li implemented a plugged quadrapole trap[89, 112], whichwas later changed to
Ioffe-Pritchard type cloverleaf trap[113]. The cloverleaf assembly consists of four pairs of coils
(see Fig. 3.7) to obtain a 3D harmonic confinement and they are situated in two coil holders on
either side of the glass cell. The four coils are termed gradient (green), curvature (red), finetune
(yellow) and anti-bias (blue). The gradient coils provide the radial confinement. The axial con-
finement is provided by the curvature coils. The curvature coil along with anti-bias coil bring
the trap bottom close to zero. To avoid the Majorana losses at the zero crossing in the axial di-
rection, a bias current is driven through the curvature coils. The current flow through the coil
assembly is controlled through a set of power transistors called IGBTs. The implementation
of the coil assembly, and the mechanism of control using the IGBTs are explained in detail in
[90]. During the course of this thesis, the IGBT circuit was simplified without compromising
the performance.

Figure 3.7: Cross section of the coil assembly. A total of eight coils (four pairs) are housed in a
coil holder and are situated on either side of the glass cell. They are named gradient (green),anti-bias
(blue),curvature (red) and finetune (yellow). They are used to produce magnetic field during MOT
(curvature and anti-bias), spin polarization(finetune), and magnetic trap (see text). Image taken from
[90].

The loading to the magnetic trap is preceded by another stage called spin polarization[114,
115]. This is a technique to enhance the transfer efficiency of the magnetic trap, by driving
all the atoms in the MOT to the stretched state |2, 2⟩, which were otherwise trapped in F=1
state because of the dark spot technique. It is comprised of two steps: first, a homogeneous
magnetic field is applied through a set coils called finetune which results in the separation of
magnetic substates. Subsequently, two laser beams named umpump and umpump repumper
optically pump the atoms in the unwanted substates of F = 1 and F = 2 to the desired |2, 2⟩.
Lithium undergoes the same procedure, except that there’s no separate umpump repumper
beam for 7Li, and its role is replaced the regular repumper beam.

MOT Spin polarization
• �ne-tune ramp,
 optical pumping to|2,2>

Spin puri�cation

t = 600 µs

Magnetic trap
• curvature, gradient 
and bias ramps

• MW sweep  to 
remove  atoms in |2,1>

t = 1.9 st = 3 ms

Evaporative cooling
• Two MW ramps  to couple 

|2,2> and |1,1>
t = 9 s + 9s 
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The currents in the magnetic trap coils are ramped up subsequently. An additional step
called spin purification is performed in the magnetic trap to ensure that the residual atoms in
the unwanted substates are removed to prevent any further spin-exchange processes leading to
heating of the sample. This is achieved by coupling any atoms remaining in |F = 2,mF = 1⟩
to the untrapped states |F = 1,mF = 1, 0⟩ via an MW sweep.

Evaporative cooling

Evaporative cooling is a method in which, the hottest atoms in the cloud are removed, al-
lowing the remaining atoms to collide and thermalize to a colder temperature than before[96].
In the Na-Li experiment, only sodium is subjected to evaporative cooling, where an MW ramp
drives the hottest atoms in |F = 2,mF = 2⟩ to |F = 1,mF = 1⟩. The latter Zeeman state is
untrapped and hence the atoms are lost from the trap. The respective values of frequencies are
given in table 3.2. All the processes involving such MW/RF coupling, be it a single frequency
pulse or a ramp, are controlled via a home-built microwave setup. It is comprised of an Ar-
duino DUE, two DDS (Direct Digital Synthesis) boards for generating well defined frequency
signals, a couple of frequency mixers, and an adjustable PLL (Phase Locked Loop). All these
components provide a flexible and a versatile unit, that can output signals anywhere between
0.3 MHz - 4.4 GHz with a power of ≈ 3 W. Fast switches are installed wherever necessary to
ensure a better control. To facilitate the generation of all the relevant frequencies, a stable
clock reference is provided for all these components by a rubidium clock. Detailed descrip-
tion on exact parts used, the timescales, working principle and characterization of the setup
is found in [98].
Every ramp is composed of several steps as shown below:

• The Arduino accepts the following ramp parameters in ASCII fahsion: duration t, start
frequency (F ), stop frequency (f ), amplitude (a). The times are accepted in microsec-
onds, frequency in Hertz, amplitude in default units of DDS. For example, the first cool-
ing ramp is written as,

rt900000F1900000000f18000000a1000z.

The Arduino identifies the letters r as ramp and z as the end of communication. It can
take multiple ramp commands written end to end. These ramps are specified in the
beginning of the experimental sequence (see Experiment.py in Appendix B), which are
sent to the arduino during the compilation of the shot. The parameter values are added
as globals in runmanager and subsequently in the script.

• Upon receiving the strings, the arduino automatically selects the DDS board to be used
and calculates the time steps of the ramp to be given. It is programmed in such a way
that, once the first TTL is received, it follows the timings closely by starting its own
hardware clock and controls the rest of the DDS setup to start the ramps at appropriate
instances.

• At the end of every cycle, the arduino is reset via the experimental control12.
12This is a crucial step, as otherwise the Arduino fails to read the commands from the next compiled shot.
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Once again, due to the constraint that 6Li doesn’t allow for evaporative cooling at low tem-
perature, sympathetic cooling was implemented, so that the lithium is cooled by the thermal
contact and subsequently with elastic collisions with the large sodium cloud[116][117]. To
this end, two consecutive cooling ramps are carried out each lasting for 9s. It is only after this
stage that any reliable information about the density and atom numbers in the magnetic trap
are obtained, which can be further used to benchmark the mixture. Speaking from a diagnos-
tic point of view, the quality of the magnetic trap is not only decided by the parameters of
the trap and the cooling itself, but also by the MOT and the slower. Hence, the quantitative
improvement of MOT and slower are performed such that the atom number and density in
the magnetic trap are maximized. They are measured in terms of arbitrary counts of optical
density, which is deduced from the absorption images taken after the final cooling (see section
3.1.6), as shown in Fig. 3.9a.

Process Transition Start Frequency(f) Stop frequency(F)
(MHz) (MHz)

Spin purification |2, 1⟩ → |1, 0⟩ 1870 1810
Evaporative cooling I |2, 2⟩ → |1, 1⟩ 1900 1800
Evaporative cooling II |2, 2⟩ → |1, 1⟩ 1800 1776
RAP |2, 2⟩ → |1, 1⟩ 1774 1778

Table 3.2: Frequency table for MW transitions. After the MOT stage, several MW transitions are
performed to get a better transfer efficiency and less three-body losses in MT and ODT (see text). These
signals are generated by a home-built microwave setup. The frequency values, amplitudes and phases
are programmed into the device to be emitted upon receiving an external trigger.

3.1.5 Optical dipole trap

While many experiments have managed to reach degeneracy directly after evaporative
cooling in the magnetic trap[118], some have done so by all optical means [119][120]. How-
ever, the Na-Li experiment implemented both stages. As the early focus of research in the
Na-Li experiment was on polaron physics, it aimed at achieving a large condensate of sodium
with ≈ 105 atoms[90]. Hence, it implemented magnetic trap as an intermediate stage, where
the atoms are cooled enough to be trapped in a subsequent optical dipole trap, as the trap
depth created by a ODT is shallower. This is because, the electric dipole interaction in ODT,
is much smaller than its magnetic counterpart. The sign of detuning decides the sign of the
dipole potential created by ODT, i.e. a red detuned beam creates an attractive potential that
traps the atoms in its intensity maximum, while a blue detuned beam creates repulsive poten-
tial, and traps the atoms in the regions of intensity minimum. The potential scales as I/δ, and
the photon scattering rate scales as I/δ2, where I is the intensity of the laser beam and δ is the
detuning. Hence, to avoid heating atoms by the absorption of photons, the dipole trap beams
are typically far-detuned. The traps can be fashioned either in a single beam trap[121][122],
or a crossed dipole trap, which is created by two or more laser beams crossing at their foci,
typically at an angle of 90◦[123].
The Na-Li experiment initially used an infrared laser (DiNY cwQ 50, 1064 nm, 30W) to imple-
ment a crossed ODT. Its optical power was split into two dipole beams called the waveguide
(horizontal) and the dimple (vertical). The trap was constructed such that the waveguide is
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oriented at an angle of 8◦ with respect to the axis of the magnetic trap, meanwhile the dimple
was shone diagonally from bottom to top, tilting the plane of the trap by 40◦ with respect to
the horizontal plane. During the course of this thesis, DiNY was replaced due to its faulty
cooling system, and was replaced by an industrial laser (IPG Photonics,1070 nm, 50W)13. The
latter features a fiberized output, and is additionally equipped with a guide beam at 780 nm
for alignment purposes. The underlying schematics is shown in Fig. 3.8. As only the laser was
replaced, the rest of the optical layout was kept similar to the original setup[112][93].

IPG

Fiber head

dimple pathwaveguide path

A
O

M

A
O

M

to glass cell to glass cell

/2

/2
atoms

intensity stabilization

piezo mirror

glass plate

waveguide

Figure 3.8: Simple schematics of the ODT setup with IPG laser. The telescope reduces the beam size
to avoid clipping on the AOMswhich are installed for intensity stabilization. The intensity of the beams
are controlled by the half-wave plates. The transparent red arrow indicates the fact that the laser beams
are guided out of the box, onto the glass cell. Before the beams enter the glass cell, they pass through
the intensity stabilization setup (see text). Moreover, both the paths are equipped with piezoelectric
mirrors that allow for fine-adjustments of the beams.

Alignment and intensity stabilization

The setup shown in Fig. 3.8 is situated inside a box that’s kept closed at all times due to laser
safety reasons. The two beams are sent through two AOMs ( 80 MHz, +1 order for waveguide
and -1 for dimple) prior to their path towards the glass cell. Since these beam are of very high
power, their paths are physically enclosed in aluminium pipes. Before entering the glass cell,
they are reflected off mirrors with piezo actuators, which are controlled via the experimental
control system. As shown in Fig. 3.8, a pick-off glass plate in each beam path is used to collect
a small amount of light onto a quad photodiode for intensity stabilization. A standard PI con-
troller is used to regulate the RF power (VCO amplitude) of the AOM driver. Upon installing
the IPG laser, the optical setup was re-aligned to restore the intensity stabilization, followed
by optimizing the loading from the magnetic trap. In a typical alignment procedure, the last
two mirrors in the box (setup on the left) in the path of each beam were tweaked to get the
first signal on the photodiode, and then on-wards beam walked to maximize the signal. The

13DiNY was intact and fully functional during the SCC experiment.
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error signal was monitored, and the alignment was performed such that throughout all the
amplitude levels needed for the experiment, the error signal stayed at zero. To obtain the
first atomic signal after loading from the magnetic trap, each beam was displaced by manually
tweaking the piezo mirrors, thus obtaining a course scan of the position. Once a weak sig-
nal was obtained, the piezo mirrors were scanned more systematically with the experimental
control, to get an improved alignment.

op
tic

al
 d

en
si

ty
 (a

.u
)

position(px)

po
si

tio
n(

px
)

(a) sodium in magnetic trap

op
tic

al
 d

en
si

ty
( a

. u
)

position (px)

po
si

tio
n 

(p
x)

(b) sodium in waveguide

Figure 3.9: Absorption images of sodium atoms. These are the final images obtained after processing
the three images taken during imaging stage (see 3.1.6). The optical density is evaluated as per equation
(3.1). Both the images are captured by the standard top imaging path. (a) atomic cloud after evaporative
cooling. (b) subsequently in the first dipole beam, the waveguide.

Loading the atoms into the dipole trap in an experimental run takes place in several steps.
The waveguide beam is ramped up first as it provides a horizontal and an elongated confine-
ment similar to magnetic trap. After the evaporative cooling in the magnetic trap, a ’hold’
stage is included during which, the magnetic confinement is reduced by ramping down the
coil currents, and the power of the waveguide beam is ramped up to ≈ 10 W. It is crucial that
the waveguide is positioned slightly below the magnetic trap in its vertical plane, since the
atoms fall when the confinement of the magnetic trap is reduced. At this stage, the atoms still
reside in |2, 2⟩, and are prone to increased three-body collisions. Hence, the process of Rapid
Adiabatic Passage (RAP) is employed to transfer them to the lower manifold of |1, 1⟩[124]. The
transfer is achieved by sweeping the frequency across the resonance, while keeping a fixed
magnetic field14. This process is carried out in two steps: first, a homogeneous magnetic field
of ≈ 2G is applied using the offset coils along y-axis (along the Zeeman slower direction and
perpendicular to the waveguide). Once the field is ramped up, the DDS setup starts the MW
ramps with defined frequency ranges. As soon as the atoms are transferred to |1, 1⟩, the dim-
ple beam is ramped up close to 7W, creating a crossed ODT. Once again, evaporative cooling is
employed where the power of the waveguide is reduced to 1W, thus lowering the trap depth.
This stage lasts for about 5 seconds during which the condensation is reached. The dipole
beams are then switched off, and the cloud is imaged either in-situ or via Time of Flight (TOF).

14RAP requires the adiabatic change of detuning. In principle, it can also be done keeping the frequency fixed,
and ramp the magnetic field up and down.

53



Chapter 3. Experimental methods

3.1.6 Imaging

In most experiments, the information about the trapped atoms or condensates is obtained
by probing them optically, i.e., by making use of light-matter interaction. Depending on the
optical density of the cloud, and the intensity of the imaging beam, there exist different tech-
niques to extract information about the atoms[125]. In general, it is possible to image the
atomic cloud via twomethods: i) in-situ imaging, that probes atoms in their trapped state, thus
revealing the spatial distribution in real space. ii) TOF imaging, that captures the state inwhich
the atoms undergo a ballistic expansion. It is particularly useful to identify the onset of con-
densation. The same observation in-situ would require a much higher resolution. The imag-
ing system of the Na-Li is optimized and calibrated for absorption imaging in TOF[126]. This
method relies on the principle of Beer-Lambert law of absorption of light traveling through a
medium. The standard procedure involves sending a resonant laser beam to be absorbed by
the atoms, which causes a shadow in the spatial profile of the beam due to the missing pho-
tons. Knowing the initial and final intensities of the beam, the optical depth is calculated. It
is typically done by acquiring three images: i) image with atoms, ii) without atoms, and iii)
dark image. The third picture is subtracted from the first two to obtain the initial and final
intensities of the imaging beam, thus removing any background illumination or faulty pixels,

Ii = Iatoms − Idark ; If = Iref − Idark

The three images are then used to calculate the optical density as per,

nc(x, y) = − 1

σ0

[
α∗ln

(
If (x, y)

Ii(x, y)

)
+
Ii(x, y)− If (x, y)

Isat0

]
(3.1)

where σ0 = 3λ2/2π is the resonant scattering cross section for a two-level transition, Isat0 is
the saturation intensity and α∗ is a dimensionless parameter arising from experimental im-
perfections, polarization effects, residual detuning etc. The first term in the brackets equation
(3.1) dominates for low intensity imaging, when the imaging intensity Ii ≪ Isat0 and the sec-
ond term can be neglected. The latter is a saturation correction, and becomes important only
in the case where the intensity of the imaging beam is much higher than Isat0 . In either case,
α∗ should be calculated in order to calculate the correct density.
The imaging system of the dual species of Na-Li is constructed in a cage system, in the form
an elongated tower situated below the glass cell. The imaging setup and its characterization
is is explained in detail in [127][93]. The imaging beams for both the species are resonant to
the cycling transition (see Fig. 3.2 and Fig. 3.3). Two cameras (Sodium: Q-Imaging Retiga EXi,
Lithium: Nüvü HNü 512 EMCCD) are mounted outside the tower on 3-axis translation stages.
During an experimental run, they are put in trigger mode, such that they capture an image
whenever they receive a TTL signal. The respective imaging beams are switched on for 25µs
and the atomic signal is detected by the cameras. In addition, repumper beams are shone as
the condensates are created in |1, 1⟩. In the case of sodium, the repumper beam is shone 25
µs beforehand because of an optically thick cloud. The atoms are lost after the first image due
to the destructive nature of the imaging procedure. The reference image is then taken 200 ms
afterwards, followed by a dark image 400 ms afterwards.

54



3.1. Pathway to a mixture BEC

position (px)

po
si

tio
n 

(p
x)

(a)

position (px)

po
si

tio
n 

(p
x)

(b)

position (px)

op
tic

al
 d

en
si

ty
 (a

.u
)

po
si

tio
n 

(p
x)

(c)

Figure 3.10: Absorption images of sodium BEC in crossed dipole trap. The imaging beam is accom-
panied by the repumper beam as the BEC is created in |1, 1⟩. (a) in-situ (b) TOF = 5 ms (c) TOF = 10
ms.

The values of Isat0 and α∗ should be determined prior to the estimation of nc as given in
(3.1). The absolute atom number is then calculated by integrating the column density in the xy
direction. An imaging calibration was performed for both species as explained in detail in[1].
The method presented therein is based on three major steps:

• calibration of imaging magnification.

• calibration of Isat0 : Different images were captured by scanning the optical power of the
imaging beam and the resulting intensities are calculated in units of camera counts per
pixels per µs.

• calibration of α∗: For a series of numerical value of α∗, imaging intensity was scanned,
and the atom number Nat was evaluated. For every such measurement, the standard
deviation ofNat was calculated. As the value ofNat is a genuine property of the atomic
cloud itself, and has nothing to with imaging, only that value of α∗ was deemed to be
correct which corresponds to the measurement with minimum fluctuations.

The values resulted from the above evaluation is listed in table 3.3.

Path/Species Magnification, M Isat0 (counts/(px×µs)) α∗

Sodium 6.58±0.04 20.3 3.6
Lithium 15.44 ± 0.12 11.2 3.1

Table 3.3: Results of imaging calibration. These values are necessary to be able to use equation (3.1)
to calculate the atom numbers.

The intermediate stages such as the magnetic trap or the ODT prior to generation of the
BEC serve as the best diagnostic tools. The absorption imaging scheme, even though not cali-
brated for those stages, still provides realistic estimations which can be benchmarked. Hence,
typically it all comes down to improving the number of trapped atoms, and increasing the
phase density, until condensation is reached.
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3.1.7 Experimental control

For many years, including the times when the SCC experiment was performed, a MATLAB
based software was responsible for controlling the experiment. It contained a custom written
editor named SDFF, where all the instructions needed to initialize and control the required
devices were stored[106]. Upon initialization of an experimental shot, these instructions were
sent to the National Instruments (NI) cards which are responsible for the actual control on the
hardware level. In toal, there are three NI 6733 cards and one NI 6254 card, and all are housed
in a PXI- 1033 chassis[106, 128]. The cards consists of multiple analog and digital channels.
The analog channels provide a continuous voltage range of 0-10V. They are typically used to
provide the VCO amplitudes in AOM drivers, control voltage for the trap coils etc. The digital
ones are fixed in the form of 0 or 5V TTL, and are used as trigger signals to control shutters,
switches etc. While the previous MATLAB control provided all the necessary features of a
control system, it was based on a constant-rate clock. Hence, whenever a command was is-
sued, say with a time step of 5 µs, the compilation of the sequence was chopped in steps of 5 µs,
leading to a sluggish performance. With a typical mixture BEC cycle in the Na-Li experiment
taking more than 45 seconds, this called for an alternative solution.
The new control labscript suite is based on Python. It was originally developed, specifically
keeping ultracold experiments in mind[129, 130]. It is a control framework designed for au-
tomatic hardware control, optimization and analysis[131]. The instructions are handled by a
variable frequency clock, i.e., it changes the clock output only when a clocked device needs
to update an output. Hence, the need for redundant instructions is removed. It combines
the high-level instructions with the help of scripts and GUIs and compiles them to low-level
instructions appropriate for the hardware. Along with the user defined functions, logical in-
struction and parameters it aids in forming an experimental sequence. The overall function-
ality of the labscript suite springs from its different parts as described:

• It is composed of six programs, namely, labscript, runmanager, runviewer, BLACS, lyse
and BIAS.15 These programs can be further divided into two groups: i) those which
are used for the preparation stage, ii) those which carry out the hardware binding and
execution in real time. Fig. 3.11 shows how they all function together as one unit to
execute an experimental shot. Each of these tools are discussed briefly in the following
text.

• The heart of execution of the experiment lies in two python scripts, namely, connec-
tiontable.py and Experiment.py. The former establishes the device integration to the
control system by physically defining the hardware connections. The latter contains
the experimental sequence itself, where the commands are written to carry out a spe-
cific task.

Other devices that were added to the labscript suite include,

• The NI cards, DDS setup and Mako camera.16

• An FPGA based psedoclock(Opal Kelly XEM3001), which acts like a master clock.
15BIAS is not discussed in the scope of this thesis, since it is not used in the actual experimental control.
16labscript provides pre-written support for the NI cards. The DDS setup andMako were manually integrated.
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Figure 3.11: Flow of an experimental shot through the environment of labcript suite. Five of the six
available tools are used in the Na-Li experiment. Labscript complies the user-written software instruc-
tions in python into device readable instructions. Runmanager is a GUI, where the user can define the
global parameters. BLACS receives the instructions from labscript and communicates directly with the
devices which have been integrated into it. It is responsible for initializing the experiment, and upon
completion, for saving all the parameter values associated with the shot in a HDF5 file. The executed
shot is automatically sent to lyse, which again executes a user written analysis script. Runviewer, if
enabled, graphically represents every instruction across time.

Labscript

Labscript is text-based, and functions fully on the software side, where it provides an in-
terface for the actual action a device should perform. It consists of two separate parts, the
connection table and sequence code. The connection table consists of a complete descrip-
tion of all the devices such as their name, connecting port. In the example snippet shown in
Fig. 3.12, it shows how the NI 6733 card is connected and clocked. Furthermore, since it is
possible to define analog and digital channels on this card, the connection table shows how
those channels are physically assigned to certain pins.

from labscript import *
from labscript_devices.NI_DAQmx.models import NI_PXI_6733

NI_PXI_6733(name='Frodo_card_6', parent_device=clock.clockline, clock_terminal='PFI7', MAX_name='PXI1Slot6')

AnalogOut(name='A1_1_Na_img_int', parent_device=Frodo_card_6, connection='ao0')
DigitalOut(name='D1_2_Na_MOT_AOM',parent_device=Frodo_card_6, connection='port0/line1')

Figure 3.12: Example snippet of a connection table. The connection table contains a set of information
about all the devices present in the experiment. Labscript uses the connection table to generate the
instructions to be given to the devices.

The primary task of labscript is to take such a connection table and create python objects
for the specified hardware. Furthermore, it provides the associated functions to define the
state of output channels as per experimental logic. For example, the DigitalOut function
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allows for two methods namely go_high(t) and go_low(t) to toggle a certain channel at a
given time t. AnalogOut on the other hand has the method constant(value,t) to set the
channel to a fixed value.

Runmanager

Runmanager is a graphical user interface (GUI) for managing the input parameters of the
experiment and to generate the shot files. Tomake the different stages of the experiment easily
accessible, one can define different groups of parameters, each responsible for a certain stage
of the experimental cycle.

Figure 3.13: Runmanager GUI. labscript and runmanager compile the shots when Engage is clicked
(1). The user defined instructions for the experimental cycle are fed via Experiment.py. A new folder
is created everyday, starting from the first shot (2). The variables are defined in separate groups corre-
sponding to each stage of the experimental cycle (3). Each group contains global variables which may
or may not be connected to the hardware (4).

As shown in Fig. 3.13, each group contains as many parameters as required to complete
that stage. Upon Engage, Runmanager, together with labscript produces a shot in the form of
an HDF5 file. This file contains all the user defined parameters which are saved as globals. For
example, in Fig. 3.13, the global big_slower_cur stores the value of the control voltage given
to the power supply connected to the big slower coil. Physically, this is the analog channel at
port 0 of the NI 6733 card, which is connected to the external control pin of the power supply.
The values of globals can be changed as desired from shot to shot, and they can also be looped
over a certain range using standard python commands such as arange(start,stop,steps).
In that case, a separate file for each value of the parameter is created. If two or more pa-
rameters are specified for looping, it automatically generates the Cartesian product of all the
parameter arrays. Moreover, any dummy global variable can be added in the runmanager
GUI. For example, the global slower_power is simply a variable that has no direct hardware
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connection, but is only created to store the value of the optical power of the sodium slower
beam on a given day. Adding such variables lets one keep track of the changes occurring on
the experimental setup. Runmanager also allows Boolean variables, which are useful when
creating conditional statements. For example, instructions written to create a sodium MOT
are carried only when the global use_NaMOT is set to TRUE.

BLACS (Better Lab Apparatus Control System)

BLACS is a hardware interface, whereby it communicates with all the devices integrated
into it. It launches separate Python processes to initialize each device. A detailed account on
how to integrate a device can be found in[129]. While it comes with pre-written support for
some devices such as NI cards, the DDS setup for MW/RF generation (more in section 3.1.4)
and the Mako camera for monitoring the MOT had to be manually integrated. The cameras
used for the absorption imaging (see section 3.1.6) did not need to be integrated, because they
are installed in such a way that they only need an external trigger to capture an image.

Figure 3.14: BLACS GUI. It is responsible for hardware communication and shot execution. Shots
compiled in the form of HDF5 files are queued on the left (1). It has the provisions to pause, abort, repeat
the last compiled shot. When the connection table is uploaded, all integrated devices appear as device
tabs, along with the associated globals (2). Each device can be initialized individually, by refreshing the
tab on the upper right corner. Next to the refresh button, it also features a terminal, where errors or
outputs of the devices are printed. The shots can be sent to lyse directly after execution(3).

Every device has a widget in the form of a tab in the BLACS GUI where the associated
globals are displayed. Their values are taken directly from runmanager. But they can also
be manually changed in the static mode, i.e., when the shots are not running. This feature
is extremely helpful in debugging individual devices. The device tab can also be refreshed to
physically reset the device. In a continuous operation mode, BLACS queues up the compiled
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shots, and executes them consecutively. Once each shot is completed, it is saved to the HDF5.
The GUI has options to pause or abort the entire queue, or to repeat them. The shots can also
be deleted, and they can be added back again only after re-compiling in the runmanager.

Lyse

Lyse is a tool that performs an automated analysis immediately after the shot has been
finished. BLACS passes the HDF5 file to lyse upon completion, where the analysis routines
await. They are user written, standard Python scripts. Every shot added to lyse maintains a
tabular structure, where all the globals are shown. Lyse offers two types of analysis routines
namely single-shot andmulti-shot routines. Single shot routine takes every shot as input, reads
the raw data from the HDF5 file and produces plots and images if required. The same for a
series of shots is handled by a multi-shot routine.

Figure 3.15: Lyse GUI. Lyse is an analysis program of the labscript suite. Analysis routines can be
python scripts either for a single shots or for a series of shots(1,2). In both cases, when more than
one script is added, they run consecutively. The HDF5 files are displayed in a tabular form so that the
parameters are visible(4). A single shot can be selectively analysed by clicking mark as not done(3).
Any text output of the analysis is displayed in the terminal on the right(5).

There are two important single shot routines used in the Na-Li experiment. The two single
shot routines run consecutively, achieving the following purposes:

• First routine to add the raw images into HDF5 file: at the end of each experimental cycle,
each camera captures three raw images which are saved on a separate PC dedicated for
the camera. The lyse routine grabs these images and saves them in a separate group of
globals called images. Furthermore, it plots the three images for visual inspection.
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• Second routine to calculate the atom number: this routine accesses the raw image data
saved from the first routine and evaluates the optical density and the atom number
according to the absorption imaging formula (more in section 3.1.6). Alongside, the
calculated optical density is plotted as a final absorption image. Furthermore, it saves
the images in the same directory where the HDF5 files are stored.

Since lyse can also be installed as a standalone program, large scans are typically analysed
on a separate instance of lyse on a separate PC. As the values are stored in data frames, the
scanned parameter can be specifically accessed by its name.

Runviewer

Runviewer is designed for graphically viewing the experimental logic. When an HDF5
file is loaded, it automatically plots the behavior of each channel across the time axis, thus
displaying the signals to be given to the hardware during the execution of the shot, see Fig. 3.16.
It is important to note that it only shows what the hardware would do during execution and
not to bemistaken as a confirmation of actual execution, i.e., it does not differentiate between a
mere compiled shot and a fully executed shot. Nevertheless, it proves to be a critical debugging
tool as it is a low-level representation of the experimental cycle.

Figure 3.16: Runviewer GUI. A graphical representation of a single executed shot. The shots are either
automatically added right after being compiled by the runmanager or manually (1). All the variables
with hardware connections show up on the bottom left corner (2). They can be selectively viewed
with their values plotted against time (3). The plots can be zoomed to the resolution of the NI cards
themselves, i.e. up to 1 s scale, thus making it feasible to troubleshoot as precisely as possible.

For example, the experiment of creating a sodium BEC begins with theMOT loading which
takes place during the first 12 seconds of the cycle. Accordingly, the channel D1_2_Na_MOT_AOM
stays high only until the loading is finished. Similarly, the control voltage for offset-y coil
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needed for the MOT is set to 0.37 with the analog channel A3_2_Offset_Y and is switched off
as soon as the MOT is loaded.

3.1.8 Characterization of BECs

As discussed in section 2.2, a BEC is characterized by condensate fraction, temperature
and trapping frequencies. For the 23Na − 7Li mixture, this was carried out in the previous
thesis [1]. The first step in this regard was the imaging calibration (see 3.1.6) from which
the atom numbers in each cloud after the final evaporation in crossed ODT were evaluated,
resulting in ≈ 300× 103 (sodium) and ≈ 35× 103 (lithium). These values fluctuate from shot
to shot, which is an important aspect that shall be discussed in section 4.2.3. Furthermore, the
two co-existing modes in the density distributions, i.e., the condensed and the non condensed
atomswere examined. By fitting the thermal part with a Gaussian profile, and the macroscopic
occupation with a Thomas-Fermi profile, the atom numbers occupying the two modes were
calculated, thus leading to the determination of condensate fraction. The temperature of the
condensates then followed directly from equation (2.6), resulting in≈ 641 nK for sodium and≈
626 nK for lithium. As the atom number and the condensate fraction fluctuate due to several
experimental uncertainties, they are subjected to slight deviation on the order of ±20 nK.
Nevertheless, these numbers fall on the right order of magnitude. The trapping frequencies of
sodium were measured in the ODT in a separate experimental sequence. The resulting values
were ωNa

x /2π = 243.7 ± 1.5 Hz, ωNa
y /2π = 179.6 ± 0.4 Hz, ωNa

z /2π = 410.4 ± 6.5 Hz. The
same for lithium is given by (ωLi

x , ω
Li
y , ω

Li
z ) = 2.08 (ωNa

x , ωNa
y , ωNa

z )[92].

3.2 Spin-Changing Collisions between 23Na and 7Li

The process of achieving condensation is the first step in accessing the spin physics and
all that it has to offer. Both species are initially condensed in the same dipole trap in their
respective |1, 1⟩ state. As discussed in chapter 2, the internal states of the two species, |1, 1⟩
and |1, 0⟩ are proposed to simulate the minimal model of U(1) LGT, via interspecies SCC. In
this section, all the necessary steps employed to manipulate the spin states, as well as their
reliable detection are briefly explained. Furthermore, the sequence of the SCC measurements
is outlined, followed by data acquisition.

3.2.1 Initial state preparation

With sodium taking the role of the gauge field, it is necessary to implement an appropriate
initial state, by creating a superposition in the lower hyperfine states of sodium |1, 1⟩ and |1, 0⟩
(see section 2.5). Given that these are magnetically sensitive, a detailed first analysis based on
the Breit-Rabi description was performed[132][93]. This analysis predicted that the 23Na - 7Li
mixture undergoes resonant oscillations at a critical homogeneous field of B0 =1.953 G. This
is energetically allowed, only when the energy difference of the two internal states of the two
species vanishes, leading to what is termed as the spin changing collision resonance,

∆ENa −∆ELi ≈ 0 (3.2)

where ∆ENa = EN,1(B0) − EN,0(B0) and ∆ELi = EL,1(B0) − EL,0(B0). This condition
establishes that, for a successful realization of SCC, one has to be able to create a reliable
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initial state. Important technical aspects involved in dealing with these spin states are briefly
described in the upcoming text.

Magnetic field stabilization

Themagnetic field of 1.953 G is applied during the RAP stage using offset coils, resulting in
a Zeeman splitting of 1.37 MHz between the internal states of each species. The energy with
respect to themagnetic field for 23Na-7Li scales as 650MHz/G according to the analysis in [93],
indicating that a stable operation of the SCC experiment requires the field to be stabilized on
the order of a mG. Hence, an active field stabilization scheme is employed. The basic setup is
displayed in Fig. 3.17.

Atoms

O�set board PID control

Vref Set point

Vin

Vcontrol

Power supply
     (O�set Y)

Power supply
(O�set Y-fast)+

Y-coils

Y-fast coils

z

y

x Fluxgate sensor

Figure 3.17: The setup for magnetic field control. This setup is employed to actively control the offset
field of 1.95G that’s required for conducting the SCC experiment. While the field created by Y coils is
large and fixed, Y-fast create a small additional field which is stabilized. A Fluxgate sensor produces a
voltage Vin proportional to the field value. This signal is further processed(subtraction from reference
signal Vref and amplification) and fed to a standard PID control board, which is connected to the analog
control knob of the power supply of the Y-fast coil.

The offset magnetic field is created by two pairs of coils, namely Y and Y-fast. The latter
gets its name as it contains only one winding. Both the coils are controlled by independent
power supplies in CC (current control) mode. The power supplies themselves are controlled
by an analog voltage given by BLACS. The underlying principle of active field stabilization
is the following: The Y coils are capable of creating a larger field value (0.9G/V) and hence,
they are used to create an initial offset field with a magnitude very close to that of the critical
field. An additional field is then created in the same direction using the Y-fast coils, however
with much lower magnitude(40 mG/V). This is the field that’s actively stabilized during the
SCC experiment. A fluxgate magnetometer is situated at the bulls eye of the front coil holder,
which produces a voltage signal proportional to the total field value. This is fed to an offset
board that is equipped with a reference voltage and an amplifier. Its function is to pre-process
the fluxgate signal by subtracting the reference and amplifying it. Given that the fluctuation
of the field is much smaller than its absolute value, this method efficiently tackles only the
fluctuations. The final signal is then fed to the PID controller, which in turn controls the power
supply of the Y-fast coil. The original setup that was in operation during the SCC experiment is
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described in[133]. The offset board and the PID controller were replaced afterwards, following
an incident that resulted in a faulty performance of both.

Spin-sensitive detection

While conventional absorption imaging is one of the best approaches to probe the macro-
scopic condensate, it alone cannot probe a multi-component BEC. Most experiments dealing
with spinor condensates utilize various techniques to investigate the individual occupation
of the spin states, as well as to understand coherences between those states. Some methods
are so versatile that they can resolve all the spin states[134]. Such techniques often make use
of spin-dependent forces either optically or through magnetic interactions[135]. In the Na-Li
experiment, the latter is used, via a technique called Stern-Gerlach (SG) imaging. Originat-
ing from the analogy of the historic experiment on silver atoms by Stern and Gerlach[136],
it makes use of the spin state-dependent force the atoms experience due to the magnetic mo-
ment, when placed in a region of magnetic field gradient,

F⃗ = ∇(µ⃗.B⃗) (3.3)

where µ = mFgFµB is the magnetic moment of the atom in the internal state mF , gF is
the gyromagnetic factor, and µB is Bohr Magneton. Thus, the above equation indicates that
the atoms in different spin states are pushed in different directions. During the BEC cycle,
a magnetic field gradient is applied using the MOT coils for 1.75 ms, right before the atoms
expand in TOF which successfully separates the two spin states. Detailed analysis on the
directions of splitting are found in[93].
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(b) |1, 1⟩ → |1,−1⟩, |1, 1⟩ → |1, 0⟩

Figure 3.18: Demonstration of Stern-Gerlach technique. A magnetic field gradient is applied using
the curvature coils, which results in a state dependent force on the atoms. The spin states with opposing
magnetic moments fly in opposite directions. The extent of separation depends on the duration and the
strength of SG pulse.

Two-pulse sequence

It is possible to couple sodium internal states |1, 1⟩ and |1, 0⟩ directly with an RF pulse.
However, it is not the best method, given that Zeeman energy splitting is the same for both
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species at the critical field. To avoid the simultaneous coupling of both the species, a procedure
called two-pulse sequence is adapted, see Fig. 3.19.
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(a) Two pulse sequence in sodium with respective visualization of the spin vector on the Bloch sphere.
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(b) TOF absorption image of sodium superposition cre-
ated using two-pulse sequence.

Figure 3.19: Scheme of two-pulse sequence. Sodium BEC is created in |1, 1⟩. As a two-level system, it
is equivalent to the spin vector oriented along the south pole of the Bloch sphere. It is superposed with
|1, 0⟩ in two consecutive steps: the first pulse, which drives |1, 1⟩ → |2, 0⟩ is given by the DDS setup
and its duration is variable. The second pulse has a fixed duration, and transfers all the atoms down to
|1, 1⟩. For 50-50 superposition ratio, the spin vector lies on the equator as shown on the Bloch sphere
on the far right.

It makes use of an intermediate state |2, 0⟩ to achieve the final superposition. It consists
of sending in two consecutive pulses, where the first pulse is of variable duration, and the
second pulse is a fixed π-pulse. Since lithium is off resonant to these two transitions, it stays
unaffected during this stage. The DDS setup that handles the rest of the RF/MW processes
is used only partly to implement the above process. This comes from the limitation of the
DDS board itself, it possesses a dead time of≈ 0.5 ms between two consecutive pulses. Atoms
cannot be held in |2, 0⟩, as it leads to losses within milliseconds as compared to other states
at the same density. Hence, the DDS setup is used to give only the first pulse, and the second
pulse is given by another microwave source (HP-8657B). The different possible superpositions
are accessed simply by changing the length of the first pulse as shown in Fig. 3.20.
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|1,0>
|1,1>

Figure 3.20: Absorption images of sodium in a typical superposition scan. Starting from |1, 1⟩, the
duration of the first pulse is varied, leading to a change in the superposition ratio. The duration of the
first pulse ranges from 0-200 µs, with the 200 µs corresponding to a complete reversal of population.

3.2.2 Interspecies SCC

Severalmeasurementswere performed to study the interspecies SCC interaction. As shown
in Fig. 3.21, every such measurement incorporated a series of standard steps, following the for-
mation of condensates.

• Applying a homogeneous external magnetic field, corresponding to the critical field
≈ 2G. This is done during the RAP stage and the field is actively stabilized. It is at
this field, the lower hyperfine Zeeman levels of both species become degenerate, thus
energetically allowing the spin exchange. It is experimentally tunable and is stabilized
throughout the sequence.

• Preparing the initial state, as explained in section 3.2.1. Two consecutive MW pulses
bring sodium in |1, 1⟩ into superposition with |1, 0⟩, while lithium stays in |1, 1⟩, unaf-
fected. This is performed after the last evaporation ramp of the waveguide, i.e imme-
diately after the BEC is formed. It lasts for a total of ≈ 300 µs, which is rather short
compared to the timescale of the dynamics and hence, can be termed as a superposi-
tion quench. As the first pulse is of variable duration, the initial sodium imbalance is
experimentally tunable. In the upcoming sections, it shall be denoted by η0 = N0,N/NN .

• Evolution of the four atomic states following the sodium quench. This is provided by
simply adding a waiting time in the experimental sequence. The interaction time is also
tunable, since it is managed directly by the experimental control.

• The states are spatially separated using a SG gradient and are imaged in TOF .

Preparing the mixture platform

• 23 Na and 7Li BEC in ODT

• B-�eld ≈ 2G

Initial state preparation

• 23 Na: a 1,1 1,0

• 7 Li:  1,1

+ b
Time evolution Detection

TOF absorption imaging

SG pulseHspin

time

Figure 3.21: A standard experimental cycle designed to study the interspecies SCC. Once the initial
preparations are satisfied, the coupled spin Hamiltonian evolves leading to spin dynamics.

Thefirst signal of SCC in lithium due to its interactionwith sodiumwas observed at 2.118G.
A simple visual inspection of the TOF image of lithium confirmed that the lithium atoms un-
derwent a clearly visible transfer from a fully polarized state of |1, 1⟩ to |1, 0⟩, which wasn’t
populated earlier. This spin exchange process was not observed in the absence of sodium,
which reinforced the fact that it is indeed a mediated interaction. The SCC experiment was
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performed in several parameter regimes, by making use of all the parameters that were exper-
imentally well controlled. In all the experiments conducted, only a small portion of atoms, on
the order of 6-8% were found to be transferred to |1, 0⟩ (see section 3.2.3 and 3.2.4). Addition-
ally, an unwanted noise signal was always present on the images, in the form of interference
fringes that resulted from the imaging beam itself. Moreover, the mechanical vibrations dur-
ing the experiment caused such fringes to become nonuniform in time. To circumvent this
problem of low signal-to-noise ratio, and to remove the possible imaging artefacts, an image
processing method called defringing was applied to lithium images[137][138]. The central idea
of defringing is the following: instead of using the reference image that was taken as a part
of the imaging procedure in every shot, it involves manually constructing a reference image,
whose fringe patterns match that of the image with atoms. This method reduced the standard
deviation of the absolute counts in the no-atom region by ≈ 50%. To this end, only lithium
images were defringed17. The methodology and application of defringing to the SCC data is
explained in [1]. The rest of the analysis, such as calculating the atom numbers was performed
in the standard way (see section 3.1.6).

|1,1>

|1,0>

op
tic

al
 d

en
si

ty
 (a

. u
.)

Figure 3.22: Onset of spin changing collision in lithium. Following the superposition quench in
sodium that results in a certain imbalance η0, the mixture was allowed to evolve for a certain dura-
tion. An SG magnetic gradient prior to imaging separated the two spin states. Lithium showed clear
signs of spin transfer, where some atoms were transferred from |1, 1⟩ to |1, 0⟩.

3.2.3 Time evolution measurements

In this type of measurement, every shot was taken with a fixed imbalance in sodium, while
the evolution time was varied from shot to shot. One complete SCC sequence consists of
hundreds of shots with their evolution time ranging from 0-100 ms. Such sequences were
repeated multiple times for statistical accuracy. In addition, the shots were executed in a
shuffled manner to avoid any systematic drifts in the observed signal. There exist two time
evolution measurements in total, with differing initial state as shown in table 3.4. The offset
field for both was kept at 2.118 G and the evolution time was scanned up to 100 ms. Raw
absorption images were analysed to obtain the optical densities. The occupation number of
each spin state was determined by carefully selecting the regions of interest where the atomic
signals were found. The final absorption images for the first 10 shots in the data set I are

17The observable in question in an SCC experiment is always the lithium ratio. Absorption images of sodium
are four times larger in size than that of lithium, and the defringing becomes computationally heavy. Besides,
due to its large atom number, signal-to-noise ratio is not as big of an issue.
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displayed in Fig. 3.23 and Fig. 3.26. As these figures are intended only as an example of the
onset of SCC, the rest of the shots in the data set are not shown here for the sake of clarity.

Date Data set Imbalance in sodium (η0)
18.04 + 23.04.2019 I 0.407

24.04.2019 II 0.293

Table 3.4: Time evolution data set. In these types of measurements, the evolution time is scanned.
Each data set corresponds to a fixed sodium imbalance η0.
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Figure 3.23: Absorption images of lithium from time evolution data set I. Images corresponding to
the first 10 shots are displayed for visual inspection of the SCC process. The images are arranged based
on the order in which they were taken. While the spin transfer is observed for an interaction time of
as small as 4 ms, they are more pronounced at 20 ms and 30 ms. Several faulty shots occurred as well,
such as the one at t= 4 ms in the bottom row, due to experimental imperfections (see text).

A careful visual inspection of the shots revealed that, 10-20% of the total number of shots
were unusable due to the fact that the region of interest did not contain any atomic signal
at all (see Fig. 3.23). This could have been due to any experimental imperfection that led to
the escape of lithium atoms from the trap during the intermediate stages, and hence failing
to form a BEC. Similarly, there existed yet another class of unusable shots where sodium was
missing, or the superposition wasn’t created as desired. All such shots were discarded before
the preliminary analysis. The amount of lithium spin transfer, which is main observable of
interest, is then calculated as N0,L/NL. It represents the fraction of atoms transferred with
respect to the total number. Every data set was segregated according to the scan parameter,
which in this case is the evolution time. The raw data is displayed in Fig. 3.24. For each value
of interaction time, the mean of N0,L/NL is displayed in Fig. 3.25. Two striking features are
observed in Fig. 3.24 and Fig. 3.25: i) in both data sets, the spin transfer shows a sharp rise at
early times, followed by an oscillatory behavior. The first maximum in the amplitude of the
oscillation is found at 25 ms, followed by another maximum at 70 ms. The visibility however,
falls after 40 ms indicating a damping at late times, ii) at a given evolution time, the shots are
spread out upon repetition, indicating some kind of fluctuation. The results pertaining to the
latter constitute the major part of chapter 4.
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(a) Data set I, η0 = 0.407
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(b) Data set II, η0 = 0.293

Figure 3.24: Analysis of the lithium absorption pictures of time evolution data set I and II. Every data
point in blue represents one experimental run. These plots do not contain any data point corresponding
to a faulty shot (see text). The atom number is calculated by evaluating the optical density in the region
of atoms. The ratio of spin transfer in lithium is then calculated. The data is segregated and plotted as
a function of the scan parameter, the evolution time.
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(a) Data set I, η0 = 0.407
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(b) Data set II, η0 = 0.293

Figure 3.25: Mean spin transfer of lithium in time evolution data set I and II. Mean of N0,L/NL fol-
lows an oscillatory trend as a function of evolution time. Rising sharply at initial times, the oscillations
persist up to 100 ms. The amplitude of oscillation shows a reduction when approaching late times. The
error bars are the standard errors on the mean.

The same analysis was repeated for the absorption pictures of sodium, where the optical
density is calculated as displayed in Fig. 3.26. The figure reveals that the internal states of
sodium show spatial distortions as they evolve in time, unlike lithium where the clouds seem
to be intact. Moreover, the imbalance created in sodium is expected to stay constant for all
the shots, and for all evolution times. However, the clouds in either states do not show such a
perfect uniformity. It becomes more obvious when the ratio N0,N/NN is evaluated from the
images as shown in Fig. 3.27. In both data sets, the ratio decays over time.

69



Chapter 3. Experimental methods

t = 8 ms t = 20 ms t = 20 ms t = 20 ms t = 4 ms

t = 30 ms t = 8 ms t = 8 ms t = 4 ms t = 4 ms

op
tic

al
 d

en
si

ty
 (a

. u
.)

Figure 3.26: Absorption images of sodium from time evolution data set I. Sodium states evolve differ-
ently compared to lithium. When quenched into superposition and allowed to remain so throughout
the evolution time, |1, 1⟩ state of sodium clearly exhibits some spatial dynamics (see text). It was also
found that |1, 0⟩ decays over time with a lifetime of 500 ms (see subsection in 3.2.5).
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Figure 3.27: Analysis of the sodium absorption pictures of time evolution data set I and II. The ratio
of atoms in the two spin states are evaluated as a function of evolution time. The imbalance η0 is
reduced over time due to the atom loss in |1, 0⟩ (see subsection in 3.2.5).

3.2.4 Imbalance measurements

Being able to scan the initial sodium imbalance is a very important aspect that reflects on
the tunability of the experiment, as it represents the different values of the gauge field Lz . In
these types of measurements, the sodium imbalance η0 changed from shot to shot, ranging
from 0 to 1. The evolution time was fixed to 30 ms. Imbalance data I was also taken at 2.118G.
As the time evolution data from Fig. 3.25 quite clearly indicates a near maximum amplitude of
spin transfer in lithium at 30 ms, this was chosen for the rest of the measurements involving
the scan of η0. The time evolution measurements, being the first ones taken, indicated that
repetitive shots with supposedly the same η0 do not actually contain the same imbalance ratio.
This could be due to several reasons, such as fluctuations in the offset field, or in the properties
of the first pulse in the two-pulse sequencewhich creates the superposition. Hence, the lithium
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data obtained from all the imbalance scans was grouped prior to analysis. The ratioN0,N/NN

was evaluated for every shot, followed by binning using 40 equidistant bins. The lithium ratio
was then grouped accordingly, thus rewriting the scan parameter as a binned scale η0.
For smaller values of η0 up to 0.2, only 20% of the total sodium atoms are |1, 0⟩ and hence the
spin transfer in lithium is quite low. However, it shows a steep increase at η0 = 0.2, followed
by a rather consistent drop towards the larger η0 where most sodium atoms are in |1, 0⟩.
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(a) Raw data, B=2.118 G
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(b) Mean spin transfer

Figure 3.28: Analysis of imbalance data set I. Different initial states are created in sodium, by scanning
the duration of the first pulse. The evolution time is kept fixed at 30 ms. The lithium data is binned
according to sodium data, and hence, the spin transfer in lithium is plotted as a function of the binned
sodium imbalance η0. The observed spin transfer shows a sudden rise at η0 = 0.2.

3.2.5 Magnetic field measurements

The previous two types of measurements were performed with a fixed magnetic field of
2.118 G. Scanning through the evolution time and initial state exposed the trend of inter-
species interaction, and provided the first insights into the spin dynamics in different parame-
ter regimes. The magnetic field was yet another well controlled quantity, and a possible chan-
nel to understand how such an interaction would look like at a slightly different field. To this
end, six different measurements were performed at varying magnetic field values. Prior to ev-
ery such measurement, the two pulse-sequence was re-calibrated to create the right imbalance
in sodium, owing to the change in Zeeman splitting between the internal states. The sodium
imbalance was scanned again as explained in section 3.2.4, keeping the evolution time fixed
to 30 ms. Fig. 3.30-Fig. 3.33 show that a decreasing magnetic field also decreases the amount
of spin transfer in lithium. Moreover, the peak of the resonance feature shifts to smaller η0.
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Figure 3.29: Offset field = 2.137 G
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Figure 3.30: Offset field = 2.068 G
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Figure 3.31: Offset field = 2.019 G
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Figure 3.32: Offset field = 2.009 G
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Figure 3.33: Offset field = 1.968 G

Remarks on experimental observations

• The spatial dynamics in sodium as shown in Fig. 3.26 occurred in all the measurements
and it was observed only when the internal states of sodium were in superposition.
Whenever the |1, 0⟩ state was densely populated, |1, 1⟩ showed a ring like structure
where its central region was devoid of atoms and vice versa. The timescale of such
a deformation was faster compared to the time scales of SCC. Moreover, the shape of
deformation changed with evolution time. This behavior was attributed to the miscibil-
ity condition, that occurs due to the intra-species interaction between the two compo-
nents of the condensate[139]. It is spin dependent, and can be ferromagnetic or anti-
ferromagnetic depending on the scattering lengths of the internal states. This makes the
states either miscible or immiscible. In the latter case, the components avoid each other.
The sodium states used to simulate SCC happen are immiscible, with the criterion,

√
g11g10 > g210 (3.4)

where index notations of interactions strengths is specified as given in the microscopic
description in section 2.5.1. The numerical simulation performed to obtain the ground
states of mean field GPE also correctly predicted the onset of such a separation[81].
More details on the experimental studies in this regard are explained in[84].

73



Chapter 3. Experimental methods

0 20 40 60 80 100
Evolution time(ms)

50

100

150

200

250

N
N
 ×

 1
03

N0, N

N1, N

Figure 3.34: Technical fluctuation and atom loss in sodium components for the time evolution data
corresponding to η0 = 0.407. The number of atoms present in each cloud is plotted as function of
evolution time. While the atom number in mF = 1 (red circles) fluctuates from shot to shot, the
overall mean doesn’t decay. The atom number in mF = 0 (orange circles) on the other hand shows a
reduction in the mean due to atom loss at longer evolution times.

• Loss of atoms was observed in the |1, 0⟩ state of sodium, leading to a fluctuating η0 in
the case of time evolution measurements. An exponential curve fit to the data seen in
Fig. 3.27 deduced a lifetime of ≈ 508 ms (Data set I) and ≈ 240 ms (Data set II).

• As discussed in the previous sections, lithium atoms undergo the spin transition because
of sodium atoms, which act as the mediator by undergoing the exact opposite transition
as depicted in Fig. 2.4. However, such a relative change in sodium was not resolvable
due to the fact that its a large cloud, where the order of magnitude of the spin change is
much lower than in lithium. In addition, due to the spatial dynamics and the atom loss
of the spin states, it was not possible to get systematic hold on it.
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3.3 Summary
• This chapter was dedicated primarily to the technical aspects, such as experimental setups
and sequences used to generate the SCC data. Different stages of sequential cooling and
trapping that were employed to reduce the temperature of the thermal gases of 23Na and
7Li were discussed. Furthermore, it was shown how the condensates were obtained in the
same ODT, thereby stressing the importance of their spatial overlap. Imaging techniques
and calibrations were revisited, which resulted in a faithful determination of the final atom
numbers contained in both the clouds to be ≈ 300× 103 (sodium) and ≈ 35× 103 (lithium).

• The techniques to manipulate the internal states |1, 1⟩ and |1, 0⟩ were described, as this is
crucial to the realization of the QS. The steps undertaken to facilitate the SCC interaction
were discussed such as,

1. The scheme for tuning and stabilizing the external magnetic field to ≈1.95 G, where
the magnitude of the Zeeman splitting between mF = 0 and mF = 1 is the same for
both the species.

2. The method for creating an appropriate initial state in sodium, i.e., a superposition of
the two internal states, which corresponds to the gauge field term. The underlying
scheme of a two-pulse sequence was discussed, along with its technical implementa-
tion with a programmable MW setup.

• The experimental sequence to realize SCC dynamics was described. Starting from an initial
condition, where the lithium is fully polarized in mF = 1, and sodium in superposition,
the two were species shown to interact, resulting in SCC. Such a mediated interaction was
attributed to the realization of Gauss’ law in the bulk BEC. The measurements undertaken
to explore different parameter regime were described. They highlighted the control and
tunability of the experiment. To that end, it was shown how the SCC resonance manifested
itself when the sodium imbalance η0 was scanned. Moreover, the robustness of the gauge
invariance was demonstrated through magnetic field measurements, where it was clearly
seen that the SCC resonance shifted to smaller η0 with decreasing magnetic field.

• Raw images taken using TOF absorption imaging were shown for visual inspection. They
revealed other rather undesired processes where the |1, 1⟩ state of sodium developed spatial
structures due its immiscibility condition with |1, 0⟩, while the latter underwent losses.

• All the raw data was displayed, and a noticeable observation was that the spin transfer
in lithium N0,L/NL exhibited fluctuations up to a maximum of 4% of the total N0,L/NL.
It could be seen that the effect is particularly strong at the resonance flank in the case of
imbalance measurements. The quest to understand the origin of these fluctuations hence
paved the way to an extended data analysis presented in the next chapter.
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Data analysis and results

This chapter presents the theoretical description of the data acquired in the SCC experi-
ment. All the raw data is displayed in the last section of the previous chapter. The first part
here is dedicated to a brief explanation of the main results obtained from the previous anal-
ysis based on mean field theory[84]. Starting from the coupled spin Hamiltonian described
in section 2.5.2, the analysis provided the first faithful representation of the experiment. The
equations of motion for the evolution of the individual spin components of both species were
derived from the Hamiltonian. Furthermore, they were numerically solved, thereby providing
a physical picture to describe the data. Having briefly discussed the mean field approach, the
raw data is revisited to emphasize that there are certain aspects such as fluctuations in the
lithium spin transfer ratio, that require further attention. The remaining sections are further
divided into two parts. They begin with data analysis, where the raw data is subjected to
detailed inspection with respect to fluctuations observed in experimental parameters such as
initial atom numbers in the BEC and the fluctuations in sodium imbalance. These are noth-
ing but spin length and spin projection fluctuations respectively. Their consequences on the
mean field representation and the model parameters are evaluated. Furthermore, a classical
statistical method is employed in the form of truncated Wigner method, where the fluctua-
tions are deliberately included in the initial state. The resulting predictions are compared with
the data to draw conclusions on the nature and origin of the fluctuations. In the final sec-
tion, different types of interpretations of the data are explored, such as long time behavior of
the system, followed by a basic discussion on thermal fluctuations in the context of classical
thermodynamics.

4.1 Simple mean field approximation
The evolution of spin operators was investigated in order to understand the interspecies

SCC dynamics. Starting from the effective spinHamiltonian given in equation (2.68), equations
of motion for all the spin operators were derived via a Heisenberg-type equation. Using the
relations L̂+ = L̂x + iL̂y and L̂− = L̂x − iL̂y, the equation (2.68) was rewritten as,

Ĥspin/h̄ = χL̂2
z,N +∆L̂z,L + 2λ

(
L̂x,N L̂x,L + L̂y,N L̂y,L

)
(4.1)

In its simplest approximation, this theory assumed the mean-field limit. The operators were
replaced by their expectation values in the limit ofN → ∞ and the 1/

√
N uncertainty was ne-

glected. Within this framework, the Ehrenfest theorem was employed to derive the equations
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of motion for the spins,

∂tLx,N = −2χLz,NLy,N + 2λLz,NLy,L (4.2a)
∂tLy,N = 2χLz,NLx,N − 2λLz,NLx,L (4.2b)
∂tLz,N = 2λ(Ly,NLx,L − Lx,NLy,L) (4.2c)
∂tLx,L = −∆Ly,L + 2λLz,LLy,N (4.2d)
∂tLy,L = ∆Lx,L − 2λLz,LLx,N (4.2e)
∂tLz,L = 2λ(Ly,LLx,N − Lx,LLy,N) (4.2f)

A noticeable feature in the data displayed in section 3.2, Fig. 3.25 is that the experimentally
observed oscillations exhibit damping at later times. While the processes such as spatial dy-
namics, atom loss, and fluctuations in the experimental parameters are few of the many possi-
ble reasons for the damping, it is hard to locate the underlying cause exactly. Hence, this was
effectively accounted for by introducing a phenomenological damping term γ in the theory.
It was conceptually treated as dephasing of spins in the x-y plane with a decay rate given by
γ. The equations were then modified as,

∂tLx,N = −2χLz,NLy,N + 2λLz,NLy,L − γ

2
Lx,N (4.3a)

∂tLy,N = 2χLz,NLx,N − 2λLz,NLx,L − γ

2
Ly,N (4.3b)

∂tLz,N = 2λ(Ly,NLx,L − Lx,NLy,L) (4.3c)

∂tLx,L = −∆Ly,L + 2λLz,LLy,N − γ

2
Lx,L (4.3d)

∂tLy,L = ∆Lx,L − 2λLz,LLx,N − γ

2
Ly,L (4.3e)

∂tLz,L = 2λ(Ly,LLx,N − Lx,LLy,N) (4.3f)

4.1.1 Model parameters for fixed initial atom numbers

The interaction dynamics that originate from the above equations of motions is essentially
governed by the microscopic model parameters χ, ∆ and λ (see section 2.5.1):

• χ: contains interaction strengths for inter-species and intra-species non-SCC interac-
tions.

• λ: contains inter-species SCC interactions strength. It stems directly from the overlap
integral given in equation (2.57). Hence, for fixed values of the atom numbers and the
trapping potentials, this quantity is assumed to be fixed, i.e. any changes in the spatial
modes of the atomic clouds were neglected.

• ∆: defines the energy offset in terms of Zeeman splitting of the two internal states (see
Fig. 2.4); to this end, it was necessary to differentiate the different contributions as they
proved to be crucial from the point of view of tunability. By rearranging (2.70), the
expression for ∆ is re-written as,

∆ = ∆0 +∆L
Lz,N

LN

(t = 0) + ∆B
(B − B0)

B0

(4.4)

= ∆0 +∆L(2η0 − 1) + ∆B
(B − B0)

B0

; (B0 = 2.118G)
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While ∆0 is a fixed quantity for fixed atom numbers, the remaining terms highlight
the tunability of the experiment. For instance, the scan of the initial condition η0 as dis-
cussed in section 3.2.4 is equivalent to scanning the Lz,N term (see section 3.2.1 for tech-
nical implementation). Similarly, the third term accounts for the energy shifts caused by
a change in the applied offset field as it was done in the experiment (see section 3.2.5).

These parameters were first estimated from first principles, given the relevant experimen-
tal parameters such as trapping frequencies and atom numbers. By determining the ground
state wave functions, the density distributions of the two species were obtained, which were
further used to calculate the overlap integrals presented in equations (2.57). A rigorous dis-
cussion on ab-initio estimates is found in [84]. A second method of parameter estimation
was closely developed through the standard curve fitting procedure. Equations (4.3a)-(4.3f)
were numerically solved and the model parameters were obtained from the best fitting curve
between theory and data. The numerical simulation contained the following aspects:

• The initial atom numbers were treated as fixed quantities,

NN = 300× 103 ; NL = 35× 103.

• The initial magnetization is assumed to be fixed for a given population imbalance in
sodium. Since lithium is polarized inmF = 1 prior to the time evolution, its initial value
of the z-component is treated like a fixed offset and is given by Lz,L = −LL = −NL/2.

• The initial conditions for the simulations are appropriately chosen,

(Lx,L, Ly,L, Lz,L)t=0 = (0, 0,−1)×LL ; (Lx,N , Ly,N , Lz,N)t=0 = (cos θ, 0, sin θ)×LN

where the value is θ = [−π, π] is decided according to the initial superposition quench.

• The damping γ was estimated to be γ/2π = 3.9±1.2Hz by fitting an exponential decay
to the data shown in Fig. 3.25a.

• Following the numerical evolution of the spin components, the transfer ratio in lithium
N0,L/NL was calculated as,

N0,L/NL = (Lz,L + LL)/NL (4.5)

• The protocol for parameter estimation was done in the following way: the imbalance
data set shown in Fig. 3.28bwas fitted to extractχ,∆0,∆L and λ. These values were then
used as initial guesses for the mean field prediction for the time evolution data shown
in Fig. 3.25. With all these values fixed, a second fitting procedure was performed to
determine ∆B . The resulting values are summarized in table 4.1.

79



Chapter 4. Data analysis and results

Parameters Time evolution Time evolution Imbalance Data
Data set I Data set II

χ/2π (mHz) 9.52 ± 0.09 9.525±0.00023 9.559±0.010
λ/2π (µHz) 17.6± 1.0 18.7±0.8 16.7±0.5
∆0/2π (Hz) 2±7 2±7 3.9±2.1
∆L2/π (kHz) 2.919± 0.017 2.919± 0.017 2.9168± 0.00015
∆B2/π (Hz) -517.10± 0.28 -517.10± 0.28 -519.3± 0.3

Table 4.1: Values of model parameters. These are the results of the fitting procedure as described in
the main text.

4.1.2 Results of numerical simulations of SCC
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Figure 4.1: Scan of initial sodium imbalance η0 and comparison with mean field predictions. The
data shown in Fig. 3.28b is fitted with equations (4.3a) - (4.3f) (solid red line). The sharp resonance
feature observed around η0 ≈ 0.2 in the data is well explained by the numerical result. The parameters
χ, λ, ∆L and ∆0 are extracted from the best fitting simulation.

The resonance manifested in the form of an initial sharp rise followed by a reduced transfer
towards higher imbalance values is captured very well by the mean field theory. The param-
eters thus obtained also successfully capture the oscillatory behavior observed in the time
evolution dynamics, see Fig. 4.2. The reduced visibility therein is also accounted qualitatively
by γ. The damping is the strongest in the first 40 ms of spin transfer dynamics, with the am-
plitude of the oscillation reducing from ≈ 0.06 to half as much. However, as the dashed lines
in Fig. 4.2 indicate, the transfer ratio remains high at 30 ms where the imbalance data I was
recorded. Hence, the damping term is not as critical for the imbalance data.
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(a) Time evolution Dataset I, η0 = 0.407
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(b) Time evolution Dataset II, η0 = 0.293

Figure 4.2: Comparing the time evolution measurements to the mean field predictions. The param-
eters extracted from Fig. 4.1 are used to predict the dynamics as a function of interaction time. With
the damping term added, the theory predictions match the data reasonably well.

The remaining data sets at various magnetic field values as outlined in section 3.2.5 were
subjected to similar theoretical treatments. The distinct shape of spin transfer, i.e., the res-
onance condition is prevailed at all magnetic field values. Remarkably, the resonance peak
shifts towards either lower or higher imbalance values with respect to decreasing or increas-
ing values of magnetic field. This agrees perfectly well with the resonance condition (2.76)
of the coupled spins, that a change in ∆ demands a change in Lz,N . Going back to the HEP
model of U(1), scanning ∆ is analogous to scanning the mass term and associated with it is
the changing gauge field. Hence, it shows that this is in excellent agreement with the gauge
invariance principle. Moreover, in accordance with the conservation of magnetization, the
amplitude of the observed transfer is consistently reduced when the resonance peak is moved
closer to smaller η0. The coefficient of change with respect to the offset field is given by ∆B ,
which is determined by yet another fit to the curves shown in Fig. 3.29 - Fig. 3.33. As the other
parameters χ, λ, ∆0 and ∆L are kept constant in this fitting, the change in the magnetic field
value in all the data sets is accounted for only by ∆B .
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Figure 4.3: Mean field predictions for the imbalance scans at different values of offset field B. The
fitting procedure is the same as in Fig. 4.1, with the addition of∆B that accounts for the changes in the
total ∆ with respect to the value of the magnetic field. Mean field predictions (solid red lines) clearly
capture the onset of resonance for all the data sets. Moreover, shifting of the resonance feature where
the peak moves to the left (right) for decreasing (increasing) field values is also captured by the theory.
Furthermore, the reduction in the amplitude of the peaks due to the conservation of magnetization is
also captured.
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4.2 Fluctuations: data analysis
This section addresses the fluctuations observed in the raw experimental data presented in

section 3.2. Throughout this thesis, the fluctuations are quantified by extracting the standard
deviation of the spin transfer ratio in lithiumN0,L/NL, with respect to the scanned parameters.
The error bars on the std values are the results of the error propagation of numbers with
uncertainties. These fluctuations persist at all interactions times and imbalances. Comparing
Fig. 4.1 and Fig. 4.4a, it can be seen that the fluctuations spike up as high as half of the mean
itself at the resonance peak where η0 = 0.2, and reduce again towards smaller η0. A similar
comparison between Fig. 4.2a and Fig. 4.4b leads to the observation that the initial rise of
N0,L/NL at short evolution times is accompanied by an initial rise in the std as well. In this
case, while the mean itself is damped at later times, fluctuations witness a fall and rise after 30
ms.
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(a) Standard deviation of the imbalance data I.
Fig. 3.28a displays the corresponding raw data.
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(b) Standard deviation of the time evolution data I.
Fig. 3.24a displays the corresponding raw data.

Figure 4.4: Fluctuations observed in the spin transfer ratio of lithium N0,L/NL. The standard devi-
ation is extracted from the corresponding raw data. (a) the imbalance data shows a strong rise exactly
at the point of resonance, followed by a bumpy feature towards higher imbalances. (b) fluctuations in
the time evolution data show an initial rise up to 30 ms, followed by a rather small change after that.

This section is organized as follows: detection noise present in the raw pictures of lithium is
evaluated prior to all other investigations to show that the observed fluctuations are noticeably
higher, and that it is not the result of the measurement procedure itself. Having shown that,
the next section focuses on understanding the shortcomings of mean field theory with respect
to fluctuations and aims to tackle the issue by exploring several possible sources of fluctuations
in initial atom number fluctuations and in the spin projections.

4.2.1 Readout noise in lithium

An absorption image without an atomic signal does not contain any information but only
the noise resulting from the detection procedure. Typically, it occurs due to interference
fringes from the optics used in the setup, photon shot noise from the imaging light and the
noise of the camera itself. These noise sources result in slightly incorrectly read atomic densi-
ties, which then contributes as readout noise. As explained in section 3.2, defringing already
reduces the detection noise greatly. However, the fluctuations are observed despite of defring-
ing. To estimate the level of detection noise relative to the experimental data, the atom number
is calculated in the empty, defringed pictures of lithium from the imbalance data set using the
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saturated absorption formula given in equation (3.1). It varies slightly among the different
data sets. Nevertheless, the estimation given by the example analysis here provides the right
order of magnitude. Fig. 4.5a shows an image where both the atomic clouds are present and
the ROIs shown are the same as those used in the original analysis presented in 3.2. This is
an important consideration, because the detection noise is not homogeneous over the entire
picture.
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(a) Image with atoms.
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(b) Image without atoms.
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Figure 4.5: Readout noise analysis in lithium. (a) ROIs where the atoms are present are shown in the
dashed rectangular box (mF = 1) and dashed circle (mF = 0). (b) ROIs for empty images are chosen
exactly as in the images with atoms in panel (a). Running the atom number evaluation routine with
fixed imaging parameters for a series of empty images provides a rough estimate on the noise. (c) the
detection noise approximately resembles a Gaussian distribution, displayed by the fit (black dashed) to
the histogram.
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(a) Fluctuations in imbalance data set I with readout
noise.
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(b) Fluctuations in time evolution data set I with readout
noise.

.
Figure 4.6: Comparing the level of readout noise to the observed fluctuations inN0,L/NL. The grey
area represents the standard deviation of the noise distribution analysed from the empty images for
each data set respectively. In both cases, the level of fluctuations observed in the data is clearly higher
than the detection noise.

The observed level of fluctuations in Fig. 4.4a and Fig. 4.4b is compared against readout
noise, see Fig. 4.6. In Fig. 4.6a, even though the data points at around η0 = 0.12 and 0.6
are somewhat submerged in the noise floor, the rest of the key features, such as the high

84



4.2. Fluctuations: data analysis

std near the resonance region is clearly much above the level of readout noise. Moreover,
a similar analysis on the time evolution data set I estimates a very similar value of readout
noise, see Fig. 4.6b. It’s important to note that this analysis is only meant to serve as an
approximate method of estimating the readout noise and it does not claim the characterization
of the imaging system in general.

4.2.2 Fluctuations in spin length

While mean field theory successfully explained the data on the mean field level by includ-
ing an overall damping term, it fell inadequate in describing these fluctuations. This is due to
the fact that shot-to-shot fluctuations as shown in section 3.2 were neglected. Even though the
experiment setups are optimized to give an ideal performance in general, it seldom happens so
in a real experiment. From a technical point of view, a few quantities that adversely affect the
perfect operation of the experiments are fluctuations in laser powers, room temperature, coil
currents, and so on. When deviated from their ideal values, they typically affect the loading
of the MOTs. This is turn affects the intermediate processes involved in a BEC experiment,
resulting in non-uniform condensate fractions, and varying atom numbers from shot to shot.
Mean field theory described in section 4.1 treated the spin lengths, i.e., the initial atom num-
bers of NN (sodium) and NL (lithium) as fixed quantities, whereas they are spread out in the
raw data sets. Their initial atom number distributions of both species exhibit a standard de-
viation of approximately 5-20%. It is rather nontrivial to draw a straightforward conclusion
on how the mean field predictions would change in accordance with fluctuating initial con-
ditions. Moreover, the original values of model parameters themselves differ slightly among
different data sets (see table 4.1 ), which is all the more reason to investigate the underlying
cause. A preliminary example is shown in Fig. 4.7 to stress that the behavior of the data is
not reproduced anymore, even for the mean spin transfer, when the theory is subjected to
fluctuating initial atom numbers.
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(a)Data set I withmean field prediction for varying
NN .
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(b)Data set I withmean field prediction for vary-
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Figure 4.7: Mean field prediction with varying initial atom numbers. (a) the solid curves from top
(solid brown), middle (red) to bottom (light red) correspond to different NN in increasing order. The
middle curve corresponds to the original as shown in Fig. 4.2a, where NN = 300 × 103. The values
of NN used in the top and the bottom curve then differ relatively by 2% and 5%. Such changes in the
initial conditions not only lead to changes in amplitude of the mean field prediction, but also a shift in
oscillation frequency. (b) the solid curves in light blue, blue, and dark blue correspond to different NL

in increasing order. NL has negligible impacts on the mean field prediction, unlike NN .
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As displayed by the multiple bluish solid curves in Fig. 4.7b, the effect of varying lithium
atom number is negligible, whereas a changing NN has a relatively larger impact on the pre-
dictions of mean field theory, see Fig. 4.7a. This is also supported by the fact that NN is much
larger than NL. Changes as small as 2% in NN produce a noticeable change in the theory
prediction, whereas a change of 5% leads to a drastic reduction in amplitude and even a shift
in the oscillation frequency, that is not comparable with the data anymore. While this quick
check clearly shows that the fluctuations in the initial atom number cannot be neglected, it
also strongly indicates the need to perform this analysis on a quantitative level and hence pro-
vide a consistent and a more precise redefinition of the model parameters. To this end, the
consequences of changing initial atom numbers are first explored via a post selection analysis
of the experimental data.

4.2.3 Post selection of experimental data

The initial atom number measured in all experimental shots of all data sets form a distri-
bution characterized by a mean and std, see Fig. 4.8. Here, shots are simply plotted with their
respective atom numbers for both species, followed by their individual histograms to high-
light the spread of the data points. The standard deviation in sodium is approximately 5.5%
of mean NN , while that of lithium is about 8% of mean NL. The relatively fewer shots and
the asymmetry of the distribution in lithium as shown in Fig. 4.8b is attributed to the fact that
there exist more faulty shots in lithium than in sodium (see section 3.2 for explanations on
raw data). The post selection alalysis was performed, first in sodium for the imbalance data
set shown in Fig. 3.28a. To this end, two different methods were followed, as outlined below.
Both methods employed the same first step, where the data shown in Fig. 4.8a was divided
into different bands, with each band characterised by a certain offset and width. They were
then separately analysed to calculate the lithium spin transfer ratio N0,L/NL and its std.

(a) Distribution of initial NN . (b) Distribution of initial NL

Figure 4.8: Distributions ofNN andNL for the imbalance data. The number of shots are plotted with
respect to their measured atom number for both species. (a) the std of the distribution of initial NN

amounts to 5.5% of mean NN , (b) the std of the distribution of initial NL amounts to 8% of mean NL.

Method I: Fixed mean, varying width
In the first method, the offset was fixed by the mean of the total distribution of NN , and

the width was increased in multiple steps of the standard deviation. This method is intended
to investigate whether an increasing spread in NN is directly responsible for driving the fluc-
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tuations inN0,L/NL. However, the extracted ratio doesn’t show any significant change in the
level of fluctuations as a function of increasing width, see Fig. 4.10b.
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Figure 4.9: Dividing the imbalance data I into bands as per method I.The mean value of each band is
determined by the mean of total NN distribution. The width of the bands is varied from σ to 3σ.
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(a) Mean N0,L/NL extracted for all the bands.

0.0 0.2 0.4 0.6
0

0.00

0.02

0.04

N
0,

L/N

band_1, width=
band_2, width=2
band_3, width=3

(b) Std of N0,L/NL extracted for all the bands

Figure 4.10: Extracted statistical quantities for band data as per method I. (a) mean transfer ratio
extracted from the bands of changing widths as shown in Fig. 4.10a. (b) stds of the ratios; neither of
the images exhibits any change with respect to a changing width of the NN distribution.

Method II: Fixed width, varying offset
The second method maintained a fixed width for each band, but varied the offset in order

to change the mean of each band. In this case, the width of the bands was characterized by
half the std of the total NN distribution shown in Fig. 4.8a. The offset was changed in steps
to move from the band with highest mean N̄N to the one with the lowest N̄N or vice versa.
Hence, this method is intended to investigate the effect of varying the absolute NN .
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Figure 4.11: Dividing the bands in the imbalance data I as per method II. Here, the bands are charac-
terized by a fixed width but varying offset. Thewidth is fixed by half the std of the totalNN distribution
and the offset is changed in fixed steps from band 1 to band 6. The mean atom number N̄N of each
band is displayed accordingly.

The statistics extracted through this method are displayed in Fig. 4.12. Even though the two
plots do not seem to reveal any obvious information and look rather ambiguous, they show
that the mean spin transfers extracted for individual bands slightly differ from each other,
unlike in method I (see Fig. 4.10).
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(a) Mean spin transfer N0,L/NL
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(b) Std of N0,L/NL.

Figure 4.12: Extracted statistical quantities for band data as per method II. (a) mean transfer ratio
N0,L/NL extracted from the bands shown in Fig. 4.11. Themean seems to shift slightly from the highest
NN (light blue circles) to the lowest (black). (b) corresponding std. Bands 5 and 6 contain fewer shots
compared to the rest, i.e., sometimes only one data point exists for given η0, resulting in zero variance.

Overall, it is clear that a mere post selective inspection of the experimental data does not
provide reliable insights. Hence, the same mean field theory described in section 4.1 was
employed again, but selectively to each band in Fig. 4.11. To this end, the same fitting routine
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used for Fig. 4.1 was performed on the mean N0,L/NL pertaining to each band as shown in
Fig. 4.12. For every band, the fitting functions were fed with relevant NN , whereas NL was
fixed by the mean value of the total distribution NL. Furthermore, the initial guesses for the
parameters were changed from band to band to obtain the best agreement between theory
and data, see Fig. 4.13. Band 5 and 6 suffer from scarce data points near the resonance flank.
Nevertheless, the fits are reasonable, in the sense that they describe the tail region of higher
η0 well. Moreover, the steepness of the flank is not greatly altered. This analysis reveals
a critical aspect about the model parameters, which was otherwise hidden when NN was a
fixed quantity. Examining the resulting fitting parameters from all the bands with respect to
the changing NN shows that the parameters ∆L and ∆0 are linearly dependent on NN . The
resulting dependence is summarized in table 4.2:

Parameter Dependence on NN

∆L/2π (Hz) NN×0.00961±12.4
∆0/2π (Hz) NN×(-2.10×10−4)+6.68 ± 0.5
χ/2π (mHz) 9.429 ±0.003
λ/2π (µHz) 17±0.5 (time evolution data), 13±0.3 (imbalance data)

Table 4.2: Revised values of parameters with fluctuations included in the theory. The parameters∆0

and ∆L have a linear dependence on NN . No such behavior is seen in χ. The values of NN between
time evolution data and the imbalance data differ ≈ 25%, which causes λ to change. However, this
dependence is not revealed in the post selection analysis (see text).
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Figure 4.13: Mean field fits on the bands described in method II. The band data is displayed from top
left (light blue) to bottom right(black). Solid red curves are the results of the mean field fits. The fitting
routine for each band takes the respective mean N̄N , while NL is fixed at its mean value ≈ 29 × 103.
The initial guesses for the parameters are modified for each band to produce a best matching prediction
of N0,L/NL.

In fact, the simplified expression for∆ given in equation (4.4) in section 4.1.1 is not partic-
ularly insightful in this regard, because fixing atom numbers is the very reason it is simplified.
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The dependence is explicitly seen already at a more basic level by revisiting equation (2.70)
and re-arranging the expression:

∆ = δNext − δLext − δLint +
χNL

2
NL + 2L̂z,L

(
χL +

χNL

2

)
+

χN(NN − 1)− χNL

2
NN + 2L̂z,N

(
χL +

χNL

2

)
(4.6)

where δsext = (Es,1 − Es,0) is the single particle energy difference for species s and δsint =
[Xs

11 − Xs
00](Ns − 1) is the respective mean field shift. Such a dependence on NL is not

seen in the post selection analysis performed on lithium. The rest of the parameters of the
spin Hamiltonian as described in section 2.5.1 do not show any such clear dependencies. The
values of χ resulting from the fits shown in Fig. 4.13 are averaged to get the final value, see
table 4.2. As per λ, it remains similar for all the bands in Fig. 4.13, but becomes ≈ 30% larger
altogether when dealing with the time evolution data. This is naively attributed to the fact that
the value of initialNN in the two time evolution data sets are smaller by≈ 25% compared to the
imbalance ones. This dependence is not seen in the post selection analysis where the relative
change in NN is a maximum of ≈ 15%. Moreover, the spatial dynamics described in section
3.2 are known to reduce with decreasing NN , which could have had a positive effect on the
extent of overlap between the two clouds. The strength of λ is purely decided by the scattering
length ascc, and the overlap integral XSCC given in equation (2.54). As ascc stays fixed under
the given experimental conditions and magnetic field, the only quantity that’s affected by a
changing NN is the spatial mode of the sodium cloud and hence the overlap integral.
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(a) ∆L as a function of NN

340 360 380 400
NN (×103)

18

14

10

6

0 (
Hz

)

NN = 397003
NN = 386762
NN = 376521
NN = 366281
NN = 356040
NN = 345799

(b) ∆0 as a function of NN

Figure 4.14: Values of the components of∆ resulting from the fits shown in Fig. 4.13 as per method
II. The data points in both plots correspond to the results of mean field fits to different bands. They
range from highest NN (light blue circles) to lowest (black circles) in decreasing order. The error bar
on each point is the uncertainty in the fit. (a) change of ∆L with respect to NN . The black dashed line
represents a linear fit whose slope determines the scaling with NN . A higher NN results in a higher
value ∆L. (b) changes in ∆0 with respect to NN . The dependencies are summarized in table 4.2.

4.2.4 Fluctuations of a coherent spin state

The superposition quench described in section 3.2.1 creates a coherent spin state (CSS) in
sodium. Fluctuations that occur in such a state can have two origins: i) quantum fluctuations,
i.e., the noise originating from the quantum uncertainty associated with a coherent state, ii)
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technical fluctuations resulting from the fluctuating parameters of theMWpulse used to create
the superposition. In this section, these two cases are discussed and the extent of their con-
tribution to the experimentally observed fluctuations in sodium are investigated. Hence, this
method explores yet another source of noise with regards to the fluctuations seen in lithium.

(a) Fluctuations in imbalance fringe of sodium for
|1, 1⟩ → |1, 0⟩
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(b) Fluctuations in time evolution data set I, η0 =
0.407

Figure 4.15: Experimentally observed fluctuations in sodium CSS. (a) scanning the length of the first
pulse results in a Rabi like fringe in sodium (see inset). Repeated shots taken at a fixed parameter values
of the pulse do not result in the same transfer ratio. The std corresponds to more than 6% of transfer
ratio. The grey area represents an approximate level of detection noise. (b) similar behaviour is present
in the time evolution data set I.

Quantum projection noise

Quantumprojection noise (QPN) arises from the inherent nature of indeterminacy of quan-
tum mechanics. Consider a two level system composed of two states |A⟩ and |B⟩ prepared in
a state of superposition ψ = cA |A⟩ + cB |B⟩, with |cA|2 and |cB|2 being the probabilities of
finding the system in |A⟩ and |B⟩ respectively. When subjected to measurement, the resulting
eigenstate is either |A⟩ or |B⟩. As long as cA and cB are not zero, the outcome of this measure-
ment cannot be predicted with certainty. The state vector |ψ⟩ gets projected onto one of the
states randomly, regardless of how accurately the state is prepared and measured. Hence, this
constitutes a source of noise that’s purely due to the quantum nature of the state. In the case of
a pseudo-spin system, i.e., an ensemble ofN independent two-level atoms as explained in sec-
tion 2.5.3, QPN translates into characteristic fluctuations in the measured populations of two
states[140]. The individual probabilities of the atoms to be in a given state can be combined
according to a binomial distribution. Considering the two levels in sodium, the probability of
measuring N0,N particles in statemF = 0 is given by,

P (N0,N ;NN , p) =
NN !

N0,N ! (NN −N0,N)!
pN0,N (1− p)(NN−N0,N ) (4.7)

where p is the individual probability of an atom to be inmF = 0 and (1−p) is that of an atom
to be inmF = 1. The variance of this distribution is then given by,

σ2 = p(1− p)NN (4.8)

The variance is zero when p = 0 or p = 1, and is maximumwhen p = 1/2, i.e. when the states
are equally populated.
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Figure 4.16: Visualization of the projection noise in a CSS. The cone represents a set of state vectors
that comprise a collective spin vector L. The uncertainty in its third Lz component corresponds to the
quantum uncertainty. It is zero when the cone is along Lz , and maximum when it is orthogonal (see
text).

For example, a collective state vector |L = N/2, θ = 0⟩ can be represented by a set of vectors
of length

√
L(L+ 1)with their Lz component equal toL. It is visualized in the form of a cone

with a radius
√
L. The uncertainty is then represented by the spread in the third component,

in this case Lz , for the points on the circle on the base of the cone. The uncertainty is this
case zero, i.e. all the points on the base have the same value of Lz . On the hand, it hits its
maximum value for a state vector |L = N/2, θ = π/2, ϕ = 0⟩. The standard deviation of Lz is
then

√
R/2 ≈

√
N/2.

The level of QPN in sodium was approximately estimated using the mathematical defini-
tions outlined in equations (4.7) and (4.8). Recalling from section 3.2.1, the initial superposition
of |1, 1⟩ and |1, 0⟩ is achieved by the two-pulse sequence. Scanning the duration of first pulse
essentially leads to Rabi oscillations between these two levels. These oscillations were used to
estimate QPN in the following manner: A Rabi curve was fitted to the superposition ratio to
determine the probabilities p of sodium atoms being in mF = 0. A binomial distribution was
created using these values of probabilities, with the number of samples being the number of
shots taken at a given pulse length. The std of this distribution, normalized by the total num-
ber of atoms was approximated to be QPN, as per the equation (4.8). The resulting estimation
is compared to the experimentally observed fluctuations, see Fig. 4.17b. Data at shorter pulse
lengths (≈ 50µs) are unreliable as they are buried in the detection noise. For longer pulses,
the estimated projection noise is multiplied by a factor of 20 (see inset of Fig. 4.17) to show
the order of magnitude by which the experimentally observed fluctuations exceed QPN. They
increase with increasing duration of the pulse, which strongly suggests that these fluctuations
are due to technical instabilities. As the MW setup used for the quench is quite optimized
against imperfections in frequency, duration, and power of the two pulses, most of the fluc-
tuations are attributed to the drifts in the offset magnetic field. Recalling from section 3.2.4,
this was the reason behind binning the lithium data according to the sodium data in all the
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imbalance data sets.

0 50 100 150
First-pulse length(µs)

0.0

0.2

0.4

0.6

0.8

N
0,

N
/N

N

(a) Fitting half a Rabi cycle to |1, 1⟩ → |1, 0⟩ fringe
in sodium.

(b)Corresponding fluctuations compared to the es-
timated QPN.

Figure 4.17: Estimation of projection noise in sodium. (a) sodium imbalance plotted as a function of
duration of the first pulse. The fringe corresponds to the imbalance data I shown in Fig. ⁇. A two-
level Rabi formula results in a sinusoidal fit (black dashed) whose values correspond to probabilities
(see text). (b) a binomial distribution is created with these p values, whose normalized std gives an
estimation of projection noise (black dashed). In the inset, the same is multiplied by a factor of 20 to
highlight the order of magnitude difference relative to the regime in which the experiment operates.

4.3 Fluctuations: theory
The analysis presented in section 4.2 quantitatively differentiates between the possible

sources of noise by investigating only the experimentally available inputs. It describes how the
parameters changewith respect to the changes in the initial atomnumbers. However, a faithful
representation of the system can only be produced if such fluctuating conditions are taken into
account in the microscopic picture. Doing so on the level of classical GPE is not feasible since
its mean field approach does not take into account the dynamical properties of the system.
Hence, the approach used in section 4.1 needs to be modified. Moreover, the condensates are
always at a finite temperature because of the thermal fraction of atoms, which could interact
with the the internal spin degrees of freedom. With this interpretation, comes yet another
source of noise, thermal fluctuations. In this section, all these aspects are investigated. It is
organized as follows:

1. Section 4.3.1: Truncated Wigner Approximation. This part describes the theoretical ap-
proach to include the fluctuations in spin lengths (initial NN and NL) and in the spin
projection (QPN) in the initial conditions. The results of the numerical simulations are
compared with the data.

2. Section 4.3.2: Long time predictions of TWA. In any dynamical system, its behavior after
evolving for a long time may suggest some kind of relaxation. This was studied in the
SCC data using the TWA where the evolution time was changed from 30 ms to 600 ms.

3. Section 4.3.3: Addition of stochastic noise. This is motivated by the fact that the con-
densates have finite temperature because of their thermal fraction. In other words, spin
degrees of freedom coexist with the atoms in the thermal wings. These noise sources
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are once again incorporated into the TWA and it is closely compared with the rest of
the sources of fluctuations mentioned above.

While the comparison between theory and data is carried out for all the existing data, the dis-
cussions in the main text concentrate on three data sets, time evolution data I, time evolution
data II and imbalance data I. The rest of the comparisons are displayed in appendix A.

4.3.1 Truncated-Wigner approximation

TWA is a stochastic technique which provides a phase-space description of a given quan-
tum system[141]. It is widely used to treat problems that lie beyond the capabilities of stan-
dard mean field GPE, i.e., for systems which possess incoherences and quantum fluctuations.
In those cases, it becomes laborious to calculate the full evolution of the system Hamiltonian,
and hence, higher order terms are neglected, leading to truncation. The main idea of this
method is to have an entire distribution of initial states, represented by Wigner function[142].
This technique is valid over a large regime of dilute degenerate gases where the Wigner func-
tion is Gaussian and hence positive[143]. Consequently, it is then considered as a classical
probability distribution. Each time evolution of the system begins with an initial condition
sampled from it, thus bringing in fluctuations only in the initial states. Hence, this method is
also known as semi-classical[144, 145]. The final expectation value of the desired observable
at the end of the evolution is then given by averaging the values of the observables over the
distribution of all individual trajectories.
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Figure 4.18: Visualization of the TWA evolution. Time evolution of 23Na− 7Li mixture under spec-
ified experimental parameters was simulated. The spin transfer ratio is displayed for all 50 individual
realizations evolved with 50 different initial states. The nature of the initial state fluctuations were
motivated by the experimental data. The final state is averaged over all the realizations, resulting in a
mean and an std.

Numerical simulation of the TWA provides the first insights of the dynamics of a system in
the presence of noise, regardless of whether the fluctuations are technical or quantum in origin.
A typical TWA simulation is displayed in Fig. 4.18 to visualize its underlying mechanism of
including the fluctuations. 50 realizations were performed to simulate the time evolution of
the spin components of both species at a fixed imbalance in sodium. The initial state was
distributed according to atom number fluctuations seen in time evolution data set I. Individual
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runs with different initial states evolve differently from each other, hence resulting in a final
state characterized by a mean and an std. Note that this figure is intended only as an example
to describe the principle behind TWA, and the actual comparison with the data is shown later
in the text.
It was demonstrated in section 4.2.2, Fig. 4.7a, that the predictions of the mean field method
do not agree with the data when spin length of sodium is altered, while keeping fixed model
parameters. Having fixed the dependence of ∆ on NN , different simulations were performed
selectively by switching on and off the noise sources, thus exploring the extent of each con-
tribution:
• The simulation was written such that it could accommodate fluctuations both in spin length,
i.e., initial atom numbers and spin projection of both species. The two noises were controlled
independently, and could be switched on and off selectively, to inspect which kind of noise
is dominating.

• In the case of spin length fluctuations, the initial state distribution was characterized by the
experimentally observed fluctuations in the atom numbers of the condensates (see section
4.2.3).

• In the case of spin projection, which is the noise in Lz component of the spins, two differ-
ent sources were discussed (see section 4.2.4). First one was the technical noise present in
superposition ratio of sodium. Including it in the TWA was futile because its magnitude
with which the simulation would produce reliable results had to be less than the detection
noise in sodium. Hence, this was discarded and only the second kind, which is the quantum
uncertainty of coherent state, QPN was considered. The initial states are then distributed
around the mean spin direction with a spread equal to

√
N/2.

• All the spin components were evolved and averaged over 200 realizations, followed by the
calculation of the mean and std of N0,L/NL. During each realization, the parameter ∆ was
appropriately updated, owing to its dependence on NN discussed in section 4.2.3, equation
(4.6).
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(a) TWA predictions for mean N0,L/NL.
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(b) TWA predictions for std of N0,L/NL.

Figure 4.19: Comparing the time evolution data set I (η0=0.4) with the predictions of TWA. Spin
length and projection fluctuations in the spins of both species are incorporated as initial state fluctu-
ations by means of TWA. Four different numerical simulations of TWA are displayed, each time with
only one source of noise. (a) predictions of mean lithium spin transfer. All the curves qualitatively
match the original curve with no noise (see legends). (b) corresponding stds. It can be seen that most
of the fluctuations come from the fluctuation of initial spin length in sodium.
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(a) TWA predictions for mean N0,L/NL.
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(b) TWA predictions for std of N0,L/NL.

Figure 4.20: Comparing the time evolution data set II (η0=0.293) with the prediction of TWA. The
simulation method is followed exactly like in Fig. 4.19b. (a) predictions of mean lithium spin transfer.
(b) corresponding stds. The extent of agreement between the theory and data is the same as that 0f
Fig. 4.19. Once again, the maximum amount of fluctuations arises from the fluctuations in the initial
NN .
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(a) TWA predictions for mean N0,L/NL.
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(b) TWA predictions for std of N0,L/NL.

Figure 4.21: Comparing the imbalance data set I with the predictions of TWA. The fluctuations of
different kind are included in the initial state fluctuations, same as it was done in Fig. 4.19.(a) the
qualitative resonance behavior is reproduced by the TWA, but the presence of noise shifts the flank
position at η0 = 0.2 as well as the slope towards higher η0s compared to the original(see legends). (b)
the prediction of std show that fluctuations in NN that contribute the most.

Examining the TWA results for the two time evolution data sets and the imbalance data
set I, the following conclusions are drawn:

• Time evolution data: Fig. 4.19 and Fig. 4.20 show that the mean is effectively restored
even in the presence of initial state noise, and it agrees quite well with the original
prediction of the mean field, i.e., with fixed atom numbers and no noise. The fluctua-
tions calculated over multiple realizations show that the major part of the total observed
fluctuations indeed come from sodium spin length fluctuation. The overall initial rising
behavior is captured well and the overall amplitude is in the right order of magnitude
as well. In data set II (Fig. 4.20), they are somewhat underestimated 40 ms on wards.

• Imbalance data I: Fig. 4.21a shows that the shape of the resonance qualitatively well
captured. However, the flank at η0 = 0.2 is slightly smoothed out as opposed to the data,
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and is also shifted in position. The tail at larger η0 also features a different slope, thus
indicating that the dynamics at 30 ms is still oscillatory. As per fluctuations, the TWA
results in an unmistakable prediction by capturing the shape of std almost perfectly.
What’s still lacking however, is its amplitude at η0 = 0.2.

Overall, the predictions of TWA possess a good qualitative agreement with the data without
doubt. As mentioned above, there exist clear deviations which are yet to be accounted for.

4.3.2 Late time dynamics

In this case, the evolution time of the TWA routine was set to 600 ms, much longer com-
pared to 30 ms where the imbalance measurements were performed.
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(a) TWA predictions for mean N0,L/NL at t = 30
ms and 600 ms.
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(b) TWA predictions for std of N0,L/NL at t = 30
ms and 600 ms.

Figure 4.22: Comparing the late time result of TWA with the imbalance data I. In addition to sim-
ulation performed at t=30 ms, as shown in Fig. 4.21,late time results are plotted. Note that the data
itself was taken at 30 ms. (a) predictions of the mean. The late time dynamics agrees quite well with
the data, better than at 30 ms. (b) corresponding std. The level of fluctuations at the flank is in perfect
agreement with the late time result in terms of the initial rise and amplitude.

Surprisingly, the agreement between the late time result of TWA and the resonance shape
is exceedingly better than that with 30 ms, see Fig. 4.22a. The interactions still seem to be
resulting in oscillations around the slope of the resonance at 30 ms. However, the predictions
at a later timematch the slope quite well and are quite robust to further increase in the duration
of evolution time. Another distinct result is that fluctuations at 600 ms are considerably larger,
and aptly match the data.

4.3.3 Stochastic noise

The late time characteristics of the mixture dynamics discussed in section 4.3.2 promptly
encouraged further investigation of related phenomena, such as relaxations and the possibility
of the system attaining thermal equilibrium. A system surrounded by a thermal reservoir can
be vaguely thought of as an open quantum system. In fact, it is considered as a subsystem of
the combined system, where it can exchange energy with its surrounding reservoir[146]. In
such situations, the subsystem is known to change due to its interaction with the environment,
resulting in decoherence and dissipation effects. This description was applied in the case of
23Na− 7Li mixture, where the concept of the reservoir was attributed to the thermal degrees
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of freedom of the large sodium cloud and the subsystem was attributed to the spin degrees
of freedom. The latter are nothing but the four internal states of sodium and lithium, with
which the gauge invariant dynamics was engineered. Furthermore, as the reservoir has a finite
temperature, the presence of classical thermal fluctuations were considered. These effects
were then incorporated in TWA, where the thermal fluctuations were added in the form of a
multiplicative noise term to the equations of motion.

Reservoir

System
external d.o.f

internal d.o.f

Figure 4.23: Visualization of system-reservoir coupling. This description is motivated by the the
fact that the condensates possess thermal wings at finite temperature and the same is attributed to the
concept of reservoir. The internal states with which the SCCwas observed is considered as a subsystem.

For a statistical evolution, this means that this noise is randomly assigned at every time
step of the simulation on top of the coherent evolution,

∂tLx = (∂tLx)coh + ξ(t)Ly (4.9)
∂tLy = (∂tLy)coh − ξ(t)Lx (4.10)
∂tLz = (∂tLz)coh, (4.11)

where ξ is a Gaussian noise with ⟨ξ(t)⟩ and ⟨ξ(t)ξ(t′)⟩ = γ̃δ(t − t′). Here, γ̃ is the noise
strength and (...)coh refers to the coherent evolution of the system. As these noise terms are
added inLx andLy components of both species, they can be thought of as random fluctuations
in the phase plane. Moreover, it was added under the assumption that the correlation times
at which the reservoir affects the system are very close to each other. It is quite important to
make a distinction between γ̃ that signifies the fluctuations in time and the phenomenological
damping term γ that is already present in the x-y (see section 4.1). The open quantum system
picture as outlined in [146], consists of both damping and the stochastic noise, which behave
in a counteracting manner.
TWA simulations were repeated with the stochastic noise terms of different strengths, see
Fig. 4.24. The simulations indeed showed that both stochastic noise γ̃ and the damping γ
are rather effective terms and that it is necessary to include both, in order to account for
two different effects; an overall damping at late times, and the random fluctuations. The best
agreement that was obtained entailed an interplay between their values. In all the simulations
with stochastic noise, γ was fixed at 70% of its original value of 3.9 Hz, while the level of
stochastic noise was varied. The effect of adding stochastic noise is predominantly seen in the
time evolution data, see Fig. 4.24b and Fig. 4.25b. A noise level of γ̃/2π=0.101 Hz agrees well
with the level of fluctuations at all times. Increasing it to 0.358 Hz already leads to a slight
overestimation in the std and leads to undesired changes in the means as well.
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(a) Predictions of TWA with stochastic noise for
mean N0,L/NL.
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Figure 4.24: Comparison of various strengths of stochastic noise with time evolution data set I. The
stochastic noise terms are added to the equations of motions, which are evolved using TWA.The values
of damping γ is reduced to 70% of its original value (see text), to effectively counteract the stochastic
part. (a) means reproduced with different strengths of γ̃/2π=0.101 Hz (light blue), 0.358 Hz (black).
(b) the effect on the std is improved and its consistent rise after t=40 ms is noticeable, unlike the case
where γ̃ = 0.

0 20 40 60 80 100
Evolution time(ms)

0.00

0.02

0.04

0.06

0.08

0.10

0.12

N
0,

L/N
L

/2 = 0
/2 = 0.101 Hz
/2 = 0.358 Hz

mean (exp)

(a) Predictions of TWA with stochastic noise for
mean N0,L/NL.

0 20 40 60 80 100
Evolution time(ms)

0.00

0.01

0.02

0.03

0.04

N
0,

L/N
L

/2 = 0
/2 = 0.101 Hz
/2 = 0.358 Hz

std (exp)

(b) Predictions of TWA with stochastic noise for
fluctuations N0,L/NL.

Figure 4.25: Comparing various strengths of stochastic noise with time evolution data set II. The
theoretical treatment is the same as that of Fig. 4.24. (a) means reproduced with different strengths of
γ̃/2π=0.101 Hz (light blue), 0.358 Hz (black). (b) the prediction on std is much more pronounced after
t=40 ms similar to Fig. 4.24b.

Similar treatment was repeated for the imbalance data set I. In this case, both early and late
time simulations exhibit onlyminute changes in themeanN0,L/NL, in the presence of stochas-
tic noise, see Fig. 4.26a. On the other hand, the results regarding fluctuations are slightly
more noticeable, because all of them show an increase with increasing stochastic noise, see
Fig. 4.26b. Moreover, at higher values of η0, the early and the late time curves seem to oscillate.
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Figure 4.26: Comparing the results of TWAwith stochastic noise with imbalance data set I. (a)means
reproduced with γ̃/2π=0.101 Hz (light blue), 0.358 Hz (black). (b) corresponding stds. The changes are
are slightly more apparent, where the predicted level of fluctuations rises with increasing stochastic
noise.

It was observed that γ̃ and γ could not be used independently to describe the damping
seen in the mean N0,L/NL, as well its fluctuations. The effect was particularly strong in the
time evolution data. Increasing γ led to an underestimation of the fluctuations, whereas de-
creasing it resulted in oscillations that were mostly undamped and hence did not capture the
experimental data. The imbalance data, however, was relatively less sensitive. A further in-
vestigation is yet to be carried out, to disclose their role in describing the dynamics of the
system. Moreover, the stochastic noise is closely associated with the question as to whether
the data resembles a thermal like steady state at long times.
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4.4 Summary
• The first part of this chapter introduced the mean field approach that was adapted in [1] to
describe the SCC data. The equations of motions for the spin components of both species
were numerically solved and the best matching predictions were used to deduce the values
of parameters χ, ∆ and λ that constitute the spin Hamiltonian. The model was able to
successfully reproduce the behavior of the data. A phenomenological damping term was
added, primarily to account for the decoherence effects, that resulted in reduced oscillation
strength in the time evolution data.

• The raw data clearly showed that the spin transfer ratio in lithium N0,L/NL exhibits fluc-
tuations and that their level, especially in the case of imbalance data is quite striking. To
this end, a post selection analysis was performed to investigate the nature and cause of
these fluctuations. This analysis revealed that the parameters ∆0 and ∆L depend linearly
on sodium atom numberNN . Furthermore, λwas also observed to increase with decreasing
NN and vice versa. This was attributed to the change in spatial overlap of the two clouds.
However, these relations were not exclusively seen in the post selection analysis.

• These dependencies were then incorporated theoretically, by means of TWA. Being a semi-
classical method, it accommodated the fluctuations as initial state noise. More than 200
numerical realizations were executed, each with a slightly different initial state than before.
To this end, the first simulations were performed by taking two sources of fluctuations into
account namely spin length and spin projection, and their contributions were independently
monitored. For spin length, the initial state distributions were characterized by the exper-
imentally observed fluctuation in the initial atom numbers. On the other hand, projection
noise was attributed to the quantum uncertainty of the CSS in sodium. It was clearly seen
that fluctuations seen in the spin transfer of lithium are largely due to spin length fluctua-
tion in sodium. If such technical fluctuations are reduced considerably, one shall be able to
observe QPN, which itself is paramount in the context of quantum fluctuations.

• Additionally, TWA was utilized to probe two more aspects, the long time dynamics and the
effect of thermal fluctuations. The late time simulation inspected how the system would
look if it were allowed to interact for a very long time. It was observed that the late time
results agree significantly better with the data than the early time result. The robustness that
followed the late time predictions hinted towards the presence of a steady state. In close
contexts, thermal aspects were introduced based on the description of a system-reservoir
coupling. The associated fluctuations were incorporated into the equations of motion in
the x-y plane in the form of random stochastic phase noise. Their presence indeed changed
the outcome of TWA, however by small amounts. There are several open questions with
respect to the interpretation of the results. For instance, when initial state is allowed to
fluctuate, the result of simulation at 30 ms exhibits slight, but clear deviations with respect
to the imbalance data. Furthermore, TWA predicts the rise of fluctuations to match the data
only at a later time. Hence, a complete description of the actual physical dynamics that
happens in the atomic mixture is yet to be understood. Moreover, the physical meaning of
the magnitude of the stochastic noise γ̃ is unclear. It remains to be seen whether the system
will resemble a thermal like state in the long time limit, characterized by a temperature. The
stochastic noise γ̃ in combination with the phenomenological damping term γ might play a
crucial role in this regard.
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Conclusion and outlook

Experimental realization of a building block of U(1) LGT

The experiment aimed towards the quantum simulation of U(1) LGT, also called the lattice
Schwinger model, using ultracold 23Na− 7Li mixture. It essentially describes QED in one di-
mension, which deals with the coupling of matter and the gauge field. Hence, the experimental
platform consisted of two species, whose internal states |1, 1⟩ and |1, 0⟩were utilized to realize
two main ingredients of the theory: matter (lithium) and gauge field (sodium). This mixture of
spinor gases was achieved by creating BECs of the two species in a final optical trap, in their
respective internal state of |1, 1⟩. The practical implementation of HEP formulation of U(1)
LGT requires it to be rewritten in the language of spins using QLM, where the gauge field is
mapped onto L̂z,N of sodium spin, and the links connecting the lattice sites are mapped onto
its raising and lowering operators L̂+,N and L̂−,N . Moreover, QLM realizes Gauss’ law in the
form of an interspecies SCC resonance. Hence, the physical implementation relied on several
controlled operations such as magnetic field control, manipulation of the internal spin states
of the two species and their faithful detection. These aspects were realized using techniques
such as two-pulse sequence and SG imaging. The two-pulse sequence enabled the creation
of a tunable gauge field term L̂z,N by quenching the sodium states into desired superposi-
tions. Imaging with SG pulses led to the determination of population in individual spin states.
Moreover, the energy offset between the states could be varied by applying a different mag-
netic field. Thus, this QS realized a highly tunable setup, allowing one to explore the spin
dynamics in different parameter regimes.

A series of controlled steps were followed to perform the measurements of SCC. Immedi-
ately after creating both condensates in their respective |1, 1⟩ states, a population imbalance
was created in sodium to engineer the gauge field term. Meanwhile all the lithium atoms
stayed in |1, 1⟩, thus representing a fully filled bosonic vacuum state. The two species were
then evolved, during which they underwent contact collisions resulting in SCC. About 6-8% of
the total lithium atoms were transferred from |1, 1⟩ to |1, 0⟩. To this end, three different kinds
of measurements were performed, spanning a wide range of parameters. First one was the
time evolution measurement, where the interaction time was varied, keeping the L̂z,N fixed.
Second kind was called the imbalance measurement where the interaction time was fixed at
30 ms, but the value of the gauge field was scanned. In the final sets of measurements, the
absolute magnetic field was varied in steps 50 mG, and the gauge field was scanned again,
all evolving for 30 ms. All the data was comprehensively explained using an effective spin
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Hamiltonian based on mean field description.

Fluctuations

All these experimental efforts and its first results served as foundations for the extended
research and analysis presented in this thesis. Fluctuations that were observed in the lithium
spin transfer ratio in the raw data were not a part of mean field description earlier. Moreover,
the predictions of mean field theory changed drastically with changing atom numbers. Be-
sides, the initial atom numbers in the condensates of both species were not constant from shot
to shot, thus leading to a fluctuation in total spin length in every experimental shot. To this
end, a post selection analysis of the raw data was carried out, which revealed that the param-
eters λ and∆ that constitute the Hamiltonian, indeed depend on the atom number of sodium.
Furthermore, owing to the fact that a coherent spin state is created in sodium upon superposi-
tion quench, its quantum uncertainty, i.e., QPN was considered. Having quantified the orders
of magnitude of these different possible contributions, they were effectively included in the-
oretical treatments, using the formalism of TWA. Being a classical-statistical approach, the
TWA probed the interspecies dynamics by sampling over a distribution of initial conditions.
On averaging over multiple realizations, it was observed that the major contribution of the
fluctuation in the spin transfer in lithium comes from an initial spin length noise in sodium.
These analyses were crucial in assessing the stability of the setup. They also showed that the
projection noise is relatively small, which in itself constitutes a subject of interest. It remains
a future task to improve the setup and reduce the technical fluctuations so that the quantum
fluctuations can be observed.

There were instances, where the results of the TWA did not explain the data sufficiently,
indicating that there are several aspects that are not yet understood. The theory was subjected
to further scrutiny, where the TWA was utilized to investigate two more aspects, namely, the
long time dynamics and thermal fluctuations. In the long time simulation, the evolution time
of the spins was set to 600 ms. Surprisingly, not only its predictions bore an almost perfect re-
semblance to the resonance shape in the imbalance data I, but also accounted for the dramatic
increase of fluctuations at the flank. While its interpretation still needs progress, it hints to-
wards possible physical processes that are fast enough to drive the system to resemble a steady
state already at 30 ms. In close contexts, the aspect of thermal fluctuations was introduced,
motivated by the fact that the atoms in condensed state co-exist with those still in the thermal
state. Therefore, a system-reservoir like description was adapted, guided by classical thermo-
dynamics. The concept of the reservoir was attributed to the thermal degrees of freedom, to
which, the internal states undergoing gauge invariant dynamics are coupled. This was intro-
duced in the theory in the form of stochastic noise. Its results albeit primitive, improved the
predictions of the simulation, especially in the case of time evolution data. A more intriguing
aspect associated with the system-reservoir coupling is the thermal description itself, i.e., it
remains to be seen whether the system attains thermal equilibrium at long times. If so, it could
be used to determine the temperature of the system. This could further open up opportunities
in the study of thermalization aspects of a gauge theory, where the gauge invariant dynamics
could possess features of a thermal like steady state without breaking gauge invariance[147].

Processes like atom loss and spatial dynamics seen in sodium were not included in the
TWA treatment. By affecting the spatial overlap of the two clouds, these processes lead to
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changes in the overlap integrals. Their effects on the dynamics and their roles in the fluctua-
tion of the model parameters themselves are yet to be clarified. From an experimental point
of view, strong confinement using an optical lattice is one proposed solution to tackle the spa-
tial deformations. Moreover, to understand how these aspects influence the overlap integrals,
they have to be included in the theoretical description, which is an arduous task.

The minimal instance of U(1) LGT presented here is a first step in the direction of building
its extended version in a 1D optical lattice. The core concept of a quantum simulator was real-
ized already in the building block, by conceptually bringing together two systems with vastly
different energy scales. It was proposed that these different building blocks can be coupled
via Raman-assisted tunneling[148]. Moreover, by replacing bosonic species that represented
the matter by a fermionic species, it’s possible to realize the standard description of QED
with fermionic matter and to include the relativistic effect such as Lorentz-invariance[79].
Furthermore, such a mixture platform was proposed for quantum computation and error
correction[149], which showcases yet another example of the opportunities associated with
ultracold mixtures in optical lattices. Not only these future prospects hold exciting opportu-
nities, but also provide the right foundation to study more complicated systems.
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Appendix A

TWA for magnetic field measurements
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Figure A.1: TWA for imbalance measurements at varying magnetic field. The theoretical predictions
for the mean spin transfer in lithium as a function of varying magnetic field are shown. Early time
results are displayed in light blue solid lines, and the late time results are represented by the dashed
ones.
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Appendix A. TWA for magnetic field measurements

The predictions of TWA explained in chapter 4 are compared with the rest of the imbalance
measurements. The plots in the two figures Fig. A.1 and Fig. A.2 corresponds to the following
values of magnetic field: 2.137 G, 2.118 G, 2.068 G, 2.019 G, 2.009 G and 1.968 G (from top
to bottom). The initial state fluctuations are added in the form of spin length fluctuations as
described in section 4.3.1. The magnitude of the stochastic noise terms is set to γ̃/2π = 0.101
Hz. The corresponding raw data is displayed in section 3.2.5, chapter 2. The predictions of
TWA for the mean and the std are shown in the following figures, where both early (light blue
solid) and late time (light blue dashed) results of displayed. There are certain clear deviations
in the TWA predictions, especially in the late time simulations of the std for 2.068 G (3rd),
2.019 G (4th) and 2.009 G (5th). As mentioned in the outlook, these data sets await a further
interpretation.
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Figure A.2: TWA for the remaining imbalancemeasurements. The theoretical predictions for the fluc-
tuations N0,L/NL as a function of varying magnetic field are shown. Early time results are displayed
in light blue solid lines, and the late time results are represented by the dashed ones. For some data
sets, the late time simulations predict a much higher fluctuations than that of the data (see text).
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Appendix B

Experimental sequence

The following python script is called Experiment.py, which shows the experimental se-
quence to carry out a mixture BEC cycle. The commands needed to execute the different
stages of the experiment are written in the form of functions in separate scripts, which are im-
ported into the main file. Hardware connections are specified in the beginning of the script,
which is identical to the connection table.
from l a b s c r i p t impor t ∗

2 from l a b s c r i p t _ d e v i c e s . CiceroOpalKel lyXEM3001 impor t CiceroOpalKel lyXEM3001
from l a b s c r i p t _ d e v i c e s . NI_DAQmx . models impor t NI_PXI_6254

4 from l a b s c r i p t _ d e v i c e s . NI_DAQmx . models impor t NI_PXI_6733
from u s e r _ d e v i c e s . MakoCamera . l a b s c r i p t _ d e v i c e s impor t MakoCamera

6 from s e r i a l impor t S e r i a l
from u s e r _ d e v i c e s . CustomArduinoDevice . l a b s c r i p t _ d e v i c e s impor t

CustomArduinoDevice
8 from numpy impor t p i

10 CiceroOpalKel lyXEM3001 ( name= ’ c l o c k ’ , s e r i a l = ’ 1711000H46 ’ )

12 NI_PXI_6733 ( name= ’ B i l b o _ c a r d _ 4 ’ , p a r e n t _ d e v i c e = c l o c k . c l o c k l i n e ,
c l o c k _ t e rm i n a l = ’ PF I1 ’ , MAX_name= ’ PX I 1 S l o t 4 ’ )

NI_PXI_6733 ( name= ’ Gol lum_card_5 ’ , p a r e n t _ d e v i c e = c l o c k . c l o c k l i n e ,
c l o c k _ t e rm i n a l = ’ PF I7 ’ , MAX_name= ’ PX I 1 S l o t 5 ’ )

14 NI_PXI_6733 ( name= ’ F rodo_ca rd_6 ’ , p a r e n t _ d e v i c e = c l o c k . c l o c k l i n e ,
c l o c k _ t e rm i n a l = ’ PF I7 ’ , MAX_name= ’ PX I 1 S l o t 6 ’ )

NI_PXI_6254 ( name= ’ Ganda l f _ c a rd_2 ’ , p a r e n t _ d e v i c e = c l o c k . c l o c k l i n e ,
c l o c k _ t e rm i n a l = ’ PF I0 ’ , MAX_name= ’ PX I 1 S l o t 2 ’ )

16 CustomArduinoDevice ( ’ a rdu ino ’ , com_port= ’COM3 ’ )

18

#CARD 6 ( Frodo ) : Th i s i s a 6733 ca rd . A l l the channe l s out o f t h i s ca rd
a r e d e f i n e d below .

20 # d i g i t a l channe l s
D i g i t a lOu t ( name= ’D1_1_Na_Big_AOM ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on = ’

po r t 0 / l i n e 0 ’ )
22 D i g i t a lOu t ( name= ’D1_2_Na_MOT_AOM ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on = ’

po r t 0 / l i n e 1 ’ )
D i g i t a lOu t ( name= ’D1_3_Na_imaging_AOM ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,

c onnec t i on = ’ po r t 0 / l i n e 2 ’ )
24 D i g i t a lOu t ( name= ’ D1_4_ s l owe r_ shu t t e r ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,

c onnec t i on = ’ po r t 0 / l i n e 3 ’ )
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Appendix B. Experimental sequence

Shu t t e r ( name= ’ D1_5_Na_ imag ing_shut te r ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,
c onnec t i on = ’ po r t 0 / l i n e 4 ’ )

26 Shu t t e r ( name= ’ D1_6_Na_repumper_shut ter ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,
c onnec t i on = ’ po r t 0 / l i n e 5 ’ )

S hu t t e r ( name= ’ D1_7_Na_umpump_shutter ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,
c onnec t i on = ’ po r t 0 / l i n e 6 ’ )

28 D i g i t a lOu t ( name= ’ D1_8_Na_MOT_shutter ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,
c onnec t i on = ’ po r t 0 / l i n e 7 ’ )

30 #Analog channe l s
AnalogOut ( name= ’ A1_1_Na_img_int ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on = ’

ao0 ’ )
32 AnalogOut ( name= ’ A1_2_L i _b e a t _ f r e q ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on =

’ ao1 ’ )
AnalogOut ( name= ’ A1_3_L i_ r epump_ in t_con t ro l ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,

c onnec t i on = ’ ao2 ’ )
34 AnalogOut ( name= ’ A1_4_L i_ img_ in t ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on = ’

ao3 ’ )
AnalogOut ( name= ’ A1_5_ODT1_hor izonta l ’ , p a r e n t _ d e v i c e =Frodo_card_6 ,

c onnec t i on = ’ ao4 ’ )
36 AnalogOut ( name= ’ A1_6_ODT1_ver ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on = ’ ao5

’ )
AnalogOut ( name= ’ A1_7_ODT2_hor ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on = ’ ao6

’ )
38 AnalogOut ( name= ’ A1_8_ODT2_ver ’ , p a r e n t _ d e v i c e =Frodo_card_6 , c onnec t i on = ’ ao7

’ )

40 #CARD 4 ( B i l b o ) : Th i s i s a 6733 ca rd . A l l the channe l s out o f t h i s ca rd
a r e d e f i n e d below .

# d i g i t a l channe l s
42

D i g i t a lOu t ( name= ’D2_1_Na_repump_AOM ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on =
’ po r t 0 / l i n e 0 ’ )

44 D i g i t a lOu t ( name= ’D2_2_Na_umpump_repump_AOM ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 ,
c onnec t i on = ’ po r t 0 / l i n e 1 ’ )

D i g i t a lOu t ( name= ’ D2_3_Na_slower_AOM ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on =
’ po r t 0 / l i n e 2 ’ )

46 D i g i t a lOu t ( name= ’D2_4_Na_umpump_AOM ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on =
’ po r t 0 / l i n e 3 ’ )

D i g i t a lOu t ( name= ’ D2_5_Ant i b i a s_ sw i t ch ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 ,
c onnec t i on = ’ po r t 0 / l i n e 4 ’ )

48 D i g i t a lOu t ( name= ’ D2_6_Li_MOT_int ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on = ’
po r t 0 / l i n e 5 ’ )

D i g i t a lOu t ( name= ’ D2_7_Schutz_box ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on = ’
po r t 0 / l i n e 6 ’ )

50 D i g i t a lOu t ( name= ’ D2_8_Li_repump_int ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on =
’ po r t 0 / l i n e 7 ’ )

52 # an log channe l s
AnalogOut ( name= ’ A2_1_curva ture_power_supp ly ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 ,

c onnec t i on = ’ ao0 ’ )
54 AnalogOut ( name= ’ A2_2_Grad ient_power_supply ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 ,

c onnec t i on = ’ ao1 ’ )
AnalogOut ( name= ’ A2_3_b ias_power_supp ly ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 ,

c onnec t i on = ’ ao2 ’ )
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56 AnalogOut ( name= ’ A2_4_ f ine tune_power_supp ly ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 ,
c onnec t i on = ’ ao3 ’ )

AnalogOut ( name= ’A2_5_Na_MOT_power ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on =
’ ao4 ’ )

58 AnalogOut ( name= ’ A2_6_O f f s e t _Y_ f a s t ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on
= ’ ao5 ’ )

AnalogOut ( name= ’ A2_7_Na_img_freq ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on = ’
ao6 ’ )

60 AnalogOut ( name= ’ A2_8_Sirah_AOM ’ , p a r e n t _ d e v i c e =B i l bo_ca rd_4 , c onnec t i on = ’
ao7 ’ )

62 #CARD 5 ( Gollum ) : Th i s i s a 6733 ca rd . A l l the channe l s out o f t h i s ca rd
a r e d e f i n e d below .

# d i g i t a l channe l s
64

D i g i t a lOu t ( name= ’ D4_1_RF_switch ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on = ’
po r t 0 / l i n e 0 ’ )

66 D i g i t a lOu t ( name= ’ D4_ 2 _R e t i g a _ t r i g g e r ’ , p a r e n t _ d e v i c e =Gol lum_card_5 ,
c onnec t i on = ’ po r t 0 / l i n e 1 ’ )

D i g i t a lOu t ( name= ’ D4_3_Nuvu_tr igger ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on =
’ po r t 0 / l i n e 2 ’ )

68 D i g i t a lOu t ( name= ’ D4_5_ f ree ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on = ’ po r t 0 /
l i n e 4 ’ )

D i g i t a lOu t ( name= ’ D4_6_Synth_swi tch ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on =
’ po r t 0 / l i n e 5 ’ )

70 D i g i t a lOu t ( name= ’ D4_8_sma l l _ s l ower_ sw i t ch ’ , p a r e n t _ d e v i c e =Gol lum_card_5 ,
c onnec t i on = ’ po r t 0 / l i n e 7 ’ )

D i g i t a lOu t ( name= ’ D 4 _ 7 _ e x t e r n a l _ t r i g ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on
= ’ po r t 0 / l i n e 6 ’ )

72 D i g i t a lOu t ( name= ’ D4_4_ f ree ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on = ’ po r t 0 /
l i n e 3 ’ )

74 # ana log channe l s
AnalogOut ( name= ’ A3_1_broken ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on = ’ ao0 ’ )

76 AnalogOut ( name= ’ A3_2_Of f se t_Y ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on = ’ ao1 ’
)

AnalogOut ( name= ’ A3_3_Of f se t_Z ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on = ’ ao2 ’
)

78 AnalogOut ( name= ’ A3_4_comp_co i l_cur ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on =
’ ao3 ’ )

AnalogOut ( name= ’ A3_5_sma l l _ s l ower_cur ’ , p a r e n t _ d e v i c e =Gol lum_card_5 ,
c onnec t i on = ’ ao4 ’ )

80 AnalogOut ( name= ’ A3_6_Big_s lower_cur ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on
= ’ ao5 ’ )

AnalogOut ( name= ’ A3_7_ODT1_Setpoint ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on =
’ ao6 ’ )

82 AnalogOut ( name= ’ A3_8_ODT2_Setpoint ’ , p a r e n t _ d e v i c e =Gol lum_card_5 , c onnec t i on =
’ ao7 ’ )

84

#CARD 2 ( Ganda l f ) : Th i s i s a 6254 ca rd . A l l the channe l s out o f t h i s ca rd
a r e d e f i n e d below .

86 # d i g i t a l channe l s

88 Shu t t e r ( name= ’ D3_1_S i r ah_ shu t t e r ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on = ’
po r t 0 / l i n e 0 ’ )
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D i g i t a lOu t ( name= ’D3_2_Home_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 ’ )

90 D i g i t a lOu t ( name= ’ D3_3_RSD_Y_fast ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on = ’
po r t 0 / l i n e 2 ’ )

D i g i t a lOu t ( name= ’D3_4_SSODT2_AOM ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on = ’
po r t 0 / l i n e 3 ’ )

92 D i g i t a lOu t ( name= ’ D3_5_s i r ah_ l a t t i c e_AOM_swi t ch ’ , p a r e n t _ d e v i c e =
Ganda l f_ca rd_2 , c onnec t i on = ’ po r t 0 / l i n e 4 ’ )

S hu t t e r ( name= ’ D 3 _ 6 _ s i r a h _ l a t t i c e _ s h u t t e r ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 5 ’ )

94 D i g i t a lOu t ( name= ’ D 3 _ 7 _ c h i l l e r _ t r i g g e r ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 6 ’ )

D i g i t a lOu t ( name= ’ D3_8_pa s sbank_ t r i gge r ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 7 ’ )

96 D i g i t a lOu t ( name= ’ D3_9_Li_slower_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 8 ’ )

D i g i t a lOu t ( name= ’ D3_10_Li_repumper_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2
, c onnec t i on = ’ po r t 0 / l i n e 9 ’ )

98 D i g i t a lOu t ( name= ’ D3_11_Li_umpump_repumper_AOM_switch ’ , p a r e n t _ d e v i c e =
Ganda l f_ca rd_2 , c onnec t i on = ’ po r t 0 / l i n e 1 0 ’ )

D i g i t a lOu t ( name= ’ D3_12_Li_MOT_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 1 ’ )

100 D i g i t a lOu t ( name= ’ D3_13_Li_imaging_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 2 ’ )

S hu t t e r ( name= ’ D3_14_L i _ imag ing_ shu t t e r ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 3 ’ )

102 Shu t t e r ( name= ’ D3_15_Li_MOT_shutter ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on
= ’ po r t 0 / l i n e 1 4 ’ )

D i g i t a lOu t ( name= ’ D3_16_Li_umpump_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 5 ’ )

104 D i g i t a lOu t ( name= ’ D3_17_dimple_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 6 ’ )

D i g i t a lOu t ( name= ’ D3_18_waveguide_AOM_switch ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 7 ’ )

106 D i g i t a lOu t ( name= ’ D3_19_B f i e l d_ samp le ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 8 ’ )

S hu t t e r ( name= ’ D3_20_a tomic_beam_shut te r ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 1 9 ’ )

108 D i g i t a lOu t ( name= ’ D3_21_broken ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on = ’
po r t 0 / l i n e 2 0 ’ )

D i g i t a lOu t ( name= ’ D3_22_not_ in_use ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on =
’ po r t 0 / l i n e 2 1 ’ )

110 D i g i t a lOu t ( name= ’ D3_23_a rdu ino_ r e s e t ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 2 2 ’ )

D i g i t a lOu t ( name= ’ D3_24_not_ in_use ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on =
’ po r t 0 / l i n e 2 3 ’ )

112 D i g i t a lOu t ( name= ’D3_25_MOT_IGBT ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on = ’
po r t 0 / l i n e 2 4 ’ )

D i g i t a lOu t ( name= ’ D3_26_DDS_tr igger ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on
= ’ po r t 0 / l i n e 2 5 ’ )

114 D i g i t a lOu t ( name= ’D3_29_FT_HH_IGBT ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on =
’ po r t 0 / l i n e 2 8 ’ )

D i g i t a lOu t ( name= ’ D3_30_bias_IGBT ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on = ’
po r t 0 / l i n e 2 9 ’ )

116 D i g i t a lOu t ( name= ’ D3_31_curvture_IGBT ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 ,
c onnec t i on = ’ po r t 0 / l i n e 3 0 ’ )
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D i g i t a lOu t ( name= ’ D3_32_MW_trigger ’ , p a r e n t _ d e v i c e =Ganda l f_ca rd_2 , c onnec t i on =
’ po r t 0 / l i n e 3 1 ’ )

118 MakoCamera ( ’mako ’ , Gol lum_card_5 , ’ po r t 0 / l i n e 0 ’ , 1 8 5 1 7 )
# the connec t i on t a b l e ends here

120

# here beg in s e xp e r imen t a l s c r i p t .
122 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

DDS_str ing = ’ Rt ’ + s t r ( i n t ( dt_MWclean ) ) + ’ f ’ + s t r ( i n t ( MWclean_star t ) ) + ’
F ’ + s t r ( i n t ( MWclean_stop ) ) + \

124 ’ Rt ’ + s t r ( i n t ( d t _RFcoo l 1 ) ) + ’ f ’ + s t r ( i n t ( R F c o o l 1 _ s t a r t ) ) + ’ F ’ + s t r ( i n t (
RFcoo l 1_ s t op ) ) + \

’ Rt ’ + s t r ( i n t ( d t _RFcoo l 2 ) ) + ’ f ’ + s t r ( i n t ( R F c o o l 2 _ s t a r t ) ) + ’ F ’ + s t r ( i n t (
RFcoo l 2_ s t op ) ) + \

126 ’ Rt ’ + s t r ( i n t ( dt_MW_transfer ∗ 1 e6 ) ) + ’ f ’ + s t r ( i n t ( MW_F2F1_center −
MW_F2F1_halfrange ) ) + ’ F ’ + s t r ( i n t ( MW_F2F1_center+MW_F2F1_halfrange ) )

128 #one has to enode the s t r i n g s .
ramp = s t r . encode ( DDS_str ing )

130 a rdu ino . add_start_command ( b ’ r ’ +ramp + b ’ z ’ )
a rdu ino . add_stop_command ( b ’ The sho t i s over \ r \ n ’ )

132

# the f u n c t i o n s a r e impor ted from the f o l d e r py t hon l i b
134 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

from s e t _ i n i t i a l _ v a l u e s impor t Se tChanne l s
136 from MOT_Na_Li impor t loadsodiumMOT , getsodiumMOT , End_NaMOT , getl i thiumMOT

, loadl i thiumMOT , rampMOT
from S p i n _ p o l a r i z a t i o n impor t UMPUMP, Sp inPo l

138 from Magne t i c _ t r ap impor t LoadMT , OpenMT , EndMT , Compress_MT , MWclean ,
RFcoo l ing1 , RFcoo l i ng2

from ODT impor t Hold_ODT_MT , load_Waveguide , l oad_d imple , ODT_off ,
ODT_ o f f _ a f t e r _ l a t t i c e , Offset_Ramp , MW_transfer , ODT_ramp

140 from Im a g i n g _ r e t i g a _ t e s t impor t Na_Image_atoms , Na_dark_pic , L i_Image_atoms
, L i _ d a r k _p i c

from SG impor t S t e rn_Ger l a ch , RabiOsc , Ramsey
142

# d e f i n e every f u n c t i o n in c l a s s fo rma l i sm .
144 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

c l a s s Expe r imen tC l a s s ( ) :
146 de f _ _ i n i t _ _ ( s e l f ) :

s e l f . t = 0
148 Expe r imen tC l a s s . S e tChanne l s = Se tChanne l s

Expe r imen tC l a s s . loadsodiumMOT = loadsodiumMOT
150 Expe r imen tC l a s s . End_NaMOT = End_NaMOT

Expe r imen tC l a s s . getsodiumMOT = getsodiumMOT
152 Expe r imen tC l a s s . get l i thiumMOT = get l i thiumMOT

Expe r imen tC l a s s . loadl i thiumMOT = loadl i thiumMOT
154 Expe r imen tC l a s s . rampMOT = rampMOT

Expe r imen tC l a s s .UMPUMP = UMPUMP
156 Expe r imen tC l a s s . Sp inPo l = Sp inPo l

Expe r imen tC l a s s . LoadMT = LoadMT
158 Expe r imen tC l a s s . OpenMT = OpenMT

Expe r imen tC l a s s . EndMT = EndMT
160 Expe r imen tC l a s s . Compress_MT = Compress_MT

Expe r imen tC l a s s . MWclean = MWclean
162 Expe r imen tC l a s s . RFcoo l i ng1 = RFcoo l i ng1

Expe r imen tC l a s s . RFcoo l i ng2 = RFcoo l i ng2
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164 Expe r imen tC l a s s . Hold_ODT_MT = Hold_ODT_MT
Expe r imen tC l a s s . load_Waveguide = load_Waveguide

166 Expe r imen tC l a s s . l o ad_d imp l e = l oad_d imp l e
Expe r imen tC l a s s . ODT_off = ODT_off

168 Expe r imen tC l a s s . Offset_Ramp = Offset_Ramp
Expe r imen tC l a s s . MW_transfer = MW_transfer

170 Expe r imen tC l a s s . ODT_ramp = ODT_ramp
Expe r imen tC l a s s . Na_Image_atoms = Na_Image_atoms

172 Expe r imen tC l a s s . Na_dark_p ic = Na_dark_p ic
Expe r imen tC l a s s . L i_ Image_atoms = Li_ Image_atoms

174 Expe r imen tC l a s s . L i _ d a r k _p i c = L i _ d a r k _p i c
Expe r imen tC l a s s . S t e r n_Ge r l a ch = S t e rn_Ge r l a ch

176 Expe r imen tC l a s s . imaging = imaging
Exper iment = Expe r imen tC l a s s ( )

178 # here ends the impor t ing −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

180 # the exp e r imen t a l c y c l e b eg in s .
s t a r t ( )

182 Exper iment . t = 0
# i n i t i a l i s e a l l the channe l s

184 Exper iment . Se tChanne l s ( )
# l o ad the MOTs one by one .

186 i f use_LiMOT == True :
Exper iment . loadl i thiumMOT ( dt_LiMOT )

188 Exper iment . rampMOT( dt_RampMOT )
i f use_NaMOT == True :

190 Exper iment . loadsodiumMOT ( use_LiMOT , dt_cMOT , dt_NaMOT )

192 # s t a r t o p t i c a l pumping scheme f o r s p i n p u r i f i c a t i o n p r o c e s s .
i f use_Umpump == True :

194 Exper iment .UMPUMP( )
i f u s e _Sp inpo l == True :

196 Exper iment . Sp inPo l ( dt_rampdown_ft , dt_Umpump , use_LiMOT )

198 # l o ad i n t o the magnet i c t r ap , by ramping up the cu rva tu r e , g r a d i e n t and
b i a s power s u p p l i e s .

i f use_MT == True :
200 Exper iment . LoadMT ( dt_loadMT )

202 # here we throw away atoms from F =1 , s i n c e we make use o f on ly F=2 atoms in
the MT

i f use_MWclean == True :
204 Exper iment . MWclean ( dt_MWclean )

e l s e :
206 Exper iment . t += 5 ∗ 1 e −6

p r i n t ( ’ Sk ipp ing MW c l e an ’ )
208

# change the c u r r e n t v a l u e s f o r MT c o i l s to make the MT conf inement t i g h t e r
210 i f use_CompressMT == True :

Exper iment . Compress_MT ( dt_CompressMT )
212 e l s e :

i f Get_Li_MOT == True and use_NaMOT== True :
214 A3_5_sma l l _ s l ower_cur . exp_ramp_t ( s e l f . t −50e −3 , d u r a t i o n = 50 e −3 ,

i n i t i a l = Na_sma l l_ s lower_cur , f i n a l = 0 , t ime_ con s t an t = 50 e −3 ,
s amp l e r a t e =4 e4 , t r unc = Fa l s e , u n i t s =None )
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A3_4_comp_co i l_cur . exp_ramp_t ( s e l f . t −50e −3 , d u r a t i o n = 50 e −3 ,
i n i t i a l = Na_comp_coi l_cur , f i n a l = 0 , t ime_ con s t an t = 50 e −3 , s amp l e r a t e
=4 e4 , t r unc = Fa l s e , u n i t s =None )

216 A3_6_Big_s lower_cur . exp_ramp_t ( s e l f . t −50∗1 e −3 , d u r a t i o n = 50 ∗ 1 e −3 ,
i n i t i a l = b i g_ s l ower_cu r , f i n a l = 0 , t ime_ con s t an t = 50 e −3 , s amp l e r a t e =
4 e4 , t r unc = Fa l s e , u n i t s =None )

p r i n t ( ’ Sk ipp ing Compressed MT ’ )
218

# here s t a r t two e v a p o r a t i v e c o o l i n g ramps
220 i f u se_RFcoo l1 == True :

Exper iment . RFcoo l i ng1 ( d t _RFcoo l 1 )
222 e l s e :

p r i n t ( ’ Sk ipp ing f i r s t e v a p o r a t i v e c o o l i n g ’ )
224

i f u se_RFcoo l2 == True :
226 Exper iment . RFcoo l i ng2 ( d t _RFcoo l 2 )

e l s e :
228 p r i n t ( ’ Sk ipp ing second e v a p o r a t i v e c o o l i n g ’ )

230 # l o ad i n t o the d i p o l e t rap , f i r s t i n t o waveguide (ODT2 , h o r i z o n t a l )
i f use_ODT2_waveguide == True :

232 Exper iment . Hold_ODT_MT ( dt_Hold )
Exper iment . load_Waveguide ( dt_loadODT )

234 e l s e :
p r i n t ( ’No ODT ’ )

236

# reduce the c u r r e n t v a l u e s in the c o i l s , thus r educ ing the MT conf inement
238 i f use_OpenMT == True :

Exper iment . OpenMT ( dt_OpenMT )
240

# ramping up the o f f s e t f i e l d , and then do Rapid Ad i a b a t i c Pas sage to
t r a n s f e r from F=2 to F=1

242 i f use_MW_transfer == True :
Exper iment . t += d t _ o f f s e t _ d e l a y ; #comment t h i s i f you want to go to the
o l d way

244 Exper iment . Offset_Ramp ( d t_Of f s e t_ ramp , d t _ o f f s e t _ d e l a y )
# here we s t a r t the a c t i v e magnet i c f i e l d s t a b i l i z a t i o n

246 Exper iment . MW_transfer ( dt_MW_transfer )
e l s e :

248 p r i n t ( ’No MW t r a n s f e r ’ )

250 # l o ad the second d i p o l e t r a p beam , d imple (ODT1 , v e r t i c a l )
i f use_ODT1_dimple == True :

252 Exper iment . l o ad_d imp l e ( dt_ramp_dimple )
Exper iment . t += 0 . 1 ;

254 Exper iment . ODT_ramp ( d t _ od t _ r amp_ f i n a l )
e l s e :

256 p r i n t ( ’No dimple ’ )

258 # sw i t ch i ng o f f the t r a p s .
#when ODT i s NOT used

260 i f use_EndMT == True :
Exper iment . EndMT ( d t_MT_turnof f )

262

#when ODT i s used , sw i t ch i t o f f p r i o r to SG
264 i f use_SG == True :
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Exper iment . ODT_off ( )
266 Exper iment . S t e r n_Ge r l a ch ( dt_SG )

e l i f use_ODT == True :
268 Exper iment . ODT_off ( )

270 #IMAGING−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Exper iment . t += dt_TOFNa ;

272

i f use_Na_imaging == True :
274 Exper iment . Na_Image_atoms ( dt_Na_repump , d t _Na_ img_ l a s e r _du r a t i on )

i f u s e_L i_ imag ing == True :
276 Exper iment . L i_ Image_atoms ( dt_Li_repump , d t _ L i _ img_ l a s e r _ du r a t i o n ,

d t _ L i _ img_ shu t t e r _ du r a t i o n , dt_TOFLi )
Exper iment . t += d t _ r e f p i c _ d e l a y ;

278 Exper iment . Na_Image_atoms ( dt_Na_repump , d t _Na_ img_ l a s e r _du r a t i on )
i f u s e_L i_ imag ing == True :

280 Exper iment . L i_ Image_atoms ( dt_Li_repump , d t _ L i _ img_ l a s e r _ du r a t i o n ,
d t _ L i _ img_ shu t t e r _ du r a t i o n , dt_TOFLi )
Exper iment . t += d t _ b l a c k p i c _ d e l a y ;

282 Exper iment . Na_dark_p ic ( d t _Na_ img_ shu t t e r _du r a t i on )
i f u s e_L i_ imag ing == True :

284 Exper iment . L i _ d a r k _p i c ( d t _ L i _ img_ s hu t t e r _ du r a t i o n )

286 s t op ( Exper iment . t ) ;
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