
Dissertation

submitted to the

Combined Faculty of Natural Sciences and Mathematics

of Heidelberg University, Germany

for the degree of

Doctor of Natural Sciences

Put forward by

Florian Lach

born in: Lindenberg im Allgäu

Oral examination: May 12th 2022





Chandrasekhar mass explosions of white dwarfs
as a model for type Ia supernovae and

their contribution to cosmic nucleosynthesis

Referees: Prof. Dr. Friedrich K. Röpke
Prof. Dr. Simon C. O. Glover





Chandrasekhar mass explosions of white dwarfs as a model for type Ia
supernovae and their contribution to cosmic nucleosynthesis

Abstract Although type Ia supernovae are widely applied as cosmological distance indicators and
contribute significantly to the enrichment of the Universe with iron group elements, their physi-
cal nature is not clear yet. The heterogeneous class of type Ia supernovae is divided into several
subtypes according to their observational properties, and a whole variety of possible explosion
scenarios has been put forward in order to explain these extraordinarily bright events. The focus
of this work lies on the numerical modeling of explosions in Chandrasekhar mass carbon-oxygen
white dwarfs as well as on the investigation of the nucleosynthesis yields of several explosion chan-
nels. To this end, numerical simulations of the explosion, the propagation of radiation through the
expanding debris, and the galactic chemical evolution of the Milky Way were conducted. It was
found that, in line with earlier studies, deflagrations in Chandrasekhar mass white dwarfs are a
viable model for type Iax supernovae, a subluminous subclass of type Ia supernovae. However,
the parameter study employing different ignition conditions, central densities, metallicities, com-
position and rigid rotation revealed that the very faint end of the subclass can not be reproduced.
Furthermore, a set of gravitationally confined detonation simulations has been carried out. In this
scenario an initial deflagration is followed by a detonation initiated near the surface of the white
dwarf core. It could be shown that the synthetic observables do not agree with either normal or
subluminous type Ia supernovae but that objects similar to SN 1991T might be explained by this
explosion mechanism. Finally, the nucleosynthesis yields of various different explosion models
were analyzed. This study shows that explosions in sub-Chandrasekhar mass white dwarfs with an
accreted helium shell can contribute significantly to the abundance of manganese, zinc, and copper
in the Universe and should be included in future galactic chemical evolution studies.





Explosionen von weißen Zwergen nahe der Chandrasekhar-Masse als Modell
für Typ Ia Supernovae und ihr Beitrag zur kosmischen Nukleosynthese

Zusammenfassung Obwohl die Verwendung von Typ Ia Supernovae zur Messung kosmologischer
Entfernungen weit verbreitet ist und sie erheblich zur Anreicherung des Universums mit Eisengrup-
penelementen beitragen, ist ihr physikalischer Ursprung noch immer ungeklärt. Die heterogene Typ
Ia Supernova Klasse ist basierend auf ihren optischen Eigenschaften in Unterklassen unterteilt und
eine ganze Reihe an möglichen Szenarien wurden vorgeschlagen um diese außergewönlich hellen
Ereignisse zu erklären. Der Fokus dieser Arbeit liegt auf der numerischen Modellierung von Ex-
plosionen in weißen Zwergen bestehend aus Kohlenstoff und Sauerstoff nahe der Chandrasekhar-
Masse sowie auf der Untersuchung der Nukleosyntheseprodukte verschiedenster Explosionsszenar-
ien. Zu diesem Zweck wurden numerische Simulationen der Explosion, des Strahlungstransportes
durch das ausgestoßene Material sowie der chemischen Entwicklung der Milchstraße durchgeführt.
In Übereinstimmung mit vorhergegangenen Studien wurde herausgefunden, dass Deflagrationen in
weißen Zwergen nahe der Chandrasekhar-Masse ein gutes Modell für Supernovae vom Typ Iax,
eine dunkle Unterklasse der Typ Ia Supernovae, darstellen. Die Parameterstudie mit verschiede-
nen Zündungskonfigurationen, Zentraldichten, Metallizitäten, Kompositionen und starr rotierenden
Sternen macht jedoch deutlich, dass die dunkelsten Supernovae der Unterklasse nicht reproduziert
werden können. Außerdem wurde eine Reihe an Simulationen des sogennanten “gravitationally
confined detonation”-Szenarios durchgefürt. In diesem Modell folgt auf eine Deflagration eine
Detonation, welche am Rand des gravitativ gebundenen Kerns zündet. Es wurde gezeigt, dass die
berechneten Observablen nicht mit normalen oder dunklen Typ Ia Supernovae übereinstimmen.
Objekte der überdurchschnittlich hellen Klasse benannt nach SN 1991T könnten allerdings durch
diesen Mechanismus erklärt werden. Schließlich wurden die Produkte der Nukleosynthese von ver-
schiedenen Explosionsmodellen analysiert. Diese Untersuchung zeigt, dass Explosionen in weißen
Zwergen unterhalb der Chandrasekhar-Masse mit einer Schale aus akkretiertem Helium signifikant
zur Häufigkeit der Elemente Mangan, Zink und Kupfer im Universum beitragen können und daher
in zukünftigen Simulationen der chemischen Entwicklung des Universums berücksichtigt werden
sollten.
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Chapter 1

Introduction - Development of the
supernova theory in the historical context

Until the beginning of the 20th century new stars suddenly appearing in the sky were simply
termed novae (“nova” is the latin word for “new”). These rare events were puzzling to ancient
observers since they challenged the Aristotelian system consisiting of several heavenly spheres
with fixed, immutable stars. Reports of new stars, or “guest stars” as Chinese astronomers
called them, date back to AD 185 (Green 2017). Detailed historical records and their exact
location, however, are only available for the five novae of AD 1006, 1054, 1181, 1572, and
1604 (Green 2002). Today it is well known that these historical events were supernovae (SNe),
i.e., the explosion of stars at the end of their life time. The brightest among the historical SNe
was the “guest star” of AD 1006 which was even visible at daylight during its early phase, and
for roughly three years in total. A picture of a well-observed SN, SN 2011fe, is shown in the left
panel of Fig. 1.1. It illustrates that the explosion of a single star can become as bright as a whole
galaxy. Moreover, for all of the five historical events listed above a supernova remnant (SNR),
i.e., a huge, expanding cloud of gas expelled by the explosion, could be identified whereas the
crab nebula (categorized as M1, see right panel of Fig. 1.1) which is the remnant of SN 1054
is the most famous representative (Green 2017). In addition, the evolution of brightness over
time, i.e., the light curve (LC), of the new star in AD 1572 was accurately recorded by Tycho
Brahe. His notes were precise enough to make it possible for Walter Baade to classify the event
as a Type I supernova (SN I, Marschall 1988, more details below and in Chapter 3).

The term supernova, however, was first used in a publication by Knut Lundmark in 1932
(Osterbrock 2001; Leibundgut 2017). SNe were then introduced as a separate class of transients
by Baade and Zwicky (1934a,c,b) who claimed that SNe mark the end of the life of a star, are
∼ 63 million times brighter than the Sun, are responsible for cosmic rays, and that gas is expelled
at high velocities, leaving behind a neutron star. Their work was preceded by a prolonged argu-
ment about the structure, and, especially, the size of the Universe which culminated in the great
debate between Harlow Shapley and Heber Curtis (Trimble 1995). Shapley advocated that spi-
ral nebulae such as Andromeda are rather small objects and part of the Milky Way while Curtis
had the opinion that they are independent galaxies, and, hence, very far away. Although novae
were a pretty common phenomenon in the second half of the 19th century due to the availability
of telescopes compared to the times of Tycho Brahe it was not clear how bright these transients
actually were. The problem was that the distance could not be measured, and, therefore, one
could not tell whether the transient was far away and very bright or nearby and comparatively
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Figure 1.1: The left panel displays SN 2011fe in the Pinwheel galaxy, one of the best observed
SNe to date. The right panel shows the crab nebula (SNR of SN 1054) observed in three
colors. Green colored regions originate from hydrogen emission and blueish colors are due
to synchrotron radiation of electrons emitted from a neutron star. Credit: B. J. Fulton, Las
Cumbres Observatory Global Telescope Network (left), ESO (right).

faint. It was Edwin Hubble who used Cepheids1 as distance indicators and showed that various
spiral nebulae including Andromeda, also known as M31, are indeed located far outside of the
Milky Way (Hubble 1929). This revolutionizing finding rendered the already bright nova of
1885 in the Andromeda nebula, also known as Hartwig’s nova (Copeland 1886), an unconceiv-
ably bright source. Lundmark (1925) then divided novae into two subclasses. These are the rare
and luminous upper class novae and the common but faint lower class novae. Today, most of
Lundmark’s lower class novae are associated with the so-called classical novae (CNe, see e.g.,
Starrfield et al. 2016 for an explanation of the mechanism behind CNe) while the upper class
novae correspond to SNe.

After his bold predictions in 1934, Fritz Zwicky was eager to find new SNe and started the
first systematic search in 1936. Together with Baade, who recorded the LCs, and Minkowski,
who took spectra, he had already found three new SNe in 1937. Considering that only about
two SNe are expected per galaxy and century (Tammann et al. 1994) this was a great success.
Zwicky was also the main driver of SN searches during the following decades leading to 380
SN discoveries until his death in 1974 (Koenig 2005). Of course, as more and more observato-
ries dedicated to the search for SNe were built and due to the fast advancement of technology
including automated searches the number of known SNe increased fast with several hundreds
of SNe being detected per year in recent times.

Although SN spectra were enigmatic, Minkowski found that they can be divided into two
subgroups, i.e., SNe I exhibit no hydrogen (H) in their spectrum and supernovae of Type II

1Cepheids are pulsating stars of variable brightness. Since their absolute luminosity is related to their pulsation
period they are excellent standardizable candles used for distance measurements (see Feast and Walker 1987;
Buchler 1997 or Feast 1999 for a review).
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Figure 1.2: Supernova classification scheme based on spectral features.

(SNe II) show strong Hα-lines (Minkowski 1941). Furthermore, SNe I appeared to form a
homogeneous group of transients, which already prompted the idea that they could be used as
distance indicators (see also Trimble 1982 for a review of the early SN research). This simple
classification scheme was challenged when Bertola (1964) and Bertola et al. (1965) reported
that SN 1962L and SN 1964L do not show the Si II absorption feature at 6355 Å characteristic
for SNe I near the maximum of the LC. It took around 20 years until, after the observation of
the Si deficient SN 1983N and SN 1984L, a new subclass was introduced, namely SNe Ib (Elias
et al. 1985). Consequently, the remaining objects of the SN I class were dubbed SN Ia. Only
a few years later SNe Ic were separated from SN Ib because they do not show helium (He)
lines in their spectrum (Wheeler and Harkness 1990) in contrast to SNe Ib. To date, due to the
ever increasing number and quality of observations, many more subclasses of SNe II as well
as SNe I exist (see Gal-Yam 2017; Taubenberger 2017). The classification scheme described
above is visualized in Fig. 1.2. Of course, the subclasses mentioned can be subdivided even
further based on more subtle characteristics of their LCs or spectra. However, the focus of
this work lies solely on SNe Ia which will be discussed in more detail in Chapters 3 and 4.
The classification of SNe is merely based on their spectra but does hint toward a common
mechanism. In the case of SNe II, Ib, and Ic the ideas of Baade and Zwicky, i.e., that SNe
gain their energy from graviational collapse and leave behind a neutron star, stood the test of
time. Since at least the detection of the neutrinos from SN 1987A the theory of gravitational
collapse in SNe II is settled, and, therefore, they are referred to as core collapse supernovae
(CCSNe). The leading paradigm is the delayed neutrino-heating mechanism (Janka 2017) first
proposed by Colgate and White (1966) and further developed by Wilson (1985) and Bethe and
Wilson (1985). When the final stage of nuclear burning, i.e., silicon (Si) burning (details follow
in Section 4.3), has ceased, the dense iron core of a massive star contracts and deleptonizes
until a proto-neutron star forms in the center. The infalling material then bounces off the stiff
core and a shock is traveling outward. This shock, however, dies off due to photodissociation of
iron. Subsequently, this shock is revived and accelerated again by neutrino-heating and material
above the gravitationally bound core is expelled. SNe Ia, on the other hand, draw their energy
from nuclear fusion reactions and are believed to originate from the thermonuclear explosion
of a degenerate white dwarf (WD) star as suggested by Hoyle and Fowler (1960). The light
emitted by a SN Ia primarily stems from the heating of the ejected material by the radioactive
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decay2 of 56Ni to 56Co which eventually decays to 56Fe (Truran et al. 1967; Colgate and McKee
1969). Possible explanations of the exact explosion mechanism of SNe Ia will be elaborated in
detail in Chapter. 4. In contrast to SNe II (e.g., SN 1987A, see for example Gilmozzi et al. 1987;
Hillebrandt and Hoflich 1989) a progenitor star for SNe Ia has never been observed which still
leaves room for a variety of possible explosion scenarios and a clear favorite has not emerged
yet.

2The exponential decline of the LC hints toward a radioactive decay chain and it was Borst (1950) who sug-
gested radioactivity as the energy source for the LC of SNe. The exact isotope, however, was not determined for
the next 19 years.
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Chapter 2

This work

This thesis is written in a cumulative format in accordance with the regulations of the Depart-
ment of Physics and Astronomy of Heidelberg University. Three peer-reviewed articles in well
acknowledged scientific journals build the main part of this thesis and include its contribution
to the SN Ia research. The author holds first authorship for all three publications.

Each publication contains an introduction containing theory and a scientific motivation rele-
vant for the respective topic and aim. However, a broad coverage of the field of SNe Ia dedicated
to non-experts is not a part of the published works. Therefore, the main part (Part II) is pre-
ceded by a more general introduction to the field (Part I). First, the observational properties,
i.e., LCs and spectra, and the application of SNe Ia to cosmology will be reviewed in Chapter 3.
The focus lies on the bulk of SNe Ia, the so-called normal SNe Ia. Subsequently, the distinct
characteristics of various subtypes of SNe Ia will be explained. Second, in Chapter 4 the many
variations and combinations of possible progenitor systems and explosion mechanisms will be
summarized along with the theory needed to understand the main properties of each of these
scenarios. This includes the physics of WD matter, fluid dynamics, thermonuclear combustion
and nuclear burning. Moreover, a few common ways to infer the progenitor system and/or the
explosion mechanism of SNe Ia are outlined. Third, Chapter 5 gives a more detailed overview
of the numerical methods used in this thesis than is given in the publications. This includes
the hydrodynamics code leafs, the nuclear network code yann and the radiation transport code
artis. The main part (Part III) then comprises the publications:

Publication 1:
This work is dedicated to a certain subclass of SNe Ia, namely supernovae of type Iax (SNe Iax)
which are characterized by a low luminosity, slowly expanding ejecta, and peculiar spectra
compared to normal SNe Ia (see Section 3.3). The favored explosion mechanism for this class
is a deflagration (see Section 4.4) inside a Chandrasekhar mass WD. The paper includes a large
set of hydrodynamic explosion simulations which provide the dynamics and structure of the
ejected material. Moreover, detailed isotopic abundances are calculated for each of the models
and synthetic spectra and LCs are computed and compared to observations of SNe Iax. The
result of this study is that pure deflagration models (see Section 4.5) remain a viable model for
intermediately bright to very bright SNe Iax. The faintest events, however, are not reproduced
naturally by this scenario.
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Publication 2:
In this study, a particular explosion mechanism, the gravitationally confined detonation (GCD,
see Chapter 4), is investigated. Within this scenario, a deflagration is followed by a detonation
initiated in a later stage near the surface of the WD core. The methodology is similar to Publi-
cation 1. The aim is, however, not to look into a specific subclass such as SNe Iax but to judge
whether a GCD can reproduce the observables of any class of SNe Ia. It is found that this explo-
sion scenario can neither account for normal SNe Ia nor SNe Iax. However, the overluminous
SN 1991T-like SNe (Section 3.3) might originate from this scenario.

Publication 3:
A very different approach compared to Publications 1 and 2 is followed in this work. Here,
the elemental abundances ejected by a large variety of SN Ia model simulations are analyzed.
The aim is to find specific characteristic elements for a certain explosion scenario to evaluate
whether it is in agreement with the chemical evolution of the Universe. Indeed, it is found that
thermonuclear explosions which include a detonation in a He shell (see Chapter 4 for more
details on the double detonation mechanism) can contribute significantly to the cosmic abun-
dances of manganese, copper, and zinc. These elements have not been taken into account as
products of SNe Ia in previous galactic chemical evolution (GCE) studies aiming to unveil the
origin of the elements.

The final part (Part III) of this thesis includes a brief summary of the work described in Publica-
tions 1, 2, and 3 and points out the most important findings relevant for current SN Ia research.
Moreover, a clear connection between the three studies is worked out and their shortcomings
and possible future projects are described and reviewed critically.

16



Part I

Type Ia supernovae
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Chapter 3

Observables

Due to the extreme conditions prevailing inside a WD, i.e., temperatures T up to several 109 K
during the explosion and densities of ρ ≳ 108 g cm−3, experiments on Earth aiming to mimic a
SN Ia explosion are not possible. Thus, the only available information of SNe Ia, and also other
types of SNe, comes in the form of electromagnetic radiation originating from the hot expelled
material.

SNe Ia emit most of their light from the ultraviolet (UV) regime to the near-infrared (NIR,
Leibundgut 2000). In order to gain additional information light is observed through various fil-
ters, i.e., different colors. The most commonly employed passband filter system is the UBVRI
system (Johnson and Morgan 1953; Cousins 1974; Bessell 1990) together with the JHK-system
(Persson et al. 1998) to cover the range from the UV to the NIR. The wavelength ranges be-
tween ∼ 3 000 Å (U-Band) up to ∼ 24 000 Å (K-Band). Additionally, the Sloan Digital Sky
Survey u’g’r’i’z’-System (from blue colors u’ to red colors z’) is employed in some studies.
A prescription of how to transform between these two systems is given by Jordi et al. (2006).
SNe Ia are not expected to be strong X-ray or radio emitters (Leibundgut 2000) and observations
indeed show low evidence of radiation at these wavelengths (Panagia et al. 2006; Russell and
Immler 2012; Horesh et al. 2012) in contrast to SNRs. In principle, SNe Ia are γ-ray emitters
after the ejecta have become transparent. Detections of γ-rays, however, are rare and limited to
very nearby objects (Diehl and Timmes 1998; Horiuchi and Beacom 2010). Hence, radiation in
UV, optical, and infrared bands (UVOIR) is a good approximation to the bolometric LC at early
times which is defined as the cumulative radiation at all wavelengths.

Information is either gathered by photometric or spectroscopic measurements. Photometry
collects the total flux emitted by a source of radiation and is useful to gain overall properties
and to observe very faint transients. With a spectrometer, in contrast, the incoming light is split
according to its wavelength and the flux can be displayed as a function of the latter. This enables
observers to identify individual absorption or emission lines of an isotope, and, therefore, to
infer the composition of the ejected material. Since more light is required to take a spectrum
compared to the recording of a LC, this technique cannot be applied to the most subluminous
or distant events. In the future, also neutrinos (Kunugise and Iwamoto 2007; Odrzywolek and
Plewa 2011; Seitenzahl et al. 2015) and gravitational waves (Falta et al. 2011; Falta and Fisher
2011; Seitenzahl et al. 2015) from SNe Ia might be detected and offer new information on the
explosion mechanism.

18



3.1 Photometry - Type Ia supernova light curves and their
application to cosmology

It was already mentioned in Chapter 1 that the bolometric LC of a SN Ia is powered by the
decay of 56Ni to 56Co (Colgate and McKee 1969). Due to its half-life of 6.075 d1 γ-rays emitted
in the β+-decay of 56Ni heat the ejecta during the first ∼ 2 weeks. Subsequently, positrons
originating from the 56Co → 56Fe decay become the main source of energy injection into the
ejected material. Since the positron opacity is higher compared to γ-rays, they are trapped for
longer times inside the expanding ejecta (Jerkstrand 2017). The slope of the postmaximum
bolometric LC flattens as soon as the 56Co-decay becomes dominant because the half-life of
56Co is 77.236 d, and, thus, significantly longer than that of 56Ni, slowing down the heating
process. This notion was corroborated by Kuchner et al. (1994) who measured the flux ratio of
certain Co III and Fe III emission features (for more details on spectroscopy see Section 3.2) in
13 SNe Ia between 38 and 310 d after peak brightness. They found that the Co-to-Fe ratio is in
agreement with the radioactive decay of 56Ni. The LC of SN 2011fe, a typical SN Ia, is shown
in the left panel of Figure 3.1. The flattening of the decline due to the transition from 56Ni to
56Co is clearly visible at around 40 d after maximum light.

Arnett’s rule
Arnett (1982) derived a simple analytic model for the early bolometric LCs of SNe Ia stating

that the luminosity at maximum Lmax equals the heating due to radioactive decay. This is a
function of the rise time tR from explosion to peak brightness and the initial mass of 56Ni,
M(56Ni). The formula then simply follows from the nuclear decay chain of 56Ni (Nadyozhin
1994):

Lmax = ENi =
1

τCo − τNi

[︄(︄
QNi

(︄
τCo

τNi
− 1

)︄
− QCo

)︄
e−tR/τNi + QCoe−tR/τCo

]︄ M
(︂

56Ni
)︂

56mu
. (3.1)

Here, ENi is the energy production rate, τi are the mean lifetimes, Qi the energy released
per decay of nucleus i and mu is the atomic mass unit. This simplistic approach has some
drawbacks such as its ignorance of the actual distribution of 56Ni within the ejecta (Khatami
and Kasen 2019) and the need for bolometric LCs (Contardo et al. 2000), i.e., observations in
all bands. Nevertheless, it is commonly employed to estimate M(56Ni) (see e.g., Stritzinger and
Leibundgut 2005; Stritzinger et al. 2006) which is found to range between ∼ 0.33 and 0.79 M⊙
(Stritzinger et al. 2006) for normal SNe Ia.

At later stages, roughly 1 000 d after explosion, also other radioactive decay chains such as
57Ni→ 57Co→ 57Fe, 55Co → 55Fe → 55Mn, and 44Ti → 44Sc → 44Ca start to contribute to the
bolometric LC (Seitenzahl et al. 2009b) and lead to a further flattening of the LC (see right panel
of Figure 3.1). One complication making it hard to quantify the energy injection of a certain
decay is the fact that the expelled material expands and cools. Matter then becomes more
and more transparent to γ-rays as the density drops and later on also to leptons (Dimitriadis
et al. 2017). This dynamical process makes it a complicated challenge to accurately predict
observables of SNe Ia.

1Nuclear properties are taken from https://www.nndc.bnl.gov/nudat2/.
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Figure 3.1: The left panel shows the bolometric LC of SN 2011fe (black dots) with an analytical
LC based on the 56Ni decay chain (red solid line, Credit: Dado and Dar 2013). A model late-
time LC including long-lived isotopes with observations of SN 1998bw is shown in the right
panel. Credit: Seitenzahl et al. (2009b).

Light curve colors
Not only the total flux but also the color-separated LCs (UBVRIJHK) contain useful infor-

mation about the explosion process. Most of the thermal radiation of a SN Ia is emitted in the
UV and blue optical bands, i.e., B and V-bands. The flux in infrared bands is largely due to
absorption of UV-photons by iron group elements (IGEs) such as Fe or Co and their subsequent
re-emission at larger wavelengths (fluorescence). Therefore, the UV flux is slightly lower than
expected from a perfect black body (Branch and Venkatakrishna 1986). This effect is also called
line blanketing because many overlapping absorption lines cover the shape of the actual thermal
component.

In general, the LCs peak first in the NIR-bands (IJHK) and successively reach their maxi-
mum in bluer bands, i.e., BVR (Contardo et al. 2000), just a few days later, whereas the V-band
is a good approximation for the bolometric LC (Hamuy et al. 1996). The U-band then breaks
this trend and shows a faster rise time than the B-band. The time of B-band maximum is fre-
quently taken as reference point and labeled as day 0. When going to the redder and NIR parts of
the electromagnetic spectrum, the LCs exhibit a second peak approximately 20−30 d past max-
imum (compare Figure 3.2). This bump is found to occur later for brighter explosions (Nobili
et al. 2005) and continuously vanishes for small 56Ni masses (Höflich et al. 1995; Hoeflich et al.
2017). The nature of this second bump, which can sometimes also be seen in the bolometric LC
depending on its strength, is directly linked to the stratified ejecta structure of a SN Ia (more
details follow in Chapter 4). Kasen (2006) explain this with an abruptly increasing emissivity of
IGEs as soon as they recombine from doubly to singly ionized ions (see also Pinto and Eastman
2000; Jack et al. 2012; Dessart et al. 2014b). This occurs at a temperature of T ∼ 7000 K. As the
photosphere, i.e., the region from where radiation can escape2, proceeds into the deeper layers

2Traditionally, the photosphere is defined as the surface where the optical depth reaches τ = 2/3 (Hubeny and
Mihalas 2014). In an idealized way, one can then assume the emission of black body radiation superimposed with
spectral features. In reality, however, the photosphere is an extended region and also wavelength-dependent.
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Figure 3.2: Multi-color LCs of SN 2012fr illustrating the varying LC shapes in different color
bands. Credit: Contreras et al. (2018).

of the ejecta, matter expands, cools, and becomes more transparent. When the ionization front
reaches the IGEs the flux in the NIR suddenly rises and forms the secondary peak observed in
the IJHK-bands. Although the emissivity also rises in the B and V-band no secondary maximum
occurs because matter is still opaque at these wavelengths. Thus, the magnitude and the time
of the secondary maximum depend on the amount and the distribution of IGEs, in particular
56Ni. Dessart et al. (2014b) also highlight the importance of forbidden Co II lines for the sec-
ond maximum not included in the study of Kasen (2006). The decline rate at later times, after
∼ 50 d, is almost constant and similar in all bands and for all SNe Ia (Hamuy et al. 1996; Lira
et al. 1998). This LC evolution in various bands is reflected in the color evolution of SNe Ia,
which is pretty uniform. The (B-V) curve starts at ∼ 0 around 0 d, and, subsequently, shows a
rise, i.e., becomes redder, coinciding with the second NIR-maximum. After the maximum in
(B-V) the color slowly turns blue again. The gradient between ∼ 30 and 60 d is similar for all
normal SNe Ia (Phillips et al. 1999; Burns et al. 2014). The LC evolution described above is
visualized in Figure 3.2 for the case of SN 2012fr.
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Premaximum evolution
In addition to the postmaximum decline of the LCs also the premaximum evolution is worth

an investigation. According to the “expanding fireball” model, the early LCs are broadly consis-
tent with a t2 dependency (Arnett 1982; Riess et al. 1999; Conley et al. 2006; Nugent et al. 2011;
Piro 2012). The assumption of this model is that the effective temperature of the photosphere
remains constant while the radius increases. Typical rise times are of the order of tR ∼ 19d
(Riess et al. 1999; Leibundgut 2000; Zheng et al. 2017; Dimitriadis et al. 2018). However, this
simple model is insensitive to varying distributions of 56Ni.

With the observation of very early LCs and high cadence studies deviations from the t2-
shape have been observed. An early bump in the LC has been observed for SN iPTF14atg (Cao
et al. 2015), SN 2015bq (Li et al. 2021), SN 2017cbv (Hosseinzadeh et al. 2017), or SN 2018oh
(Li et al. 2019; Dimitriadis et al. 2018), for instance. This early emission is believed to either
originate from the interaction of the ejecta with a companion star in a binary system (Kasen
2010) or circumstellar material (Piro and Morozova 2016), due to an enhanced abundance of
56Ni in the outer layers (Magee et al. 2018; Magee and Maguire 2020; Shappee et al. 2018;
Jiang et al. 2018) or because of short-lived radioactive isotopes produced in a surface detonation
(Noebauer et al. 2017; Magee et al. 2021). While these studies can, in general, reproduce the
shape of the early LC, other inconsistencies arise in the spectra (see Magee and Maguire 2020,
for example). The origin of an excess of flux in the early LC still needs a deeper investigation
since it probes the outermost layers of the ejecta and is expected to reveal information about the
explosion mechanism.

Cosmology
As already mentioned in Chapter 1, the determination of distances was one of the greatest

problems in the early 20th century. In addition, it was sensed at an early stage that SNe Ia might
be helpful distance indicators due to their overall similarity. Furthermore, with their exceptional
luminosity of Lmax ∼ 1043 erg s−1 they are observable out to high distances (Burns et al. 2010).

The astronomical magnitude system is a logarithmic scale where the apparent magnitude m
at distance d and the absolute magnitude M, which corresponds to the brightness of the object
at a distance of d = 10 pc, is related to the measured flux F(d) and F(10 pc) by (Miles 2007)

m = −2.5 log10 (F) ; M = −2.5 log10
(︁
F(10 pc)

)︁
. (3.2)

It was Phillips (1993) (inspired by the work of Pskovskii 1977) who came up with a method
to infer the absolute magnitude M (brightness) of SNe Ia from the shape of their B-, V-, or
I-band LCs. In particular, they found that the decline in B-band 15 days after maximum light
∆m15(B) is connected to the actual brightness of the event, i.e., the brighter the SN the lower
∆m15(B). In other words: bright SNe Ia decline slower and show broader LCs than faint events.
The width luminosity relation (WLR, sometimes also labeled “Phillips relation”) reads (Phillips
1993)

MB,peak = −21.726 + 2.698∆m15(B). (3.3)

Thus, for a SN Ia explosion with an apparent magnitude m and decline rate ∆m15(B) the absolute
magnitude M can be derived. The calibration of SNe Ia LCs has been refined over the past
decades and also new methods have been developed. For instance, SNe Ia are found to be good
standard candles in the NIR (Krisciunas et al. 2004; Krisciunas 2017; Freedman et al. 2009).
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Moreover, standardizations also based on color curves and extinction by dust (MLCS, Riess
et al. 1996; Jha et al. 2007) and the spectral adaptive light curve template (SALT, Guy et al.
2005) method are widely applied.

The flux emitted by a point source is distributed onto a sphere, and, thus, the observed flux
per area declines with 1/d2. The inverse square law F(d1)/d2

2 = F(d2)/d2
1 combined with Eq. 3.2

then gives the luminosity distance dl

dl = 10
m−M

5 +1. (3.4)

With the knowledge of m (measured directly) and M (from the WLR) it is straightforward to
infer the distance to the object.

In addition to the apparent magnitude m also the redshift z of individual spectral lines of
a SNe Ia can be measured. For nearby objects the redshift is connected to the velocity v via
the Doppler formula v = cz with the speed of light c. For cosmological distances, however,
the expansion history of the Universe has to be taken into account. Note that the cosmological
redshift is due to the expansion of space-time and not because of the relative movement between
an emitting source and an observer like the Doppler shift. The cosmological luminosity distance
reads (Shchigolev 2017):

dl = c(1 + z)
∫︂ z2

z1

dz′

H(z′)
. (3.5)

H(z) is the Hubble expansion parameter containing information about the cosmological model
such as the energy density of baryonic and dark matter ΩM, radiation Ωr, dark energy ΩΛ, and
curvature Ωk (ΛCDM-model, see Perivolaropoulos and Skara 2021 for a review). The expan-
sion parameter H(z) is not necessarily constant with time, depending on the model parameters,
and, therefore, has to be integrated over all redshifts z. For nearby objects, i.e., neglecting the
expansion history, this reduces to the original Hubble law

v = H0d (3.6)

which states that more distant objects move faster away from Earth (Hubble 1929). In this case,
H0 represents the local Hubble parameter at the current time. Due to the cosmological principle
of isotropy this finding also indicates that space-time as a whole is expanding.

The Hubble constant H0 for nearby SNe Ia found with the Calán/Tololo Survey has been
determined by Hamuy et al. (1996) to H0 = 63.1 km s−1 Mpc−1. In the late 90s Perlmutter et al.
(1999) and Riess et al. (1998) found that the expansion of the Universe is indeed accelerating by
observing SNe Ia at high redshift. In detail, Perlmutter et al. (1999) observed and calibrated 42
SNe Ia (Supernova Cosmology Project) up to a redshift of z = 0.83 and found best agreement
with a flat Universe dominated by dark energy, i.e.,ΩΛ = 0.72 andΩM = 0.28. Figure 3.3 shows
that only for very distant SNe Ia (z ≳ 0.3) the deviation from a matter-dominated Universe
(ΩM = 1) becomes apparent. For this result Saul Perlmutter, Brian P. Schmidt, and Adam G.
Riess were awarded the Nobel prize in physics in 2011.

This application shows the importance to understand the mechanism behind SNe Ia since a
precise modeling could help to calibrate their LCs with much more accuracy.
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Figure 3.3: Hubble diagram showing SNe Ia of the Supernova Cosmology Project (red circles,
Perlmutter et al. 1999) and those of the Calán/Tololo Survey (yellow circles, Hamuy et al. 1996).
In addition, predictions of various cosmological models are displayed (solid and dashed lines).
Credit: Perlmutter et al. (1999).

3.2 Spectroscopy

In addition to the overall emission of light manifested in the (bolometric) LCs, taking spectra
of SNe Ia is of vital importance. These reveal, via specific absorption or emission lines, the
presence of certain elements in the ejecta and their ionization states. By means of their rela-
tive strengths one can also estimate their relative abundances, and, thus, deduce the progenitor
system and the explosion mechanism. Extensive reviews of SN Ia spectra were composed by
Filippenko (1997) and Parrent et al. (2014), for instance.

Most importantly, SNe Ia do neither exhibit any signs of H nor He in their spectra at all
times which separates them from SNe II and SNe Ib, respectively (see also Chapter 1). Before
and around peak luminosity (photospheric phase) they are characterized by a strong absorption
line of Si II at 6355 Å, the “W” shaped absorption trough of Si II around 5468 and 5612 Å,
Ca II H&K lines at 3934 and 3968 Å, and another Ca II feature at ∼ 8300 Å. In addition, Si II
features at 4000 and 5972 Å, Mg II, Fe II, and the O I triplet are frequently observed in SNe Ia
(Silverman et al. 2012). These broad lines exhibit a so-called P Cygni profile3 characteristic
for fast expanding material. Typical velocities for the Si II feature lie between 10 000 and
12 000 km s−1 and are slightly higher for the Ca II features (Filippenko 1997; Silverman et al.

3P Cygni profiles show a blue shifted absorption trough followed by a broad emission feature toward redder
wavelengths. This is a geometrical effect of a spherically expanding atmosphere since photons traveling toward
an observer (blue shifted) can be scattered away from the line of sight but photons traveling in all directions (also
redshifted) can be scattered toward the observer.
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Figure 3.4: Spectra of various normal SNe Ia from approximately −9 d to about four weeks after
B-band maximum. References for the individual observations can be found in Li et al. (2018).
Credit: Li et al. (2018).

2012). These two features show a rather slow decline from −5 d but can also be observed at
extremely high velocities ≳ 20 000 km s−1 (Mazzali et al. 2005; Foley et al. 2012; Childress
et al. 2013; Siebert et al. 2019). In general, velocity measurements of Si II, S II, Ca II, and
O I indicate a layered ejecta structure and a continuous distribution without any clear sub-
populations (Silverman et al. 2012). It was already mentioned in Section 3.1 that Fe and Co
lines are blended strongly in the UV, and, hence, depress the overall flux at short wavelengths.
Many SNe Ia (∼ 20 − 40%) (Parrent et al. 2011; Folatelli et al. 2011; Silverman and Filippenko
2012) also exhibit C II lines at very early times ≲ −10 d (Li et al. 2019) indicating unprocessed
material in the outer layers of the ejecta.

After maximum light, lines of intermediate mass elements (IMEs), i.e., Si, S, Ca, O, or C,
successively weaken and IGEs begin to play a dominant role after approximately two weeks.
Nevertheless, features of IMEs are still visible. This transition to an IGE dominated spectrum
also marks the time when the secondary maximum in the NIR LC starts to appear (see Sec-
tion 3.1). Figure 3.4 visualizes the spectral evolution from premaximum to ∼ 4 weeks after
maximum light of a few normal SNe Ia. It is clearly visible that the prominent Si II and S II
features vanish after 4 weeks and that more emission lines due to IGE start to appear between
3000 and 6000 Å. The Ca II line, however, is still prominent even at ∼ 28 d.

The unambiguous identification of a particular element is a highly complicated task since
there is hardly any feature which only shows contributions due to one element (Parrent et al.
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2014). Also the continuum observed in SNe Ia spectra is not primarily due to electron scat-
tering, photoionization (bound-free process) or inverse bremsstrahlung (free-free process), i.e.,
continuum processes. Instead, it is formed due to the blending of countless spectral lines, and,
therefore, also called a pseudo-continuum (Sim 2017).

A few months after peak luminosity (∼ 100 d) SNe Ia transition into the “nebular phase”.
During this period the ejecta have become transparent, i.e., optically thin, and the innermost
regions are revealed. Rather than a black body superimposed with absorption lines, the spectrum
now turns into an emission line spectrum showing a plenitude of broad Fe III, II, Ni II, and Co III
emission lines (Jerkstrand 2017; Botyánszki and Kasen 2017). Their velocities lie in the range
of 3000 − 4000 km s−1 at ∼ 100 d and slowly decrease by a few km per day (Silverman et al.
2013). Furthermore, the evolution of the Co III feature can be employed to infer the ejected
mass of 56Ni (Childress et al. 2015) using the characteristics of radioactive decay (see also
Section 3.1).

3.3 Subclasses of type Ia supernovae

In Chapter 1 it was already foreshadowed that SNe Ia can be subdivided into several classes.
The observational characteristics of SNe Ia explained in Sections 3.1 and 3.2 describe the bulk
of normal SNe Ia which make up ∼ 70% (Li et al. 2001, 2011) of the whole class. A transient
showing clear differences in its spectrum and/or LC evolution is considered a “peculiar” event.
As more and more observations of SNe Ia were available during the past decades the introduc-
tion of new subclasses of peculiar SNe Ia with similar properties was necessary. However, all
subtypes of SNe Ia are believed to be of thermonuclear origin although their observables might
deviate strongly from normal SNe Ia. Extensive overviews of the division of SNe Ia were pre-
sented by Taubenberger (2017) and Gal-Yam (2017) and the following, rough characterization
follows these works if not noted otherwise. Figure 3.5 depicts the most important classes in the
∆m15(B) − MB,max-plane. It can be seen that all but 91T-like objects (see below) deviate from
the LC evolution of normal SNe Ia, i.e., they do not follow the WLR, making them not suitable
as distance indicators. Although 91T-like SNe lie on the WLR they show clear discrepancies in
their spectra distinguishing them from normal SNe Ia.

Super-Chandrasekhar SNe Ia
This type of SN Ia stands out from normal SNe Ia because of their extraordinarily high

absolute magnitude of up to ∼ −20.4 mag in the B band but moderate expansion velocities, and,
thus, slow evolution of the LC in relation to their luminosity. They show rise times of tR ∼ 23 d
and decline rates of ∆m15(B) = 0.7−0.9 mag. This property suggests a large mass of 56Ni as well
as a high total mass ejected from the system greatly exceeding the Chandrasekhar-mass limit of
∼ 1.4 M⊙ (see Section 4.1) for an electron degenerate WD. Therefore, they were dubbed “super-
Chandrasekhar SNe Ia”. An alternative scenario was proposed by Hachinger et al. (2009) who
find that the interaction of the ejecta with a companion star might be responsible for the high
luminosity. Their overall LC evolution differs from normal SNe Ia in several ways. First, they
show a significantly enhanced flux in the UV leading to a distinct color evolution. Second,
they lack the secondary maximum in the IJHK-bands but show a prolonged plateau in these
bands. Third, the brighter members such as SN 2009dc and SN 2007if lie significantly above
the WLR. Finally, some members of the class show an unexpected drop in their late-time LCs
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Figure 3.5: Subclasses of SNe Ia in the ∆m15(B) − MB,max-plane. Normal SNe Ia gather around
the WLR relation (solid black line). Credit: (Taubenberger 2017).
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making them even fainter than normal SNe Ia. This late drop challenges the notion of 56Co
decay powering the late-time LC.

Spectroscopically, they differ in the fact that they show very prominent O I and even C II
features until approximately two weeks after maximum. Also other features of IMEs are more
prominent than IGEs during the early phase. The transition to an IGE dominated spectrum
occurs slightly later than observed in normal events. In addition, their nebular spectra resem-
ble those of normal SNe Ia. However, they exhibit lower velocities, and, hence, less blended
emission features of IGEs.

91T-like SNe Ia
This group is named after the well observed SN 1991T (Filippenko et al. 1992b; Phillips

et al. 1992) which shows a slightly higher overall luminosity than the average normal SN Ia.
Their photometric properties are in line with the bulk of normal SNe Ia following the WLR
which makes them also applicable for distance measurements.

In this case, the peculiarity stems from the observed spectra. The hallmark features of
normal SNe Ia, namely those of Si II and the S II “W”, are completely absent before maximum
light and only emerge weakly around peak luminosity. Instead, Fe III features are very strong
during the early phase, indicating IGEs in the outermost layers of the ejecta. The evolution after
maximum light then closely resembles normal SNe Ia.

91bg-like SNe Ia
In contrast to 91T-like and super-Chandrasekhar SNe the class of 91bg-like objects, named

after SN 1991bg (Filippenko et al. 1992a), consists of subluminous events. Compared to normal
SNe Ia they are about two to three times less luminous regarding their bolometric luminosity.
Moreover, they are much fainter than normal events in the blue bands (1.5− 2.5 mag) compared
to NIR-bands (0.5− 0.7 mag) leading to a very different color evolution around maximum light.
Furthermore, they also lack a secondary maximum in the NIR-bands. In general, 91bg-like
objects show a significantly faster LC evolution with rise times of 13 − 15 d and decline rates
∆m15(B) > 1.8.

The spectral evolution during the photospheric phase is again in rough agreement with nor-
mal SNe Ia, however, the spectra of 91bg-like transients evolve slightly faster. Some notable
differences are prominent features of Ti II between ∼ 4000 and 4400 Å and the O I λ7774 ab-
sorption trough. Moreover, the ejecta velocity, measured via the Si II λ6355 feature, is in the
range of slow normal SNe Ia. During the nebular phase 91bg-like events show only weak signs
of the doubly ionized Fe III and Co III features but rather broad Fe II and Ca II lines.

02es-like SNe Ia
This subclass is rather new and only loosely defined to date. These explosions closely

resemble 91bg-like objects regarding their LCs and spectra. Their key distinctive feature is
their location in the ∆m15(B)−MB,max−diagram (see Figure 3.5). The overall evolution is much
slower with tR ∼ 19−20 d, ∆m15(B) ∼ 1.1−1.3 mag, and significantly lower ejection velocities.

Calcium-rich transients
Regarding their LC shapes Ca-rich SNe form a homogeneous group. Although they are sig-

nificantly fainter with peak magnitudes between -14 and -16.5 mag, their photometric evolution
is in good agreement with 91bg-like objects.
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In contrast to other SNe, Ca-rich transients are characterized by the prominence of Ca in
their nebular spectra and not by spectral features around maximum light. The nebular spectra
are also devoid of Fe lines but show O I emission. In addition, their spectra around peak lu-
minosity show He I lines untypical for SNe Ia but more characteristic for core-collapse SNe
such as SNe Ib/c. However, although some observational properties hint toward a massive star
as progenitor, Ca-rich transients are believed to be of thermonuclear origin (e.g., Polin et al.
2021). This is due to the fact that they are detected in rather old stellar environments and not in
star forming regions and due to their low ejecta masses which seem to exclude a massive star as
progenitor.

Type Iax supernovae
SNe Iax are reviewed in Jha (2017) and Chapter 6 covers this subclass in great detail. The

characteristics of SNe Iax were defined by the prototypical object SN 2002cx (Li et al. 2003)
which exhibits a relatively slow LC evolution compared to its luminosity and also shows no
secondary maximum in the IJHK-bands.

The overall faint class of SNe Iax is characterized by maximum light spectra comparable to
91T-like objects, i.e., dominant signs of IGEs and only weak Si II and S II features, and very low
ejecta velocities down to ∼ 2000 km s−1 for the most subluminous members. Moreover, SNe Iax
do not show a transition from the photospheric phase to the emission-dominated nebular phase.
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Chapter 4

Physical foundations and explosion
scenarios

Today it is widely accepted that SNe Ia originate from the explosion of an electron-degenerate
carbon-oxygen (CO) WD which is based on the ideas of Hoyle and Fowler (1960). One of the
first numerical simulations of explosive C burning has been presented by Arnett (1969) who
showed that a centrally ignited detonation indeed leads to the total disruption of a ∼ 1.4 M⊙ star
ejecting primarily 56Ni at velocities up to 25 000 km s−1 (see also Arnett et al. 1971). These
findings were in broad agreement with observations of SNe I and strengthened the notion of
a thermonuclear explosion in degenerate matter. The assumption of WDs as the progenitor of
SNe Ia is convenient since it naturally explains some of their characteristics. First, the relatively
short rise times hint toward a rather compact object (Hoyle and Fowler 1960). Second, the
absence of H and He in SNe Ia spectra is an indication toward a star which has already burned
its H and He fuel (Oke and Searle 1974). Third, it was already found very early that SNe I
preferentially occur in old stellar populations (Finzi and Wolf 1967) excluding a massive star
origin. Moreover, as shown by Arnett (1969), the kinetic energies corresponding to ∼ 1 M⊙ of
material converted to IGEs are in agreement with observations. Of course, also He or oxygen-
neon (ONe) WDs could be considered as progenitors for SNe Ia. However, the explosion of a
He WD does not compare well to SNe Ia (Nomoto and Sugimoto 1977; Woosley et al. 1986) and
ONe WDs were not expected to explode but to collapse Nomoto and Kondo (1991) and form
a neutron star (but see Jones et al. 2016). In recent years, explosions of ONe WDs or hybrid
carbon-oxygen-neon WDs were re-investigated as a model for SNe Ia (Denissenkov et al. 2013,
2015; Marquardt et al. 2015; Kromer et al. 2015; Bravo et al. 2016).

Since a WD is a stable object it has to be disturbed somehow to ignite nuclear burning and
trigger an explosion. Therefore, it is assumed that progenitors of SNe Ia are CO WDs in a
close binary system and that the explosion occurs due to an interaction with a companion star.
Traditionally, two scenarios are considered: (1) The single-degenerate scenario (SD), i.e., a
WD accompanied by a main-sequence or red giant star (Whelan and Iben 1973), and (2) the
double-degenerate scenario (DD) where the binary consists of two degenerate WDs (Iben and
Tutukov 1984; Webbink 1984). The explosion is then triggered either via accretion from the
companion (possible in the SD and the DD channel) or due to the merger of two WDs (only in
the DD channel).

From an explosion modeling point of view this separation is, however, not very useful since
the actual outcome of the explosion is governed by two main factors: The first is the mass of
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the exploding WD, i.e., is it near the Chandrasekhar mass limit of ∼ 1.4 M⊙ or is it significantly
below at ∼ 1 M⊙? The second important parameter is the combustion mechanism: Is the WD
material burned via a deflagration, a detonation or even a combination of both? These mecha-
nisms and WD masses can, in principle, be combined in many ways and lead to very different
results. In the next section, some basics of WD evolution, structure, and accretion will be cov-
ered followed by a brief review of the basic theory of fluid dynamics (Section 4.2), nuclear
burning stages (Section 4.3), and the two combustion mechanisms (Section 4.4). Subsequently,
the variety of relevant explosion scenarios including their advantages and shortcomings will be
summarized in Section 4.5.

4.1 White dwarf formation, structure, and accretion

The concept of degeneracy is of vital importance for the formation of WDs and the triggering of
an explosion inside a WD. At moderate temperatures and densities the electrons in a completely
ionized plasma obey the classical Boltzmann distribution f (p) with the momentum p. For
decreasing T the peak of f (p) increases and simultaneously shifts to lower values of p. More
electrons can also be found at lower momentum states for higher densities since f (p) ∝ ne with
the total number of electrons ne

1 (see Figure 4.1). At some point, however, quantum mechanical
effects have to be taken into account. The Pauli principle states that no more than two electrons
of opposite spin can populate a quantum state of volume dp3dV3 = h3 (h is the Planck constant)
setting an upper limit for the distribution of electrons in momentum space (Kippenhahn et al.
2012):

f (p) ≤ 8π
h3 p2. (4.1)

The situation is visualized in Figure 4.1 for different densities typical for WDs. As soon as the
Boltzmann distribution exceeds the upper limit set by the Pauli principle, the electron gas is
said to become degenerate and the electron pressure Pe becomes dominant over the classical
ion pressure Pion. Figure 4.1 also shows that even for extremely high temperatures of 1010 K
matter above ρ = 107 g cm−3 is close to degeneracy. Thus, for characteristic conditions inside a
WD of ρ > 108 g cm−3 and T ∼ 108 K degenerate electron pressure clearly dominates.

For the limiting case of complete degeneracy, i.e., T = 0 K, the quantum states are filled up
completely up to the Fermi energy EF . The equation of state (EoS) of degenerate matter reads
(a derivation can be found in Kippenhahn et al. 2012)

Pe =
h2

20mem
5/3
u

(︄
3
π

)︄2/3 (︄
ρ

µe

)︄5/3

non-relativistic, (4.2)

Pe =
hc

8m4/3
u

(︄
3
π

)︄1/3 (︄
ρ

µe

)︄4/3

extreme-relativistic. (4.3)

The crucial characteristic to note here is that the pressure is completely independent of temper-
ature, and, thus, the mechanical structure is decoupled from the thermal structure. Of course,

1The number of electrons is, of course, connected to the mass density ρ set by the ions by ρ = (nemB)/Ye

(Shapiro and Teukolsky 2004). mB is the mean baryon mass (protons and neutrons) and Ye the electron fraction,
i.e., the number of electrons per baryon. For symmetric nuclei like 16O with 8 protons, 8 neutrons and 8 electrons
Ye amounts to 0.5.
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Figure 4.1: Classical Boltzmann distribution f (p) for varying densities (see legend) and temper-
atures in pure CO matter. Solid lines are calculated at T = 1010 K and dashed lines at T = 109 K.
The thick black line represents the upper limit resulting from the Pauli principle.

there is a continuous transition between the relativistic and non-relativistic case and also be-
tween degenerate and non-degenerate matter often characterized by the degeneracy parameter
η = EF/(nekBT ) comparing the Fermi energy to the thermal energy. The EoS for arbitrary
degeneracy has to be solved numerically.

WD formation
According to Althaus et al. (2010) approximately 97% of all stars end their life as a WD.

The pathway toward this final stage of stellar evolution can be described as follows: All stars,
including our Sun, gain their energy from the fusion of H to He. This period of hydrostatic H
burning is called the main sequence phase and can last, depending on the initial mass of the
star, for several billion years. As soon as the fuel inside the stellar core is exhausted (earlier
for more massive stars) the fusion process stops and the source of radiative energy stabilizing
the core against gravity vanishes leading to a contraction of the core. If the heating due to the
release of gravitational energy is sufficient to ignite the ashes of H burning, i.e., mostly He, a
phase of hydrostatic core He burning ensues. This cycle of nuclear burning, fuel exhaustion,
and contraction is repeated for C burning (main burning product of He burning), Ne burning, O
burning, and Si burning up to Fe. Since the IGEs have the highest binding energy per nucleon,
further exothermic fusion reactions are not possible and no additional burning stage ensues.
Each of these burning stages leaves behind a shell of ash creating the typical onion skin structure
of evolved stars (Kippenhahn et al. 2012). The final burning stage depends on the total mass
of the star since it governs the gravitational energy available for heating. The more massive the
star the further it climbs the ladder of burning stages.

If, for instance, the CO core left behind after He exhaustion does not become hot enough
during contraction to ignite carbon burning it continues to collapse until it is stabilized by de-
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generate electron pressure and becomes a WD. The heating of the core due to contraction also
depends on the degree of degeneracy since the temperature slowly decouples from density and
pressure (see Eq. 4.3). The same holds for a potential He core after H burning and the ONe
core after C burning such that He, CO, and ONe WDs build the possible end stages of stellar
evolution. CO WDs, i.e., the potential progenitors of SNe Ia covered in this work, form from
stars with an initial mass of 2.3 M⊙ ≲ M ≲ 9 M⊙ (Siess 2007) and have final masses between
∼ 0.2 and 1.2 M⊙ whereas most CO WDs have a mass of ∼ 0.6 M⊙ (Madej et al. 2004). Note,
that only the evolution of the stellar core was discussed above and that the envelope (H and He
in the case of a CO WD) is expelled due to stellar winds and thermal pulses on the asymptotic
giant branch (Kippenhahn et al. 2012).

WD structure
The structure of a WD can be approximated by a polytropic relation (compare to Eq. 4.3)

P = Kργ = Kρ1+1/n; n =
1
γ − 1

. (4.4)

In the case of a non-relativistic, degenerate gas the polytropic index n equals 3/2 and for the
relativistic case n = 3. The structure of the star in hydrostatic equilibrium is then a solution of
the Lane-Emden equation which yields a mass-radius and a radius-density relation for n = 3/2:

R ∼ M−1/3; R ∼ ρ−3/2
c (4.5)

with the central density ρc. Counterintuitively, the radius decreases with increasing mass (cen-
tral density) making the WD more compact. As the material becomes more dense the poly-
tropic index will shift toward 4/3 since matter is expected to become fully relativistic above
∼ 107 g cm−3 (Shapiro and Teukolsky 2004). In this case (n = 3) there is no connection between
radius and mass but one fixed upper limit, the Chandrasekhar-mass limit (Chandrasekhar 1931):

MCh =

(︄
2
µe

)︄2

× 1.459 M⊙. (4.6)

The only parameter to influence MCh is the composition in the form of the mean molecular
weight per electron µe which is roughly 2 because µe ∼ 1/Ye for H-poor material. This means
that the total mass of a WD is independent of its central density. The radius still adjusts to ρc

and goes to 0 for ρc → ∞. Figure 4.2 illustrates the density profile of a MCh WD for densities
between 109 and 6 × 109 g cm−3 (same progenitor models as used in Chapter 6). Although all
models have the same mass (MCh), the density gradient steepens for higher ρc and the radius
decreases. Moreover, it can be seen that most of the WD matter is above 107 g cm−3, and,
thus, fully relativistic which makes MCh a good estimate for their total mass. For masses above
MCh the degenerate electron pressure cannot counteract gravity anymore, and, hence, the WD
collapses. A detailed derivation of the structure of WDs can be found in Althaus et al. (2010)
and Kippenhahn et al. (2012).

Typical masses of CO WDs interesting for the modeling of SNe Ia lie between ∼ 0.6 M⊙
and MCh with central densities of ∼ 108 to 9 × 109 g cm−3. The radius of a MCh WD is close to
∼ 2000 km comparable to the radius of the moon with a mass close to the solar mass M⊙.
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Figure 4.2: Density profiles of CO WDs with central densities between 109 and 6 × 109 g cm−3.
The broad horizontal line approximately separates non-relativistic from relativistic matter.

Accretion
To estimate the contribution of the SD scenario to the SN Ia rate, it is important to study the

path of a newly formed WD toward MCh, i.e., the accretion phase in binary systems2. At a mass
slightly below MCh, convective carbon burning is ignited near the center of the WD, and, after a
phase of steady burning, the so-called simmering phase, a thermonuclear runaway (TNR) might
occur (see Zingale et al. 2009, 2011, 2013; Nonaka et al. 2012 for numerical simulations of this
process). In the classical picture, the WD accumulates a H-rich envelope from its companion
(Iben and Tutukov 1984), which successively heats up due to gravitational compression and
eventually ignites H burning at the base of the shell. Under degenerate conditions the pressure
is independent of temperature (see Eq. 4.3), and, therefore, the heat released by nuclear burning
does not lead to an expansion. Because of the positive temperature dependence of the reaction
rates a positive feedback loop is set up, i.e., more heating leads to higher reaction rates, and,
hence, more heating. This process is called a thermonuclear runaway. These H shell flashes are
associated with CNe (see Chapter 1) and a review can be found in Starrfield et al. (2016). This
sequence of accretion and flash can then be repeated and leads to so-called recurrent novae with
a period of ∼ 10 years. Whether such a system could reach MCh and end up as a SNe Ia depends
on its mass retention efficiency, i.e., the ratio of ejected to accumulated mass during one cycle.

The most important parameter affecting the accretion history is the accretion rate Ṁacc.
Nomoto et al. (2007) claim that there is a lower limit for steady H burning, i.e., the burning
rate Ṁburn equals Ṁacc of ∼ 10−7 M⊙/yr, corroborating earlier results by Paczynski and Zytkow
(1978); Yaron et al. (2005) and Sienkiewicz (1980). Shen and Bildsten (2007) also find a narrow
range of Ṁacc for stable H accretion around Ṁacc = 10−7 M⊙/yr. For lower Ṁacc several flashes
occur and a more detailed study of the mass retention is necessary. In contrast to that, Starrfield
et al. (2012) explicate that steady H burning does not exist and that shell flashes occur at all

2Note that also accretion from a degenerate companion is possible (Tutukov and Yungelson 1996).

34



accretion rates. They, however, point out that a net accumulation of mass is possible if no
mixing of core material into the envelope is assumed. In addition, there is also an upper limit of
Ṁacc for steady burning. According to Paczyński (1971) there is a core mass-luminosity relation
limiting the burning rate in a spherical shell. Thus, at Ṁacc > Ṁburn the excess material forms
a dilute red giant-like envelope leading to a common envelope phase (Meng and Podsiadlowski
2017) and a possible inspiral and merger process not leading to a SN Ia (Nomoto et al. 1979).
Meng and Podsiadlowski (2017) show, however, that SNe Ia can also be preceded by a common-
envelope phase. Moreover, the accretion of He instead of H is also a possible scenario for a WD
to reach MCh. The physics are similar to the accretion of H including the development of a
degenerate envelope with the possibility of He shell flashes and a certain range of accretion
rates allowing for steady burning (see e.g., Iben and Tutukov 1989, 1994; Kato and Hachisu
2004; Wang et al. 2009; Brooks et al. 2016; Wang et al. 2017; Wong and Schwab 2019; Wong
et al. 2021).

The scenario of a WD approaching MCh has, for a long time, been the favored scenario for
SNe Ia. Explosions ignited inside an accreted He shell before the core reached MCh are, how-
ever, also a promising explosion mechanism (see Section 4.5 for details on various explosion
scenarios).

4.2 Basic equations of fluid dynamics

A compressible fluid can be described by a set of conservation laws known as the Euler equa-
tions (Toro 2009):

∂

∂t
ρ + ∇⃗ (︁

ρv⃗
)︁
= 0, (4.7)

∂

∂t
(︁
ρv⃗

)︁
+ ∇⃗ (︁

ρv⃗ ⊗ v⃗)︁ = −∇⃗P, (4.8)

∂etot

∂t
+ ∇⃗ (︁

etotv⃗
)︁
= −∇⃗

(︄
P
ρ
v⃗

)︄
. (4.9)

This system of nonlinear, hyperbolic, partial differential equations represents the conservation
of mass (Eq. 4.7), conservation of momentum (Eq. 4.8) and the conservation of energy (Eq. 4.9).
Here, etot denotes the total specific energy, i.e., specific kinetic and internal energy eint, and v⃗ the
velocity. Since the system of five equations contains six unknowns a closure relation is needed.
This is implemented via an EoS relating the thermodynamic variables, e.g., eint = eint(ρ, P). The
Euler equations neglect body forces such as gravity or electric fields, viscous effects, and heat
conduction.

Viscosity of a fluid or material is governed by microphysical effects and the ratio of viscous
forces versus inertial forces is given by the dimensionless Reynolds number

Re =
ρv(L)L
ν
. (4.10)

L is a characteristic length scale of the problem, v(L) the typical velocity on this length scale
and ν the dynamical viscosity. For small Reynolds numbers Re ≲ 10 velocity fluctuations are
damped away by viscous forces, and the flow is laminar. In WD matter, however, Reynolds
numbers of ∼ 1013 are reached indicating that viscosity plays a minor role, and that the flow
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is fully turbulent (Woosley et al. 2009). Moreover, Woosley et al. (2007) state that convection
is far more efficient than conduction processes which supports the disregard of heat flux in
Eqs. 4.7, 4.8, and 4.9.

Since thermonuclear reactions alter the composition of the fluid they also affect the internal
energy and need to be added to the energy equation (Eq. 4.9). Furthermore, the gravitational
force acts as an external force and is introduced as a source term to Eqs. 4.8 and 4.9. The
resulting system is called the reactive Euler equations with gravity and reads

∂

∂t
ρ + ∇⃗ (︁

v⃗ρ
)︁
= 0, (4.11)

∂

∂t
(︁
ρv⃗

)︁
+ ∇⃗ (︁

ρv⃗ ⊗ v⃗)︁ = −∇⃗P − ρ∇⃗Φ, (4.12)

∂etot

∂t
+ ∇⃗ (︁

v⃗etot
)︁
= −∇⃗

(︄
P
ρ
v⃗

)︄
− v⃗ ∇⃗Φ + S , (4.13)

where Φ represents the gravitational potential and S the energy input per unit time due to nu-
clear reactions. These equations build the basics for the numerical modeling of SNe Ia (see
Chapter 5). It should be noted that the differential form of the Euler equations presented here is
not suitable for discontinuities, i.e., shocks. They can, however, be written in an integral form
covering shocks more appropriate for their numerical modeling (see e.g., LeVeque 2002; Toro
2009).

4.3 Nuclear burning stages

It was already mentioned several times that SNe Ia are the result of a thermonuclear explosion.
It is a well known fact that the binding energy per nucleon rises from H up to a maximum
around iron and nickel and subsequently drops toward heavier elements. Thus, the fusion of
light nuclei with a mass number A ≲ 56 releases energy while the fusion of heavy nuclei is an
endothermic reaction. Since a fusion reaction relies on the frequency of interactions between
nuclei and their respective kinetic energy to overcome the Coulomb repulsion, nuclear burning
is a highly temperature and density dependent process. During hydrostatic burning, for instance
main sequence H burning, the nuclear fuel is slowly consumed at roughly constant temperatures
and densities while material is heated instantaneously by a combustion front (see Section 4.4) in
explosive burning and subsequently cools and expands. The latter situation is found in SNe Ia
and the characteristics of explosive burning as well as the nucleosynthesis yields are reviewed
in detail in Chapter 8. Iliadis (2007) provides an extensive overview of nuclear reactions in stars
and the following, brief discussion of the relevant burning stages closely follows his approach
if not indicated otherwise.

Carbon burning
Since this work deals with CO WDs as the progenitor for SNe Ia the first burning stage

to consider is C burning. At T > 0.6 × 109 K (hydrostatic) or T > 1.8 × 109 K (explosive) the
average energy of a nucleus is high enough to overcome the Coulomb barrier of the 12C+12C→
24Mg reaction. Due to the higher Coulomb repulsion the fusion of 12C and 16O or two 16O nuclei
is suppressed. Since the resulting 24Mg nucleus is highly excited it decays very quickly leading
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to the net primary reactions:

12C + 12C→ 23Na + p, (4.14)
12C + 12C→ 20Ne + α, (4.15)
12C + 12C→ 23Mg + n. (4.16)

Subsequently, the produced light particles, i.e., protons p, neutrons n, and α-particles, react
with either the CO fuel or the synthesized Na, Ne, and Mg isotopes. The primary products of C
burning are then 16O, 20Ne, 24Mg, and 23Na with smaller traces of 25,26Mg and 27Al.

Neon burning
The isotope 20Ne is photodisintegrated quickly at T > 1.2×109 K (hydrostatic) or T > 2.5×

109 K (typical for explosive burning) even before the 16O +16O→ 32S reaction becomes relevant,
and, thus, the next burning stage is called neon burning. After the primary photodissociation

20Ne + γ → 16O + α (4.17)

the liberated α-particles induce secondary reactions such as

20Ne + α→24Mg + γ (4.18)
24Mg + α→ 28Si + γ, (4.19)

20Na + α→26Mg + p (4.20)
26Mg + α→ 29Si + n. (4.21)

Of course, a plenitude of other reactions involving n, p, and α-particles ensues, leading to a
net increase of the 16O abundance at the end of Ne burning with 24Mg and 28Si becoming most
abundant. In addition, some trace nuclei like 27Al, 29,30Si, 31P, and 32S are produced at lower
fractions. This burning stage is not dominated by the fusion process of two heavy nuclei but
can bee seen as a rearrangement process via light particles such as α-particles, in particular.

Oxygen burning
As soon as the temperature rises above ∼ 1.5 × 109 K (hydrostatic) or ∼ 3.0 × 109 K (explo-

sive), the fusion of two 16O nuclei sets in with multiple possible outcomes:

16O + 16O→ 31P + p, (4.22)
16O + 16O→ 30Si + 2p, (4.23)
16O + 16O→ 28Si + α, (4.24)
16O + 16O→ 24Mg + 2α, (4.25)
16O + 16O→ 30P + d, (4.26)
16O + 16O→ 31S + n. (4.27)

Again, a variety of secondary reactions build up a small network and alter the composition in-
volving the newly produced nuclei and liberated light particles. Moreover, due to the higher
temperatures in O burning, photodissociation processes begin to play a significant role, espe-
cially in explosive O burning. The major products of O burning are 28Si and 32Si along with
many rare isotopes between mass numbers A of 31 and 42.
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Figure 4.3: Tracer particles (fluid elements) of a SN Ia model (Model r_d2.6_Z in publication
1, Chapter 6) placed in the T −ρ−plane (maximum T and ρ achieved during the explosion). The
color represents the average mass number Amean, and, hence, indicates the burning stage. Since
there is a continuous transition between burning stages the label placing is only approximate.

Silicon burning
Similar to the case of neon burning, silicon burning can be viewed as a photodissociation

and rearrangement process since the fusion of two 28Si nuclei is not contributing significantly
due to the huge Coulomb barrier. Instead, 28Si (and also other IMEs) is destroyed and light
particles, i.e., neutrons, protons, and α-particles, are produced which, in turn, accumulate on
other nuclei to form heavier elements up to the iron peak. A special situation is encountered
when all forward and backward reactions (strong and photodissociation processes) from α-
particles to IGEs have come into equilibrium. In this state of nuclear statistical equilibrium
(NSE) the abundances are uniquely determined by T , ρ, and Ye only (see also Clifford and
Tayler 1965; Woosley et al. 1973; Seitenzahl et al. 2009c). The composition shifts toward light
nuclei for higher temperatures making the whole process temporarily endothermic. As matter
cools in explosive burning, the abundances shift back toward IGEs and the energy stored in light
particles is released. Furthermore, reactions start to fall out of equilibrium (freeze-out). This
freeze-out process is of vital importance for the final abundances of silicon burning.

A more detailed discussion of silicon burning is omitted here since it is discussed in greater
detail in Chapter 8. Hydrostatic core Si burning sets in at T > 2.8 × 109 K while explosive
burning proceeds at T > 4 × 109 K. Since the main products of Si burning are IGEs this
represents the last stage of nuclear burning.

The various burning stages are visualized in Figure 4.3 using a numerical SN Ia model from
Chapter 6. It shows the average mass number Amean of the burning products as a function of the
maximum temperature and density reached. As T and ρ rise Amean also increases. Of course,
there is not a sharp boundary between the burning stages such that the labels can only serve as
a rough guidance. In addition to T and ρ, the nucleosynthesis products of nuclear burning also
depend on the time scale of the expansion, i.e, the cooling, after the passage of the combustion
front.
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4.4 Thermonuclear combustion

Apart from the mass and structure of the exploding WD also the burning mechanism determines
the outcome of the explosion. The two ways of thermonuclear combustion relevant for SNe Ia
are detonations and deflagrations, respectively. In the simplest theory, the Chapman-Jouguet
theory, the flame can be described as a discontinuity and nuclear (or chemical) reactions release
their energy instantaneously behind the front (Fickett and Davis 1979). This is also a good
approximation for the numerical modeling of SNe Ia since the flame width is many orders of
magnitudes smaller than the exploding WD itself. From the Euler equations the Hugoniot jump
conditions can be derived (see e.g., Fickett and Davis 1979; Sharpe 1999):

ρv = ρ0D, (4.28)

P + ρv2 = P0 + ρ0D2, (4.29)

eint +
P
ρ
+

u2

2
= eint,0 +

P0

ρ0
+

D2

2
. (4.30)

They account for conservation of mass, momentum and energy across the discontinuity in
the shock frame. The subscript 0 denotes preshock states while variables without subscript
represent postshock states. Moreover, D = u0 is the shock velocity, i.e., the velocity of material
streaming into the shock. Eliminating u and some rearrangements lead to

R = (P − P0) + ρ2
0D2

(︄
1
ρ
− 1
ρ0

)︄
= 0, (4.31)

H = eint,0 − eint + Q +
1
2

(︄
1
ρ0
− 1
ρ

)︄
(P0 − P) = 0. (4.32)

The variable Q accounts for the energy released in nuclear reactions behind the shock. Note
that the EoS also depends on the composition. Eq. 4.31 defines the Rayleigh-line R connecting
mechanically allowed pre- and postshock states while energetically allowed states lie on the
Hugoniot curve H (Eq. 4.32). Hence, the solution for the postshock states is defined by an
intersection of the Rayleigh line with the Hugoniot curve. This is commonly illustrated in a
V − P−diagram with the specific volume V = 1/ρ (see Figure 4.4). The left panel shows R and
H for a shock wave in a non-reactive fluid, i.e., Q = 0. The detonation velocity D is represented
by the gradient of R, and, thus, the regions in the lower left and upper right part of the diagram
are not accessible since they correspond to D2 < 0 (compare Eq. 4.31). If D is known, the
postshock state can be determined uniquely.

Detonations
A detonation is a shock wave, i.e., a discontinuity in pressure and density, traveling at super-

sonic velocities (D > c0, where c0 is the speed of sound in the unburned matter) with respect to
the fuel ahead. This fuel is compressed, and, thus, heated instantaneously to temperatures high
enough to ignite nuclear burning. In this simple theory reactions are expected to be exothermic.
The situation is visualized in the right panel of Figure 4.4: Since eint depends on the composi-
tion and the energy Q is released due to nuclear burning the postshock adiabat is shifted toward
higher pressures (orange line) compared to the Hugoniot curve without reactions (black line).
Therefore, there is a minimum velocity for the detonation, i.e., when the Rayleigh line is tan-
gent to the Hugoniot curve (point c). This point is called the Chapman-Jouguet (CJ) point and
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Figure 4.4: Schematic representation of the Hugoniot curve and the Rayleigh line in the P −
V−plane including possible pre- and postshock states labeled by letters from a to h. The left
panel shows a shock adiabat without energy generation while the right panel includes nuclear
burning behind the shock.

the corresponding velocity DCJ equals the sound speed c in the burned material. It is commonly
accepted that steady, self-supported detonations travel at DCJ (Fickett and Davis 1979, also in
CO WDs Buchler et al. 1971). Theoretically, the detonation velocity can exceed DCJ , leading
to two possible solutions for the final state (points e and f). The upper locus e corresponds to
strong detonations and represents an unstable solution. Since here DCJ < c the detonation front
is overtaken and weakened by a rarefaction wave following the shock front. Point f represents
a weak detonation with DCJ > c.

The reason why a weak detonation is not likely to be reached can be illustrated in terms of
a slightly more advanced model, i.e., the ZND (Zel’dovich 1940; von Neumann 1942; Döring
1943) theory. Here, the assumption of instantaneously occurring nuclear reactions is abandoned.
Instead, the shock discontinuity is followed by a reaction zone of finite thickness in steady flow.
The state reached after all reactions have ceased is called the final state. Inside the hot reaction
zone the burning stages described in Section 4.3 operate and convert the CO fuel to heavier
elements. Fortunately, the CJ theory can still be applied since every state inside the reaction
zone3 can be connected to the preshock states via the jump conditions (Eq. 4.30). The area
between the initial Hugoniot curve (black line) and the final state (orange line) is continuously
filled with adiabats corresponding to partially processed fuel (0 < λ < 1). Thus, the whole
process can be viewed as follows: Material is compressed and heated and the state moves from
point a to either b or d. Subsequently, reactions set in and the state moves down the Rayleigh
line to the final state, either point c (CJ solution) or e (strong solution). The weak solution (point
f) is not accessible since point e is reached before.

It turns out, however, that detonations in terrestrial experiments show a final point near the
weak solution (Fickett and Davis 1979). Moreover, the incorporation of further complexities
into the theory such as endothermic reactions or viscous effects indicates that a weak solution is
achieved. For the case of endothermic reactions occurring inside the reaction zone this can again

3The reactions are frequently addressed by a reaction parameter λ with values between 0 for initial fuel and 1
at the final state. This makes eint = eint(ρ, P, λ).
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be visualized with the help of Figure 4.4. Imagine there is a state with higher energy release Q
than the final state within the reaction zone. This state is depicted by the purple adiabat. From
point d the state variables move downwards the dashed Rayleigh line crossing many virtual
Hugoniot curves of partially burned material. The point g then corresponds to the CJ-state just
before endothermic reactions set in. Thus, the state in sonic contact with the burning front
lies within the reaction zone. The final state f is then reached as energy is consumed again by
endothermic reactions. These pathological detonations then travel at a velocity higher than DCJ.
This situation is also encountered in silicon burning, in particular, in NSE (see Chapter 8 for
details). Therefore, at high densities detonations are of the pathological type in SNe Ia (Gamezo
et al. 1999; Sharpe 1999, but see Kushnir 2019).

Although detonations are not planar in reality but also show curvature effects and cellular
instabilities (Fickett and Davis 1979; Gamezo et al. 1999; Timmes et al. 2000) these small scale
patterns can be neglected for simulations of SNe Ia. For instance, Timmes et al. (2000) estimate
that the cellular instability reduces the detonation speed to around 1 − 2% below the CJ-value.

Deflagrations
A close look at Figure 4.4 reveals that there are more intersections of R and H in the

lower right part of the diagram. These solutions (only the CJ-solution is visualized via point
h) depict deflagrations. The shallow gradient of R indicates that there is only a very small
difference in pressure between post- and preshock states and that the flame front travels slowly
compared to detonations. More precisely, a deflagration propagates subsonically with respect
to the fuel ahead and is not a compression wave but spreads due to heat conduction, which is a
microphysical effect. Nuclear burning heats the fuel ahead until ignition. Also in this case, the
burning stages described in Section 4.3 process the CO fuel depending on the temperatures and
densities reached inside the reaction zone.
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Figure 4.5: Schematic visualization of Rayleigh-Taylor plumes (buoyancy) and Kelvin-
Helmholtz instabilities (shear). As the low density material rises against gravity shear flows
develop at the interface of ash and fuel, leading to a turbulent cascade represented by spirals.
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Moreover, a deflagration front is subject to hydrodynamic instabilities. First, the ashes ex-
hibit lower densities than the fuel which leads to an inverse density stratification in a WD, and,
thus, to buoyancy. The light, burned material rises and develops the typical mushroom shaped
Rayleigh-Taylor plumes. This behavior is sketched schematically in Figure 4.5. In addition,
a shear flow arises at the edge of the rising material, leading to Kelvin-Helmholtz instabili-
ties. The flame wrinkles and forms the characteristic Kelvin-Helmholtz rolls. Within these
forming spirals, called eddies, new shear flows arise, leading to a turbulent cascade transport-
ing energy from large to small length scales until viscous effects become dominant and kinetic
energy is dissipated to heat (Kolmogorov-scale, Kolmogorov 1941, 1962). The velocity of
the flame front, the laminar velocity sl governed by microphysical effects (mostly conduction,
Timmes and Woosley 1992), is much smaller compared to the turbulent velocities introduced
by Rayleigh-Taylor and Kelvin-Helmholtz instabilities. Therefore, a viable explosion produced
by a deflagration crucially relies on a sound modeling of turbulence (Niemeyer and Hillebrandt
1995; Schmidt et al. 2006a,b). This also requires simulations in three dimensions since tur-
bulence is inherently three-dimensional (3D, compare the results of Reinecke et al. 1999a to
Reinecke et al. 2002b).

It is also important to note that Rayleigh-Taylor instabilities do not develop on arbitrary
length scales, but that there is a minimum scale. This fire polishing length λp = (gs2

l )/(2π)(ρ0 −
ρ)/(ρ0 + ρ) depends on the laminar flame speed, i.e., the propagation due to heat conduction
only, on the density contrast between burned and unburned state, and on the gravitational accel-
eration g. Below this scale buoyancy instabilities are immediately smoothed out by the flame
propagation. A similar length scale exists for Kelvin-Helmholtz instabilities. Since the typical
eddy velocity decreases as energy is transported to smaller scales, the turbulent velocity at some
point equals sl at the so-called Gibson scale lG. In this regime, shear instabilities are overrun
by the flame front and no further turbulence is introduced. lG in combination with the width
of the reaction zone δdef can also be used to separate two distinct deflagration burning regimes.
For lG > δdef the structure of the reaction zone is not affected by turbulent motions and the
deflagration resides in the flamelet regime. The distributed burning regime is characterized by
lG < δdef. Here the internal flame structure is significantly altered as turbulent motions drive
into the reaction zone and partially destroy the flame front. Since lG decreases and δdef increases
with density both regimes are encountered in SNe Ia explosions as the flame moves from the
core to the outer layers of the WD (Röpke 2017).

Summary of the main differences
In summary, detonations are shock waves traveling at supersonic velocities. Thus, the WD

structure is not able to adjust and matter is burned according to the initial density profile. More-
over, a one-dimensional (1D) plane wave is a good approximation for a detonation front. A
deflagration instead propagates subsonically leading to an expansion of the whole star during
the burning process. Although the laminar flame velocity is low compared to a detonation,
hydrodynamic instabilities such as Raleigh-Taylor and Kelvin-Helmholtz instabilities induce
turbulence and significantly accelerate the burning. Due to the highly wrinkled flame surface a
3D modeling of deflagrations is indispensable.
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4.5 Explosion scenarios

Pure carbon detonation
One of the earliest models for SNe Ia was calculated by Arnett (1969). They assumed

that a CO WD close to MCh will detonate near the center (TNR, see Section 4.1) and find a
strong explosion disrupting the whole star. Since most of the WD initially is at high densities
(ρ > 1 × 107 g cm−3) almost the whole star is burned via Si burning (compare Figure 4.3)
and mostly IGEs are produced (Arnett et al. 1971). Hence, this model cannot reproduce the
observational properties of SNe Ia, i.e., strong signs of Si, S, Ca etc. (see Section 3.2), and is
not regarded as a candidate for SNe Ia.

If, however, the mass of the WD is significantly below MCh the production of IGEs is
reduced in favor of IMEs. Sim et al. (2010) show that detonations in sub-MCh WDs (M =

0.85 − 1.15 M⊙) yield results in broad agreement with observed SNe Ia. Since convective C
burning inside the WD, the simmering phase, is only ignited at higher densities, i.e., near MCh,
there remains the question of how explosive conditions (TNR) are reached in this scenario.

A possible way to ignite a detonation in sub-MCh WDs is the merger of two WDs in the DD
scenario (van Kerkwijk et al. 2010). Simulations of this mechanism were carried out by Lorén-
Aguilar et al. (2009); Pakmor et al. (2010, 2011, 2012). Pakmor et al. (2012), for example,
calculated the merger of two almost equal mass WDs (0.9 + 1.1 M⊙) and find good agreement
with normal SNe Ia. Although the total mass of the system is above MCh the nucleosynthesis
yields resemble those of sub-MCh detonations since the explosion is triggered during the violent
merging process of the two WDs. In this case, matter is not concentrated at the center but rather
smeared out at comparatively low densities. Finally, a detonation might also be triggered as a
result of the head-on collision of two WDs (Rosswog et al. 2009; Raskin et al. 2009; Kushnir
et al. 2012).

Double detonation
For reasons described above, a detonation in a MCh WD is excluded as an explosion mech-

anism for SNe Ia. Another solution to ignite a sub-MCh WD, in addition to the merger model,
is to assume an initial detonation in an accreted He shell (Taam 1980; Nomoto 1982; Woosley
et al. 1986) which then triggers a second detonation inside the CO core. Therefore, this sce-
nario is called a double detonation. The CO detonation can either be ignited simultaneously
with the He ignition at the edge of the WD (edge-lit detonation, Livne and Glasner 1990; Sim
et al. 2012), near the center of the CO core due to the convergence of two compression waves
(converging shock mechanism, see Livne 1990; Livne and Arnett 1995; Fink et al. 2007, 2010;
Townsley et al. 2019), or at the opposite side of He ignition because the He detonation waves
collide and ignite C near the surface (scissors mechanism, see García-Senz et al. 1999; Forcada
et al. 2006; Gronow et al. 2020). In general, the overall observables are not highly sensitive to
the actual C detonation ignition location. The He detonation products, however, are observed at
high velocities and deteriorate the agreement of the sub-MCh detonation model with observed
SNe Ia (Kromer et al. 2010). Therefore, the mass of the accreted He shell at the time of ignition
has to be as low as possible. Recently, Townsley et al. (2019) and Gronow et al. (2021) tested
different shell masses down to 0.02 M⊙ which reduces the observable signatures of He burn-
ing products. These promising results make the double detonation model one of the favorite
scenarios to account for normal SNe Ia.
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There is, however, also the possibility that no secondary C detonation is triggered. The
result is a fast evolving and faint transient dubbed “.Ia SN” by Bildsten et al. (2007). Such
models are candidates for Ca-rich transients (see also Section 3.3).

Pure deflagration
During the simmering phase in a MCh WD it is very likely that a deflagration instead of a

detonation is ignited. This combustion mechanism brings the advantage that the star expands
during the propagation of the flame and not all material is processed in complete Si burning (see
Chapter 8). Therefore, a substantial amount of IMEs is produced in these explosions. Although
the highly turbulent nature of a deflagration is a 3D phenomenon the earliest simulations have
been carried out in 1D (Ivanova et al. 1974; Nomoto et al. 1976, 1984; Iwamoto et al. 1999).
The effective flame speed was, however, an adjustable parameter in these studies. Nevertheless,
1D deflagrations in MCh lead to a good agreement between simulations and observations. In
particular, the W7 model by Nomoto et al. (1984) is still frequently used as a benchmark model.
Subsequently, with increasing computational resources two-dimensional (Livne 1993a,b; Arnett
and Livne 1994a; Khokhlov 1995; Niemeyer and Hillebrandt 1995; Reinecke et al. 1999a; Livne
et al. 2005; Leung and Nomoto 2020) and 3D (Reinecke et al. 2002b; Gamezo et al. 2004; Röpke
2005; Röpke et al. 2006, 2007b; Röpke and Niemeyer 2007; Röpke et al. 2007a; Pfannes et al.
2010; Jordan et al. 2012b; Ma et al. 2013; Malone et al. 2014; Long et al. 2014; Fink et al. 2014)
deflagration studies were carried out. The overall picture emerging from these works is that a
pure deflagration inside a MCh WD cannot account for normal SNe Ia since only moderately
bright events can be reached in terms of ejected 56Ni. Moreover, turbulent combustion leads to
strongly mixed ejecta in contrast to the layered structure derived from observations for normal
SNe Ia (see Section 3.2) which prevents the appearance of a secondary maximum in the NIR
bands.

However, pure deflagrations may be a scenario for the subluminous class of SNe Iax. This
connection is discussed in detail in Chapter 6.

Delayed detonation
As discussed above, a detonation in a MCh WD synthesizes almost exclusively IGEs. If

the detonation is, however, preceded by a deflagration, the WD has expanded and the density
has dropped such that also significant amounts of IMEs are produced in the detonation. The
explosion starts off with a deflagration which burns the central parts of the star at high densities.
Subsequently, as the turbulent deflagration enters the distributed burning regime a detonation
might be triggered due to small scale velocity fluctuations interacting with the flame. Thus, the
detonation is ignited at lower densities of ρ ∼ 107 g cm−3. This explosion mechanism was pro-
posed by Khokhlov (1991a,b,c) and investigated further by Arnett and Livne (1994b); Höflich
et al. (1995); Gamezo et al. (2005); Röpke and Niemeyer (2007); Röpke (2007), and Seitenzahl
et al. (2013b). The LCs and spectra of the delayed detonation model agree significantly better
with normal SNe Ia than those of the pure deflagration scenario (Kasen et al. 2009; Sim et al.
2013; Blondin et al. 2012) since a certain degree of ejecta stratification is introduced. Although
it is unclear whether a deflagration-to-detonation transition really occurs in nature this scenario
is one of the potential explosion mechanisms accounting for normal SNe Ia besides the double
detonation and the violent merger model.
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Gravitationally confined detonation
The gravitationally confined detonation (GCD) scenario is a variant of the delayed detona-

tion model. There is, however, no spontaneous ignition of a detonation required but the deto-
nation is triggered dynamically. The classical GCD model was proposed by Plewa et al. (2004)
and relies on a lop-sided deflagration ignition. Due to the buoyant rising of the deflagration
only one side of the WD gets burned until the flame breaks through the surface of the star and
escapes laterally to sweep across its surface. These ashes then collide at the antipode and ma-
terial is compressed until a detonation is ignited. This detonation then burns the pre-expanded
core and produces a healthy explosion. The relevance and the outcome of this kind of model as
well as some alternative mechanisms are extensively reviewed in Chapter 7.

The list of possible SN scenarios above is by no means complete but involves the most
frequently discussed models (see e.g., Soker 2019 for more variants).

4.6 Solving the progenitor problem

No progenitor system of a SN Ia has been observed yet4, and the observation of a faint and
distant WD before explosion is also a difficult task. Therefore, indirect methods have to be
employed to infer the progenitor star of a SN Ia. A few of these theoretical approaches will be
explained in the following sections.

4.6.1 Supernova modeling pipeline

A common way to investigate the explosion mechanism is to conduct a series of numerical
simulations trying to mimic the various stages and physics of the thermonuclear explosion of a
WD. This “modeling pipeline” is illustrated in Figure 4.6. Details on the numerical treatment
are given in Chapter 5.

Figure 4.6: Supernova modeling pipeline. Credit: Röpke and Sim (2018).

The starting point is an initial model of a WD with a given mass, temperature profile, and
composition. Furthermore, the ignition geometry is a free parameter. In the case of deflagra-
tions, for instance, it is not clear whether the flame is ignited in a single spot or if the explosion
starts off in several isolated points. Thus, the number of ignition points has also been used to
determine the strength of the explosion (see Chapter 6 for a discussion on this point). A hy-
drodynamic simulation of the explosion stage is then carried out. This step yields the ejecta
structure, kinetic energy, and the total mass ejected in the event (see Section 5.1 for details on

4But see McCully et al. (2014) for the possible detection of the companion star of SN 2021Z, a SN Iax.
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the numerics). Subsequently, the nucleosynthesis yields are calculated with a nuclear network
code in a postprocessing step. This step gives the abundances of all the isotopes produced during
the explosion. The isotopic yields and the dynamical structure of the ejecta are then combined
and used as input for radiative transfer calculations. These result in synthetic spectra and LCs
which can then be compared to observations of SNe Ia. Since the whole pipeline is designed
to form a sequence of self-consistent simulations the discrepancies between synthetic and real
observables suggest variations in the initial model, and, thus, give hints toward the nature of the
progenitor.

This method has widely been employed in 1D and 3D throughout the past decades (see e.g.,
Höflich et al. 1993; Höflich et al. 1995; Höflich and Khokhlov 1996; Kasen et al. 2006; Röpke
et al. 2007a; Sim et al. 2012, 2013; Kromer et al. 2013a,b; Dessart et al. 2014a; Townsley et al.
2019; Gronow et al. 2020) and is used in Chapters 6 and 7 to investigate the pure deflagration
and the GCD scenario, respectively.

4.6.2 Galactic chemical evolution

Rather than using the nucleosynthesis yields as input for radiative transfer simulations, they can
also be inserted into a GCE code. These simulations compute the evolution of the abundances
of elements over cosmic time. Since the Universe consisted almost solely of H and He after the
Big Bang and was continuously enriched with heavier elements ejected, for instance, by SNe,
the metallicity, i.e., the fraction of elements heavier than He5, is used as a proxy for time in this
framework. Thus, the composition of galaxies and stars is connected to their time of formation
and the evolution of elements over time can be reconstructed from observations and compared
to the outcome of GCE simulations. These calculations need many input parameters such as an
initial mass function, star formation rates, star formation efficiencies, delay time distributions,
and rates for astrophysical transients, yields of massive star winds, neutron star mergers, SNe II
and SNe Ia (see Matteucci 1996; Côté et al. 2016 for a review). Works studying the chemical
enrichment of the Universe were carried out by Matteucci and Greggio (1986); Matteucci et al.
(2006); Kobayashi et al. (2006); Kobayashi et al. (2020); Kobayashi and Nomoto (2009) and
Prantzos et al. (2018), for example.

Since the composition of SN Ia ejecta is not only different from SNe II but also differs
among various SN Ia scenarios, the results of GCE simulations can be used to draw conclusions
about the possible occurrence of a certain scenario. An extensive analysis of the nucleosynthesis
yields of several SN Ia scenarios and their implication for GCE can be found in Chapter 8.

4.6.3 Rates

As already indicated above, the rates, i.e., the number of SNe per year, as well as delay times,
i.e., the time it takes until explosion after the binary system has formed, influence the outcome
of GCE simulations. Rates and delay times are theoretically predicted via binary population
synthesis (see Han et al. 2020 for a review) and put another constraint on the many possible
scenarios for SNe Ia (see e.g., Han et al. 1995; Yungelson et al. 1995; Wang et al. 2009; Toonen
et al. 2012).

5In GCE models the metallicity is often represented by the ratio of Fe to H compared to their solar values:
[Fe/H] = log [(Fe/H)/(Fe⊙/H⊙)].
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If, for instance, an explosion mechanism is in good agreement with observations according
to the supernova modeling pipeline but predicted rates are too low to comply with the observed
SN rate the scenario still needs a deeper investigation. Delay times in the SD scenario depend
highly on the evolution of the secondary and the accretion process while a DD merger is char-
acterized primarily by the initial separation of the two stars. Therefore, the SD scenario exhibits
two delay time distributions describing H and He accretion, respectively. The rates calculated
for the DD mergers are in better agreement with observations than the results for the SD model
(Ruiter et al. 2009; Maoz et al. 2012; Ruiter 2019).

4.6.4 Supernova remnants

As time proceeds, the light of a SN fades and the ejecta interact with the surrounding circum-
stellar material (CSM) and interstellar matter (ISM). While the explosion of a SN Ia can only be
observed as a point source, the structure of the expanding debris, i.e., the SNR, can be resolved,
and, hence, can give hints toward the progenitor system or explosion mechanism (Milisavljevic
and Fesen 2017). SNRs are observable at all wavelengths from radio to γ-rays.

X-ray observations are particularly useful to investigate the progenitor system since they
reveal the composition of the ejecta. The SN ejecta drive a shock wave, the forward shock, into
the surrounding medium heating it to X-ray emitting temperatures. Moreover, a reverse shock
develops traveling backwards through the expanding ashes, leading to X-ray emission (see e.g.,
Reynolds 2017) for more details on the dynamical evolution of SNRs). The amount of neutron-
rich IGEs such as Mn or stable Ni can then be used to discriminate between MCh and sub-MCh

explosions (Yamaguchi et al. 2015). Furthermore, dominant contributions of IGEs and little
signs of O separate SNe Ia from SNe II (Reynolds et al. 2007). Interaction with CSM is also
a means of differentiating between the SD and the DD degenerate channel since the ambient
medium should be devoid of material in the merger scenario in contrast to the environment of
an accreting WD.

In addition, the morphology of SNRs contains information about the explosion itself. In
order to compare observations to theoretical predictions the outcome of the hydrodynamic ex-
plosion simulation is evolved for several hundred years using an appropriate hydrodynamics
code. The author of this thesis has also been involved in such a study carried out by Ferrand
et al. (2021) providing the mapping of hydrodynamic explosion simulations combined with nu-
cleosynthesis data. Ferrand et al. (2021) evolved pure deflagration as well as delayed detonation
models of SNe Ia for 500 yr. They show that the morphology resulting from different combus-
tion mechanisms as well as deflagration ignition conditions (100 versus 5 ignition spots) can
still be distinguished after a few 100 years.
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Chapter 5

Numerical modeling of type Ia supernovae

In order to shed light on the progenitor system and the explosion mechanism of SNe Ia, nu-
merical simulations are inevitable (see Section 4.6). However, the multidimensional numerical
modeling of the whole life of a star from its birth until the supernova event is virtually impossi-
ble with the currently available computational resources.

First, the length-scales involved span a range of a few orders of magnitude. While an ordi-
nary main sequence star of ∼M⊙ has a radius of R⊙ ∼ 696 000 km it can expand to a few 100 R⊙
during the giant phase and shrinks down to a radius of a few thousand km in the WD stage. In-
ternal hydrodynamic processes such as convection and turbulence are relevant on length scales
down to a few cm. Also the thermonuclear combustion fronts, i.e., deflagrations and detona-
tions, can have a width on the order of a cm depending on the composition and density of matter.
Second, the time-scales of the various stages of stellar evolution differ greatly. The main se-
quence phase lasts a few billion years, the simmering phase of the WD preceding the SNe Ia
takes ∼ 100 years and the explosion itself proceeds in less than 10 s. Subsequently, the radiative
transfer processes in the expelled material have to be followed for a few 100 days. Moreover,
the time-scale for nuclear reactions during explosive burning but also during hydrostatic burn-
ing is much shorter than the hydrodynamic time-scale. Finally, also the relevant physics change
during the evolution of a star. While a rough treatment of convection and a nuclear network in-
cluding ∼ 10 isotopes is enough to capture the basic characteristics of the main sequence phase,
a much more detailed prescription for turbulent motions and combustion fronts is necessary for
a SN explosion simulation. In addition, the explosive nuclear burning proceeds until the iron
peak nuclei, e.g., Fe, Co, Ni, Cu, and Zn, requiring a much larger nuclear network containing a
few 100 isotopes. Later, during homologous expansion, i.e., a self similar, spherical expansion
where the distance is direct proportional to velocity, hydrodynamic effects become irrelevant
but radiation physics come into play.

Because of these complications, the various problems are tackled separately from each other
with different numerical methods. Our work is restricted to the hydrodynamic simulation of the
explosion of a WD, the determination of the explosive nucleosynthesis yields, and the sub-
sequent radiation transport calculations. Therefore, the numerical codes appropriate for these
purposes employed in this thesis will be described in the following.
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5.1 Hydrodynamic simulations - the leafs code

The leafs code is a finite-volume fluid dynamics code based on prometheus by Fryxell et al.
(1989) which was extended and adapted for simulations of SNe Ia by Reinecke et al. (1999b,a,
2002a). The separation of WD matter into small volumes (cuboids in leafs) is well justified
as long as the mean free path of a particle is much smaller than the physical extent of the fluid
cell. This ensures that microphysical effects due to the strong and electromagnetic force, i.e.,
collisions between nuclei, do not affect the fluid flow. The approach also assumes that the fluid
components (electrons and nuclei) are in thermodynamic equilibrium, and, hence, average ther-
modynamic values can be assigned to a volume. The flux of mass, momentum, and energy over
the cell boundaries is then described by three conservation laws: the reactive Euler equations
(Eq. 4.11, 4.12, and 4.13) introduced in Section 4.2. To relate the thermodynamic quantities an
EoS is required such that the temperature, for instance, can be uniquely determined by other
state variables T = T (ρ, ei, X⃗). Since the composition also influences the fluid properties the
variable X⃗ was introduced. The EoS implemented in the leafs code is the Helmholtz-EoS by
Timmes and Swesty (2000) which is appropriate for arbitrarily degenerate conditions (see Sec-
tion 4.1). The gravitational force in leafs is calculated using a fast Fourier-transform based
method solving the full Poisson equation implemented by Schrauth (2015). This replaces the
monopole solver used in previous studies employing leafs (see e.g., Röpke and Hillebrandt
2005; Fink et al. 2010; Seitenzahl et al. 2013b) and is much more accurate for asymmetric ex-
plosion scenarios. The author was responsible for the testing and bug-fixing of this new feature.

To calculate the fluxes over the cell boundaries, the averaged cell-centered values need to
be reconstructed on the interfaces. The easiest way to do this is to assume a constant recon-
struction, i.e., the cell centered value equals the value at the interface, and solve this so-called
Riemann problem at each interface. This method was introduced by Godunov (1959). To bet-
ter capture steep gradients, higher order methods are required. Therefore, leafs employs the
piecewise parabolic method (Colella and Woodward 1984) and a Riemann solver appropriate to
handle the influence of gravity on the cell states and large jumps in the EoS across flame fronts
(Colella and Glaz 1985). Due to the high temperature behind the flame degeneracy is lifted (see
Section 4.1) leading to very different characteristics of the EoS. Moreover, directional split-
ting is employed. The 3D problem is converted into a 1D one by successively calculating the
advection in one direction. To assure higher order accuracy this step is reversed within every
time step. Moreover, to ensure stability the time step is limited by the Courant-Friedrichs-Lewy
(Courant et al. 1928) condition. This criterion makes sure that information cannot cross more
than one cell interface per time step.

During the early development stages, leafs made use of a static Eulerian grid. It was real-
ized early that the simulation needs to follow the evolution until homologous expansion of the
ejecta is achieved. However, a simple expansion of the initial grid would lead to a very low res-
olution of the initial burning stages since the WD expands more than two orders of magnitude
in the first ∼ 100 s of the explosion and the resolution of the flame front, especially the turbulent
motions of a deflagration, is of crucial importance. Therefore, Röpke (2005) implemented two
nested, expanding grids. The inner grid is uniform and expands with the flame front while the
outer, non-uniform grid tracks the expansion of the stellar surface. This approach ensures a
reasonable resolution of the burning region but also allows to follow the expansion of the ejecta
as a whole. Nevertheless, as the flame burns through the WD, the uniform grid covers the whole
computational domain toward the end of the simulations and the overall resolution is reduced
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compared to the initial one.
The nuclear energy generation in leafs is approximated via a small network of five pseu-

dospecies namely C, O, IMEs, IGEs, and α-particles including average values for the respective
binding energy. C and O are converted to IMEs, IGEs, and α-particles according to precalcu-
lated tables in a calibration step (see Fink 2010; Ohlmann et al. 2014). For detonations also the
flame velocity is tabulated assuming CJ solutions.

To calculate detailed isotopic abundances, it is necessary to store thermodynamic quantities
in tracer particles which are distributed randomly throughout the star. Each of these virtual
particles is transported with the fluid flow and represents a certain mass fraction of the WD. In
the simplest case all tracers have equal masses. This, however, leads to a decreasing number of
tracer particles per volume for larger radii. In order to better capture the nucleosynthesis of a
delayed detonation, i.e., a detonation occurring at moderate densities, Seitenzahl et al. (2010)
introduced a hybrid approach allowing varying tracer masses. Furthermore, the tracers are
used to map the abundances to the radiative transfer grid, and, therefore, a rather homogeneous
distribution throughout the ejecta is desired.
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Figure 5.1: Abundance (left) and velocity (right) table for CO detonations at C/O=1 as cali-
brated by the author. The right panel also shows the energy Q released by nuclear reactions.

Since the EoS has been updated to the Helmholtz EoS (Timmes and Swesty 2000) the au-
thor had to redo the calibration. To this end, an explosion simulation using an abundance table
converting all species to IGEs independent of density and temperature is carried out. Subse-
quently, a postprocessing step yields abundances and the respective energy release as a function
of density. The new table then serves as input for another explosion simulation. This iteration
cycle is stopped as soon as the energy release from the postprocessing and the hydrodynamic
simulation have converged. A more detailed description of the calibration method can be found
in Fink (2010). The resulting burning tables are displayed in Figure 5.1. The goal of this cal-
ibration step is to achieve the correct energy release behind the flame to correctly capture the
dynamics of the explosion. Therefore, a one-to-one translation of the abundances to the final
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yields of the postprocessing is not of interest. However, the various burning stages described
in Section 4.3 and the endothermic behavior during NSE are visible. Directly after the shock
front, i.e., before freeze-out, abundances are shifted toward α-particles. This stored energy is
then released in later stages when NSE readjusts toward 56Ni (see Section 4.3). This effect is
also described in Reinecke et al. (2002c) and Röpke and Hillebrandt (2004).

The flame front itself is modeled via the levelset technique of Osher and Sethian (1988)
and Smiljanovski et al. (1997) implemented by Reinecke et al. (1999b). In this approach the
flame front is a discontinuity represented by the zero isosurface of a continuous signed distance
function G. This isosurface separates fuel from ashes as material is only converted at flame
crossing and energy is released according to the calibrated burning tables. In addition to the
passive advection of the flame front with the fluid flow, the front advances either according to
the detonation velocity table or the deflagration velocity (see below).

It was already mentioned in Section 4.4 that deflagrations introduce turbulence, and that
these turbulent motions accelerate the fuel consumption, and, thus, the effective flame speed.
However, since the turbulent cascade goes down to length scales orders of magnitudes smaller
than the spatial resolution ∆ in leafs, a subgrid model calculating the turbulent velocity fluctu-
ation qsgs on the subgrid scale (SGS) was implemented by Schmidt et al. (2006a). It is based on
the filtering approach outlined by Germano (1992). Here, a low pass filter is applied to the dy-
namical equations governing the fluid flow separating resolved from unresolved motions below
the grid scale. Imposing localized closures for second-order moments appearing in the filtered
equations then yields the turbulent SGS energy, and, thus, the SGS velocity fluctuations. The
effective deflagration speed can then be calculated as

sdef =
(︂
s2

l +Ctq2
sgs

)︂1/2
. (5.1)

The laminar flame speed sl is given by Timmes and Woosley (1992) and the burning coefficient
Ct is set to 4/3 as found by Schmidt et al. (2006a).

5.2 Nuclear network calculations - the yann code

For the radiation transport calculations and the insertion of SNe Ia yields into GCE models,
detailed yields of all the isotopes produced during the explosion are needed. These nucleosyn-
thesis yields are calculated detached from the hydrodynamic simulations using the values stored
by the tracer particles such as the temporal evolution of ρ and T , and the initial composition
Xini. The change in the mass fraction of nucleus i can be written in a simplified way as

∂Xi

∂t
=

∑︂

j,k

R jkX jXk +
∑︂

k

Rk(β)Xk +
∑︂

k

Rk(γ)Xk

−
∑︂

i,k

RikXiXk −
∑︂

i

Ri(β)Xi −
∑︂

i

Ri(γ)Xi.
(5.2)

The first term represents the creation of nucleus i via the reaction of two nuclei j and k, the
second one the creation of i due to a β-decay of particle k and the third one the production of
nucleus i via the photodisintegration of nucleus k. Terms 4 to 6 denote the respective destruction
of nucleus i. For simplicity, reactions involving more than two particles, e.g., the triple-α reac-
tion, are neglected here since they have a very low probability. The prefactor R, we refer to it
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as the reaction rate here, contains the nuclear physics (e.g., density and temperature-dependent
cross sections including resonances) as well as other parameters such as ρ and the Avogadro
constant NA omitted here for the sake of simplicity. The nuclear properties of many (exotic)
isotopes have not been measured yet in the correct energy range. Thus, theoretical models have
to be employed introducing significant uncertainties (Lippuner and Roberts 2017). Instead of
the mass fraction X many studies employ the molar abundance Y = X/A with the atomic mass
number A. However, this choice only calls for an adjustment of the prefactors R.

Obviously, an equation like Eq. 5.2 can be written down for every nucleus in the network
producing a large system of nonlinear, coupled ordinary differential equations describing the
evolution of the specific abundances over time. In this work, the nuclear network code yann
(Pakmor et al. 2012) is employed to calculate the nucleosynthetic yields in the postprocess-
ing step (see also Fig. 4.6). It includes reaction rates from the REACLIB library (Rauscher
and Thielemann 2000), weak reaction rates from Langanke and Martínez-Pinedo (2001) and
Coulomb corrections (see Wallace et al. 1982). The network used for the calculations in Pub-
lications 1, 2, and 3 contains 384 isotopes from p and n up to Ge. The matrix which has to be
integrated to solve the system is of size N ×N where N is the number of species in the network.
Since many nuclei are not connected by reactions, this sparse matrix contains a lot of zero ele-
ments and includes a wide range of reaction rates producing a stiff system of equations which
needs to be integrated implicitly (Timmes and Arnett 1999). Therefore, the method of Bader
and Deuflhard (1983) is implemented.

5.3 Radiative transfer modeling - the artis code

The RT calculations included in Publications 1 and 2 are not part of the contribution of the
author to this thesis. They are, however, included in the publications, and, thus, the artis code
employed is described briefly here. The simulations were carried out by Fionntan Callan from
Queen’s University Belfast.

The artis code is a 3D Monte Carlo radiative transfer code developed by Sim (2007) and
Kromer and Sim (2009) based on methods presented in Lucy (2005). Data gained from the hy-
drodynamics and postprocessing, i.e., density, temperature, velocity, and abundances, is mapped
to an expanding Cartesian grid using an SPH (smoothed particle hydrodynamics) approach.
Since matter is in homologous expansion the hydrodynamics is now detached from radiative
processes. Radioactive pellets are distributed across the grid according to the density profile
and the distribution of radioactive isotopes such as 56Ni, 56Co, 52Fe, or 48Ti. Each decay then
isotropically emits a γ-packet which is propagated through the ejecta via a Monte Carlo sim-
ulation. The same holds for UVOIR radiation (r-packets). Thermal kinetic energy is stored in
k-packets while i-packets store atomic excitation or ionization energy. Interaction with matter
is taken into account via Compton scattering and absorption of photons. Moreover, pair pro-
duction of energetic quanta is included. These processes shift radiative energy between i-, r-,
k-, and γ-packets according to the particular physical process involved. Line interactions are
treated using the Sobolev approximation (Sobolev 1957), i.e., assuming that thermal velocities
are negligible compared to the ejecta velocities. The assumption of homologous expansion as
well as the Sobolev approximation hugely simplify the solution of the time dependent radiative
transfer problem. Since the results of the RT calculations depend only on the input from the ex-
plosion simulation including the postprocessing and atomic data (describing line interactions),
the outcome is parameter free and self-consistent.
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ABSTRACT

Context. Due to the ever increasing number of observations during the past decades, Type Ia supernovae are nowadays regarded as
a heterogeneous class of optical transients consisting of several subtypes. One of the largest of these subclasses is the class of Type
Iax supernovae. They have been suggested to originate from pure deflagrations in carbon-oxygen Chandrasekhar mass white dwarfs
because the outcome of this explosion scenario is in general agreement with their subluminous nature.
Aims. Although a few deflagration studies have already been carried out, the full diversity of the class has not been captured yet. This,
in particular, holds for the faint end of the subclass. We therefore present a parameter study of single-spot ignited deflagrations in
Chandrasekhar mass white dwarfs varying the location of the ignition spark, the central density, the metallicity, and the composition
of the white dwarf. We also explore a rigidly rotating progenitor to investigate whether the effect of rotation can spawn additional
trends.
Methods. We carried out three-dimensional hydrodynamic simulations employing the leafs code. Subsequently, detailed nucleosyn-
thesis results were obtained with the nuclear network code yann. In order to compare our results to observations, we calculated
synthetic spectra and light curves with the artis code.
Results. The new set of models extends the range in brightness covered by previous studies to the lower end. Our single-spot ignited
explosions produce 56Ni masses from 5.8 × 10−3 to 9.2 × 10−2 M�. In spite of the wide exploration of the parameter space, the main
characteristics of the models are primarily driven by the mass of 56Ni and form a one-dimensional sequence. Secondary parameters
seem to have too little impact to explain the observed trend in the faint part of the Type Iax supernova class. We report kick velocities
of the gravitationally bound explosion remnants from 6.9 to 369.8 km s−1. The magnitude as well as the direction of the natal kick is
found to depend on the strength of the deflagration.
Conclusions. This work corroborates the results of previous studies of deflagrations in Chandrasekhar mass white dwarfs. The wide
exploration of the parameter space in initial conditions and viewing angle effects in the radiative transfer lead to a significant spread in
the synthetic observables. The trends in observational properties toward the faint end of the class are, however, not reproduced. This
motivates a quantification of the systematic uncertainties in the modeling procedure and the influence of the 56Ni-rich bound remnant
to get to the bottom of these discrepancies. Moreover, while the pure deflagration scenario remains a favorable explanation for bright
and intermediate luminosity Type Iax supernovae, our results suggest that other mechanisms also contribute to this class of events.
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1. Introduction

Type Ia supernovae (SNe Ia) have, for a long time, been thought
to form a rather homogeneous class of cosmic explosions.
In fact, the majority of events show similar photometric and
spectroscopic behavior. Their light curves follow an empiri-
cal width-luminosity relation (WLR, Phillips relation, Phillips
1993), associating broad shapes with bright events. This property
makes these so-called Branch-normal supernovae (Branch et al.
1993, 2006) standardizable candles, widely employed for dis-
tance measurements (Riess et al. 1996; Schmidt et al. 1998;
Perlmutter et al. 1999; Jha et al. 2007). However, the increasing
number of observations over the past decades led to the detection
of outliers and eventually called for the introduction of several

subclasses of SNe Ia. These subtypes are believed to share the
thermonuclear origin with normal SNe Ia, that is, the disrup-
tion of a carbon-oxygen (CO, in some cases also oxygen-neon
(ONe), Marquardt et al. 2015; Kashyap et al. 2018) white dwarf
(WD) due to explosive nuclear burning, but they exhibit clear
differences in some characterizing properties (see Taubenberger
2017 for a review).

The largest of these subclasses of SNe Ia is the sublumi-
nous supernovae of Type Iax (SNe Iax), with more than ∼50
members observed. According to Foley et al. (2013), SNe Iax
might account for about 31% of all SNe Ia while Li et al. (2011)
and White et al. (2015) estimated their rate to be ∼5% (Jha
2017). The typical object for this class is SN 2002cx (Li et al.
2003), and, therefore, at least the brighter objects are also called
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02cx-like events. Foley et al. (2013) named these transients
SNe Iax and defined the key observational features of this class
as follows: (i) no evidence of hydrogen in any spectrum, (ii)
lower maximum-brightness photospheric velocity than any nor-
mal SN Ia, (iii) low absolute magnitude near maximum light
in relation to the width of its light curve (i.e., they fall below
the WLR), and (iv) spectra similar to SN 2002cx at comparable
epochs.

While the first criterion represents the usual distinction
between SNe Ia and supernovae of Type II, the second and third
requirements suggest the production of only a small amount
of energy. The optical emission from SNe Ia is powered by
the radioactive decay of 56Ni to 56Co in the early phase, and,
therefore, their brightness is directly linked to the ejected mass
of 56Ni. Peak absolute brightnesses derived from observations
range between −14 ≥ MV ≥ −19, inferred 56Ni masses lie
between 0.003 and 0.27 M� (Foley et al. 2013; Jha 2017), and
ejected masses Mej between 0.15 M� for the faintest mem-
bers of this class, such as SN 2008ha (Foley et al. 2009),
and up to approximately MCh for the brightest events (e.g.,
SN 2012Z, Stritzinger et al. 2015). Normal SNe Ia, in contrast,
eject between 0.3 and 0.9 M� of 56Ni (Hillebrandt et al. 2013).
In addition, ejecta velocities are significantly lower than those
of normal SNe Ia and usually fall below 8000 km s−1 down to
.2000 km s−1 for the faintest SNe Iax (Foley et al. 2009). How-
ever, B-band light curve decline rates span a similar range com-
pared to normal events, but they cannot be connected to the
corresponding brightness via the WLR, and, thus, SNe Iax are
not employed as distance indicators. The shape of their light
curves in the optical regime resembles normal SNe Ia while
the prominent second peak in the near-infrared (NIR) bands
(IJHK; Hamuy et al. 1996; Kasen 2006) is absent in SNe Iax
(Foley & Kirshner 2013; Magee et al. 2016; Jha 2017). Also
the redder bands tend to decline slower compared to lower
wavelengths (Tomasella et al. 2016) and show a larger variation
in decline rates compared to normal SNe Ia. There is also a
loose corellation between photosperic velocities and peak mag-
nitudes (McClelland et al. 2010; Foley & Kirshner 2013), that
is, brighter events also show higher expansion velocities, chal-
lenged only by some outliers such as SN 2009ku (Narayan et al.
2011) and SN 2014ck (Tomasella et al. 2016). In addition,
Magee et al. (2016) study the rise times of SNe Iax (trise =
9−28 d) and find an increasing trend with peak r-band magni-
tude, but again with a clear outlier, namely SN 2009eoi.

The near maximum spectrum of SN 2002cx, and, by defini-
tion those of other SNe Iax, is characterized by prominent Fe III
lines and relatively weak signs of IMEs, for example, Si II and
S II (Branch et al. 2004). Surprisingly, this is quite similar to
the overluminous and rapidly expanding SN 1991T-like events.
The photospheric velocity, however, is very low (∼7000 km s−1)
making it easier to identify individual species since absorption
and emission features are broadened less. About two weeks after
maximum the Si II feature has disappeared and the spectrum is
dominated by singly ionized iron group elements (IGEs). Until
56 d the spectrum resembles those of normal SNe Ia at slightly
later times and has not turned nebular yet (Branch et al. 2004).
The late-time spectra of SN 2002cx (227 and 277 d) were exam-
ined by Jha et al. (2006). They found that the spectra did not
change significantly after 56 d post maximum and deviate sig-
nificantly from those of normal SNe Ia. Instead of being domi-
nated by forbidden lines of Fe and Co typical for nebular spectra
they exhibit P Cygni features of Fe II but also IMEs and poten-
tially signs of oxygen. Foley et al. (2016) also state that late-time
spectra of SNe Iax only show minor changes over time and that

differences among the subclass originate primarily from differ-
ent expansion velocities. Finally, they find clear signs of Ni II
pointing toward a significant amount of stable Ni in the ejecta.

Several different progenitor systems and explosion mecha-
nisms have been proposed for thermonuclear supernovae dur-
ing the past decades. The explosion of the WD is triggered
by the interaction with a hydrogen or helium-rich companion
(single-degenerate scenario, Whelan & Iben 1973) or another
WD (double-degenerate scenario, Iben & Tutukov 1984). Fur-
thermore, the explosion is caused by a thermonuclear runaway
in degenerate matter resulting in either a subsonic deflagra-
tion or a supersonic detonation. The propagation of a defla-
gration is mediated by heat conduction while a detonation
proceeds as a shock wave. Moreover, a spontaneous transi-
tion from a deflagration to a detonation has been proposed by
Blinnikov & Khokhlov (1986), Khokhlov (1989) and was stud-
ied by Khokhlov (1991), Gamezo et al. (2005), Röpke (2007),
and Seitenzahl et al. (2013), for instance. Comprehensive sum-
maries of the whole “zoo” of possible SN Ia explosion scenar-
ios can be found in reviews, for example, Wang & Han (2012),
Hillebrandt et al. (2013), Livio & Mazzali (2018), Röpke & Sim
(2018), and Soker (2019).

One promising scenario for explaining SNe Iax is a MCh
pure deflagration as proposed by Branch et al. (2004, 2006)
for SN 2002cx and Chornock et al. (2006) and Phillips et al.
(2007) for SN 2005hk. Recently, deflagrations in hybrid carbon-
oxygen-neon (CONe) instead of pure CO WDs have also been
considered as progenitors for SNe Iax (Denissenkov et al. 2015;
Kromer et al. 2015; Bravo et al. 2016). This scenario naturally
accounts for many characteristics of SNe Iax. Most notably, the
simulations of these explosions do not eject enough 56Ni to reach
the absolute magnitudes of normal SNe Ia, and, depending on
the ignition configuration, do not disrupt the whole WD, but
leave behind a bound remnant (Jordan et al. 2012; Kromer et al.
2013; Fink et al. 2014). Foley et al. (2014) speculate about the
existence of such a bound remnant in SN 2008ha and suggest
that it emits a wind preventing the spectra from transitioning
to the nebular phase which is one of the most characterisitc
properties of SN Iax spectra. Moreover, evidence for a bound
remnant was also found in the slowly declining late-time light
curve of SN 2014dt by Kawabata et al. (2018) and very recently
in SN 2019muj (Kawabata et al. 2021). The latter also employ
their analytical, phenomenological light curve model to other
SNe Iax and conclude that their late-time light curves are well
matched assuming radiating burning products at low velocities.
The radiation of gravitationally bound or slowly expanding 56Ni
is also suspected to contribute to the light curves and spectra
by Foley et al. (2016), Magee et al. (2016), and Shen & Schwab
(2017).

These deflagrations lead to photospheric velocities in the
observed range below those of normal SNe Ia. The detection of
IGEs and IMEs in their spectra at all times and the lack of a
second maximum in the NIR ligth curves (see Kasen 2006) sug-
gests a rather mixed ejecta structure which is a natural outcome
of a turbulent deflagration. However, the assumption of com-
pletely mixed ejecta in some bright SNe Iax has been challenged
by Stritzinger et al. (2015), Barna et al. (2017, 2018). There-
fore, a pulsational delayed detonation (Höflich & Khokhlov
1996) scenario was proposed for the most energetic SNe Iax
(Stritzinger et al. 2015). However, the need for stratification
in the moderately bright SN 2019muj was not found to be
very strong for all elements except carbon in the outer layers
(Barna et al. 2021). It should be noted that their approach is only
sensitive to velocities between 3600 and ∼6500 km s−1. In this
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region, their stratified template model does not differ signifi-
cantly from well mixed deflagration ejecta.

The single degenerate scenario suffers the problem of
stripped hydrogen or helium from the companion star: It is
expected that the explosion of the WD will remove material
from its donor which should be seen in the late-time spectra
(Pakmor et al. 2008; Lundqvist et al. 2013; Bauer et al. 2019).
Since SNe Iax are less energetic than normal SNe Ia, Liu et al.
(2013) and Zeng et al. (2020) argue that the stripped hydrogen
or helium might stay below the detection limit. Magee et al.
(2019) also look for helium features in SNe Iax and find that
their NIR spectra are compatible with only very small amounts
of helium and that it is easier to detect in fainter models.
Another hint toward the MCh scenario for SNe Iax is the possi-
ble detection of a bright helium-star at the location of SN 2012Z
(McCully et al. 2014a) because accretion of helium is a plausi-
ble way for a WD to reach MCh. McCully et al. (2022) present
very late time observations of SN 2012Z up to 1425 d after max-
imum light. They find that the event is still about a factor of two
brighter than pre-explosion and attribute this either to the shock-
heated companion, a bound remnant (see above), or radioactive
decay of long-lived isotopes other than 56,57Co. In addition, the
recently detected hypervelocity WDs with an unusual composi-
tion (Raddi et al. 2019) have also been associated with the bound
remnant WD cores found in simulations of MCh deflagrations.
These characteristics make MCh deflagrations a promising sce-
nario for SNe Iax and motivate a deeper investigation of this
model. Moreover, their occurrence in star-forming regions of late
type galaxies are in line with a WD accreting helium from its
donor star (Lyman et al. 2018).

SNe Ia contribute substantially to cosmic nucleosynthesis
(Nomoto et al. 2013; Thielemann et al. 2018) and it is widely
accepted that they are required for the production of the neutron-
rich element manganese alongside core-collapse supernovae
(Seitenzahl et al. 2013; Kobayashi et al. 2006, 2020; Lach et al.
2020). Explosions of MCh WDs are able to produce super-
solar amounts of Mn relative to Fe in their innermost, that
is, densest, parts in normal freeze-out from nuclear statistical
equilibrium (NSE, see Woosley et al. 1973; Hix & Thielemann
1999; Seitenzahl et al. 2009; Bravo 2019) since the rate of
electron captures increases with density (Chamulak et al. 2008;
Piro & Bildsten 2008; Brachwitz et al. 2000). Therefore, if
SNe Iax originate from deflagrations in MCh WDs they are
promising candidates for the enrichment of the Universe with
Mn. Recently, double-detonation models for SNe Ia came into
the focus as a production site of Mn, but they can probably not
completely replace explosions of MCh WDs (Lach et al. 2020;
Gronow et al. 2021).

Simulations of deflagrations in MCh CO WDs with a clear
relation to SNe Iax have been carried out by Jordan et al. (2012),
Long et al. (2014), Kromer et al. (2013, 2015), Fink et al.
(2014), and Leung & Nomoto (2020). We summarize the find-
ings and shortcomings of this previous work in more detail in
Sect. 2.

As an alternative scenario, SN 2008ha has also been spec-
ulated to be a core-collapse SN (Valenti et al. 2009) or even
a failed detonation of an ONe WD merging with a CO sec-
ondary (Kashyap et al. 2018). Fernández & Metzger (2013) also
bring a detonation ignited in a WD-neutron star merger event
into play for SNe Iax. While the historic SN Iax remnant
SN 1181 is believed to originate from an ONe-CO WD merger
(Oskinova et al. 2020; Ritter et al. 2021) the SN remnant Sgr A
East has recently been associated with a failed deflagration pro-
ducing a SN Iax (Zhou et al. 2021). Hence, the question whether

it is possible to explain the entire class of SNe Iax in the frame-
work of the pure deflagration in a MCh WD model remains.

To address this question, we present an extensive set of three-
dimensional (3D) full-star simulations of deflagrations in MCh
CO WDs. Since the most realistic ignition configuration con-
sists of only one spot (Kuhlen et al. 2006; Zingale et al. 2009;
Nonaka et al. 2012) we restrict our suite of simulations to single-
spot ignition. The location of this ignition spark and the central
density are systematically varied to investigate the dependence
on these parameters. With this study, we aim to extend the set
of deflagration models toward the faintest events of the SNe Iax
class and systematically determine expected properties of bound
remnants. Furthermore, we aim to explore whether the restric-
tion to a single ignition spark but variation of other parame-
ters can change the general characteristics of pure deflagration
models.

The paper is structured as follows: We give a summary of
previous deflagration studies in Sect. 2 followed by a short
overview of the numerical methods used to simulate the explo-
sion in Sect. 3. Subsequently, we describe our initial models in
Sect. 4 and discuss the results of the hydrodynamic simulations
in Sect. 5. The outcome of the radiative transfer (RT) calcula-
tions is compared to observations in Sect. 6. Finally, we wrap up
our findings and conclusions in Sect. 7.

2. Previous work

In the following we summarize the results of various works con-
cerning the modeling of deflagrations in MCh WDs in connection
to SNe Iax. These results help to understand the open questions
and shortcomings of the currently available simulations and also
guide the choice of parameters for the study carried out in our
work.

2.1. Jordan et al. (2012)

Jordan et al. (2012, hereafter J12) present a set of models of
pure deflagrations in CO MCh WDs. Since their models fail
to ignite a delayed detonation and do not unbind the WD,
they call these explosions failed-detonation SNe. They carry
out two-dimensional (2D) as well as 3D hydrodynamic simu-
lations, but do neither present detailed nucleosynthesis yields
nor radiative transport calculations. Their MCh WD (1.365 M�,
ρc = 2.2×109 g cm−3) is ignited in 63 spots of 16 km radius con-
tained inside a sphere of 128 km radius. This sphere is located
slightly off-center at distances of 48, 38, 28 and 18 km from the
center of the WD. The 2D run, however, uses only four ignition
sparks inside a circle with a radius of 64 km displaced by 70 km
from the center of the WD.

As mentioned above, the explosion in the WD leaves behind
a bound remnant in all of their simulations although 89 to 167%
of the initial binding energy Ebind are released during the defla-
gration phase. This shows that the released energy is not nec-
essarily distributed homogeneously and that multidimensional
effects need to be taken into account. Their explosions eject
between 0.23 and 1.09 M� of material including 0.07 to 0.34 M�
of IGEs. Unfortunately, values for the production of 56Ni are
not given. The ejecta velocities lie below 10 000 km s−1 and they
find an asymmetric ejecta structure characterized by a surplus of
burning products at the ignition side and CO fuel in the oppo-
site direction. These features lead them to the conclusion that
their models might be candidates for SNe Iax, at least for the
bright SN 2002cx-like members of this subclass. However, a
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comparison of synthetic observables to observations is not part
of this study.

Another interesting aspect investigated by J12 is the kick
velocity vkick of the bound remnant. Since the explosion proceeds
asymmetrically the bound core receives a kickback between 119
and 549 km s−1 which might be enough to unbind the remnant
from the binary system. Together with its composition enriched
by burning products such a puffed-up WD is a possible explana-
tion for peculiar iron-rich WDs (see e.g., Provencal et al. 1998;
Catalan et al. 2008 and for more recent works Vennes et al.
2017; Raddi et al. 2018a,b, 2019; Neunteufel 2020).

2.2. Long et al. (2014)

Long et al. (2014, hereafter L14) present a follow-up study of
the work by J12. They utilize the same progenitor model, but
also specify that they employ zero metallicity, a C/O ratio of 1
(i.e., 50% C and 50% O), and a constant temperature of T =
3 × 107 K. The only free parameter is the ignition geometry. It
consists again of bubbles of 16 km radius. These are confined
to spheres of radius 128, 256 and 384 km located at the center of
the WD. In addition, the total number of ignition sparks is varied
between 63 and 3500. They carry out six 3D full-star simulations
including a postprocessing step and one-dimensional (1D) RT
calculations yielding synthetic light curves.

Although the total energy Etot (sum of gravitational energy
Egrav, kinetic energy Ekin and internal energy EI) is positive
in all their models we cannot judge whether the whole WD is
unbound since it is not specified in the paper. They arrive at 56Ni
masses M(56Ni) between 0.135 and 0.288 M�, nuclear energies
Enuc between 6.78 and 9.60 × 1050 erg, and kinetic energies of
the ejecta Ekin,ej between 2.44 and 5.01 × 1050 erg. The main
finding is that the initial spatial density of the ignition sparks
as well as the outer radius of the confining sphere determine the
outcome of the simulation. As a first effect, a dense distribution
leads to a high burning rate in the early phase of the flame propa-
gation. Subsequently, the bubbles merge very rapidly, and, thus,
the flame surface decreases leading to a reduction in the burning
rate. Second, the gravitational acceleration, and, therefore, the
buoyant force increases with radius. This causes a rapid increase
in the energy production for large ignition radii but also an ear-
lier quenching of the flame as the deflagration reaches the outer
part of the WD. There is most probably an optimal choice for the
number of ignition sparks per volume and the maximum igni-
tion radius in terms of M(56Ni). The approximate number and
spatial density of ignition kernels has already been estimated by
Röpke et al. (2006a). In the study of L14 a modest number of
bubbles (128) confined to a 128 km sphere yields the highest
mass of 56Ni while very many sparks (3500) inside a 384 km
sphere set the lower limit.

Finally, an examination of the synthetic light curves shows
that models ignited with ∼100 kernels show more similarities
to SNe Iax than vigorously ignited models with ∼1000 sparks.
However, also in this study only the luminosities of bright
SNe Iax are reached.

2.3. Fink et al. (2014)

The work of Fink et al. (2014, hereafter F14) was developed
simultaneously to the study of L14. They conduct 14 3D full-
star simulations of pure deflagrations in MCh CO WDs study-
ing mainly the impact of the ignition geometry. In detail, they
vary the number N of ignition kernels from 1 to 1600, and,

for two models (N = 300 1600), they also set up a denser dis-
tribution of the bubbles. Their initial WD has a central den-
sity of 2.9 × 109 g cm−3, a constant temperature of 5 × 105 K,
and mass fractions of X(12C) = 0.475, X(16O) = 0.50 and
X(22Ne) = 0.025 to account for solar metallicity. Moreover, one
model (N = 100) has also been calculated at central densities of
1.0 × 109 g cm−3 and 5.5 × 109 g cm−3.

Concerning the nuclear energy release and the production
of 56Ni F14 arrive at the same conclusion as L14 stating that
models ignited in many, densely located sparks lead to less
powerful explosions compared to moderately ignited WDs. The
highest amount of 56Ni is found in the model with 150 initial ker-
nels. Moreover, the energy production in the high-density model
does not differ significantly from their standard model while the
low-density simulation leads to noticeable less released nuclear
energy. However, the high-density model produces no more 56Ni
than the low-density run because of the more neutron-rich nucle-
osynthesis at high densities favoring the production of stable
IGEs instead.

In contrast to L14, F14 also explicitly report the existence of
bound remnants for models ignited in less than 100 spots. These
remnants are enriched with burning products and reach masses
up to 1.32 M�. In addition, they also calculate their respective
kick velocity, but arrive at values an order of magnitude below
those presented by J12 ranging between 4.4 and 36 km s−1. They
speculate that their use of an approximate monopole solver for
the gravitational force might account for the differences.

F14 also present synthetic light curves and spectra result-
ing from 3D RT simulations concluding that models with less
than 20 ignition sparks are compatible with SNe Iax. However,
even their faintest explosion (N = 1) does not reach the faintest
members of the SN Iax class, SN 2008ha and SN 2019gsc. The
predicted spectra look very similar without a significant viewing
angle dependency. Kromer et al. (2013, hereafter K13) present
an in-depth analysis of the explosion ignited in 5 bubbles (Model
N5). They compare N5 to SN 2005hk and state that peak lumi-
nosity, the colors at maximum and the decline in UBV bands
coincide very well. Also the presence of IGEs at all times and
the lack of a secondary maximum matches the characteristics
of SNe Iax. However, the decline in red bands (RIJH) is sig-
nificantly too fast and also the B-band rise time is too short to
conform with SN 2005hk. One way to achieve a slower decline
and keeping the peak luminosity fixed is to increase the ejected
mass at constant M(56Ni). In addition, the influence of the bound
remnant on the observables was not investigated yet.

2.4. Kromer et al. (2015)

In order to reach the faint end of the SN Iax subclass,
Kromer et al. (2015, hereafter K15) carry out a deflagration sim-
ulation inside a MCh hybrid CONe WD. These progenitors had
been proposed in the work of Denissenkov et al. (2013, 2015).
The initial conditions, that is, density, temperature and ignition
condition, were chosen to be similar to N5 of F14. The WD con-
sists of a 0.2 M� CO core and a 1.1 M� ONe mantle. The burning
is assumed to quench as soon as the flame reaches the ONe layer
which leads to a very faint explosion ejecting only 0.014 M� in
total and 3.4 × 10−3 M� of 56Ni. This provides a good fit to the
peak luminosity of one of the faintest SN Iax, SN 2008ha. But
still the decline (red bands) and rise of the light curve is too fast.
Moreover, some line features around maximum cannot be repro-
duced. These deficiencies also hint toward too little ejected mass.
K15 point out that the 56Ni enriched bound remnant might also
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have an influence on the light curve at late and possibly even
early times depending on the structure of the remnant.

Bravo et al. (2016) also investigated the hybrid CONe WD
scenario with 1D simulations and varying CO core masses. Their
study includes pure detonations and delayed detonation mod-
els. They conclude that only delayed detonations resemble bright
SNe Iax not reaching intermediate and low-luminosity events.

2.5. Leung & Nomoto (2020)

An extensive deflagration study with reference to SNe Iax was
presented by Leung & Nomoto (2020, hereafter L20). They start
with MCh CO and CONe WDs and vary the central density
between 0.5×109 g cm−3 and 9.0×109 g cm−3. Furthermore, they
use two different ignition conditions, that is, the c3-ignition by
Reinecke et al. (1999a) and a single bubble. Unfortunately, they
do not give details on the radius and the location of the igni-
tion spark. Their simulations are conducted in 2D only and the
emphasis in their work lies on the nucleosynthesis products and
not on optical observables.

They report 56Ni masses between 0.20 and 0.36 M� and total
ejected masses between 0.92 and 1.36 M�. This indicates that
these models can only account for the brightest SNe Iax, such as
SN 2012Z.

2.6. Summary

In summary, all the deflagration studies above claim to produce
models which can account for SNe Iax although not all of them
carry out RT simulations and compare to observations. In these
cases, the claim originates from the low explosion energies, low
ejecta velocities and low masses of 56Ni compared to normal
SNe Ia. It is also well known that pure deflagrations do not pro-
duce a secondary maximum in infrared bands. Studies includ-
ing synthetic observables, L14, K13, F14, and K15, corrobo-
rate this claim. However, there are some discrepancies regarding
the width of the model light curves (see above). Therefore, to
explain the decline rate and rise times of SNe Iax and also the
diversity among this subclass a much wider exploration of the
parameter space is necessary.

Moreover, these modeled events cover a reasonable range
in brightness, that is, ejected mass of 56Ni, but they do not
account for the full diversity of the class of SNe Iax and show a
bias toward bright events while the fainter objects, for instance,
SN 2008ha (Foley et al. 2009), SN 2010ae (Stritzinger et al.
2014), and SN 2019gsc (Srivastav et al. 2020; Tomasella et al.
2020) are not reached. One of the major shortcoming of the
works mentioned above is their use of the ignition configuration,
that is, the location, shape, size and number of the initial ignition
kernels, as a free parameter to control the strength of the defla-
gration. This is in strong contrast to the works of Zingale et al.
(2011) and Nonaka et al. (2012) which suggest the ignition in
one spark off-center.

3. Numerical methods

For the hydrodynamic simulations we employ the leafs code
which has already been successfully used for a large num-
ber of explosion simulations (e.g., Röpke & Hillebrandt 2005;
Röpke et al. 2007; Seitenzahl et al. 2013; Fink et al. 2014, 2018;
Ohlmann et al. 2014; Marquardt et al. 2015). It is based on
the Prometheus code by Fryxell et al. (1989) that has been
extended and adapted by Reinecke et al. (1999a) to simulate

SNe Ia. For solving the reactive Euler equations it takes a
finite volume approach using the piecewise parabolic scheme
by Colella & Woodward (1984). In order to treat flame fronts as
discontinuities, the level-set technique (Osher & Sethian 1988)
has been implemented by Reinecke et al. (1999b). Nuclear burn-
ing and, therefore, the production of energy at the flame front is
taken care of by the appropriate conversion of 5 pseudospecies
representing carbon, oxygen, IMEs, IGEs and α-particles (see
Ohlmann et al. 2014). To follow the explosion until the expelled
material expands homologously, Röpke (2005) implemented two
nested expanding grids. The inner grid tracks the flame while
the outer one follows the expansion of the star. The most recent
developments are the implementation of the Helmholtz equation
of state (EoS, Timmes & Arnett 1999) including Coulomb cor-
rections and a fast Fourier transform based gravity solver which
solves the full Poisson equation and replaces the monopole
solver of previous simulations.

In order to capture the detailed nucleosynthesis, we employ
the tracer particle method (Travaglio et al. 2004). Virtual par-
ticles are advected passively with the flow and record thermo-
dynamic quantities such as temperature, density, pressure etc.
In a postprocessing step the nucleosynthesis results are calcu-
lated with the nuclear network code yann (Pakmor et al. 2012).
We employ the 384 species network of Travaglio et al. (2004)
based on work by Thielemann et al. (1996), Iwamoto et al.
(1999), nuclear reaction rates (version 2009) from the reaclib
database (Rauscher & Thielemann 2000), and weak rates from
Langanke & Martínez-Pinedo (2001).

To compare synthetic observables (i.e., light curves and
spectra) with data, we carry out RT simulations using the 3D
Monte Carlo RT code artis (Sim 2007; Kromer & Sim 2009).
artis follows the propagation of γ-ray photons emitted by the
radioactive decay of the nucleosynthesis products and deposits
energy in the supernova ejecta. It then solves the RT prob-
lem self-consistently enforcing the constraint of energy conser-
vation in the co-moving frame. Assuming a photoionization-
dominated plasma, the equations of ionization equilibrium are
solved together with the thermal balance equation adopting an
approximate treatment of excitation. Since a fully general treat-
ment of line formation is implemented, there are no free param-
eters to adjust. This allows direct comparisons to be made
between the synthetic spectra and light curves and observational
data. Line of sight dependent spectra are calculated employing
the method detailed by Bulla et al. (2015) which utilizes “virtual
packets”. This method significantly reduces the Monte-Carlo
noise of the viewing angle dependent spectra.

4. Initial setup

We carried out full-star simulations of the explosion of a CO
WD on a spatial grid with 5283 cells in the nested expanding
grid approach. This resulted in an initial resolution of 2.06 km
per cell in the central part of the star for all initial models
and guaranteed that the flame resolution is similar across all
models during the early phase of the explosion. We distributed
4 096 000 tracer particles representing equal mass fractions of
the material throughout the star. This rather large number was
chosen to guarantee a sufficient representation of the ejecta since
only a small part of the star is expected to become unbound.
The metallicity in the hydrodynamic simulation was only repre-
sented by the electron fraction Ye, which is set to the solar value
Ye = 0.499334658 according to the solar composition published
by Asplund et al. (2009). In the nucleosynthesis postprocessing
step we used the Asplund et al. (2009) values with C, O, and N
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Fig. 1. Sketch of the ignition configuration. The blue sphere only serves
to guide the eye. The enlarged figure shows the morphology of the igni-
tion spark.
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Fig. 2. Initial density profiles (solid lines), cumulative masses (dashed
lines) and ignition radii indicated by scatter points. Solid squares depict
that models with intermediate to high ignition radii are ignited at same
mass coordinate.

isotopes converted to 22Ne and ignoring hydrogen and helium.
For subsolar metallicities, we did not simply scale all isotope
mass fractions but fix the ratios of some α-elements to measure-
ments in low-metallicity stars (i.e., [C/Fe] = 0.18, [O/Fe] = 0.47,
[Mg/Fe] = 0.27, [Si/Fe] = 0.37, [S/Fe] = 0.35, [Ar/Fe] = 0.35,
[Ca/Fe] = 0.33, [Ti/Fe] = 0.23, Prantzos et al. 2018). This choice
reflects the fact that α-elements were overabundant at early times
since they are primarily produced in core collapse supernovae.
Moreover, all simulations assumed equal amounts of C and O in
the WD material if not specified otherwise.

As pointed out in Sect. 1 the most probable ignition con-
figuration is one single spot. Nonaka et al. (2012) find that the
ignition is most probable between 40 and 75 km off-center with
an upper limit of 100 km. Hence, we restricted this study to
single-spot ignitions. To provide some initial perturbations for
Rayleigh-Taylor instabilities to develop, the spark consists of 8
bubbles of 5 km radius slightly overlapping (see Fig. 1). This is
the smallest reasonable size for the initial bubble considering the

resolution of ∼2 km per cell. Since the actual ignition (the ther-
monuclear runaway) takes place on very small length scales (cm)
the initial bubble should be chosen to be rather small to capture
as much of the flame development as possible. Its actual shape
at the beginning of our simulation is, however, an assumption.

Our standard initial model is inspired by the results of simu-
lations of the simmering phase (Zingale et al. 2009). The central
density ρc is set to 2.6 × 109 g cm−3, the central temperature to
6 × 108 K with an adiabatic decrease down to 1 × 108 K, and
constant afterwards. This temperature profile approximates the
conditions during convective carbon burning prior to explosion
and is thus better motivated from a physical point of view than
the assumption of a cold isothermal WD. The actual effect, how-
ever, on the outcome of the simulation is small and should not be
overestimated. The deflagration is ignited at an off-center radius
of roff = 60 km, and, therefore, the model is named r60_d2.6_Z.
The model name encodes the most important parameters, that is,
the offset-radius in km (r), the central density in 109 g cm−3 (d),
and the metallicity in units of the solar value Z� (Z).

In this study, we varied roff between 10 km and 206 km, ρc
between 1 and 6 × 109 g cm−3 and the metallicity (only for the
standard model) between 1 × 10−4 Z� and 2 Z�. Since the WD
is spherically symmetric, the location of the ignition spot can
be chosen arbitrarily. We always placed the spark on the posi-
tive x-axis with x = roff and y, z = 0. A summary of the suite
of models and results for the ejecta, that is, unbound material
with Ekin > Egrav, can be found in Table A.1. With respect to
the roff parameter we distinguish three groups in the set of mod-
els: (i) models that were ignited in the inner part of the star, that
is, at 10 km. (ii) models in which the ignition is placed at around
60 km (standard model) always at the same mass coordinate, that
is, roff = 45−82 km. (iii) models where the ignition kernel is
located at around 150 km also always at the same mass coordi-
nate, that is, roff = 114−206 km (see also Fig. 2).

In addition, we have added two models of rigidly rotat-
ing WDs ignited at roff = 60 km with a central density of
2 × 109 g cm−3. The ignition spark is located perpendicular to
the rotation axis (z-axis) for the first model, r60_d2.0_Z_rot1
and directly on the rotation axis for the second, Model
r60_d2.0_Z_rot2. Due to a more complex setup procedure of the
initially rotating WD compared to the standard model the tem-
perature in the rotating WDs is held constant at 5 × 105 K. The
rotation velocity is close to break-up velocity (Ω = 2.73 rad s−1)
increasing the mass of the WD by about ∼6% to 1.438 M�.
Moreover, we investigate a scenario with a carbon depleted core.
In line with Lesaffre et al. (2006) and Ohlmann et al. (2014)
the inner carbon mass fraction is reduced to 0.28 and joined
smoothly with the outer regions (X(C) = 0.5) at a core mass
of ∼1 M�. This model is labeled r60_d2.6_Z_c0.28.

5. Hydrodynamic simulations

The one-sided, single-spot ignition deflagration models of this
work usually proceed as follows: The burnt fuel inside the hot
bubble is lighter than its surroundings, and, thus, is subject to
buoyancy. This is the reason why the flame cannot propagate
against the density gradient and spreads to only one side of
the WD. The deflagration itself is mediated by heat conduction,
but the laminar burning speed of the flame is soon surpassed
by the buoyant motion of the rising bubble. Subsequently, the
burning becomes turbulent due to Rayleigh-Taylor and Kelvin-
Helmholtz instabilities further increasing the fuel consumption.
As soon as the turbulent flame reaches the outer parts of the WD,
and, thus, lower densities, the burning quenches and the ashes
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log(ρ)

t = 0.6 s t = 1.55 s

Fig. 3. Flame surface (gray) and isosurfaces of the density at ρ = 105, 106, 107, 108, 109 g cm−3 (see colorbar) for Model r60_d2.6_Z. Left panel:
rising flame at t = 0.6 s while right panel: flame front when it has almost wrapped around the WD. We want to note, that the illustration is not to
scale. In fact the WD has already expanded significantly in the right panel.

flow around the star to collide at the far side. This is illustrated
in Fig. 3.

The key outcomes of our parameter study are summarized
in Table A.1 for ejected material and in Table A.2 for the WD
remnant. We find 56Ni masses from 0.0058 to 0.092 M� and
ejected masses between 0.014 and 0.301 M�. It is interesting to
note that the lowest as well as the highest 56Ni mass (the mass
of 56Ni translates to the luminosity of the event and we there-
fore refer to bright and faint models when it comes to high or
low 56Ni masses, respectively) are found in high-density mod-
els. The brightest model is r10_d4.0_Z and the faintest one
is Model r114_d6.0_Z. Overall, this suite of models neither
reaches the bright members of the SNe Iax subclass (SN 2005hk,
SN 2011ay, SN 2012Z, etc.) nor the very faint explosions
(SN 2008ha, SN 2010ae, SN 2019gsc). However, the 56Ni yield
of our faintest model is only ∼1.9 times higher than the esti-
mated value of 3 × 10−3 M� for SN 2008ha (Foley et al. 2009).
Furthermore, the brighter models of our sequence (r10_d4.0_Z,
r10_d5.0_Z, r10_d6.0_Z) eject more 56Ni than the N3 model
of F14 although only one ignition spark has been used. The
56Ni masses in this study and also in previous works are plotted
against ejected mass in Fig. 4. Our models cover the low-energy
end of the pure deflagration model distribution and show slight
overlap with the F14 and J12 studies. Only the hybrid CONe
WD model of K15 falls below the faintest model in the cur-
rent study. Moreover, the new set of models extends the almost
one-dimensional sequence in the M(56Ni)–Mej-plane. Despite
varying initial conditions, that is, central densities and ignition
configurations, and different codes employed, all models follow
a linear relation between M(56Ni) and Mej to good approxima-
tion. However, it has been pointed out by K13 and K15 that an
increase in Mej at a constant value of M(56Ni) is highly desir-
able to obtain broader light curves as observed in SNe Iax. The
ratio of M(56Ni) to Mej is shown in Fig. 5. These values are

comparable to those presented by F14 and show only little scat-
ter. Therefore, it seems unlikely that SNe Iax can be explained
by only one scenario taking into account results of the currently
available pure deflagration models.

Since the new set of single-spot ignited models only covers
the fainter and moderately bright members of the SN Iax class,
we have relaxed the restriction of one ignition spark. We have
recalculated Model N5 (5 ignition kernels) from F14 which has
been compared to SN 2005hk by K13. The N5 ignition con-
figuration has been combined with the initial condition of our
standard model r60_d2.6_Z. We find that also with the updated
version of the leafs code brighter SNe Iax can be reached. The
new version of N5, Model N5_d2.6_Z, yields values of Enuc,
M(56Ni), etc. (see Table A.1) slightly below those of the F14 ver-
sion. This is due to the lower central density of 2.6 × 109 g cm−3

compared to 2.9 × 109 g cm−3 in the older run. The relations dis-
cussed above, however, do not change compared to the single-
spot ignited models. Interestingly, Model N5_d2.6_Z is the
brightest model in the current study with M(56Ni) = 0.136 M�
although Model r10_d6.0_Z releases more nuclear energy. The
difference originates from the more neutron-rich nucleosynthe-
sis at high densities reducing the amount of 56Ni in relation to
stable IGEs (see also Sect. 5.1).

5.1. Dependence on central density

The influence of the central density on the nuclear energy release
is twofold: (i) Assuming an identical ignition geometry, more
mass is burned initially in the high-density case, and, thus, the
energy production is higher in the early phase of the deflagra-
tion. (ii) Due to the steeper density gradient the effective grav-
itational acceleration is larger at high densities, and, thus, the
buoyancy force acting on the low-density bubble increases. This
speeds up the growth of Rayleigh-Taylor instabilities and also
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Fig. 4. Ejected 56Ni mass vs. Mej (upper panel), Mej vs. Enuc (middle
panel) and Ekin,ej vs. Enuc (lower panel) for this work (black circles)
and the works of J12, F14, K15 and L20. L12 only provide yields for
IGEs, but not for 56Ni. To provide an approximate value for 56Ni, we
multiplied the IGE masses with a factor of 0.7 in agreement with the
MIGE to M(56Ni) ratios of L14 who use the same initial model. Mea-
surements for M(56Ni) and Mej for SN 2002cx, 2008ha, 2012Z and
were taken from McCully et al. (2014b), and references therein. Values
for SN 2015H are from Magee et al. (2016) and for SN 2014ck from
Tomasella et al. (2020).

the transition from the laminar burning regime to turbulent burn-
ing (see also Röpke & Hillebrandt 2006). Moreover, a rather
small effect might stem from the fact that the laminar burning
velocity itself is higher for higher densities (Timmes & Woosley
1992). This increase of the burning rate at early times is, how-
ever, counteracted by the expansion of the WD. Since the flame
is faster at high densities, the WD expands in a shorter period of
time and the flame reaches the surface significantly earlier than
for low densities. Hence, the burning is quenched earlier and lim-
its the amount of burnt material. This competition between flame
propagation and expansion of the WD is of particular importance
for the energy release of the models presented in this study.

An increase in the ejected mass of 56Ni, that is, the bright-
ness of the explosion, is also expected for higher densities. Since
more material is burnt in total and especially at high densities
more IGEs, and therefore also 56Ni, will be produced. The syn-
thesis of 56Ni, however, does not increase linearly with the IGEs
because of the neutron-rich environment due to an increasing
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Fig. 5. Ejected mass vs. M(56Ni)/Mej for this work (black circles) and
the works of J12, F14, K15, and L20.

rate of electron captures at high densities. If matter burns to
NSE the neutron excess of the most abundant isotope is close
to the neutron excess of the burning material, and, thus, the sym-
metric isotope 56Ni is not favored under these conditions (see
Woosley et al. 1973, for instance).

To isolate the influence of the initial central density, we com-
pare models ignited at a fixed radius, that is, the models ignited
at roff = 10 km (r10_dXX_Z, see Table A.1). We observe a
trend expected from theoretical considerations (see above): The
nuclear energy release and the ejected masses increase from low
(1×109 g cm−3) to high (6×109 g cm−3) central densities at igni-
tion. Moreover, the value of M(56Ni) in models r10_d5.0_Z and
r10_d6.0_Z is lower than in Model r10_d4.0_Z although the IGE
yields are higher. This is due to higher electron capture rates
at high density, and, therefore, more neutron-rich environment.
This indicates that Model r10_d4.0_Z is close to the brightest
explosion we can produce with a single-bubble ignition (models
at higher roff are fainter, see Table A.1). The decreasing trend
of M(56Ni)/MIGE is also present for all other ignition radii (see
Table A.1). We find values of M(56Ni)/MIGE in the ejecta ranging
from 0.88 at low central densities to 0.50 at high densities.

In summary, the flame evolves faster with increasing central
density, and, thus, the energy released at early times rises. There-
fore, the WD also starts to expand significantly earlier for higher
central densities. However, the fast burning can always com-
pensate for the expansion in models with fixed ignition radius
(10 km) which leads to a monotonic increase of released nuclear
energy with increasing central density.

5.2. Dependence on ignition radius

For a fixed central density, we observe the expected, decreas-
ing trend in nuclear energy generation and ejected mass for
increasing ignition radii (see Table A.1). This seems rather obvi-
ous because there is less mass available to burn for larger radii
since the deflagration only propagates outward and not against
the density gradient. However, the interplay between the flame
velocity and the expansion of the WD (see Sect. 5.1) also is a sig-
nificant factor here. We find that for all models except those with
lowest density, that is, ρc = 1 × 109 g cm−3, the total amount of
burnt mass decreases for larger ignition radii. The volume of the
flame during the burning phase (until t ∼ 2 s) is always largest
for models ignited at large ignition radii reflecting the faster evo-
lution of the flame due to the higher gravitational acceleration g
(the maximum of g is only reached at r > 400 km). In contrast,
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the total mass burned, and with it the nuclear energy release, is
higher for small ignition radii. This reflects that the average den-
sity at which material is burned makes up for the smaller volume
filled by the flame in the first ∼2 s. Only in the case of Model
r82_d1.0_Z, the increased flame velocity can overcompensate
the expansion of the WD and leads to slightly higher nuclear
energy release than for Model r10_d1.0_Z.

In the model sequences of intermediate and high ignition
radii, that is, 45 to 82 km and 114 to 206 km, respectively,
we have eliminated the difference in mass outside the ignition
radius by igniting at the same mass coordinate (see also Fig. 2).
For the reasons discussed above, the most energetic explosions
in the intermediate sequence are those at low central density
(r82_d1.0_Z and r65_d2.0_Z). Enuc increases again for the high-
est central densities (ρ = 5−6 × 109 g cm−3). This indicates
that the flame speed starts to compensate for the expansion in
these models. In the models with large ignition radii the dif-
ferences almost vanish and the trend in Enuc becomes mono-
tonically decreasing. The lowest amount of 56Ni (M(56Ni) =
0.0058 M�), and, therefore, also the faintest explosion results
from the model at highest central density and largest ignition
radius, that is, Model r114_d6.0_Z. This is still a factor of
∼1.9 above the M(56Ni) mass inferred from observations of
SN 2008ha (Foley et al. 2009), but the trends in this study sug-
gest that such a low value could easily be reached by increasing
the ignition radius even further. Moreover, the M(56Ni) to MIGE
ratio does not drop off very significantly for increasing densities
since a larger part of the inner core is left unburned for a large
ignition radius.

We note that for models ejecting very little mass, that is,
Mej . 0.08 M�, the data show some scatter destroying mono-
tonic trends. There is, in general, a decrease in M(56Ni) in
the model sequence with large ignition radius from Model
r206_d1.0_Z to r114_d6.0_Z which is interrupted by an unex-
pected increase from Model r163_d2.0_Z to r150_d2.6_Z, for
instance. We are not able to explain this deviation by any phys-
ical properties of the respective explosion model. Instead, we
suspect that the real differences between these models are too
subtle to be captured by our simulations.

5.3. Dependence on metallicity

The net effect of metallicity is that it introduces a neutron
excess (reduction of Ye) which has several effects on the explo-
sion dynamics. First, the initial WD becomes more compact
and lighter with increasing metallicity because the degenerate
electron pressure decreases as Ye decreases. Second, the lam-
inar flame speed is enhanced by the presence of 22Ne which
is by far the most abundant species aside from C and O
(Chamulak et al. 2007). This is, however, only important dur-
ing the very early stages of the deflagration before turbulence
introduced by Rayleigh-Taylor and Kelvin-Helmholtz instabili-
ties governs the effective flame speed. Third, a neutron-rich envi-
ronment leads to a decrease in the production of 56Ni in NSE
(Timmes et al. 2003) since it favors the synthesis of more tightly
bound, neutron-rich nuclei such as 57,58Ni. Thus, the energy
release is slightly higher for higher metallicity (Townsley et al.
2009). Finally, a reduction of Ye has only negligible influ-
ence on the buoyancy force (Townsley et al. 2009). On aver-
age, the effect of metallicity on the explosion dynamics is
rather small. This is supported by Models r60_d2.6_XZ (X =
10−4, 10−3, 10−2, 10−1, 1, 2). They can be seen as identical
regarding their values for Enuc,Mej,M(56Ni) since no real trend
is visible in the data.

A decrease in M(56Ni) is expected for low metallicities
which might again help in reducing the M(56Ni) to Mej ratio.
This trend, however, is too subtle to be observed in this study
and the small scatter is more likely to originate from numer-
ical inaccuracies. The value of Ye in the high density regime
of MCh explosions, in addition, is dominated by the effect of
electron captures during the explosion whereas in sub-MCh mod-
els the initial metallicity is basically the only parameter deter-
mining the neutron excess. Nevertheless, the nucleosynthesis
yields are expected to differ for varying metallicity. A detailed
investigation of nucleosynthetic postprocessing data, however,
is not the focus of this work. The nucleosynthesis yields of
Model r60_d2.6_Z are included an analyzed in the work of
Lach et al. (2020) labeled as Model R60. The model does pro-
duce a value of [Mn/Fe] = 0.11, and, thus, these explosions might
play a role in the enrichment of the Universe with Mn in addi-
tion to helium shell detonations (Lach et al. 2020; Gronow et al.
2021) and various types of core collapse supernovae. The role
of the latter is not a settled issue yet (compare the GCE studies
of Prantzos et al. 2018; Kobayashi et al. 2020, for instance). The
nucleosynthesis results of our parameter study will be published
on hesma (Kromer et al. 2017) for further use in GCE studies.

5.4. Rotating models

In the single degenerate scenario of SNe Ia the WD is not only
expected to accrete mass from its donor star but also angular
momentum (spin-up). This further stabilizes the WD against
gravity and total masses highly exceeding MCh are possible
(Yoon & Langer 2005). At some point, the material available
for accretion might be exhausted and the accretion processes
slows down or stops completely and a period of loss of angu-
lar momentum ensues (spin-down). During this spin-down the
critical mass Mcrit of the WD decreases and a deflagration might
be ignited as soon as it is exceeded by the WD mass. A rigidly
rotating WD serves as a lower limit for Mcrit. This spin-up/spin-
down scenario was proposed by Di Stefano et al. (2011).

Based on the work of Pfannes et al. (2010), we expect minor
differences between the rigidly rotating models and the non-
rotating model. On the one hand, more mass is available for
burning (∼6%) in the rotating case which can lead to a higher
nuclear energy release. On the other hand, the rotating WD pro-
genitor is more tightly bound making it harder to eject mate-
rial. Moreover, due to the shallower density gradient the relative
fraction of IGEs compared to the total mass of the burning prod-
ucts decreases with increasing rotation velocity. These effects
are even more prominent for fast, differentially rotating WDs
(see also Fink et al. 2018). In addition, the propagation of the
deflagration front is influenced by rotation. Since buoyancy is
stronger parallel to the rotation axis due to the steeper density
gradient and the flow vertical to the latter is suppressed because
the material needs to gain angular momentum, the flame prefer-
entially rises toward the poles. Therefore, the ignition conditions
in this study have a large influence on the explosion compared to
centrally distributed, multiple ignition sparks.

We compare the rotating models (Model r60_d2.0_Z_rot1
and r60_d2.0_Z_rot2) to Model r65_d2.0_Z. The minor differ-
ence in roff is not expected to obscure the differences originating
from rotation. Table A.1 reveals that the outcome of the explo-
sion indeed depends on the ignition location. The nonrotating
model is bracketed by the rotating explosions in terms of Enuc,
Mej, M(56Ni), MIGE, MIME and Ekin,ej. Model r60_d2.0_Z_rot1
yields higher values than Model r60_d2.0_Z_rot2 and is there-
fore expected to be brighter as well. The reason for this is that
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Model r60_d2.0_Z_rot2 is ignited on the rotation axis, and, thus,
the flame spreads along this axis very fast and leads to a fast expan-
sion of the star (see the discussion on expansion v.s. flame speed in
Sect. 5.2). In Model r60_d2.0_Z_rot1 the deflagration is ignited
perpendicular to the rotation axis which prevents burning directly
toward the surface by the rotation and propagates toward north
and south pole instead. The consequence of this is that the expan-
sion is delayed, more material is burned and the explosion is more
vigorous. However, these rigidly rotating models do not introduce
any new characteristics in terms of their global properties to the
model sequence. This indicates that rigidly rotating WDs as pro-
genitor cannot add any diversity to our models for SNe Iax.

5.5. Carbon-depleted model

Another way to modify the progenitor is to vary its C/O ratio.
The C mass fraction in the center of the WD is determined by
the initial mass and metallicity of its zero-age main sequence
progenitor and is expected to lie below 0.5 (Umeda et al. 1999;
Domínguez et al. 2001). The value of X(C) is further reduced
during convective carbon burning (simmering phase) while the
outer layers accumulated via accretion and subsequent shell
burning exhibit C/O∼ 1 (Lesaffre et al. 2006). To investigate the
effects of a reduced C mass fraction, we have calculated an
explosion, Model r60_d2.6_Z_c0.28, set up with a C-depleted
core (see Sect. 4) with a C mass fraction reduced to X(C) = 0.28.
The total energy released during the explosion decreases with
decreasing X(C) since the nuclear binding energy of O is higher
than of C. This also decreases the buoyancy force and leads to a
slower propagation of the flame. Therefore, Umeda et al. (1999)
claim that higher X(C) leads to brighter SN events and Khokhlov
(2000) and Gamezo et al. (2003) find that the burning in C
depleted material is delayed. However, Röpke & Hillebrandt
(2004) and Röpke et al. (2006b) examine the influence of the
C/O ratio in 3D simulations and detect that its effect on the
flame propagation is more subtle. In detail, the nuclear energy
is buffered in α-particles when material is burned to NSE and
only released in later stages of the explosion. This temporary
storage of energy is enhanced for higher X(C) suppressing the
buoyancy, and, thus, the propagation of the flame. Therefore,
the C mass fraction does not affect the total production of IGEs
significantly.

We corroborate this result with Model r60_d2.6_Z_c0.28
and find approximately the same total amount of IGEs and 56Ni
as in the standard model r60_d2.6_Z (see Tables A.1 and A.2)
although the nuclear energy released is lower for the C-depleted
model. This, however, leads to less ejected mass in Model
r60_d2.6_Z_c0.28. In contrast to the vigorously ignited mod-
els of Röpke et al. (2006b), the C/O ratio has an influence on
the ejecta mass in sparsely ignited models. Since the relations
between Mej, Enuc, MIGE and M(56Ni) do not show any devi-
ations from the other models of the sequence (see Fig. 4) the
carbon mass fraction is just another way to vary the brightness
of the explosion but does not seem to help explaining the trends
observed among SNe Iax.

5.6. Bound remnant

All models presented in this work are not energetic enough to
unbind the WD completely. They leave behind massive bound
remnants. These objects consist of a rather dense CO core and
a puffed-up envelope of ashes admixed with CO material. This
shell material is settling onto the WD core. If these stars man-
age to escape the binary system, for instance via a natal kick due

to the asymmetric ignition, they can potentially be observed as
chemically peculiar, high-velocity WDs. The first candidate for
a SN Iax postgenitor, LP40–365, was observed by Vennes et al.
(2017) and studied in more detail by Raddi et al. (2018a,b).
Moreover, two more possible remnants of thermonuclear super-
novae were discussed by Raddi et al. (2019). Although there are
hints that these stars might be the product of a failed deflagra-
tion their origin is not completely established yet. Therefore, it
is necessary to further investigate the long-term evolution of the
bound remnant beyond 1D models (see Shen & Schwab 2017;
Zhang et al. 2019) and also to obtain more detailed observations
of such objects to shed light on their origin. Finally, a sound
understanding of the structure and composition of the envelope
is of vital importance since it may contribute to the light of the
actual SN event (Kromer et al. 2013, 2015) and solve the prob-
lem of the fast decreasing light curve in current deflagration
models. The 1D study of Shen & Schwab (2017) on this problem
shows that a post-SN wind driven by the delayed decay of 56Ni in
the envelope of the remnant contributes to the late-time bolomet-
ric light curve of the postgenitor. This contribution is in rough
agreement with observed late-time light curves of SNe Iax.

Since the leafs code uses an expanding grid to track the
ejecta the dense core is not very well resolved at the end of the
simulations. Therefore, we can only provide some basic proper-
ties of the bound core directly after the explosion at t = 100 s
(see Table A.2). First, all our models leave behind massive rem-
nants in the mass range of 1.09−1.38 M�. These consist of a
dense CO core (ρ & 105 g cm−3) with a diameter of ∼4 × 109 cm
and a large envelope polluted with burning products, that is,
IGEs and IMEs (see Fig. 6). Unfortunately, we do not have
postprocessing data for the remnant, and, hence cannot provide
detailed nucleosynthesis results. From the hydrodynamic sim-
ulation we infer a mass fraction of 0.78−3.0% of IMEs and
4.2−10.1% of IGEs including 3.0−8.7% of 56Ni in the bound
remnant. The amount of IGEs left inside the remnant is always
larger than the amount of ejected IGEs except for the five most
energetic explosion models. Moreover, the settling material is
not well mixed showing alternating plumes of ash and fuel (see
Fig. 6). The most noticeable feature is the prominent, cone-
shaped region of unburned fuel at the left-hand side, that is, neg-
ative x-direction. This is exactly the opposite side of the ignition
spark location and thus was not reached by the deflagration.

If we expect these peculiar WDs to be observed as single
hyper-velocity runaway stars they need to escape the binary sys-
tem via a natal kick, for example. While F14 report a maxi-
mum kick velocity of only 36 km s−1 J12 find velocities of up
to 549 km s−1, which is sufficient to unbind the WD from its
binary system. One possible explanation for this discrepancy
was the monopole gravity solver employed by F14 which does
not capture the full geometry of these asymmetric explosions.
Here, we use an updated version of the leafs code account-
ing for self-gravity with an FFT gravity solver (see Sect. 3).
We find kick velocities vkick, that is, the center of mass veloc-
ity of bound material, from 6.4 to 370 km s−1. Interestingly, vkick
does not simply scale with explosion strength but is highest for
low energetic models, decreases to around zero for intermediate
ones and increases again for the most vigorous explosions (see
Table A.2). Table A.2 also shows the kick velocity in x-direction
vx. Since the flame is located off-center (positive x-direction in
Fig. 6) and propagates outward, the WD is expected to receive a
recoil momentum in the opposite direction, that is, the negative
x-direction. This holds true for the most energetic explosions.
The reason why the direction of the kick changes from nega-
tive to positive x-direction is hidden in the dynamical evolution
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Fig. 6. Slices (x−y-plane) of density, IGE and CO mass fraction in the bound remnant for the bright model r10_5.0_Z (upper row) the moderately
bright model r60_d2.6_Z (middle row) and the faint model r120_d5.0_Z (lower row).

of these kinds of explosions. In general, the one-sided ignition
causes the flame to propagate to one direction only since a defla-
gration cannot proceed against the density gradient. In this case,
the flame propagates to the right-hand side (positive x-direction,
compare Figs. 6 and 7) until it reaches the surface of the WD
and quenches. It then wraps around the star, the ashes even-
tually collide at the opposite side, and a strong flow is driven
toward the inner regions. This flow then counteracts the ini-
tial momentum transferred by the flame propagation. The more
vigorous the explosion the faster is the expansion of the WD
and thus the ashes hardly collide at the far side of the star for
our most energetic models. Therefore, the WD is pushed to the

left (negative x-direction). For decreasing deflagrations strengths
the momentum injected by the initial flame propagation drops
and the star expands more slowly. Thus, the clash of the ashes
at the antipode, and, subsequently, the inward flow of material
becomes stronger until both effects balance each other and lead
to almost zero kick velocity (intermediate models). In the case
of our weaker explosions, the kick caused by the collision of
the ashes dominates and leads to a push to the right-hand side
(positive x-direction). The very faintest model in our parameter
study, Model r114_d6.0_Z, breaks this trend and shows again
a low kick velocity in the negative x-direction. Here, the total
amount of mass brought to the surface by the deflagration has
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Fig. 7. Ejected material mapped to a velocity grid to serve as initial model for the RT. Shown are slices (x−y-plane) of density, 56Ni and CO mass
fraction for the bright model r10_d5.0_Z (upper row) the moderately bright model r60_d2.6_Z (middle row) and the faint model r120_d5.0_Z
(lower row).

become too low to impact the momentum of the remnant. This
shows that the final value of vkick strongly depends on the igni-
tion geometry and the explosion strength. Finally, the remnant
in Model N5_d2.6_Z receives a kick of 264.6 km s−1 which is
significantly higher than 5.4 km s−1 reported by F14 employing
a monopole gravity solver. This shows that the new solver has
a large impact on the dynamics of these asymmetric explosion
simulations.

We emphasize that there is a large scatter in the values of
vkick. The very coarse treatment of the inner parts of the WD
at late times is most probably the reason for this, and, espe-

cially the differences in vkick for the models at different metallic-
ity (r60_d2.6_Xz) lack an explanation since their energy release
does not differ significantly. This suggests that the values can
vary on the order of ∼100 km s−1 and can only serve as a
rough estimate. However, the trend in vx explained above is not
affected.

5.7. Ejecta

We have compiled slices through the ejecta of three representa-
tive models in Fig. 7 displaying the density, 56Ni mass fraction,
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Fig. 8. Same as Fig. 7 (y−z-plane), but for the rotating Models r60_2.0_Z_rot1 (upper row) and r60_d2.0_Z_rot2 (lower row).

and CO mass fraction, respectively. These models include
r10_d5.0_Z (bright event, upper row), r60_d2.6_Z (interme-
diate brightness, middle row) and r120_d5.0_Z (faint event,
lower row). Despite the asymmetric ignition, the ejecta in gen-
eral appear spherically symmetric. Only for the bright model
r10_d5.0_Z the material is skewed slightly to the side of the
initial ignition (right-hand side in Fig. 7). This is due to the
fact that the fast expansion prevents the ashes from wrapping
around the core completely (see also Sect. 5.6). Moreover, it
is also most apparent in r10_d5.0_Z that the opposite side of
the ignition kernel is deficient in 56Ni (also burning products
in general) which may introduce some viewing angle depen-
dency in the synthetic spectra and light curves (see Sect. 6.3).
This characteristic was also reported by J12. Apart from that, the
ejecta are well-mixed (see also Fig. 9) showing a star-shaped pat-
tern created by the Rayleigh-Taylor plumes. The rotating mod-
els, in contrast, show a more asymmetric structure (see Fig. 8).
The ejecta in Model r60_d2.0_Z_rot1, for instance, are slightly
shifted to the negative y-axis (left-hand side in Fig. 8). This is
due to the angular momentum barrier (see Sect. 5.4) hinder-
ing the flame from sweeping around the WD as easily as in
the nonrotating case. Model r60_d2.0_rot2, ignited on the rota-
tion axis, is even more extreme concerning the asymmetry of
the ejecta. The flame burns toward the north pole very quickly
but is prevented from propagating around the core almost com-
pletely making the south pole deficient of burning products.
Furthermore, the ejecta only reach velocities of ∼6000 km s−1

toward the south pole and ∼10 000 km s−1 at the north pole. This
large-scale anisotropy might introduce significant viewing angle
dependencies.

To analyze the chemical composition of the ejecta we have
compiled 1D average velocity profiles of the three reference
models in Fig. 9. They show that the ejecta are mixed in the
sense that IGEs, IMEs and unburned CO fuel are present at all
velocities. However, we observe a weak decreasing trend for
IGEs (including 56Ni) and IMEs toward high velocities and an
increase in C and O. At the very edge of the ejecta, IGEs and
56Ni even begin to rise again. However, these trends are not
as strong as predicted by Barna et al. (2018) and the increase
of IGEs at very high velocities is in strong conflict with their
work. Their abundance tomography study yields similar mass
fractions for IMEs, IGEs and O in the inner regions but they find
that C is virtually absent in the inner region and O dominates
at high velocities. This comparison is, however, not too reveal-
ing since Barna et al. (2018) investigate the brightest members
of the SN Iax subclass (SNe 2011ay, 2012Z, 2005hk, 2002cx)
and our models represent faint and moderate members of the
class. In a recent study, Barna et al. (2021) focus on the mod-
erately bright SN Iax SN 2019muj (comparable to r10_d1.0_Z,
r82_d1.0_Z, r65_d2.0_Z, r45_d6.0_Z in terms of M(56Ni)) and
find no significant stratification except for carbon. Although their
results are uncertain above ∼6500 km s−1 due to a sharp drop-off
in density, they conclude that C is virtually absent below this
value and steeply increases above in agreement with their earlier
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work (Barna et al. 2018) and in strong contrast to the models pre-
sented here. This conclusion, however, is not really strong since
earlier spectra are needed to accurately model the outer layers
of the ejecta. Apart from the case of C, a qualitative comparison
of Figs. 9–11 in Barna et al. (2021) shows that our abundance
profiles are concordant with their abundance tomography mod-
els showing a shallow decline of 56Ni and IMEs and an increase
in the O mass fraction.

6. Synthetic observables

To determine how the parameters varied in this study impact
the synthetic observables, we carried out time-dependent 3D
Monte-Carlo RT simulations using the artis code (Sim 2007;
Kromer & Sim 2009). Table A.3 lists the models for which RT
simulations were carried out along with bolometric band, BVRI

Bessel band, and ugriz Sloan band light curve parameters. We
selected models that cover the range of 56Ni masses produced in
the model sequence to explore its full diversity and investigate
the impact of the varied parameters. For each RT simulation,
3 × 107 energy packets were tracked through the ejecta for 150
logarithmically spaced time steps between 0.3 and 35 days post
explosion. We use the atomic data set described by Gall et al.
(2012). A gray approximation is used in cells that are optically
thick (cf. Kromer & Sim 2009) and local thermal equilibrium
(LTE) is assumed for times earlier than 0.4 days post explosion.
Line of sight dependent light curves are calculated for 100 equal
solid angle bins.

After the choice of initial conditions we make in the mod-
els (e.g., central density, ignition radius, metallicity, rigid rota-
tion), we have a fully self-consistent modeling pipeline. This
consists of the hydrodynamic explosion simulations, nucleosyn-
thesis postprocessing step, and, finally, the RT simulations pro-
ducing synthetic observables. This means we are comparing the
predictions of our simulations, given a choice of initial param-
eters, to measured data. We are not providing any further input
parameters (e.g., temperature, luminosity etc.) in order to fit the
data and the comparisons we make should be interpreted within
this context. Our self consistent pipeline also means it is impor-
tant to take into account any assumptions made throughout our
simulations. Of particular note for these models is the approxi-
mate non-LTE treatment of the ionization and excitation condi-
tions in the plasma we adopt for our artis RT simulations (see
Kromer & Sim 2009 for more details). The non-LTE treatment
of the ionization and excitation conditions in the plasma is an
important ingredient in the modeling of SNe Ia (Dessart et al.
2014). No direct comparisons have been made between a MCh
pure deflagration model simulated using approximate non-LTE
and full non-LTE treatment in the regime that matches SNe Ia
models. It is therefore uncertain how adopting a full non-LTE
treatment for our models would change our results. However,
previous works employing a full non-LTE treatment of the
plasma conditions in models for SNe Ia (e.g., Blondin et al.
2013; Dessart et al. 2014; Shen et al. 2021) indicate that it will
have noticeable effects on the synthetic observables produced
on scales relevant for detailed comparisons to data. We are
currently working on follow-up work in which we will re-
simulate a subset of the models from the sequence presented
here using the updated version of the artis code developed by
Shingles et al. (2020) which implements a full non-LTE treat-
ment of the excitation and ionization conditions in the plasma.
The results presented here will help prioritize models for further
study.

6.1. Angle-averaged light curves

Our bolometric light curves are shown in Fig. 10. From this, it
can be seen that the model light curves show a clear relation-
ship between their bolometric evolution time scales and peak
bolometric brightness, that is, the brighter models are slower in
rise and decline. This is in agreement with the trend observed
in the deflagration study of F14 driven by 56Ni synthesized in
the explosion. In addition to this, the trends discussed in Sect. 5
for the choice of initial conditions and varied parameters, that is,
ignition radius, central density, and metallicity, are confirmed by
the results of the RT simulations: in general for a fixed central
density the smaller the ignition radius of the model the brighter
and broader its bolometric light curve will be. Additionally, for
a fixed ignition radius the higher the central density the brighter
and broader the model light curve. These trends, however, are

A179, page 14 of 27



F. Lach et al.: Type Iax supernovae

5 10 15 20 25 30
Time Since Explosion [days]

−18

−17

−16

−15

−14

−13

−12

−11

Ab
so

lu
te

 B
ol

om
et

ric
 M

ag
ni

tu
de

r10_d6.0_Z
r10_d5.0_Z
r10_d4.0_Z
r10_d2.6_Z
r10_d1.0_Z
r45_d6.0_Z
r48_d5.0_Z
r60_d2.6_Z
r60_d2.6_0.0001Z
r60_d2.6_Z_c0.28
r60_d2.0_Z_rot1
r60_d2.0_Z_rot2
r65_d2.0_Z
r114_d6.0_Z
r120_d5.0_Z
r150_d2.6_Z
r206_d1.0_Z

Fig. 10. Angle averaged bolometric light curves for a selection of our
models.

not uniform for the whole model sequence and break down for
the models with the highest central densities and also for those
models which have both high central density and large ignition
radius (see Sect. 5 for a more detailed discussion).

Figure 11 shows the BVRIgr band light curves for the
selected models. Example SNe Iax are included for compar-
ison. We emphasize that while we show observed SNe Iax
for comparison here, the primary aim of this section is to
comment on the overall light curve properties of the model
sequence. In Sect. 6.4 we show a more detailed comparison
to an observed SNe Iax. The estimated explosion epochs used
for the observed SNe Iax 2005hk, 2012Z, 2019muj, 2008ha,
and 2019gsc in Fig. 11 are taken from previous studies, specif-
ically Phillips et al. (2007), Yamanaka et al. (2015), Barna et al.
(2021), Valenti et al. (2009), and Srivastav et al. (2020), respec-
tively. We note that this approach of comparing all light curves
relative to literature values for explosion date may make the
agreement of the model light curves with observed SNe Iax light
curves seem relatively poor. However, if we allow the freedom
to shift the explosion epochs of the observed SNe Iax later by
even ∼2 days, (which is reasonable on the scale of the uncer-
tainties in the estimated explosion epochs), significantly better
agreement can be achieved between model and observed light
curves, particularly for intermediate luminosity SNe Iax such as
SN 2019muj (see Sect. 6.4 and Fig. 15).

From Fig. 11 it can be seen that the light curves show a
similar relationship between their evolution timescales and peak
magnitude in all bands as was observed for the bolometric light
curves. Some models do show small variations in their band
colors. However, these differences are relatively small and have
little impact on the overall trends observed for the suite of mod-
els. Furthermore, any differences between models are too small

to significantly impact the agreement between the models and
observed SNe Iax.

The models show reasonably good agreement between their
rise time scales and the data in both red and blue bands, although
the red bands do appear to match the rise to peak of observed
SNe Iax slightly better. However, the decline post peak of the
data is matched much better by the models in the blue bands.
The models are significantly too fast in the red bands to compare
favorably with the light curve evolution of the data post peak (see
also Figs. 14 and 17). This is similar to the trend observed previ-
ously in the deflagration study of F14. As noted above, when we
move from brighter to fainter models in the sequence the models
become faster in both rise and decline. This results in an evolu-
tion of the light curves of the fainter models that is significantly
too fast to produce good agreement with the faintest members of
the SN Iax class such as SN 2008ha and SN 2019gsc.

The choice of initial conditions leads to a variation in the
56Ni mass synthesized in the models and this is the characteris-
tic which overwhelmingly controls the light curve properties of
the models in terms of their absolute bolometric and band mag-
nitudes and evolution time scales, regardless of what initial con-
ditions are chosen. However, one parameter which leads to some
variation in the light curve evolution is the 56Ni mass to ejecta
mass ratio. The model with the lowest value of M(56Ni)/Mej,
Model r48_d5.0_Z (see Tables A.1 and A.3, yellow dashed line
in Figs. 10 and 11), is slightly slower in both rise and decline in
the red bands than models with similar peak absolute band mag-
nitudes (e.g., Model r60_d2.6_Z, green dash-dot line). While
this does improve agreement between the model light curve evo-
lution compared to the data in red bands (see r-band in Figs. 11
and 17) the red light curves for this model are not slowed down
sufficiently to account for the slower light curve evolution of real
SNe Iax.

6.2. Angle-averaged spectra

Figure 12 shows spectroscopic comparisons between a selection
of models ranging from faintest (r114_d6.0_Z, blue) to bright-
est (r10_d4.0_Z, red) and three observed SNe Iax which span
the diversity in brightness of the SNe Iax class. A variety of
epochs from pre-peak to post-peak are chosen such that compar-
isons between the overall spectroscopic evolution of the model
sequence and data can be made. As in Sect. 6.1 we note, that
the purpose of this section is not to make detailed comparisons
between the spectra of individual observed SNe Iax and the best
agreeing model (see instead Sect. 6.4 for such a detailed com-
parison). Therefore, again for consistency, all times in Fig. 12
are relative to explosion with the same estimates for explosion
epochs used for the data as referenced in Sect. 6.1.

From Fig. 12 we see that the bright and intermediate lumi-
nosity models show best spectroscopic agreement with the data
in terms of their spectroscopic features for later epochs. The
brightest model (r10_d4.0_Z, red) shows good agreement with
one of the brighter SNe Iax, that is, SN 2012Z, for the latest
epoch shown in terms of its spectroscopic features. In addition,
the two intermediate luminosity models (r48_d5.0_Z, orange
and r206_d1.0_Z, green) agree well with the intermediate lumi-
nosity SN Iax, that is, SN 2019muj, in terms of their spectro-
scopic features for all but the earliest epoch shown. However,
while the bright and intermediate luminosity models match the
slope and overall flux profile of observed SNe Iax spectra well
at earlier epochs (at later times the flux agreement is poorer due

1 https://wiserep.weizmann.ac.il
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Fig. 11. Angle averaged BVRIgr band light curves for selected models. Observed light curves of the SNe Iax SN 2005hk (Phillips et al. 2007),
SN 2012Z (Stritzinger et al. 2015), SN 2019muj (Barna et al. 2021), SN 2008ha (Foley et al. 2009) and SN 2019gsc (Srivastav et al. 2020;
Tomasella et al. 2020) are included for comparison.

to the model light curves evolving faster than the observed light
curves), the synthetic spectra show too many distinct spectral
features compared to the data at earlier times (6, 8, and 12 days
after explosion for SN 2012Z and 6 days after explosion for
SN 2019muj).

The faintest model (r114_d6.0_Z, blue) shows poor spec-
troscopic agreement with the faint SN Iax, SN 2019gsc. This
model has spectra that have significantly too many spectral fea-
tures compared to the data at all epochs. Therefore, the fainter
models provide a much poorer match to the spectroscopic evo-
lution of the data than the bright and intermediate luminosity
models. From Fig. 12 it is also clear that Model r114_d6.0_Z
is noticeably spectroscopically different to all the other mod-
els. This model has significantly more absorption in the blue
region of the spectrum and more emission in the red wavelengths
compared to the rest of the models which are more typical of
the models in the sequence. This difference observed for Model
r114_d6.0_Z is due to greater absorption by singly ionized IGEs
such as iron, cobalt, nickel, and chromium in the blue region
of the spectrum and subsequent re-emission in the red part of
the spectrum. Since it is the faintest in the suite of models this
characteristic can be attributed to this model having cooler ejecta

which leads to a greater fraction of IGEs being in a lower ion-
ization state.

Overall, we can see that all our models are spectroscopically
very similar across all epochs, although the faintest model shows
more noticeable differences. Therefore, the spectroscopic differ-
ences between models are much smaller than differences between
models and data, although spectroscopic agreement between the
models and data is reasonably good for bright and intermedi-
ate luminosity models particularly at later epochs. However, the
poorer spectroscopic agreement at earlier times between mod-
els and data, even for the bright and moderate luminosity models
shows there is disagreement in the early phase spectroscopic evo-
lution of the models compared to data. This suggests that there
are systematic differences in the spectroscopic evolution of the
models and data which these simulations do not account for. We
also note, that while the brightest model in our sequence does not
quite reach the flux level of bright SNe Iax such as SN 2012Z, pre-
vious work by K13 and F14 has already shown that pure deflagra-
tion models are able to produce reasonable agreement with bright
observed SNe Iax (although there are still some spectroscopic
systematic differences). To confirm these findings still hold true
when using the updated version of theleafs code we re-simulated
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Fig. 12. Spectra over a variety of epochs for selected models which
range from the bright to faint end of the model sequence alongside
three observed SNe Iax: SN 2012Z (Stritzinger et al. 2015), one of
the brighter members of the SN Iax class, SN 2019muj (Barna et al.
2021) which is an intermediate brightness SNe Iax, and SN 2019gsc
(Srivastav et al. 2020) which is one of the faintest SNe Iax (see
Figs. 13 and 17). The observed spectra shown here were obtained from
WISeREP1 (Yaron & Gal-Yam 2012). All times are relative to explo-
sion and in all cases real flux is plotted on a logarithmic scale. There
is no data for SN 2019gsc 6 days after explosion and in the lowest
panel the spectra were taken 23 days after explosion for SN 2012Z and
SN 2019gsc. All observed spectra are flux calibrated to match the pho-
tometry and corrected for distance, red shift and reddening.

the N5def model from K13 and F14 and simulated the RT using
artis. The results obtained are consistent with those reported by
K13 and F14.

6.3. Viewing-angle dependencies

Figure 13 illustrates the viewing angle dependencies of the bolo-
metric light curve properties (peak absolute bolometric magni-
tude, bolometric rise time to peak and bolometric decline post
peak) for the selection of models for which RT simulations were
carried out. In addition, Fig. 14 shows the viewing angle depen-
dencies of B-band peak absolute magnitude and rise time for the
selected models and includes observed SNe Iax for comparison.
As can be seen from Figs. 13 and 14 the models occupy a one-
dimensional sequence where the brighter the model the slower
its rise to peak and decline post peak (the models of K13 and
F14 also lie on this sequence). As discussed in Sect. 6.1 this
trend is driven by the 56Ni mass synthesized in the models with
secondary parameters having little impact on this overall trend.
However, there can be variations of up to a magnitude at peak
in both the bolometric and band light curves for certain models
due to viewing angle effects, as well as significant variation in
light curve evolution in both rise and decline. In particular, from
Fig. 13 (right panel) we can see that there is a clear correlation
between the peak bolometric brightness of the model viewing
angles and their rate of decline: the brighter viewing angles have
faster declining light curves post peak. An explanation for this
is that the brighter viewing angles correspond to those in which
there is a higher concentration of 56Ni near to the surface of the
ejecta. Therefore the radiation due to the decay of this 56Ni will
have to travel through less material to escape the ejecta leading
to a faster evolution post peak.

6.3.1. Viewing-angle dependencies of nonrotating models

The nonrotating model spectra do not show particularly strong
viewing angle dependencies. The most noticeable effect is the
velocity shifts of spectral lines: spectral features exhibit dif-
ferent blue shifts depending on the direction they are viewed
from. The velocity shifts of spectral features can differ by up to
∼1000 km s−1. For all models the faint viewing angles have spec-
tral features which are more blue shifted than for the bright view-
ing angles. Towards the blue wavelengths (less than ∼6000 Å)
the bright models show less strong absorption than the faint
models which is in better agreement with what is observed in
the data (see Fig. 12). However, this effect is still too small
to significantly improve the agreement of any of the individual
models with the spectra of observed SNe Iax. Conversely, the
red wavelengths show only very small differences in their flux
when observed from different viewing angles. Variations in flux
between different viewing angles can however lead to improved
agreement with the overall flux of the spectra of an observed
SNe Iax for selected viewing angles.

The nonrotating models also show some viewing angle
dependencies in their light curves. Viewing-angles closer to the
ignition spark (which is always on the positive x-axis for the non-
rotating models) tend to be fainter, whereas those viewing angles
further from the ignition spark tend to be the brightest. This is
the case for all models for which RT simulations were carried out
except the two faintest models in the sequence (r114_d6.0_Z and
r120_d5.0_Z) which, by contrast, have brighter viewing angles
closer to the ignition spark and fainter viewing angles further from
the ignition spark. These two models have a noticeably different
structure from the other models in the sequence (see r120_d5.0_Z
compared to the other models shown in Fig. 7 that have structures
more representative of the rest of the models in the sequence).

In general, it is clear that viewing angle effects are mod-
est but noticeable even for well mixed pure deflagration
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Fig. 13. Viewing angle dependencies of the bolometric light curveproperties for selected models. The solid circles represent the angle-averaged
values and the crosses represent values from 100 different viewing angles for each model. The error bars depict the standard deviation of the
viewing angle distribution for each model. Left panel: the peak bolometric-band magnitude is plotted against rise time. Alongside the models,
estimates of peak bolometric magnitude and rise times for the observed SNe Iax SN 2019gsc (Srivastav et al. 2020, taking the values calculated
for their full blackbody bolometric light curve), SN 2008ha (Foley et al. 2009), SN 2019muj (Barna et al. 2021), SN 2014ck (Tomasella et al.
2016), SN 2012Z (Yamanaka et al. 2015), SN 2005hk (Phillips et al. 2007), and SN 2009ku (Narayan et al. 2011) are included (represented by red
markers and labeled by name). The different marker styles representing the SNe Iax of diamond, square, triangle, and plus correspond to SNe Iax
where errors were quoted for both rise time and peak bolometric magnitude, only for peak bolometric magnitude, only for rise time and no errors
quoted respectively. Where uncertainties were not quoted the uncertainties are still significant, particularly in rise times that can have uncertainties
as much as several days. Right hand panel: peak bolometric-band magnitude vs. decline rate in terms of ∆mbol

15 .

models. These viewing angle effects, while unable to explain all
the differences between our models and observed SNe Iax, are
relevant on the scale of comparisons between observed SNe Iax
and the models. This can clearly be seen from Fig. 14 where the
variation of ∆mB

15 observed for individual models is comparable
to the differences in ∆mB

15 between observed SNe Iax, particu-
larly for the brighter SNe Iax. In addition, the spread of ∆mB

15
values for the bright models due to viewing angle effects puts
certain model viewing angles in better agreement with observed
SNe Iax than the angle-averaged values for the models. Finally,
we note that neither the models with different metallicity nor the
carbon-depleted model show any noticeable differences in their
viewing angle dependencies compared to the other models in the
sequence.

6.3.2. Viewing-angle dependencies of rigidly rotating models

As discussed in Sect. 5.4 the rigidly rotating models are sensitive
to whether the model is ignited perpendicular to the rotation axis
(r60_d2.0_Z_rot1) or along the rotation axis (r60_d2.0_Z_rot2).
The different choice of the ignition location in the rotational
models leads to a variation in their brightnesses and pro-
duces a noticeably different ejecta structure for each model
(see Fig. 8). The rigidly rotating models exhibit most signif-
icant differences with the nonrotating models in their view-
ing angle dependent spectra. Like the nonrotating models the
rigidly rotating models show differences in their spectra depend-
ing on what line of sight they are viewed from, with the
most noticeable differences in flux being seen in the blue
wavelengths. Additionally, as was the case for the nonrotating

models, the rigidly rotating models show spectral features which
are more blue shifted for faint viewing angles and less blue
shifted for bright viewing angles. However, the rigidly-rotating
models show angle dependent differences between the blue shifts
of their spectral features of over 2000 km s−1; double the dif-
ference in velocity shifts observed for the spectral features of
the nonrotating models. The rigidly rotating models therefore
exhibit significantly more asymmetry in their ejecta velocities
compared to the nonrotating models. These models do not, how-
ever, show larger variations in their viewing angle dependent
light curves compared to the nonrotating models.

6.4. Best agreeing model comparisons with SN 2019muj

In this section, we compare the intermediate luminosity SN Iax,
SN 2019muj (Barna et al. 2021), with the model from our
sequence in best agreement, to allow a more detailed compar-
isons between the light curves and spectra of one of our models
and an observed SNe Iax. We have chosen SN 2019muj as it
provides a good brightness match to the intermediate luminos-
ity models in our sequence and also has good quality spectra to
compare to (also including earlier epochs). Figure 15 shows the
BVr light curves of SN 2019muj and the best agreeing model,
r48_d5.0_Z. The angle-averaged as well as light curves for both
a faint and bright viewing angle for this model are included. The
model light curves are plotted relative to explosion time while
we have shifted the band light curves of SN 2019muj such that
their explosion epoch occurs 2 days later (MJD 58700) com-
pared to the estimate from Barna et al. (2021) based on early
light curve fitting, spectral fitting and bolometric light curve
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Fig. 14. B-band magnitude vs. ∆mB
15 plotted in the same way as in

Fig. 13. Also included is data compiled by Taubenberger (2017): nor-
mal SNe Ia are shown as black crosses and SNe Iax (as in Fig. 13) are
labeled by name and represented by red diamonds. Additional SNe Iax
have also been added: SN 2014ck, SN 2019muj (see Fig. 13 for refer-
ences), and SN 2014ek (Li et al. 2018). B-band is chosen as viewing
angle effects are easier to identify in the blue bands.

fitting (MJD 58697.5–58698.1). This means the B band peak
of SN 2019muj matches the brightest viewing angle shown for
Model r48_d5.0_Z (blue). Barna et al. (2021) do not include
uncertainties in their estimates of the explosion epoch, however
the first atlas detection of SN 2019muj is on MJD 58702.5 with
only a marginal 1.8σ detection before this on MJD 58700.5. We
therefore argue that shifting the explosion epoch 2 days later than
what was estimated by Barna et al. (2021) is justified within the
uncertainty of the explosion epoch of SN 2019muj. We have flux
calibrated the spectra of SN 2019muj to match the photome-
try and corrected the light curves and spectra of SN 2019muj
for redshift, reddening, and distance (taking the values esti-
mated by Barna et al. 2021 of z = 0.007035, E(B−V) = 0.02,
d = 34.1 Mpc and using Rv = 3.1). As discussed in Sect. 6.1,
this model has the lowest value of M(56Ni)/Mej which results in
it being slightly slower to rise and decline in the red bands com-
pared to models with similar peak absolute band magnitudes.
This leads to slightly better agreement with SN 2019muj. How-
ever, the improvement in agreement for the Model r48_d5.0_Z
compared to other models of similar brightness (e.g., Models
r10_d1.0_Z, r60_d2.0_Z_rot2, and r45_d6.0_Z) is small and the
same conclusions are reached if we compare to one of these
models instead.

Figure 15 demonstrates the importance of taking into
account the viewing angle dependencies of our models. The
brightest viewing angle shown (blue) has band light curves in
noticeably better agreement with those of SN 2019muj than both
the fainter viewing angle (red) and angle-averaged band light
curves (green). Additionally, these brightest viewing angle band
light curves are noticeably brighter than both the angle-averaged
and faint viewing angle band light curves. This is especially true
in B band where it is brighter than the angle averaged light curve
by almost half a magnitude and more than this compared to the
faint viewing angle shown. From Fig. 15 we see the brightest

viewing angle shown for the r48_d5.0_Z model matches the rise
to peak of SN 2019muj very well in all bands. Moreover, this
viewing angle matches the decline of SN 2019muj well in all
bands until approximately 5 days after B peak. Therefore, up
until this time, this viewing angle provides a very good match
to the colors of SN 2019muj. After this time, the decline of
SN 2019muj is matched much better by the model in the B band
than the V and particularly r band where the model light curves
decline too quickly compared to those of SN 2019muj. As dis-
cussed in Sect. 6.1 (see also Sect. 6.5) this is a systematic dis-
crepancy which effects all models in the sequence.

Figure 16 shows spectroscopic comparisons over a variety of
epochs between SN 2019muj (black) and the viewing angle for
Model r48_d5.0_Z in best agreement with SN 2019muj (blue in
Fig. 15). From Fig. 16 we see that the model produces very good
agreement in terms of the overall flux and spectral shape com-
pared to SN 2019muj at all epochs apart from the latest epoch
shown. For this latest epoch the model is too faint as we move to
red wavelengths because the model declines faster than the data
in the red bands at later epochs. The model is also able to suc-
cessfully reproduce a significant proportion of the spectral fea-
tures observed for SN 2019muj both in terms of their strength
and location, although for the earliest epoch shown (4.2 days
before B peak) the model does show slightly too many distinct
spectral features compared to SN 2019muj (see also discussion
in Sect. 6.2). We note that our synthetic spectra produce C fea-
tures (at 4268, 4746, 6580, and 7234 Å) that are broadly con-
sistent with observations of SN 2019muj (Barna et al. 2021).
In particular, unlike the uniform composition model tested by
Barna et al. (2021), we do not find the carbon features are signif-
icantly too strong at epochs around peak. Overall, from Figs. 15
and 16 it is clear that our models are able to reproduce many of
the observed characteristics of the light curves, and, in particular,
spectra of intermediate SNe Iax such as SN 2019muj very well,
although some systematic differences remain.

6.5. Overall model sequence comparisons to observations

Figure 17 shows peak absolute r-band magnitude with rise time
to r-peak (left panel) and decline rate post r-peak (right panel)
for our models, models from the F14 and K15 studies as well
as observed SNe Iax, and normal SNe Ia for comparison. From
Fig. 17 we can see that our models map a significant portion of
the wide variety of brightnesses covered by the SNe Iax class.
They are, however, unable to reach the luminosities of the very
brightest as well as the faintest SNe Iax. The new models extend
the 1D sequence previously observed by F14 to more than a
magnitude fainter at r-band peak and the new models appear
to connect the F14 suite of models to the hybrid CONe mod-
els produced in the K15 study as an attempt to reach the faintest
members of the Iax class (in particular SN 2008ha).

It is interesting to note that single spark models from
our model sequence are very similar to models from the F14
sequence of similar peak brightness both in terms of their light
curve evolution (see Figs. 13, 14, and 17 where the N5_d2.6_Z
model from the F14 sequence, re-simulated using the newest
version of the leafs code, is included) and spectra. However,
as expected, the single spark models do show greater viewing
angle dependencies than the multi-spark models (see Figs. 13
and 14). This suggests that while using a multi-spark ignition
is a physically improbable scenario there is relatively little sig-
nature of how the models were ignited in the synthetic observ-
ables they produce. This also provides some confirmation of
the validity of the multispot ignition approach taken by J12,
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Fig. 15. BVr band light curves for Model r48_d5.0_Z (angle-averaged as well as a faint and bright viewing angle) compared with SN 2019muj
(Barna et al. 2021). Model r48_d5.0_Z produces the best agreement in terms of its light curve and spectra compared to SN 2019muj. The model
light curves are plotted relative to the explosion time predicted by our simulations, whereas the band light curves of SN 2019muj have all been
shifted 2 days earlier than the explosion epoch estimated by Barna et al. (2021) such that SN 2019muj matches the brightest viewing angle shown
(blue) for the model at B peak. The viewing angle looking along the axis that the ignition spark is placed is θ = 90◦ φ = 0◦ meaning the fainter
viewing angle shown (red) is looking almost along this axis whereas the brighter viewing angle is looking along the axis directly opposite.

L14 and F14 to vary the strength of the deflagration in different
models.

The 1D sequence followed by the models of previous works
(see Sect. 2) and also our new model sequence is driven by the
56Ni mass synthesized in the explosion. Although the 56Ni mass
to Mej ratio may have a small impact (see Sect. 6.1), no sec-
ondary parameters appear to have any dramatic impact on the
overall behavior of the model sequence. Additionally, further
changes to initial setups (such as models with different metal-
licity, the carbon-depleted model and rigidly rotating models)
do not lead to any major break away from the general behavior
of the model sequence with these different setups only being a
further way in which the 56Ni synthesized in the explosions can
be varied.

The sequence occupied by the models means they do not pro-
duce good agreement in their light curve evolution time scales,
especially in their decline in the red bands (see Fig. 17) where
the majority of the flux is observed. The agreement also becomes
increasingly poor as we move to the faint models in our sequence
because the models become faster in both rise and decline times
for decreasing brightness. Faint SNe Iax, on the other hand, do
not appear to evolve significantly faster than the brighter mem-
bers of the SN Iax class (see Figs. 14 and 17). In addition, the
model spectra show some systematic differences with observed
SNe Iax, especially at early times and as we move to fainter
models.

7. Conclusions

In this work we presented an extensive parameter study of 3D
explosion simulations of deflagrations in MCh CO WDs. The
aim of this research is to gain insights into the explosion mech-
anism of SNe Iax, a subluminous subclass of SNe Ia, since the
pure deflagration scenario yields results in broad agreement with
observations (Long et al. 2014; Fink et al. 2014; Kromer et al.
2013, 2015; Jordan et al. 2012). However, none of the studies
carried out to date captures the full range in brightness and

variations in decline rates and rise times, especially for the faint
objects among this subclass. Moreover, multispot ignition was
used as a tool to vary the explosion strength although the igni-
tion in a single spark seems to be more realistic (Zingale et al.
2009, 2011; Nonaka et al. 2012). Therefore, we restricted the
models to single-spot ignition and varied the location of the igni-
tion spark from 10 to 206 km off from the center of the WD. We
also employed central densities from 1 to 6 × 109 g cm−3 and
metallicities between 1 × 10−4 Z� and 2 Z�. Finally, two rigidly
rotating models and a progenitor with a carbon depleted core
were added to the sequence to widen the parameter space and
search for additional, physically motivated characteristics of a
WD breaking the 1D trends found in previous studies.

We find that the sequence of models covers a large range in
bolometric brightness ranging from −14.91 mag to −17.35 mag
although the explosion is not controlled via the number of igni-
tion bubbles. This demonstrates that single-spark ignition mod-
els can account for a wide range of luminosity as required to
match the SN Iax observations. The faintest model is still about
one order of magnitude brighter than the faint SN 2008ha and
SN 2019gsc. However, a further reduction in brightness, that is,
56Ni mass, is rather easy to achieve by further increasing the
ignition radius. On the other hand, it is hard to reach the bright-
est members of the SN Iax class with the restriction to a single
spark ignition. Furthermore, we validate that, regardless of igni-
tion, deflagrations do produce well mixed ejecta apart from some
shallow abundance gradients. In addition, we report kick veloci-
ties of the bound explosion remnant of up to 369.8 km s−1 largely
exceeding those reported by Fink et al. (2014). The kick veloc-
ity is, however, not a simple function of the deflagration strength.
The direction of the natal kick changes by 180◦ for decreasing
energy release leading to a minimum in the absolute value of the
kick velocity.

Significant viewing angle effects in rise and decline times
as well as variations of up to ∼1 mag in peak brightness fur-
ther enhance the variations in observational properties. Addi-
tionally, both nonrotating and rigidly-rotating models show
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Fig. 16. Spectroscopic comparisons in absolute flux between SN 2019muj and the viewing angle for Model r48_d5.0_Z (blue in Fig. 15). Times
are relative to B band maximum.

spectroscopic differences depending on the line of sight with
variations in velocity shifts of ∼1000 km s−1 and ∼2000 km s−1

for the nonrotating and rotating models, respectively. Spectra,
rise times and decline rates for the bright models of our sequence
are in rough agreement with observations as already found
by Fink et al. (2014) and Kromer et al. (2013). The intermedi-
ate luminosity models in our sequence also show reasonably
good agreement. However, although the model observational
properties show a significant diversity introduced by the wide
exploration of the parameter space of the initial conditions and
viewing angle effects, there are systematic differences between
models and data which become increasingly apparent when
moving to lower luminosities. For instance, the light curve
decline is too fast in the red bands for all models, but as we
move to the faint models this worsens and the overall light curve
evolution also becomes too fast in all bands. The synthetic spec-
tra of the faint models also show worse agreement across all
epochs.

Overall, our findings suggest the pure deflagration scenario
remains an appealing explanation for bright and intermedi-
ate luminosity SNe Iax. However, some systematic differences
remain which need to be addressed. The work presented here,
therefore leaves a few open questions. First, it needs to be inves-
tigated whether the decline of the model light curves can be
slowed down within the framework of the MCh deflagration
model. It seems that strong coupling between the ejected mass
of 56Ni and the total ejected mass cannot be overcome easily
by varying the parameters of our simulations. The most uncer-
tain assumptions are the ignition conditions which need to be
further investigated. Also the RT calculations introduce inaccu-
racies which need to be quantified and the effects of the new
non-LTE version of artis (Shingles et al. 2020) will be tested
in future studies, which may help explain some of the sys-
tematic differences (particularly in spectral evolution) between
models and observed SNe Iax. Another explanation for these
systematic differences may be the properties of the models
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Fig. 17. Peak r-band magnitudes vs. rise time (left) and peak r-band magnitudes vs. decline rate in terms of ∆m15 (right) for the models of F14
(green), our new sequence of models (blue), real SNe Iax (red) and normal SNe Ia (black). The filled red circles represent measurements in the r-
band while the unfilled red circles represent measurements in the R-band. The observations include those compiled by Magee et al. (2016) as well
as SN 2014ck (Tomasella et al. 2016), SN 2014ek (Li et al. 2018), SN 2018cxk (Yao et al. 2019), SN 2019muj (Barna et al. 2021), SN 2019gsc
(Tomasella et al. 2020; Srivastav et al. 2020) and SN 2020kyg (Srivastav et al., in prep.). The blue diamond, cross and plus markers correspond
to models which are variations on the standard r60_d2.6_Z model. The blue diamond represents r60_d2.6_Z_c0.28 (carbon depleted model),
the cross depicts r60_d2.6_0.0001Z (reduced Z model) and the blue plus signs represent r60_d2.0_Z_rot1 and r60_d2.0_Z_rot2 (rigidly rotating
models). The blue triangle represents the N5_d2.6_Z model from the F14 deflagration study simulated again using the updated version of the
LEAFS code to quantify the difference caused by using the newer version of the code. The green star represents the hybrid CONe WD model
produced by K15.

themselves: perhaps a more stratified ejecta structure as sug-
gested by Stritzinger et al. (2015), Barna et al. (2017, 2018,
2021) may help match the spectral evolution of SNe Iax better.
Moreover, we note our simulations do not take into account the
possible impacts of the burning products in the bound remnant
on the light curves and spectra. While this impact is very uncer-
tain it has been suggested that the contribution of the burned
material in the bound core may help to explain the long term evo-
lution of SNe Iax light curves (Kromer et al. 2013; Foley et al.
2014; Shen & Schwab 2017) and their peculiar late time spec-
tra (Foley et al. 2016). In addition, the effects due to the bound
remnant could be increasingly relevant for the faint explosions,
and, depending on the structure of the bound remnant, could
contribute to SNe Iax light curves and spectra at earlier times
(Kromer et al. 2015). A greater contribution of the remnant may
be expected for fainter explosions as in fainter models the 56Ni
mass in the bound remnant is predicted to be significantly higher
than in the ejected material (e.g., Model r114_d6.0_Z has bound
remnant 56Ni mass which is 5 times higher than the 56Ni mass
in the ejected material). The bound remnant, therefore, may help
explain some of the systematic differences between our mod-
els (particularly the fainter ones) and observed SNe Iax. How-
ever, as the impact, if any, of the burned material on top of the
bound remnant on observed SNe Iax light curves and spectra is
very uncertain future studies which better quantify the possible
contribution of the bound remnant are key to understanding if
this really can help explain some of the systematic differences
between our models and observed SNe Iax.

The fact that the models can match some of the bright and
intermediate luminosity events, but the observational trend does

not naturally explain the faint explosions, may suggest that a
different scenario might be at work. In particular, Valenti et al.
(2009) argue that the most probable explanation for the very faint
SN Iax supernova, SN 2008ha, is that it was produced in the low-
energy core-collapse explosion of a hydrogen-deficient massive
star. However, the fainter models in our sequence as well as
the hybrid CONe deflagration model produced by Kromer et al.
(2015) are able to reach luminosities approaching the low lumi-
nosities of the faintest SNe Iax such as SN 2008ha. In addi-
tion, while Valenti et al. (2009) argue there is a striking resem-
blance between SN 2008ha and the under-luminous type IIP
SN 2005cs (Li et al. 2006; Pastorello et al. 2009) the compar-
isons they make between the early time spectra of SN 2008ha
and those of SN 2002cx and SN 2005hk with their line veloc-
ities shifted by −3000 km s−1 show similarly good agreement.
Moreover, speculations about ONe WD – neutron star merg-
ers as a candidate for faint SNe Iax have been put forward by
Bobrick et al. (2022). In summary, it seems likely that SNe Iax
can be modeled by a combination of deflagrations in MCh WDs
and other scenarios that may be needed to account for the fainter
members of this class of transients.
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Appendix A: Simulation summary tables

Table A.1. Summary of the main properties of the ejected material and the initial conditions.

model ρc rign Z Enuc Mej M(56Ni) MIGE MIME M(56Ni)/MIGE Ekin,ej

(109 g cm−3) (km) (Z�) (1050 erg (M�) (M�) (M�) (M�) (1050 erg)

r10_d1.0_Z 1.0 10 1 1.98 0.077 0.033 0.039 0.0072 0.84 0.15
r10_d2.0_Z 2.0 10 1 2.81 0.127 0.049 0.066 0.011 0.74 0.28
r10_d2.6_Z 2.6 10 1 3.15 0.164 0.069 0.094 0.015 0.74 0.41
r10_d3.0_Z 3.0 10 1 3.26 0.174 0.070 0.100 0.014 0.70 0.43
r10_d4.0_Z 4.0 10 1 3.83 0.227 0.092 0.144 0.020 0.64 0.68
r10_d5.0_Z 5.0 10 1 4.07 0.237 0.085 0.150 0.022 0.58 0.75
r10_d6.0_Z 6.0 10 1 4.70 0.301 0.090 0.178 0.027 0.50 0.97
r82_d1.0_Z 1.0 82 1 2.31 0.082 0.033 0.038 0.0071 0.86 0.16
r65_d2.0_Z 2.0 65 1 2.38 0.079 0.033 0.041 0.0074 0.78 0.16
r60_d2.6_0.0001Z 2.6 60 1e-4 1.95 0.053 0.022 0.028 0.0045 0.79 0.089
r60_d2.6_0.001Z 2.6 60 1e-3 1.98 0.052 0.021 0.026 0.0044 0.80 0.088
r60_d2.6_0.01Z 2.6 60 1e-2 1.93 0.048 0.019 0.024 0.0045 0.79 0.084
r60_d2.6_0.1Z 2.6 60 1e-1 1.92 0.049 0.020 0.026 0.0042 0.79 0.79
r60_d2.6_Z 2.6 60 1 1.93 0.050 0.018 0.025 0.0045 0.75 0.082
r60_d2.6_2Z 2.6 60 2 1.97 0.054 0.020 0.028 0.0052 0.71 0.096
r60_d2.6_Z_co0.28 2.6 60 1 1.87 0.036 0.012 0.018 0.0036 0.68 0.039
r57_d3.0_Z 3.0 57 1 1.86 0.054 0.022 0.030 0.0053 0.74 0.093
r51_d4.0_Z 4.0 51 1 1.29 0.033 0.012 0.019 0.0033 0.67 0.042
r48_d5.0_Z 5.0 48 1 1.67 0.054 0.018 0.030 0.0047 0.59 0.072
r45_d6.0_Z 6.0 45 1 2.19 0.093 0.033 0.056 0.0086 0.58 0.19
r206_d1.0_Z 1.0 206 1 1.67 0.041 0.016 0.018 0.0037 0.88 0.064
r163_d2.0_Z 2.0 163 1 1.40 0.029 0.012 0.015 0.0025 0.80 0.038
r150_d2.6_Z 2.6 150 1 1.75 0.039 0.016 0.021 0.0036 0.78 0.061
r143_d3.0_Z 3.0 143 1 1.61 0.031 0.013 0.017 0.0028 0.77 0.041
r129_d4.0_Z 4.0 129 1 1.58 0.031 0.013 0.017 0.0029 0.75 0.047
r120_d5.0_Z 5.0 120 1 1.36 0.024 0.010 0.014 0.0023 0.74 0.034
r114_d6.0_Z 6.0 114 1 0.96 0.014 0.0058 0.0081 0.0012 0.72 0.018
r60_d2.0_Z_rot1 2.0 60 1 2.89 0.095 0.045 0.058 0.0076 0.77 0.23
r60_d2.0_Z_rot2 2.0 60 1 2.44 0.054 0.022 0.028 0.0038 0.78 0.11
N5_d2.6_Z 3.6 N5 1 4.30 0.294 0.136 0.178 0.0352 0.76 0.983
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Table A.2. Main properties of the bound remnant and the respective initial conditions.

model ρc rign Z Mbound M(56Ni) MIGE MIME ρmax vkick vx

(109 g cm−3) (km) (Z�) (M�) (M�) (M�) (M�) (105 g cm−3) (km s−1) (km s−1)

r10_d1.0_Z 1.0 10 1 1.27 0.053 0.059 0.027 2.19 139.3 -139.3
r10_d2.0_Z 2.0 10 1 1.24 0.073 0.087 0.023 2.17 76.6 -76.3
r10_d2.6_Z 2.6 10 1 1.21 0.064 0.078 0.022 1.49 109.8 -109.4
r10_d3.0_Z 3.0 10 1 1.21 0.064 0.080 0.021 1.30 182.6 -182.0
r10_d4.0_Z 4.0 10 1 1.16 0.054 0.067 0.020 1.27 157.7 -157.7
r10_d5.0_Z 5.0 10 1 1.16 0.057 0.082 0.016 1.43 250.2 -250.0
r10_d6.0_Z 6.0 10 1 1.09 0.058 0.091 0.014 1.12 241.9 -241.8
r82_d1.0_Z 1.0 82 1 1.27 0.070 0.078 0.030 2.48 22.9 -22.3
r65_d2.0_Z 2.0 65 1 1.29 0.073 0.085 0.024 1.92 7.5 -6.9
r60_d2.6_0.0001Z 2.6 60 1e-4 1.33 0.065 0.075 0.020 2.33 53.3 53.2
r60_d2.6_0.001Z 2.6 60 1e-3 1.33 0.068 0.078 0.020 2.62 20.2 16.7
r60_d2.6_0.01Z 2.6 60 1e-2 1.33 0.066 0.077 0.021 2.61 119.9 119.7
r60_d2.6_0.1Z 2.6 60 1e-1 1.33 0.065 0.076 0.020 2.22 46.1 45.9
r60_d2.6_Z 2.6 60 1 1.33 0.064 0.077 0.020 2.34 16.8 16.5
r60_d2.6_2Z 2.6 60 2 1.33 0.066 0.076 0.020 2.62 8.6 -5.4
r60_d2.6_Z_co0.28 2.6 60 1 1.34 0.069 0.088 0.021 3.28 271.6 -271.4
r57_d3.0_Z 3.0 57 1 1.33 0.056 0.069 0.018 2.25 135.1 134.7
r51_d4.0_Z 4.0 51 1 1.36 0.033 0.051 0.011 2.90 365.6 364.0
r48_d5.0_Z 5.0 48 1 1.34 0.038 0.064 0.010 2.02 38.1 38.0
r45_d6.0_Z 6.0 44 1 1.30 0.037 0.070 0.0078 1.98 10.7 6.2
r206_d1.0_Z 1.0 206 1 1.31 0.057 0.062 0.027 2.76 6.4 -2.1
r163_d2.0_Z 2.0 163 1 1.34 0.048 0.056 0.018 3.16 54.8 53.1
r150_d2.6_Z 2.6 150 1 1.34 0.061 0.071 0.019 2.64 86.5 86.2
r143_d3.0_Z 3.0 143 1 1.35 0.058 0.069 0.017 2.70 130.8 130.6
r129_d4.0_Z 4.0 129 1 1.36 0.056 0.068 0.015 2.21 369.8 369.6
r120_d5.0_Z 5.0 120 1 1.37 0.047 0.058 0.014 2.54 225.4 225.2
r114_d6.0_Z 6.0 114 1 1.38 0.030 0.042 0.011 3.63 43.2 -42.6
r60_d2.0_Z_rot1 2.0 60 1 1.34 0.084 0.096 0.027 1.84 232.4 -
r60_d2.0_Z_rot2 2.0 60 1 1.38 0.087 0.101 0.026 2.15 17.6 -
N5_d2.6_Z 2.6 N5 1 1.08 0.050 0.058 0.018 1.11 264.6 -137.0
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Table A.3. Angle averaged light curve properties for bolometric band and BVRI Bessel bands (top) as well as ugriz Sloan bands (bottom) for the
selection of models for which RT simulations were carried out.

model tbol
rise Mbol

peak ∆mbol
15 tB

rise MB
peak ∆mB

15 tV
rise MV

peak ∆mV
15 tR

rise MR
peak ∆mR

15 tI
rise MI

peak ∆mI
15

r_10_d1.0_Z 7.27 -16.47 1.5 7.69 -16.57 2.24 9.07 -16.76 1.49 9.46 -16.59 1.29 13.99 -16.68 1.49
r_10_d2.6_Z 9.7 -17.08 1.19 9.61 -17.21 2.12 11.56 -17.49 1.37 12.88 -17.38 1.13 17.06 -17.45 1.25
r_10_d4.0_Z 11.02 -17.35 1.03 10.42 -17.43 2.09 12.85 -17.83 1.31 14.62 -17.81 1.05 18.35 -17.86 0.98
r_10_d5.0_Z 10.93 -17.19 1.06 9.7 -17.11 2.26 12.25 -17.69 1.41 13.96 -17.81 1.17 17.03 -17.86 1.22
r_10_d6.0_Z 12.07 -17.23 0.89 9.55 -16.97 1.92 13.15 -17.67 1.32 15.04 -17.94 1.02 16.82 -18.02 0.93
r_65_d2.0_Z 7.45 -16.43 1.49 7.63 -16.54 2.33 9.1 -16.8 1.57 9.67 -16.67 1.37 13.84 -16.73 1.52
r_60_d2.6_0.0001Z 6.52 -16.07 1.55 6.79 -16.2 2.42 8.2 -16.42 1.62 9.31 -16.29 1.48 12.31 -16.38 1.53
r_60_d2.6_Z 6.39 -15.92 1.61 6.48 -16.02 2.45 7.84 -16.28 1.66 8.83 -16.2 1.57 11.44 -16.3 1.59
r_60_d2.6_Z_c0.28 6.48 -15.58 1.57 6.58 -15.71 2.56 7.96 -15.89 1.64 9.19 -15.84 1.46 11.53 -15.96 1.48
r_48_d5.0_Z 6.94 -15.83 1.32 6.94 -15.88 2.49 8.53 -16.23 1.57 10.27 -16.25 1.32 12.73 -16.34 1.33
r_45_d6.0_Z 8.35 -16.4 1.22 7.9 -16.38 2.41 9.76 -16.86 1.53 11.26 -16.93 1.26 14.08 -16.97 1.28
r_206_d1.0_Z 5.91 -15.82 1.76 6.3 -15.92 2.41 7.51 -16.1 1.68 8.08 -15.95 1.66 10.54 -16.07 1.61
r_150_d2.6_Z 5.79 -15.81 1.65 6.09 -15.94 2.48 7.45 -16.13 1.67 8.65 -16.0 1.61 11.11 -16.11 1.62
r_120_d5.0_Z 4.68 -15.38 1.84 5.1 -15.47 2.5 6.76 -15.7 1.81 7.81 -15.62 2.01 9.55 -15.74 1.91
r_114_d6.0_Z 4.02 -14.91 2.38 4.17 -15.04 2.84 5.31 -15.21 2.13 6.06 -15.2 2.55 7.72 -15.36 2.38
r_60_d2.0_Z_rot1 7.96 -16.83 1.47 8.41 -16.98 2.37 9.73 -17.15 1.52 10.36 -16.98 1.3 15.1 -17.09 1.57
r_60_d2.0_Z_rot2 6.52 -16.16 1.79 6.76 -16.24 2.36 8.11 -16.46 1.69 8.71 -16.38 1.79 11.47 -16.48 1.83
N5_d2.6_Z 10.81 -17.72 0.93 10.75 -17.89 1.9 13.45 -18.16 1.19 15.37 -17.98 0.87 20.06 -18.06 0.72
model tu

rise Mu
peak ∆mu

15 tgrise Mg
peak ∆mg

15 tr
rise Mr

peak ∆mr
15 ti

rise Mi
peak ∆mi

15 tz
rise Mz

peak ∆mz
15

r10_d1.0_Z 6.42 -16.23 4.11 8.20 -16.72 1.83 9.85 -16.54 1.41 9.04 -15.96 0.87 14.65 -16.45 1.30
r10_d2.6_Z 8.14 -16.78 3.69 10.21 -17.38 1.75 13.18 -17.34 1.25 16.88 -16.75 1.12 17.57 -17.22 1.16
r10_d4.0_Z 9.16 -16.9 3.47 11.14 -17.61 1.73 14.65 -17.77 1.14 18.38 -17.21 0.85 18.98 -17.58 0.93
r10_d5.0_Z 8.56 -16.54 3.65 10.45 -17.35 1.88 13.87 -17.75 1.26 16.97 -17.28 1.08 17.63 -17.56 1.12
r10_d6.0_Z 8.02 -16.4 2.78 10.42 -17.23 1.67 14.86 -17.85 1.12 16.73 -17.52 0.85 17.57 -17.68 0.85
r65_d2.0_Z 6.42 -16.11 4.27 8.14 -16.72 1.92 10.00 -16.63 1.5 9.34 -16.02 0.91 14.32 -16.49 1.34
r60_d2.6_0.0001Z 5.64 -15.8 4.47 7.24 -16.36 1.99 9.49 -16.24 1.60 11.08 -15.68 1.30 12.85 -16.12 1.32
r60_d2.6_Z 5.49 -15.61 4.56 6.94 -16.19 2.01 8.92 -16.15 1.66 10.54 -15.62 1.43 12.01 -16.00 1.36
r60_d2.6_Z_c0.28 5.49 -15.34 4.63 7.00 -15.84 2.08 9.13 -15.78 1.54 11.11 -15.33 1.38 12.04 -15.62 1.27
r48_d5.0_Z 5.82 -15.44 4.39 7.39 -16.07 2.04 10.15 -16.19 1.42 12.88 -15.75 1.27 13.03 -15.99 1.18
r45_d6.0_Z 6.64 -15.88 4.02 8.47 -16.59 2.01 11.20 -16.87 1.36 13.99 -16.40 1.18 14.68 -16.65 1.18
r206_d1.0_Z 5.19 -15.57 4.45 6.73 -16.08 1.97 8.32 -15.89 1.77 8.32 -15.38 1.36 11.47 -15.79 1.35
r150_d2.6_Z 4.98 -15.59 4.66 6.55 -16.09 2.03 8.74 -15.95 1.7 10.21 -15.41 1.46 11.68 -15.82 1.38
r120_d5.0_Z 3.78 -15.22 4.84 5.67 -15.63 2.05 7.84 -15.57 2.07 9.01 -15.06 1.92 10.03 -15.42 1.58
r114_d6.0_Z 3.06 -14.74 4.97 4.47 -15.16 2.32 6.09 -15.14 2.62 7.48 -14.7 2.62 8.08 -14.98 1.90
r60_d2.0_Z_rot1 6.91 -16.66 4.18 8.89 -17.11 1.93 10.66 -16.94 1.41 15.01 -16.35 1.48 15.70 -16.85 1.40
r60_d2.0_Z_rot2 5.46 -15.9 4.18 7.21 -16.39 1.93 8.92 -16.33 1.88 9.37 -15.79 1.59 12.22 -16.20 1.55
N5_d2.6_Z 8.83 -17.46 3.01 11.62 -18.05 1.6 15.58 -17.95 0.97 20.63 -17.33 0.57 20.84 -17.86 0.71
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ABSTRACT

Over the past decades, many explosion scenarios for Type Ia supernovae have been proposed and investigated including various
combinations of deflagrations and detonations in white dwarfs of different masses up to the Chandrasekhar mass. One of these is the
gravitationally confined detonation model. In this case a weak deflagration burns to the surface, wraps around the bound core, and
collides at the antipode. A subsequent detonation is then initiated in the collision area. Since the parameter space for this scenario, that
is, varying central densities and ignition geometries, has not been studied in detail, we used pure deflagration models of a previous
parameter study dedicated to Type Iax supernovae as initial models to investigate the gravitationally confined detonation scenario.
We aim to judge whether this channel can account for one of the many subgroups of Type Ia supernovae, or even normal events. To
this end, we employed a comprehensive pipeline for three-dimensional Type Ia supernova modeling that consists of hydrodynamic
explosion simulations, nuclear network calculations, and radiative transfer. The observables extracted from the radiative transfer
are then compared to observed light curves and spectra. The study produces a wide range in masses of synthesized 56Ni ranging
from 0.257 to 1.057 M�, and, thus, can potentially account for subluminous as well as overluminous Type Ia supernovae in terms
of brightness. However, a rough agreement with observed light curves and spectra can only be found for 91T-like objects. Although
several discrepancies remain, we conclude that the gravitationally confined detonation model cannot be ruled out as a mechanism to
produce 91T-like objects. However, the models do not provide a good explanation for either normal Type Ia supernovae or Type Iax
supernovae.

Key words. hydrodynamics – nuclear reactions, nucleosynthesis, abundances – radiative transfer – methods: numerical –
supernovae: general – supernovae: individual: SN 1991T

1. Introduction

Despite several decades of research, the questions of the
progenitor systems of Type Ia supernovae (SNe Ia), and
their explosion mechanism, remain open. A common basis
for modeling different conceivable explosion scenarios is
the origin of SNe Ia from the thermonuclear disruptions
of carbon-oxygen (CO, Hoyle & Fowler 1960; Arnett 1969),
oxygen-neon (ONe, Marquardt et al. 2015; Kashyap et al. 2018),
hybrid carbon-oxygen-neon (CONe, Denissenkov et al. 2015;
Kromer et al. 2015; Bravo et al. 2016), or helium-carbon-
oxygen (Pakmor et al. 2021) white dwarf (WD) stars in a binary
system. Whether the pre-explosion WD has reached the Chan-
drasekhar mass (MCh) or whether it remains significantly below
this limit is not clear yet. In fact, it may well be possible that
more than one progenitor and explosion mechanism is needed
to account for the observed sample of SNe Ia given the variety
of peculiar subclasses that have been identified (Taubenberger
2017; Jha 2017). The nature of the binary companion of the
exploding WD is yet another open question since it is not clear
whether it is a nondegenerate star, for example, a main sequence,
red giant, or asymptotic giant branch star (Whelan & Iben 1973),
or another WD (Iben & Tutukov 1984). Finally, the reason for
the explosion and the combustion mechanism are unknown. The

WD might explode due to an interaction with its binary com-
panion via accretion or due to a merger with the latter, and the
thermonuclear flame can propagate as a subsonic deflagration
or a supersonic detonation front (e.g., Röpke 2016). These pos-
sibilities leave room for a plethora of explosion scenarios (see
Hillebrandt et al. 2013, for a review) trying to explain the typi-
cal features of the bulk of so-called normal SNe Ia as well as the
various subclasses. Here, we focus solely on explosions of MCh
WDs.

Specifically, we extend the models of asymmetric
deflagrations in MCh WDs of Lach et al. (2022, hereafter
L21), and trigger detonations in late stages of the explosion. The
models presented in that study were ignited asymmetrically in a
single spot, and, hence, lead to weak deflagrations ejecting only
little mass. The deflagration ashes rush across the still bound
object and collide at the opposite side. Therefore, they can
serve as a starting point for the investigation of the gravitation-
ally confined detonation (GCD) scenario first investigated by
Plewa et al. (2004). In this scenario, a detonation is initated in
the collision region leading to a healthy explosion disrupting the
whole star. The goal of our study is to investigate two main prop-
erties of these models. First, we explore whether this mechanism
is capable of reproducing the brightness variation of normal
SNe Ia or even extending to subluminous events. Second, the
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effects of the predicted composition inversion in comparison to
1D SN Ia (see e.g., Nomoto et al. 1984; Khokhlov et al. 1993)
models of the canonical delayed detonation (DD) scenario
(Gamezo et al. 2005; Röpke & Niemeyer 2007; Sim et al. 2013)
on the predicted observables are examined. By construction, the
deflagration products remain in the central parts of the ejecta
in 1D models. In 3D DD simulations, the composition is not
strictly stratified. Deflagration ashes extend out to high ejecta
velocities while material composed of lighter elements sinks
down toward the center because of the buoyancy instabilitiy
during the initial deflagration phase. In the GCD model this
effect is most strongly pronounced. A complete inversion of
the ejecta composition compared to the 1D models is observed:
the deflagration products enshroud the detonation ashes. While
Kasen & Plewa (2007) conclude that the spectrum of SN 1994D
can be matched by their GCD model, Baron et al. (2008)
and Seitenzahl et al. (2016) find it difficult to bring the large
abundances of iron group elements (IGEs) in the outer layers in
agreement with observations (see discussion in Sect. 2).

Because of the restricted spatial resolution of the regions
where the detonation potentially triggers, the mechanism for the
initiation of the detonation wave cannot be followed consistently
within this study. According to Seitenzahl et al. (2009a) a res-
olution of at least a few 100 meters per cell is required. We
emphasize that the numerical methods used in this work are
not appropriate to conclusively verify whether a detonation is
ignited or not (see Sect. 4). Therefore, we only give plausibil-
ity arguments and follow a what-if-approach to explore the con-
sequences of an assumed detonation initiation. Because of this
uncertainty, the occurrence of a detonation is not necessarily a
contradiction to the notion that Type Iax supernovae (SNe Iax)
may arise from weak deflagrations in MCh WDs Branch et al.
(2004), Phillips et al. (2007), Kromer et al. (2013), Long et al.
(2014), Fink et al. (2014), L21. Although a detonation is possi-
ble in the collision region it is not guaranteed that it also occurs
in every realization in nature. Furthermore, we note that the GCD
mechanism relies on the absence of a spontaneous deflagration-
to-detonation transition (DDT) before the deflagration breaks
out of the surface. Also in this case, the question – whether
DDTs occur in unconfined media remains an open issue and
topic of active research (Oran & Gamezo 2007; Woosley et al.
2009; Poludnenko et al. 2011, but see Poludnenko et al. 2019 for
a recently suggested mechanism).

The paper is structured in the following way: we first discuss
the GCD explosion mechanism and its implications in detail in
Sect. 2, and, then give a brief overview of the employed codes
and our initial setup in Sect. 3. This is followed by a descrip-
tion of the detonation initiation mechanism and conditions rel-
evant for this study in Sect. 4. Section 5 then covers the results
of the hydrodynamic simulations and the postprocessing step. In
Sect. 6 we present synthetic observables and compare them to
observations. Finally, our conclusions can be found in Sect. 7.

2. Explosion model

As mentioned above, in a previous study (L21), we investigate
explosions of MCh WDs that result from ignitions of a defla-
gration flame in a single spot off-center of the star as suggested
by simmering phase simulations by Zingale et al. (2009, 2011)
and Nonaka et al. (2012). Such models had been proposed to
explain the class of SNe Iax and we confirm that a large part
of the luminosity range observed for these objects can be repro-
duced in the context of the assumed explosion scenario. The
overall agreement of those models with observational data of

SNe Iax (light curves and spectra) is reasonable, but not perfect.
In particular, the observables of the lowest-luminosity mem-
bers of the SN Iax class are not satisfactorily reproduced by
our models. In the scenario of a subsonic deflagration ignited
in a single (or a few) spark(s) off-center in a MCh WD star,
the energy released by the nuclear burning does not completely
unbind the object and a bound remnant is left behind. But even
multispot ignition scenarios – also capable of unbinding the
entire WD star – produce 56Ni masses and explosion energies
reaching the faint end of normal SNe Ia at best (Fink et al.
2014). A DD in such models can produce brighter events and
approximately cover the range of observed normal SNe Ia
(Gamezo et al. 2005; Maeda et al. 2010a; Röpke & Niemeyer
2007; Seitenzahl et al. 2013a). Observables predicted from these
models are again in reasonable agreement with data, however,
important trends and relations such as the width-luminosity rela-
tion employed to calibrate SNe Ia as cosmological distance indi-
cators (Phillips 1993) are not fully reproduced by current mul-
tidimensional models (Kasen et al. 2009; Sim et al. 2013). We
note, however, that it has been demonstrated that a full treat-
ment of nonlocal thermodynamic equilibrium (NLTE) effects is
important for detailed modeling, including at phases relevant to
studying the width-luminosity relation (e.g., Blondin et al. 2013;
Dessart et al. 2014; Shen et al. 2021). Since multidimensional
studies currently lack full NLTE treatments further work is there-
fore still needed to fully quantify the extent to which such mod-
els can agree with observations. As mentioned above, the mech-
anism triggering the required spontaneous transition of the com-
bustion wave from deflagration to detonation remains unclear.

For the single-spot off-center ignited MCh WD models con-
sidered by L21, triggering of a detonation in a late phase of
the explosion process is also a possibility. Such scenarios have
been discussed by Plewa et al. (2004) as gravitationally confined
detonations and were later investigated in more detail by Plewa
(2007), Townsley et al. (2007), Röpke et al. (2007), Jordan et al.
(2008, 2009), Meakin et al. (2009), Seitenzahl et al. (2009b,
2016), García-Senz et al. (2016), and Byrohl et al. (2019). The
idea is that the deflagration flame rises toward the surface of the
WD and sweeps around the gravitationally bound core. Subse-
quently, the ashes collide on the opposite side and a detonation
is ignited in the collision region. There, an inward and outward
moving jet form and material is compressed and heated at the
head of the inward moving jet until necessary conditions for a
detonation are reached. This leads to the following problem: the
less energy released in the initial asymmetric deflagration, the
less the WD star expands and the stronger the collision of the
deflagration wave at the antipode of its ignition. This increases
the chances of triggering a detonation. But a weak expansion of
the WD prior to this moment also implies that the detonation pro-
duces a substantial amount of 56Ni, and, therefore, such explo-
sion models are very bright. In contrast, a too strong deflagration
may pre-expand the WD so much that the antipodal collision of
the deflagration ashes is too weak to trigger a detonation.

The immediate triggering of the detonation in the GCD
model only works if the collision of ashes is strong, that is,
the deflagration is weak. This seems too restrictive to repro-
duce the brightness range covered by normal SNe Ia, especially
the fainter events. Some additional dynamics is introduced by
models that take into account the pulsation phase ensuing in the
distorted, but still bound, WD after the deflagration phase if a
detonation is not triggered immediately. The predecessor to such
models is the pulsating delayed detonation (PDD) mechanism
(see Khokhlov 1991; Khokhlov et al. 1993; Höflich et al. 1995)
in which a deflagration is ignited centrally in a one-dimensional
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(1D) setup that is too weak to unbind the WD. Hence, the
star subsequently pulsates and eventually a detonation is trig-
gered inside a mixing zone of ashes and heated fuel. A multi-
dimensional variant of this is the “pulsationally assisted” GCD
(PGCD, Jordan et al. 2012a). Here, the initiation of the deto-
nation results from the coincidence of the contraction of the
bound core during its pulsation and the collision of the ashes. In
the pulsating reverse detonation (PRD) mechanism proposed by
Bravo & García-Senz (2006, 2009), the detonation does not nec-
essarily happen near the collision spot of the deflagration waves
but is caused by an accretion shock as the burned material falls
back onto the WD core. Most probably, these detonation ini-
tiation mechanisms coexist legitimately and highly depend on
the details of the model and the ignition conditions. Moreover,
it seems reasonable to assume that there is a continuous tran-
sition between the GCD and the PGCD mechanism (see also
Byrohl et al. 2019).

All model variations mentioned above, except the original
1D PDD scenario, predict similar ejecta structures: well mixed
or even clumpy outer layers containing IGEs and intermediate
mass elements (IMEs) typical for a deflagration and a stratified
inner region caused by the detonation of the core. There is no
composition inversion in the PDD, that is, the deflagration ashes
stay in the center of the ejecta, but this is an artifact of its restric-
tion to one spatial dimension.

As mentioned earlier, the actual brightness of the event is
determined by the state (density) of the WD core at detonation
initiation. This depends on the pre-expansion due to the deflagra-
tion but also on the phase of the pulsation. Models presented to
date (see references above) either result in brightnesses compa-
rable to luminous normal SNe Ia, 91T-like events, or transients
significantly too bright to account for most known SNe Ia. The
masses of 56Ni lie in the range of ∼0.7−1.2 M�. The faint end of
the distribution of normal SNe Ia or even bright SNe Iax, such
as SN 2012Z (Stritzinger et al. 2015), cannot be reproduced by
this scenario to date. Fisher & Jumper (2015) discuss the fate
of the MCh scenario and state that sparsely ignited models most
probably produce overluminous events, such as SN 1991T. The
same conclusion is reached by Byrohl et al. (2019) who study
the impact of different deflagration ignition radii with 3D hydro-
dynamic simulations and find that the GCD mechanism either
fails (central ignition) or produces 56Ni masses in excess of
1 M�.

Observational properties of the GCD model were first inves-
tigated by Kasen & Plewa (2005). They focused on the Ca II IR
triplet at high velocities observed in some SNe Ia, for exam-
ple, SN 2001el, showing that this can be explained by defla-
gration ashes in the outer layers of the ejecta. In a later study,
Kasen & Plewa (2007) present radiative transfer (RT) calcula-
tions of a GCD model taken from Plewa (2007). Although the
model is slightly too bright, they find a rough agreement with
SN 2001el regarding the shape of the light curve and the color
evolution. Moreover, the spectra qualitatively match those of
SN 1994D, a normal SN Ia, and they find strong viewing angle
dependencies of the decline rate and the Si II λ6150 line veloc-
ities. Baron et al. (2008) have examined a PRD model and find
that it matches the typical Si II absorption feature at maximum
light in SN 1994D quite well while the S II “W” feature, a defin-
ing characteristic of normal SNe Ia, is totally absent. Further-
more, the large amount of IGEs in the outer layers leads to very
red colors not compatible with normal SNe Ia. In a later work,
Bravo et al. (2009) find that due to the asymmetry in the defla-
gration ashes the spectra are not too red for all viewing angles in
the PRD models from Bravo & García-Senz (2009). In addition,

some bright models of their sequence agree favorably with the
[M(56Ni)−∆m15]-relation of normal SNe Ia. The GCD model of
Seitenzahl et al. (2016) yields M(56Ni) close to that observed in
SN 1991T. They find, however, that the amount of stable IGEs in
the deflagration ashes is too large and that features of IMEs (Ca
II, S II, Si II) are too pronounced at premaximum and too weak,
in contrast, at later epochs to match SN 1991T. Finally, signif-
icant viewing angle effects are found, especially in the bluer
bands reducing the UV-blocking effect of IGEs in the outer lay-
ers at the detonation initiation side. These studies show that a
rough agreement of the GCD observational properties with SNe
Ia can be found although there still are several shortcomings.
Therefore, a large parameter study of the GCD scenario is nec-
essary to judge whether some the discrepancies between theory
and observations can be remedied.

3. Numerical methods and initial setup

The numerical methods and the initial setup are the same as in
L21. Therefore, we only give a brief review here, and refer the
reader to L21 and references therein for more details.

The leafs code employed for the hydrodynamic simulations
solves the reactive Euler equations using the piecewise parabolic
finite difference scheme of Colella & Woodward (1984). It uti-
lizes the level-set technique (Sethian 1999) to capture flame
fronts and two nested, expanding grids to follow the ejecta to
homologous expansion (Röpke 2005). Gravity is treated using a
fast Fourier transform based gravity solver and the Helmholtz
equation of state by Timmes & Arnett (1999) is employed.
Nucleosynthesis yields are calculated via the tracer particle
method (Travaglio et al. 2004) with the nuclear network code
yann (Pakmor et al. 2012). To obtain synthetic spectra and light
curves we carry out RT simulations using the three-dimensional
(3D) Monte Carlo RT code artis (Sim 2007; Kromer & Sim
2009) allowing comparisons to be made directly with observa-
tional data.

We used a selection of MCh deflagration models from L21 as
initial models for GCD explosions. CO white dwarfs with equal
amounts of C and O but different central densities ρc between
1 × 109 g cm−3 and 6 × 109 g cm−3 were ignited in a single bub-
ble consisting of eight overlapping spheres with a radius of 5 km
(see L21 for a visualization) with varying offset radii roff . The
latter was varied between 10 and 150 km from the center of the
star. Furthermore, the central temperature is 6×108 K decreasing
adiabatically to 1 × 108 K. In contrast to our previous L21 defla-
gration study, the metallicity was kept constant at the solar value
since this parameter has shown to be of minor importance for the
synthetic observables and the deflagration strength. Therefore,
we abbreviate the model names and label them rX_dY, where
X encodes the offset radius (r) in km and Y the central den-
sity (d) in 109 g cm−3. Moreover, the cell size of the inner grid
tracking the flame is ∼2 km at the beginning of the simulation
and increases to ∼200 km at detonation initiation. Our explosion
models are summarized in Table 1. We omit some of the L21
explosion models ignited at large radii since they do not extend
the range in nuclear energy release of the deflagration Edef

nuc, and,
therefore, do not introduce further variations to our set of GCD
models.

4. Detonation initiation

The spontaneous initiation of a detonation in a WD environ-
ment is a complicated process and the mechanism that modern
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supernova research is built on is the gradient mechanism pro-
posed by Zel’dovich et al. (1970). The relevant properties of a
hotspot are its temperature, composition, density and size (alter-
natively its mass). Studies on the initiation process have been
carried out by Khokhlov et al. (1997), Niemeyer & Woosley
(1997), Dursi & Timmes (2006), and Röpke et al. (2007), for
instance. Seitenzahl et al. (2009a) also study different functional
forms of the temperature profile in two dimensions and find
that the ambient temperature also has an impact on the ini-
tiation process. All these studies suggest that a detonation is
robustly ignited as soon as a density of ρcrit > 1 × 107 g cm−3

and a temperature of Tcrit > 2 × 109 K are reached simul-
taneously on length scales of approximately 10 km. More-
over, this critical length scale increases for decreasing C
mass fraction suggesting a value of at least X(C) ∼ 0.4 is
needed.

In simulations of SNe Ia the resolution is not sufficient to
capture the details of the detonation initiation process, and, thus,
the studies of GCDs mentioned in Sect. 2 ignite a detonation
as soon as critical values are reached. Seitenzahl et al. (2016),
for example, use a rather optimistic condition of ρcrit > 1 ×
106 g cm−3 and Tcrit > 1 × 109 K while Jordan et al. (2012a) and
Byrohl et al. (2019) resort to the conservative values of ρcrit >
1×107 g cm−3 and Tcrit > 2×109 K. In this work, we also stuck to
these conservative conditions, and, in addition, imposed a limit
for the mass fraction of fuel, that is, X(CO) ≥ 0.8. The detona-
tion is then initiated in a spherical bubble with a radius of two
cell sizes by initializing a second levelset. Since the leafs code
tracks the ejecta via two nested, expanding grids the resolution in
the inner parts becomes worse with ongoing expansion. The size
of one cell in the detonation region is ∼200 km in the simulations
presented here, and, therefore, highly exceeds the critical length
scale necessary for a detonation initiation. Furthermore, no vol-
ume burning is included in our simulation, and, thus, its feed-
back on the hydrodynamic evolution is neglected. The low res-
olution at late times and the lack of an actively coupled nuclear
network therefore make it impossible to definitely predict a det-
onation. However, a detailed high resolution (up to 125 m per
cell) study of the collision region in the GCD scenario has been
carried out by Seitenzahl et al. (2009a). They show that a detona-
tion may indeed be ignited as the result of a complex interplay of
internal shocks, compression waves and Kelvin-Helmholtz insta-
bilities associated with an inward moving jet near the collision
area.

5. Results

5.1. Hydrodynamic evolution

We find that the conditions necessary for initiating a detonation
in the context of the PGCD scenario (see Sect. 4) are achieved
in most of the models from L21. Only the models ignited at
roff = 10 km with central densities in excess of 2.6 × 109 g cm−3

and the rigidly rotating models do not reach the detonation ini-
tiation conditions in the collision area. In high central density
models (r10_d3.0_Z, r10_d4.0_Z, r10_d5.0_Z, and r10_d6.0_Z
from L21), the deflagration is too powerful, that is, high val-
ues of Edef

nuc, and the pre-expansion of the star is very strong.
Hence, the high densities needed for the initiation of a detona-
tion are not reached. For the highest central densities the expan-
sion is so strong that the ashes hardly collide at the antipode
(see also discussion in L21). The rigidly rotating models of L21
do not detonate although their nonrotating counterpart, Model
r60_d2.0, detonates via the PGCD mechanism. This supports

the work of García-Senz et al. (2016) stating that rotation breaks
the symmetry and leads to a weaker focusing of the colliding
deflagration products. In summary, high temperatures and den-
sities sufficient to initiate a detonation are found in 23 of the
29 single-spark ignition models presented in L21. We, however,
only simulated the detonation phase for eleven models to cap-
ture the whole variety in explosion energies and production of
56Ni, respectively. The models omitted are very weak deflagra-
tions resulting in very bright events if a detonation was taken into
account.

The evolution of the explosions is similar to that described
in earlier works (Plewa 2007; Townsley et al. 2007; Röpke et al.
2007; Seitenzahl et al. 2016; Byrohl et al. 2019): after the igni-
tion of the deflagration, the flame buoyantly rises to the surface
of the star accelerated further by turbulent motions (Rayleigh-
Taylor and Kelvin-Helmholtz instabilities). Subsequently, the
hot ashes race across the surface of the bound core and clash
at the side opposite to the deflagration ignition. A stagnation
region, that is, a region of almost zero velocity, then develops and
two jets are launched inward and outward. They are sustained by
the ongoing inflow of material from all lateral directions. A 3D
visualization of this process is shown in Fig. 1. As the jet moves
inward it compresses and heats matter ahead of it until ρcrit and
Tcrit are reached. These conditions are achieved during the first
pulsation phase of the core, and, therefore, all our models belong
to the PGCD scenario (Jordan et al. 2012a). Figure 2 shows the
central density as a function of time where the detonation ini-
tiation of each model is marked with a filled circle. In general,
for the weak deflagrations the detonation already occurs before
the maximum compression of the core is reached and shifts to
later points in time for the stronger ones marking the transi-
tion from the PGCD to the GCD scenario. Model r10_d2.6 even
ignites during the onset of the expansion phase after the maxi-
mum central density was reached in the first pulsation cycle (see
Fig. 2). This special situation is shown in Fig. 3. At t = 6.21 s
(upper row) the core is contracting (inside the white contour)
and the inward moving jet pushes material toward the center,
and, thus, compresses and heats it. The temperature in the com-
pression region is still low around 1 × 108 K. About 1.5 s later,
the core has reached its maximum density and begins to expand
again (see the second white contour emerging in the dense core,
middle row). The temperature is already near 1 × 109 K. Right
before the initiation of the detonation at 8.31 s the infalling mate-
rial further heats the expanding innermost parts of the core. This
heating is strongest where the inward directed jet penetrates into
the core until the detonation conditions are reached. The ini-
tiation location is indicated by a scatter point in the last row
of Fig. 3. The detonation then burns the remaining CO fuel at
supersonic velocities in less than ∼0.5 s and the whole star is
disrupted.

We emphasize that although many of our simulations
robustly ignite a detonation, this is not proof for the mechanism
since the resolution in the area of interest is not fine enough
to track the turbulent motions and shock waves inside the col-
lision region (see Seitenzahl et al. 2009a) due to the expanding
grid approach to track the ejecta. Moreover, we did not employ
a reaction network in parallel with the hydrodynamics to capture
the nuclear energy generation outside the flame. Therefore, the
detonation location as well as tdet can be subject to slight vari-
ations within a specific model which may introduce some more
diversity among the presented PGCD models. The energetic and
nucleosynthesis yields as well as the synthetic observables of our
simulations, however, are expected to largely capture the charac-
teristics of these explosions.
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Fig. 1. Flame surface (gray) and density isosurfaces of ρ = 102, 103, 104, 105, 106, 107 g cm−3 (see colorbar) for model r60_d2.6. Left panel:
situation prior to detonation initiation at t = 4.7 s. Middle panel: zoom in on the core at t = 4.78 s. The hotspot with temperatures above 1 × 109 K
is marked by the blue-green contour. Right panel: detonation front (blue surface) ∼1 s after initiation. The illustration is not to scale.

5.2. Energetics and nucleosynthesis yields

The total nuclear energy Enuc released during the explosion is
sufficient to unbind the whole WD in all simulations of this work.
The disruption of the whole star was verified by checking that
the kinetic energy of each cell exceeds its gravitational energy
at the end of the simulations (t = 100 s). The ejecta expand
homologously. While Enuc ranges from 1.61 to 1.96 × 1051 erg
the energy released in the deflagration Edef

nuc lies between 1.29
and 3.15 × 1050 erg (see Table 1) which corresponds to 24.1 to
61.4% of the initial binding energy Ebind of the star. There is a
clear trend that for an increasing deflagration strength (Edef

nuc) the
time until detonation tdet increases and the central density ρdet
at tdet, Enuc and with it the total kinetic energy Ekin decrease.
This behavior is well in line with previous studies of the GCD
scenario (see Sect. 1). A little scatter is added to these trends
by the different initial central densities of the models. As an
extreme example, Model r45_d6.0 and Model r82_d1.0 release
a comparable amount of nuclear energy in the deflagration but
differ significantly in their total energy release Enuc, and, espe-
cially in the amount of 56Ni produced. The high initial central
density of Model r45_d6.0 also leads to a high value for ρdet
of 8.8 × 107 g cm−3 more than twice the value found for Model
r82_d1.0. Moreover, the total amount of matter at high densities
above 107 g cm−3 at the detonation initiation sums up to 0.98 M�
in Model r45_d6.0 and to 0.64 M� in Model r82_d1.0, respec-
tively.

The parameter driving the luminosity of SNe Ia is the mass
of 56Ni ejected since it deposits energy into the expanding mate-
rial via its decay to 56Co, and, subsequently, to 56Fe. The model
sequence presented here covers a wide range of luminosities
resulting from M(56Ni) ranging between 0.257 and 1.057 M�.
This includes 56Ni masses appropriate for faint normal SNe
Ia (see e.g. Stritzinger et al. 2006; Scalzo et al. 2014) but also
the bright end of the SN Iax subclass (e.g., SN 2012Z eject-
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r10 d2.6
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r150 d2.6

Fig. 2. Central density over time for a representative selection of mod-
els. The scatter points indicate the time of the detonation initiation.

ing ∼0.2−0.3 M� of 56Ni and ∼MCh in total Stritzinger et al.
2015 or SN 2011ay Szalai et al. 2015) and 02es-like objects
(see SN 2006bt also ejecting ∼0.2−0.3 M� of 56Ni Foley et al.
2010). On the bright end, luminous normal SNe Ia, the slightly
overluminous 91T-like objects (Filippenko et al. 1992) and the
transitional events like SN 2000cx (Li et al. 2001) can also be
accounted for by our models in terms of M(56Ni) ejected.

The result that models ignited at roff = 10 km do detonate
pushes the transition between PGCDs and failed detonations,
that is, pure deflagrations, to lower ignition radii compared to
the works of Fisher & Jumper (2015) and Byrohl et al. (2019).
These studies conclude that below ∼16 km a detonation initia-
tion becomes unlikely, and, thus, the GCD mechanism produces
mostly bright explosions. Indeed, the faintest model in our study,
Model r10_d2.6, exhausts the viability of the PGCD mech-
anism since critical conditions for a detonation initiation are
only reached at the very end of the contraction phase. However,
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Fig. 3. Slices of the x−y-plane at z = 0 showing the density (left column) and the temperature (right column) of Model r10_d2.6 for three points
in time: 6.21 s, 7.71 s and 8.31 s (from top to bottom). The white contour marks the zero level of the radial velocity, i.e., it separates regions of
expansion and contraction and the black contour indicates X(CO) = 0.8. The blue point in the bottom left panel shows the location of the detonation
initiation.
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Table 1. Summary of the main properties of the ejected material and the initial conditions.

Model ρc rign Edef
nuc Enuc tdet ρdet

c M(56Ni) MIGE MIME Ekin,ej
(109 g cm−3) (km) (1050 erg) (1051 erg) (s) (107 g cm−3) (M�) (M�) (M�) (1051 erg)

r10_d1.0 1.0 10 1.98 1.70 7.11 5.12 0.596 0.662 0.521 1.24
r10_d2.0 2.0 10 2.81 1.69 7.52 4.37 0.532 0.612 0.561 1.21
r10_d2.6 2.6 10 3.15 1.61 8.34 2.96 0.257 0.328 0.782 1.14
r82_d1.0 1.0 82 2.31 1.63 6.43 4.12 0.592 0.657 0.507 1.17
r65_d2.0 2.0 65 2.38 1.74 5.65 4.86 0.695 0.773 0.451 1.24
r60_d2.6 2.6 60 1.93 1.79 4.78 5.86 0.793 0.876 0.386 1.30
r57_d3.0 3.0 57 1.86 1.85 4.97 7.00 0.850 0.936 0.346 1.36
r51_d4.0 4.0 51 1.29 1.96 4.51 13.4 1.057 1.164 0.175 1.48
r48_d5.0 5.0 48 1.67 1.96 5.05 11.7 0.916 1.024 0.288 1.47
r45_d6.0 6.0 45 2.19 1.93 5.86 8.80 0.760 0.876 0.412 1.45
r150_d2.6 2.6 150 1.75 1.81 4.09 6.73 0.914 0.999 0.289 1.29

subluminous SNe Ia resulting from the GCD scenario should still
be considered rare events as pointed out by Byrohl et al. (2019).
They extract a probability density function (PDF) for the igni-
tion radius using data from Nonaka et al. (2012) to interpret their
results. The PDF peaks at approximately 50 km and suggests that
ignition below ∼20 km and above ∼100 km is a scarce event. In
detail, they state that only 2.2% of MCh explosions are ignited
below roff = 16 km.

Flörs et al. (2020) examine features of stable Ni, mostly in
the form of 58Ni, and Fe in late-time spectra of SNe Ia. They then
compare their measured Ni to Fe ratios (MNi/MFe) to theoretical
models and conclude that most SNe Ia probably originate from
sub-MCh WDs. In detail, they find that M58Ni/M56Ni < 6% for
sub-MCh models (see references in Flörs et al. 2020) and larger
for MCh explosions. The reason for this is that more neutron-
rich isotopes are favored in nuclear statistical equilibrium at high
densities which are reached in MCh WDs only. We find values of
M58Ni/M56Ni between 2.4% and 5.1% making it hard to distin-
guish the PGCD models1 from sub-MCh explosions based on
this ratio. Moreover, Flörs et al. (2020) state that M57Ni/M56Ni
is expected to lie above 2% and M54,56Fe/M56Ni above 10% for
MCh models. Again, the nucleosynthesis yields of our simula-
tions predict lower values of M57Ni/M56Ni = 1.7−2.4% and
M54,56Fe/M56Ni = 1.8−14.6%. The obvious reason for this finding
is that PGCD models exhibit characteristics of a deflagration at
high densities and a detonation of a sub-MCh CO core. Finally,
the significant amounts of IMEs produced in Model r10_d2.6
even exceed the mass of IGEs.

The elemental ratios to Fe compared to their solar value
[X/Fe] (isotopes decayed to 2 Gyr) also include characteristics
of both MCh deflagrations and detonations in low-mass WDs.
First, supersolar values of [Mn/Fe] are achieved in models with
a strong deflagration, for instance, Model r10_d2.6 and r10_d2.0
(see Fig. 4). This is in agreement with the commonly accepted
fact that MCh explosions are responsible for a substantial amount
of Mn in the Universe (Seitenzahl et al. 2013b; Lach et al. 2020).
For decreasing deflagration strength the contribution of the det-
onation becomes larger and [Mn/Fe] falls below the solar value.
Second, we observe high values of [Cr/Fe] in some explosions
which is a direct imprint of low-mass (.0.8 M�) CO detona-
tion models (compare also Fig. 3 in Lach et al. 2020) but special

1 The full set of isotopic yields and also the angle averaged optical
spectral time series and UVOIR bolometric light curves calculated in the
radiative transfer simulations will be published on hesma Kromer et al.
(2017).
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Fig. 4. Elemental abundances over Fe in relation to their solar value for
a few representative models of the parameter study.

for MCh models. Third, the usual overproduction of stable Ni in
MCh deflagrations is suppressed by the detonation yields. Finally,
Fig. 4 also shows signs of the strong odd-even effect in the det-
onation IME yields smoothed out by the deflagration products
(compare again Fig. 3 in Lach et al. 2020). The α-elements Si,
S, Ar and Ca are even synthesized in supersolar amounts in the
core detonation of Model r10_d2.6. The rest of the models show
rather low values of [α/Fe] more typical for MCh deflagrations. In
summary, the nucleosynthesis yields of faint (r10_d2.6) to inter-
mediately bright (r10_d2.0) models show characteristics of low-
mass CO detonations as well as MCh explosions. As the deflagra-
tion strength decreases, the total elemental yields more and more
resemble those of a pure CO detonation in a WD of approxi-
mately 1 M�. Nevertheless, the pollution of the outer layers with
deflagration products still has some impact on the observables
(see Sect. 6).

5.3. Ejecta structure

The expelled material is spherically symmetric on large
scales, especially the deflagration ashes which reach maximum
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velocities from ∼19 000 km s−1 (r10_d2.6, see Fig. 5) up to
∼29 000 km s−1 (r51_d4.0, see Fig. 6). The shell of well mixed
deflagration products extends down to ∼8000 km s−1 in Model
r10_d2.6 and ∼11 000 km s−1 for Model r51_d4.0. The outer
boundary of the detonation products, primarily consisting of
IMEs, is not exactly spherical but slightly elliptical and more
elongated along the y-axis (perpendicular to the line connect-
ing the deflagration and the detonation initiation). This structure
is more pronounced in Model r82_d1.0 (see Fig. 7) and only
very subtle in the most energetic explosion, that is, the strongest
detonation, r51_d4.0. Moreover, the detonation region exhibits
a cusp of deflagration products on the detonation side (left-hand
side) disturbing the spherical structure. This is the region of the
jet of ashes penetrating into the core until the detonation condi-
tions are reached.

A comparison of the ejecta structure to Fig. 4 of
Seitenzahl et al. (2016) reveals an important difference: In their
work the detonating core is not centered inside the deflagra-
tion ashes. This means that the envelope of burned material is
thicker on the deflagration ignition side than on the detonation
side leading to significant viewing angle effects. In our work
the detonation products lie relatively well centered inside the
shell of deflagration ashes (see Figs. 5–8). Only a very close
inspection of Model r51_d4.0 (brightest) and Model r10_d2.6
(faintest) reveals that the deflagration envelope is slightly thicker
on the deflagration side in Model r51_d4.0 than on the antipode.
The opposite holds for Model r10_d2.6the deflagration envelope
is slightly thicker on the deflagration side in Model r51_d4.0
than on the antipode. The opposite holds for Model r10_d2.6.
In addition to this minor asymmetry, viewing angle effects can
be expected to originate from the irregularly shaped core det-
onation. This difference between our models and the model of
Seitenzahl et al. (2016) is very likely due to the distinct detona-
tion initiation conditions. Since Seitenzahl et al. (2016) use opti-
mistic values of ρ = 106 g cm−3 and T = 109 K the detonation
is ignited very early (tdet = 2.37 s) almost immediately after the
ashes have collided. Therefore, the amount of ashes on the deto-
nation side has not piled up significantly and the detonation also
ignites more off-center than found in this study. In our models
the detonation only ignites after a prolonged period of contrac-
tion and the penetration of a jet into the core (tdet > 4.5 s) provid-
ing enough time for the deflagration products to engulf the core
homogeneously.

The 1D-averaged velocity profiles of various elements and
56Ni are shown in Fig. 9 for a faint (r10_d2.6), a moderately
bright (r10_d2.0) and an overluminous (r51_d3.0) model. All
explosions are characterized by mixed deflagration products at
high velocities dominated by 56Ni. The second most abundant
elements are unburned C and O followed by Fe and Si. Less
abundant IMEs present in the outer ejecta are S, Mg, and Ca
while the mass fractions of Ar, Ti and Cr stay below 10−3. Going
to lower velocities, the IMEs individually (from light to heavy)
rise to a maximum and Fe and 56Ni exhibit a local minimum.
This stratified region was burned in the detonation at rather low
densities via incomplete silicon burning. The innermost regions
are then dominated by 56Ni. The central density at detonation in
Model r10_d2.6, however, is so low that even a significant frac-
tion of IMEs is present at low velocities.

From the ejecta structure it is evident that all of these models
will display IGEs in their early-time spectra. This characteristic
is in agreement with SNe Iax Foley et al. (2013), Jha (2017) as
well as the overluminous 91T-like events. Normal SNe Ia, how-
ever, are dominated by IMEs around maximum light. Moreover,
the fact that stable IGE are primarily found in the outer lay-

ers at high velocity neither matches the properties of 91T-like
(Sasdelli et al. 2014; Seitenzahl et al. 2016) objects nor normal
SNe Ia (Mazzali et al. 2007). The distribution of stable IGEs is
also a problem for the method used in Flörs et al. (2020) (see
also Sect. 5.2) to distinguish between MCh and sub-MCh mass
models since only a small fraction of stable IGEs will be visible
in late-time spectra.

6. Synthetic observables

To obtain synthetic spectra and light curves for our sequence of
PGCD models we carried out time-dependent 3D Monte-Carlo
RT simulations using the artis code (Sim 2007; Kromer & Sim
2009). For each RT simulation we remapped the ejecta structure
to a 503 grid. 108 photon packets were then tracked through the
ejecta for 450 logarithmically spaced time steps between 0.1 and
100 days since explosion. We used the atomic data set described
by Gall et al. (2012). We adopted a gray approximation in opti-
cally thick cells (cf. Kromer & Sim 2009) and for times earlier
than 0.12 days post explosion local thermal equilibrium (LTE) is
assumed. After this, we adopted our approximate NLTE descrip-
tion as presented by Kromer & Sim (2009). We calculated line
of sight dependent light curves for 100 bins of equal solid-angle
and line of sight dependent spectra for 10 different observer ori-
entations of equal angle spacing that lie on the x−y-plane. The
viewing angle dependent spectra we present here were calcu-
lated with the method described by Bulla et al. (2015) utilizing
“virtual packets” leading to a significant reduction in the Monte-
Carlo noise.

Figure 10 shows the bolometric and UBVRI band angle-
averaged light curves for a selection of our PGCD models span-
ning from the faintest to the brightest model in our sequence.
Observed light curves representing different subclasses of SNe Ia
relevant for comparison to our model sequence are included for
comparison: SN 1991T after which the luminous 91T-like sub-
class is named, SN 2011fe, a normal SN Ia and SN 2012Z,
which is one of the bright members of the subluminous sub-
class of SNe Iax. We have shifted the explosion epochs of the
observed light curves to better compare to the light curve evo-
lution of the PGCD models. The explosion epochs we adopted
are JD 2448359.5 for SN 1991T (2 days later than estimated
by Filippenko et al. 1992), JD 2455800.2 for SN 2011fe (3 days
later than estimated by Nugent et al. 2011) and JD 2455955.9 for
SN 2012Z (2 days later than estimated by Yamanaka et al. 2015).

From Fig. 10 we can see that a feature of our PGCD model
light curves is a relatively sharp initial rise over approximately
the first 5 days post explosion (particularly in the U and B bands).
After this, the light curves become quite flat and complex, with
the exception of the faintest PGCD model r10_d2.6 (blue in
Fig. 10), which shows an initial rapid decline post peak in the U
and B bands. One of the intermediate brightness models shown
in Fig. 10, Model r10_d1.0 (green), even exhibits a double peak
in its U and B band light curves. This peculiar light curve behav-
ior is driven by the interplay between the detonation ash at the
center of the models and the deflagration ash which surrounds it.
In all bands the radiation emitted from the decay of 56Ni in the
deflagration ash dominates the initial rapid rise. However, as the
band light curves approach peak, the contribution from the radi-
ation emitted from the deflagration ash begins to diminish while
the contribution of the radiation emitted from the detonation ash
increases to become the dominant source of the luminosity for
the band light curves. Such interplay between the deflagration
and detonation ash distinguishes these PGCD models from pure
detonation models (e.g., Sim et al. 2010; Blondin et al. 2017;

Article number, page 9 of 15



A&A proofs: manuscript no. aa42194-22

−20

−10

0

10

20

v y
/1

00
0

km
s−

1

ρ C O Ne Mg

-20

-10

0

10

20

v y
/1

00
0

km
s−

1

Si S Ar Ca Ti

-20 -10 0 10
vx/1000 km s−1

-20

-10

0

10

20

v y
/1

00
0

km
s−

1

Cr

-20 -10 0 10
vx/1000 km s−1

Fe

-20 -10 0 10
vx/1000 km s−1

Ni

-20 -10 0 10
vx/1000 km s−1

56Ni

-20 -10 0 10 20
vx/1000 km s−1

IGE stable

10−410−310−210−1 1
ρ/g cm−3

10−5 10−4 10−3 10−2 101 1
mass fraction

Fig. 7. Same as Fig. 5, but for Model r82_d1.0.

−30

−20

−10

0

10

20

30

v y
/1

00
0

km
s−

1

ρ C O Ne Mg

-30

-20

-10

0

10

20

v y
/1

00
0

km
s−

1

Si S Ar Ca Ti

-30 -20 -10 0 10 20
vx/1000 km s−1

-30

-20

-10

0

10

20

v y
/1

00
0

km
s−

1

Cr

-30 -20 -10 0 10 20
vx/1000 km s−1

Fe

-30 -20 -10 0 10 20
vx/1000 km s−1

Ni

-30 -20 -10 0 10 20
vx/1000 km s−1

56Ni

-30 -20 -10 0 10 20 30
vx/1000 km s−1

IGE stable

10−4 10−3 10−2 10−1 1
ρ/g cm−3

10−5 10−4 10−3 10−2 101 1
mass fraction

Fig. 8. Same as Fig. 5, but for Model r60_d2.6.

Article number, page 10 of 15



F. Lach et al.: Models of pulsationally assisted gravitationally confined detonations

10−3

10−2

10−1

1
C
O
Mg
Si
S
Ca

10−3

10−2

10−1

1

m
as

s
fr

ac
tio

n

Ti+Cr
Fe
56Ni

0 5 10 15 20 25
v/103 m s−1

10−3

10−2

10−1

1

Fig. 9. 1D-averaged velocity profiles for C, O, Mg, Si, S, Ca, Ti+Cr, Fe
and 56Ni. Upper panel: data for Model r10_d2.6, middle panel: Model
r10_d2.0 and lower panel: Model r57_d3.0.

Shen et al. 2018) and DD models (e.g., Gamezo et al. 2005;
Röpke & Niemeyer 2007; Maeda et al. 2010b; Seitenzahl et al.
2013a).

It is clear from Fig. 10 that the best match is found between
the band light curves of the brightest PGCD model in our
sequence, Model r51_d4.0 (red) and SN 1991T. This is consis-
tent with the results of Seitenzahl et al. (2016) who found the
best match between their GCD model and SN 1991T. Model
r51_d4.0 reproduces the initial rise of SN 1991T well in all
bands until approximately 10 days post explosion with good
agreement continuing to later times for certain bands. In particu-
lar, the model shows good agreement in B band with SN 1991T
across all epochs shown. However, the band light curves of the
model become too red as we move to later times. In particular,
Model r51_d4.0 predicts a secondary peak that is approximately
half a magnitude brighter than the first peak. A secondary peak
of this size in I band is not observed for SN 1991T leading to
a difference of over half a magnitude between the model and
SN 1991T around the time of this secondary peak.

The band light curves of our PGCD models span a wide
range of peak brightnesses (variations of almost 2 mag are pre-
dicted for the models in U, B and V bands). The models there-
fore cover a range of brightnesses which encompasses luminous
SNe Ia such as those in the 91T-like subclass, normal SNe Ia
and bright members of the subluminous SNe Iax class. However,
the band light curves of our PGCD models show poor agree-
ment with the normal SNe Ia, SN 2011fe and the bright SNe Iax,
SN 2012Z in terms of colors and overall light curve evolution.
Therefore, while we are able to reach lower brightnesses with
our sequence compared to previous works the disagreement in

the predicted light curves disfavors them as an explanation for
either normal SNe Ia or SNe Iax.

From our light curve comparisons discussed above our
PGCD models appear best suited to explain the 91T-like sub-
class (if any). In Fig. 11 we compare a selection of view-
ing angle dependent spectra, over a variety of epochs, for our
brightest model (r51_d4.0, red), this is the model which pro-
duces best overall agreement in terms of light curves and spec-
tra with SN 1991T. As was the case for the GCD model of
Seitenzahl et al. (2016), our PGCD models are almost symmetric
about the axis defined by the center of the star and the position
of the initial deflagration ignition spark (located on the positive
x-axis in Figs. 5–8). Therefore, we focus on different observer
orientations that lie in the x−y-plane to demonstrate the view-
ing angle effects here. In Fig. 11 we identify these with φ, the
angle made between the observer orientation and the x-axis. The
φ = 0◦ direction corresponds to the observer viewing from the
side where the initial deflagration spark was placed while the
φ = 180◦ direction corresponds to the side where the detonation
occurred. The viewing angles shown in Fig. 11 are representa-
tive of the range of brightness exhibited by this model depending
on the line of sight. Model spectra are shown relative to explo-
sion as labeled. As in Fig. 10 we adopted an explosion date of
JD 2448359.5 for the SN 1991T spectra we compare to.

From Fig. 11 we can see that there are noticeable viewing
angle variations in the spectra of Model r51_d4.0, for wave-
lengths of ∼5000 Å or less, at all epochs. This viewing angle
dependency is driven by the asymmetric distribution of the defla-
gration ashes in the model that are rich in IGEs. As we can see
from Fig. 6, which shows the ejecta structure of slices along
the x−y-plane for Model r51_d4.0, the deflagration ashes extend
over a greater range of velocities toward the side where the ini-
tial deflagration was ignited at φ = 0◦, (positive x-axis in Fig. 6).
This leads to increased line blanketing by IGEs for lines of sight
looking close to this initial deflagration spark (e.g., φ = 0◦
spectra, red in Fig. 11), and, thus, the flux in the blue and UV
is significantly reduced. The deflagration ashes, however, only
cover a significantly greater velocity range for a relatively small
window of viewing angles. Looking along φ = 72◦ (green in
Fig. 11), we already see the line blanketing by IGEs in the blue
and UV is significantly reduced and the flux at wavelengths less
than ∼5000 Å is already quite similar to what is observed for
the viewing angle looking toward where the detonation is first
ignited (φ = 180◦, blue in Fig. 11). Wavelengths greater than
∼5000 Å are less impacted by line blanketing due to IGEs, and,
thus, do not show significant viewing angle dependencies. Addi-
tionally, as we move to later times, the viewing angle effects
become less noticeable for the model as the outer layers become
more optically thin. We find the same viewing angle dependency
is observed in the B and U band light curves of Model r51_d4.0.
The U band peak magnitudes vary between −19.5 to −20.5 while
the B band peak magnitudes vary between −19.4 to −19.9. There
is only very minimal viewing angle variation in the VRI band
light curves. Overall, Model r51_d4.0 exhibits viewing angle
dependencies comparable to those shown by the GCD model
of Seitenzahl et al. (2016). Indeed, we find significant viewing
angle dependencies for all of our models, with all models show-
ing the largest viewing angle variation in the U and B bands.
However, for fainter models the viewing angle variations in the
VRI bands become increasingly prominent. We also find that the
brightest and faintest viewing angles can correspond to signifi-
cantly different observer orientations depending on the distribu-
tion of deflagration ash and differences between the irregularly
shaped core detonations in each individual model.
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Fig. 10. Angle averaged bolometric and UBVRI band light curves for a subset of our PGCD models. Observed light curves representing different
subclasses of SNe Ia are also included. SN 1991T (Lira et al. 1998), SN 2011fe (Richmond & Smith 2012; Tsvetkov et al. 2013; Munari et al.
2013; Brown et al. 2014; Stahl et al. 2019) and SN 2012Z (Stritzinger et al. 2015; Brown et al. 2014; Stahl et al. 2019). We made use of the Open
Supernova Catalogue (Guillochon et al. 2017) to obtain the observed photometry.

The two brighter viewing angles shown in Fig. 11 (blue
and green) show best spectroscopic agreement with SN 1991T,
in particular at 9.1 and 12.9 days since explosion where they
produce a good match to the overall flux of SN 1991T across
all wavelengths. However, these viewing angles provide a poor
match to the blue and UV flux at the earliest epoch shown and
also have significantly too much flux in the red wavelengths for
the last two epochs shown. Therefore, although promising, we
find no individual viewing angles which provide a consistently
good match to the spectra of SN 1991T over multiple epochs.
Additionally, as noted above and already found for the GCD
model of Seitenzahl et al. (2016), none of the PGCD models pro-
duce good spectroscopic agreement with normal SNe Ia, show-
ing IME features which are too weak and spectra which are too
red particularly toward later epochs.

As we have discussed above the band light curves of the
faintest PGCD model in our sequence do not produce good
agreement with those of bright SNe Iax such as SN 2012Z.
However, our faintest model has a brightness similar to bright
SNe Iax. As 91T-like SNe Ia and SNe Iax are known to be spec-
troscopically similar before peak and a more stratified ejecta
structure as opposed to pure deflagration models is suggested
for bright SNe Iax (Barna et al. 2017; Stritzinger et al. 2015)
we briefly explore the spectroscopic comparisons between our
faintest PGCD model and the bright SN Iax, SN 2012Z. In
particular, we investigated whether our PGCD model spectra
might compare more favorably than the pure deflagration mod-
els of L21. Figure 12 shows spectroscopic comparisons between
the bright SN Iax, SN 2012Z, the angle-averaged spectra for
our faintest PGCD model (r10_d2.6, red) and the brightest

model in our sequence of pure deflagration models from L21
(r10_d4.0_Z, blue). We compare these models to SN 2012Z as
they are the models from each sequence that match the bright-
ness of SN 2012Z most closely. From Fig. 12 we see that the
spectra of our PGCD and pure deflagration models show signif-
icantly different flux in both the epochs shown as well as a dif-
ferent evolution in their flux between the two epochs. However,
they do predict many of the same spectral features, although the
line velocities of these features are noticeably more blue shifted
for our PGCD model. This is to be expected as the PGCD model
is more energetic than the pure deflagration model leading to
higher ejecta velocities. For the earlier epoch shown (8.1 days
since explosion) the pure deflagration model (blue) shows bet-
ter spectroscopic agreement with SN 2012Z as it matches the
overall flux profile of SN 2012Z much better. At this epoch our
PGCD model (red) shows a large amount of emission between
∼5000 to 6000 Å as a result of the re-emission of radiation
absorbed by IGEs in the UV. This is not observed in the spec-
trum of SN 2012Z at this epoch. For the later spectra shown
(22.7 days post explosion) the PGCD model shows better overall
flux agreement with the spectra of SN 2012Z than the deflagra-
tion model. This is because the deflagration model is too fast
in decline compared to SN 2012Z which is a general issue that
is encountered when we compare pure deflagration models to
SNe Iax (see L21 for more details). However, the deflagration
model reproduces the locations of individual spectral features of
SN 2012Z at least as successfully as the PGCD model and in
particular provides a better match for the location of the Ca II
infrared triplet than the PGCD model. Previous work, presented
by L21, has also shown that we are able to produce reasonably
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Fig. 11. Spectra over a variety of epochs for a selection of view-
ing angles for our brightest PGCD model (r51_d4.0). Observed spec-
tra of SN 1991T (Ruiz-Lapuente et al. 1992; Phillips et al. 1992;
Filippenko et al. 1992) are included for comparison. The observed spec-
tra have been flux calibrated to match the photometry, dereddened using
E(B−V) = 0.13 as estimated by Phillips et al. 1992) and deredshifted
taking z = 0.006059 from interstellar Na. We take 30.76 as the distance
modulus to SN 1991T (Saha et al. 2006).

good spectroscopic and light curve agreement with intermedi-
ate luminosity SNe Iax using our sequence of pure deflagra-
tion models. However, none of our PGCD models presented
here are faint enough to produce agreement with intermediate
luminosity SNe Iax. Therefore, our pure deflagration models
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Fig. 12. Spectroscopic comparisons between the bright SN Iax,
SN 2012Z (Stritzinger et al. 2015), along with angle-averaged spec-
tra for our faintest PGCD model (r10_d2.6, red) and the brightest
pure deflagration model from our previous pure deflagration study,
L21 (r10_d4.0_Z, blue). Times displayed are relative to explosion for
all spectra. We take the explosion time estimated for SN 2012Z by
Yamanaka et al. (2015). The observed spectra of SN 2012Z have been
flux calibrated to match the photometry. Additionally, they have been
corrected for distance, red shift and reddening assuming a distance of
33.0 Mpc, z = 0.007125 and E(B−V) = 0.11 (Stritzinger et al. 2015).

do appear more promising to explain SNe Iax than our PGCD
models.

7. Conclusions

We used the pure deflagration simulations of L21 as initial
models for a parameter study of the GCD scenario contain-
ing 11 models. The initial models used in this work were
ignited in a single spark off-center at varying radii roff between
10 and 150 km. Moreover, different central densities of ρc =
1, 2, 2.6, 3, 4, 5, 6 × 109 g cm−3 were explored. The suite of
models presented here constitutes one of the largest systematic
studies of the GCD scenario to date.

Our explosions proceed similar to the models presented in
earlier works (Plewa et al. 2004; Plewa 2007; Townsley et al.
2007; Röpke et al. 2007; Jordan et al. 2008; Meakin et al. 2009;
Seitenzahl et al. 2016), and Byrohl et al. (2019): The deflagra-
tion front burns toward the surface, burned ashes spread around
the WD and collide at the opposite side of the star. This col-
lision produces an inwardly directed jet which compresses and
heats material ahead and leads to the initiation of a detonation.
In the case of our models, this compression is aided by the coin-
cidence of the first pulsation phase of the WD and the collision
of the ashes, and, thus, our models resemble the “pulsationally
assisted gravitationally confined detonation” scenario presented
by Jordan et al. (2012b).
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We find that all but the most energetic models from L21
satisfy the conditions for a detonation, that is, they simulta-
neously reach values of ρcrit > 1 × 107 g cm−3 and Tcrit >
2 × 109 K in one grid cell. Moreover, we can corroborate the
results of García-Senz et al. (2016) who state that rotation dis-
turbs the focus of the collision, and, therefore, suppresses the
initiation of a detonation in the GCD mechanism. In addition, the
combination of different central densities and ignition locations
introduces some diversity to the inverse proportionality of defla-
gration strength and synthesized mass of 56Ni.

The set of models produces a wide range of 56Ni masses,
that is, brightnesses, from 1.057 down to 0.257 M� which is the
faintest GCD model published to date. This range comprises the
subluminous SNe Iax, normal SNe Ia as well as the slightly over-
luminous 91T-like objects. We also study, inspired by Flörs et al.
(2020), the ratio of stable IGEs to 56Ni in the ejecta and find that
the GCD scenario blurs the boundaries between typical nucle-
osynthesis products of the sub-MCh and MCh scenario. Since our
models contain a deflagration as well as a detonation a mixture
of characteristics of both channels is reasonable. The same holds
for the [Mn/Fe] value which ranges from subsolar to superso-
lar values. (Detailed nucleosynthesis yields will be published on
hesma (Kromer et al. 2017) as will the angle-averaged optical
spectral time series and UVOIR bolometric light curves calcu-
lated in the radiative transfer simulations).

Furthermore, the UBVRI band light curves show a com-
plex evolution reflecting the transition to a detonation at var-
ious states of the pre-expanded WD core. We compare model
light curves to the bright SN 1991T, the normal event SN 2011fe
and the SN Iax SN 2012Z finding that only SN 1991T can be
reproduced for early times up to 10 d after explosion. At later
epochs (&20 d), the light curves exhibit an unusually prominent
secondary maximum. The B band, however, shows good agree-
ment with SN 1991T at all times. While there is still some dis-
agreement between observations and models the GCD or PGCD
scenario is still the most promising scenario for 91T-like SNe
presented to date.

We also report a strong viewing angle dependency (our
analysis presented here focuses on the brightest model in the
sequence) showing line blanketing due to the prominent defla-
gration ashes on the ignition side, and, hence, a suppressed flux
at blue wavelengths below ∼5000 Å. A spectral comparison to
SN 1991T reveals that good agreement is only found for inter-
mediate times (9.1 and 12.9 d after explosion) for viewing angles
away from the deflagration ignition spot. For late times, however,
these viewing angle dependencies vanish since the detonation
products dominate the spectra.

Despite the poor agreement of the light curve evolution,
we compared the spectra of the faintest model in the study to
SN 2012Z. In addition, we add the brightest pure deflagration
model of L21 and conclude that deflagrations still provide a bet-
ter match to these transients and that SNe Iax are most probably
not the result of the GCD scenario.

Since our simulations are not able to predict whether a det-
onation is really initiated we speculate that SNe Iax and 91T-
like SNe might originate from the same progenitor system. In
the case of a failed detonation (more likely for strong deflagra-
tions) a SN Iax arises and in the case of a successful detonation
(more likely for weak deflagrations) the result is a 91T-like tran-
sient. This is a reasonable explanation for their similar spectra
near maximum light and their very different luminosity and post-
maximum evolution. It should be noted that the ignition of a
deflagration in a MCh WD is a stochastic process, and that strong
deflagrations resulting from an ignition near the center can be

considered a rare event (Nonaka et al. 2012; Byrohl et al. 2019).
However, more simmering phase simulations with different WD
models are still needed to validate the findings of Nonaka et al.
(2012). Finally, although our fainter models do not reproduce
any observations of SNe Ia, these might still occur in nature as
rare events not detected to date and they could be identified due
to their characteristic observables.
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ABSTRACT

We analyze the nucleosynthesis yields of various Type Ia supernova explosion simulations including pure detonations in sub-
Chandrasekhar mass white dwarfs; double detonations and pure helium detonations of sub-Chandrasekhar mass white dwarfs with an
accreted helium envelope; a violent merger model of two white dwarfs; and deflagrations and delayed detonations in Chandrasekhar
mass white dwarfs. We focus on the iron peak elements Mn, Zn, and Cu. To this end, we also briefly review the different burning
regimes and production sites of these elements, as well as the results of abundance measurements and several galactic chemical
evolution studies. We find that super-solar values of [Mn/Fe] are not restricted to Chandrasekhar mass explosion models. Scenarios
including a helium detonation can significantly contribute to the production of Mn, in particular the models proposed for calcium-rich
transients. Although Type Ia supernovae are often not accounted for as production sites of Zn and Cu, our models involving helium
shell detonations can produce these elements in super-solar ratios relative to Fe. Our results suggest a re-consideration of Type Ia
supernova yields in galactic chemical evolution models. A detailed comparison with observations can provide new insight into the
progenitor and explosion channels of these events.

Key words. nuclear reactions, nucleosynthesis, abundances – methods: numerical – stars: abundances – supernovae: general –
white dwarfs – Galaxy: abundances

1. Introduction

Over the past two decades Type Ia supernovae (SNe Ia) have
been the focus of interest of astrophysical studies primarily
because of their application as distance indicators (Riess et al.
1998; Perlmutter et al. 1999) via the Phillips relation (Phillips
1993). As one of the signifcant sources for heavy elements in
the Universe, however, they are also important as a main con-
tributor to cosmic nucleosynthesis (Matteucci & Greggio 1986;
Matteucci & Recchi 2001; Matteucci et al. 2006; Kobayashi et al.
2006, 2015, 2020; Kobayashi & Nomoto 2009). Although SNe Ia
have been intensely studied in observational and theoretical
approaches, the questions concerning their progenitors and
explosion mechanisms remain open.

There is broad agreement that SNe Ia originate from the ther-
monuclear explosions of carbon-oxygen white dwarf (WD) stars
(Hoyle & Fowler 1960). In some cases, however, also oxygen-
neon WDs (Marquardt et al. 2015) or hybrid carbon-oxygen-
neon WDs (Kromer et al. 2015; Willcox et al. 2016) may give
rise to similar events. In most scenarios the explosion is trig-
gered by the interaction with a binary companion. This rather

unsharp characterization leaves room for a “zoo” of possi-
ble progenitor (e.g., Wang & Han 2012) and explosion scenar-
ios (see, e.g., Hillebrandt & Niemeyer 2000; Hillebrandt et al.
2013). Potential progenitors can be subdivided into the single-
degenerate (SD) scenario involving one WD accompanied by a
main sequence, giant, or helium star (Whelan & Iben 1973) and
the double-degenerate (DD) scenario consisting of a binary sys-
tem of two WDs (Iben & Tutukov 1984). Another possibility, the
core-degenerate scenario, has been proposed by Kashi & Soker
(2011). Here a WD merges with a post-asymptotic giant branch
(AGB) core already during the common envelope phase, and
forms a new WD above the Chandrasekhar mass (MCh) that
is stabilized by rotation. As the rotation slows down it might
explode as a SN Ia.

From the explosion modeling point of view and the implied
nucleosynthesis output, however, the mass of the WD at the
time of explosion is the fundamental parameter (Seitenzahl et al.
2017). Generally, near-MCh models are distinguished from mod-
els in which the exploding WDs are significantly below the
Chandrasekhar mass limit of approximately 1.4 M�. Finally, the
characteristics of the explosion is governed by the combustion
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mechanism. A thermonuclear combustion wave is formed via a
runaway process during convective burning, due to dynamical
interaction in a WD merger, or by converging shock waves. In
the first case a subsonic deflagration propagates via heat conduc-
tion. The two other cases may lead to the formation of a super-
sonic detonation where, in contrast, the fuel is heated and burned
by the compression of a shock wave (see, e.g., Röpke et al. 2017
for a review of thermonuclear combustion in SNe Ia).

It is not clear yet which of the various possible explosion
mechanisms can account for SNe Ia. In addition to the bulk of
normal SNe Ia obeying the Phillips relation, a variety of sub-
classes of SNe Ia have been identified (see Taubenberger 2017
for a review), and therefore it is plausible that more than one
scenario contributes to the overall class of SNe Ia.

One approach to check the validity of a certain scenario
is to conduct multidimensional hydrodynamical simulations of
the explosion phase together with the subsequent calculation of
synthetic observables, such as light curves and spectra. These
can then be compared to observations of SNe Ia and the ini-
tial model can be accepted, discarded, or adjusted accordingly.
This exercise has been carried out during the past years for a
variety of explosion scenarios, and although suitable explana-
tions of subclasses could be identified, there is no fully convinc-
ing model for the bulk of normal SNe Ia yet (Blinnikov et al.
2006; Kasen & Plewa 2007; Blondin et al. 2011; Röpke et al.
2012; Seitenzahl et al. 2013a; Sim et al. 2013; Fink et al. 2014;
Kromer et al. 2013; Townsley et al. 2019; Gronow et al. 2020).

Another test of the realization of specific explosion scenar-
ios are abundance measurements in stars combined with galac-
tic chemical evolution (GCE) models (Matteucci et al. 2006;
Travaglio et al. 2014; Kobayashi et al. 2011). Among other
ingredients, these models assume certain rates, delay-time distri-
butions, and nucleosynthesis yields for various kinds of SNe Ia
and core-collapse supernovae (CCSNe). The enrichment of the
investigated stellar population or galaxy with metals is then com-
pared to stellar abundances derived from spectroscopy and thus
allows us to infer the origin of a particular element or group of
elements. This is the reason why the characteristic imprints of a
certain explosion scenario are of great interest.

A prominent example is the case of the element man-
ganese. It is widely accepted that the primary contribu-
tion to Mn stems from SNe Ia since the observed values
of [Mn/Fe] in the Galaxy increase from [Fe/H] ≈ −1 to the
solar value, and CCSN yields predict sub-solar values for
[Mn/Fe] (Timmes et al. 1995; McWilliam 1997; Kobayashi et al.
2006, 2011, 2020; Kobayashi & Nomoto 2009; Weinberg et al.
2019). This “SN Ia knee” has already been explained by Tinsley
(1979), Greggio & Renzini (1983), and Matteucci & Greggio
(1986)since it coincidesnicelywith thedecrease in theα-elements
(i.e., [α/Fe]) produced by CCSNe from their super-solar plateau
at lower [Fe/H]. Seitenzahl et al. (2013b) picked this up arguing
that Mn is produced at high burning densities in normal freeze-
out from nuclear statistical equilibrium (NSE; see Sect. 2), and
therefore it predominantly originates from MCh explosions. The
best agreement with the data is achieved if SNe Ia arise equally
from sub-MCh and MCh progenitors. These results have been
further refined in the recent work of Eitner et al. (2020). Their
non-LTE measurements of Mn in a sample of 42 stars in the
Galaxy show a rather flat evolution of [Mn/Fe] near the solar
value lowering the contribution of MCh SNe Ia to about 25%.
The trend in [Mn/Fe] is not so clear in dwarf spheroidal galax-
ies (dSphs), but various works also find that a SN Ia contribu-
tion to Mn is required to explain observations (Cescutti et al.
2008; North et al. 2012; Cescutti & Kobayashi 2017). Another

study carried out by McWilliam et al. (2018) claims that the
most metal-rich star in Ursa Minor, COS 171, was enriched by
a low-metallicity, low-mass sub-MCh detonation. In particular,
its low [Mn/Fe] and [Ni/Fe] values exclude a MCh origin. Fur-
thermore, the sub-solar amounts of Cu and Zn in COS 171 are
also a hint for a low-mass progentior of the SN explosion which
has enriched the star since these elements are produced in strong
α-rich freeze-out. Moreover, de los Reyes et al. (2020) attribute
different [Mn/Fe] values in dSphs to their specific star formation
history. The combination of sub-solar [Mn/Fe] and a short star
burst, as seen in Sculptor, indicates a dominant role of sub-MCh
explosions. In contrast, Fornax and Leo I show a long-lasting
star formation and [Mn/Fe] around the solar value, which points
to an increasing enrichment via near-MCh SNe Ia.

Our work analyzes the nucleosynthetic yields of various
models for SNe Ia, namely pure deflagrations and delayed det-
onations in MCh WDs, as well as pure detonations and dou-
ble detonations of sub-MCh WDs. The aim is not to go into
detail about the observational implications of specific isotopes
or to evaluate whether the model matches any observed SN Ia,
but to identify specific abundance patterns that are characteris-
tic for particular explosion scenarios, and therefore to constrain
whether this scenario is required to produce the observed ele-
mental and isotopic abundances. The key discriminant is the
initial mass of the WD that sets its central density, mainly deter-
mining the freeze-out regime reached by the burning region.
Normal freeze-out from NSE, for instance, requires high den-
sities only reached in MCh WDs, and the presence of a helium
detonation yields unique abundance patterns not produced in
explosive carbon-oxygen burning. Moreover, electron capture
significantly reduces the electron fraction at high densities,
and therefore shifts the nucleosynthesis yields in NSE to more
neutron rich isotopes (see Sect. 2.2). Thus, the occurrence of
iron group elements (IGEs) with a considerable neutron excess
suggests the Chandrasekhar mass scenario (Yamaguchi et al.
2015).

This work is structured in the following way. In Sect. 2 we
first review the different burning regimes and then summarize the
explosion models investigated. Section 3 presents the results of
our nucleosynthesis analysis, and we discuss the implications of
these results for the nature of the progenitor for SNe Ia. The ele-
ments Mn, Zn, and Cu are of particular interest. Because we find
substantial amounts of the unstable radionuclides 68Ge, 68Ga,
and 65Zn, we briefly test their potential impact on the observ-
ables. In Sect. 4 we summarize our findings.

2. Explosion models and burning regimes

2.1. Explosive silicon burning

In a thermonuclear supernova explosion the innermost (i.e.,
densest) part of the WD star reaches temperatures sufficiently
high for silicon burning, and thus significantly contributes to the
production of IGEs. Woosley et al. (1973) divide the parameter
space of this burning regime into three regions: the regime of
incomplete silicon burning, alpha-rich freeze-out, and normal
freeze-out from NSE (see Fig. 1). In NSE all the abundances
from protons, neutrons, and α-particles up to the iron peak have
reached an equilibrium (i.e., the forward and reverse reactions
cancel each other). In addition to the peak temperature Tpeak
and density ρpeak, the timescale on which a particular fluid ele-
ment cools after the crossing of the burning front also determines
the nucleosynthesis yields. Adiabatic cooling can be written as
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normal
freeze-out

neutron
captures

α-rich
freeze-out

incomplete
silicon burning

Fig. 1. Burning regimes in the T − ρ plane according to Woosley et al.
(1973). Below a certain temperature the burning of silicon is incom-
plete. At high temperatures the state of nuclear statistical equilibrium is
achieved and silicon is transformed into iron peak elements. This region
is subdivided in the regime of normal freeze-out and α-rich freeze-out.
The shaded area covers values of χ between 1 and 10 according to
Eqs. (3) and (4).

(Woosley et al. 1973)

ρ(t) = ρpeake−t/τHD , (1)

T9(t) = T9,peak

(
ρ(t)
ρpeak

)γ−1

. (2)

Here γ denotes the adiabatic exponent and τHD = 446χρ−1/2
peak

is the hydrodynamical timescale. With the help of the scaling
parameter χ, the dependence of the results on the timescale can
be examined.

Meakin et al. (2009) present an updated prescription for the
density evolution in SNe Ia. They employ an exponential tem-
perature decay and ensure adiabaticity by fixing the entropy to
the post-burning state. The entropy S is a function of temper-
ature, density, and averaged values of the mass number Ā and
the proton number Z̄. Thus, the density can be obtained from
S = S (T (t), ρ(t), Ā, Z̄). However, for demonstration purposes we
stick to the formulation of Woosley et al. (1973) in the follow-
ing since the main statements about freeze-out from NSE are not
affected by the exact choice of the expansion prescription.

Incomplete silicon burning is characterized by the presence
of two quasi-equilibrium clusters, i.e., only certain regions in
the chart of nuclei that have reached equilibrium states, centered
around 28Si and 56Ni, respectively. They are separated by the
bottleneck at a mass number of A ≈ 45 (e.g., Ti and Sc). These
elements are weakly bound compared to Ca and are therefore
low in abundance. Hence, there is only little flow of material
through the bottleneck and intermediate-mass elements (IMEs),
and IGEs remain present after the burning is quenched. At higher
temperatures the bottleneck is removed. The equilibrium clus-
ters merge and matter achieves the state of NSE, ultimately
converting silicon to IGEs almost completely. The temperature
necessary for silicon exhaustion, X(28Si) . 5 × 10−3, can be
approximated by (Woosley et al. 1973)

T9,peak & 4.3
(
ρpeak

χ2

)1/68

. (3)

In NSE, the abundance distribution is uniquely determined by
density, temperature, and electron fraction Ye. The composition

changes as soon as the first reactions drop out of equilibrium
due to decreasing temperature. At high densities matter is char-
acterized by a low fraction of light and of free particles such
as neutrons, protons, and α-particles. Therefore, the composi-
tion during this normal freeze-out or particle-poor freeze-out is
not altered significantly by the capture of light particles dur-
ing expansion. At lower densities, in contrast, light particles are
more abundant and thus react with the prevailing iron group
nuclei and bring matter out of NSE composition. Due to the
high mass fraction of α-particles, this drop-out of equilibrium
is called alpha-rich freeze-out. Woosley et al. (1973) derive the
approximate relation

ρpeak . min


4.5 × 105T 3

9,peak

2.5 × 105T 4
9,peakχ

−2/3 (4)

for the density separating α-rich freeze-out and normal freeze-
out using γ = 4/3 in Eqs. (1) and (2).

Therefore, the Tpeak − ρpeak-plane is split into three regions
by Eqs. (3) and (4), as illustrated in Fig. 1 (see also Fig. 20 of
Woosley et al. 1973). These regions produce different chemical
compositions after the last reactions have frozen out. This is also
visualized in Fig. 2 for the different explosion models explained
in the next section. The separation of the different regions can be
shifted continuously by a variation of the scaling parameter χ.
The gray shaded areas in Figs. 1 and 2 cover values of χ between
1 and 10.

2.2. Neutronization in high-density material

We discuss in the previous section how the NSE composition is
altered in the two different freeze-out regimes, but the NSE com-
position itself is determined by the electron fraction Ye (related
to the neutron excess η = 1 − 2Ye). In NSE, but also in quasi-
statistical equilibrium (QSE), the most abundant nuclei after
freeze-out are those with the highest binding energy and an elec-
tron fraction close to that of the initial fuel. For symmetric mat-
ter (i.e., Ye = 0.5) the most abundant nucleus is 56Ni. As Ye
decreases, isotopes like 57−60Ni and 54−58Fe become more abun-
dant depending on the actual electron fraction and their bind-
ing energies. The value of Ye is determined and altered by three
mechanisms.

First, the electron fraction of the WD is set by the metallicity
Z of the progenitor main sequence star. Most important are the
abundances of 56Fe and CNO nuclei which are mostly converted
to 14N in hydrogen burning (CNO cycle) and subsequently to
22Ne in helium burning. These two isotopes, 56Fe and 22Ne, pro-
vide the dominant part of the surplus of neutrons in the exploding
WD. Timmes et al. (2003) derive an approximate relation for the
mass of 56Ni as a function of metallicity. It shows a decreasing
trend for 56Ni with increasing Z, and a variation of 25% if Z is
varied by a factor of three.

Second, the initial Ye of the WD is altered during convective
carbon burning (“simmering”) preceding the thermonuclear run-
away in a MCh WD. The number of neutrons is increased via the
capture of free electrons onto the highly ionized atoms (Bahcall
1964):

e− + (Z, A)→ (Z − 1, A) + ν. (5)

These endoergic reactions require high electron energies,
and therefore only become important at high densities.
Chamulak et al. (2008) study the behavior of Ye during carbon
burning and find that the reaction chain 12C(p, γ)13N(e−, ν)13C is
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Fig. 2. Distribution of the tracer particles in the Tpeak − ρpeak plane with color-coded mass fraction of 56Ni 100 s after triggering the explosion.
The panels show (a) PD081, (b) PD115, (c) VM, (d) CSDD-S, (e) CSDD-L, (f) M2a�, (g) R60, (h) N100ddt. The gray shaded regions separate
incomplete (left) from complete silicon burning (right) and normal freeze-out (upper right) from α-rich freeze-out (lower right) according to
Eqs. (3) and (4). The area covered corresponds to a varying scaling parameter: 1 < χ < 10.

the dominant mechanism for reducing Ye for densities of approx-
imately 1× 109 g cm−3. The electron capture on 13N is gradually
replaced by 12C(12C, p)23Na(e−, ν)23Ne for ρ > 1.7×109 g cm−3.
Chamulak et al. (2008) estimate a maximum reduction in Ye
by 6.3 × 10−4, and Piro & Bildsten (2008) suggest a carbon-
dependent value of |∆Ye,max| = 1.7 × 10−3 X(12C).

Finally, the most dramatic changes to the electron frac-
tion happen during the explosion itself. In NSE, electrons are
mostly captured by free protons at high temperatures. Subse-
quently, as the temperature drops, IGEs capture most of the
electrons. This leads to a decrease in Ye to Ye ≈ 0.44 in the
most extreme cases in the central regions of the exploding WD
star. Therefore, the regions with the highest density do not con-
tribute significantly to the production of 56Ni (Brachwitz et al.
2000), but to more neutron-rich IGEs. In general, the nucle-
osynthesis results then depend on the central density and the
corresponding density gradient. Detailed studies of the nucle-
osynthesis in Chandrasekhar-mass models and the effect of neu-
tronization have been carried out by Thielemann et al. (1986),
Iwamoto et al. (1999), and, with updated electron capture rates
(Langanke & Martinez-Pinedo 2000), by Brachwitz et al. (2000)
and Bravo (2019). When 3D effects in deflagration models
are taken into account the final abundance stratification are
smoothed out compared to the theoretical prediction based on
density, metallicity, and neutronization (Seitenzahl et al. 2013a).

In summary, the neutronization due to electron capture is an
effect restricted to the high densities reached only in WDs close
to MCh, and hence the abundances of very neutron-rich isotopes
are a hint to the Chandrasekhar-mass scenario. The abundance
ratio of nickel to iron, for instance, measured in late-time spectra
of SNe Ia can be taken as a proxy for the quotient 58Ni/56Ni,
and thus for neutronization. This is used by Flörs et al. (2020)

to infer the contribution of sub-MCh progenitors to SNe Ia in
relation to MCh progenitors.

2.3. Explosive helium burning

In addition to explosive silicon burning, the burning of helium
is another source of nucleosynthesis products in the double-
detonation scenario (see Sect. 1). Explosive helium burning was
studied by Khokhlov (1984) and Khokhlov & Érgma (1985).
They found that in general the burning is characterized by a com-
petition between the triple-α reaction and α-captures on heavier
nuclei. First, 12C is synthesized by the reaction 3α →12C, and
subsequently heavier α-elements (16O, 20Ne, 24Mg, 28Si, 32S,
36Ar, 40Ca, 44Ti, . . . ) are produced. The timescale for the cap-
ture of an α-particle increases for higher mass numbers A due to
the higher Coulomb barriers. These are penetrated more easily
at higher particle energies, and the timescale is therefore tem-
perature dependent. Consequently, the α-chain stops as soon as
the timescale for the triple-α-reaction is shorter than for the next
α-capture. However, above a certain density-dependent temper-
ature of approximately 2 × 109 K at ρ = 5 × 106 g cm−3, 56Ni is
always the most abundant isotope since it has the highest bind-
ing energy at Ye = 0.5 (see Sect. 2.1). These temperatures are
usually surpassed in helium detonations, and therefore most of
the material is converted to 56Ni. Nevertheless, there is a way
to stop the α-chain before 56Ni is reached, even at high tem-
peratures. If the initial fuel is polluted with carbon, oxygen, or
nitrogen, for instance, the slow triple-α reaction is bypassed by
α-capture on these seed nuclei. This leads to a very fast depletion
of α-particles and the nucleosynthesis stops below A = 56 once
the material runs out of α-particles (see also Woosley & Kasen
2011, Shen & Moore 2014; Gronow et al. 2020).
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Beyond A = 56, the reverse reactions become increas-
ingly important and start to balance the α-captures to some
extent. Nevertheless, a high abundance of α-particles results in
an enhanced production of elements beyond Ni, such as Cu and
Zn, compared to their NSE abundance. The timescale to reach
NSE is about 1 s at a temperature of 5 × 109 K. However, condi-
tions necessary for NSE are not achieved in most of the helium
detonations, and thus nucleosynthesis exhibits interesting differ-
ences in the burning products of the CO core.

2.4. Models

In this work we investigate three distinct kinds of explosion
models. The first class consists of pure detonations of sub-
Chandrasekhar mass CO WDs. We closely examine the violent
merger (VM) of a 0.9 M� with a 1.1 M� WD simulated by

Pakmor et al. (2012a). In addition, two pure detonations of
CO WDs with total masses of the progenitor of 0.81 (PD081)
and 1.15 M� (PD115) of Sim et al. (2010) are included in our
analysis.

We then study models including a detonation of a helium
shell on top of a sub-MCh mass WD (also labeled “.Ia-SN”,
Bildsten et al. 2007; Shen & Bildsten 2009; Shen et al. 2010)
eventually triggering a second detonation burning the CO core
(double detonation). Two models are taken from Sim et al.
(2012) that follow the explosion of low-mass CO cores (0.58
and 0.45 M�) with a prominent helium shell of 0.21 M� (here-
after CSDD-S and CSDD-L, respectively). The second detona-
tion is triggered via the converging shock mechanism not far
from the center of the WD (Fink et al. 2007). The HeD-S model
follows the same setup as CSDD-S, but the detonation of the
core is suppressed. These pure helium detonations are a possible
explosion mechanism for Ca-rich transients (e.g., Inserra et al.
2015). Moreover, a double detonation in the core of a 1.05 M�
WD with a carbon-enriched helium shell of 0.073 M� (Model
M2a of Gronow et al. 2020) is included. In this case, a detona-
tion in the core is triggered at its outer edge when the helium
detonation front converges on the far side of its ignition. In addi-
tion, an equivalent model to M2a at solar metallicity M2a� is
investigated. This model is set up as a WD with a total mass
of 1.06 M�. Its core consists of 12C, 16O, and, to reproduce the
metallicity, 1.34% of 22Ne. In the 4He shell (Mshell = 0.075 M�)
an admixture of 0.34% by mass of 14N accounts for solar metal-
licity in the hydrodynamical explosion simulation.

Finally, the MCh scenario is analyzed. We add the N5def
model of Fink et al. (2014) as an example of a pure deflagration,
the N100ddt delayed detonation identical with model N100 of
Seitenzahl et al. (2013a), as well as a pure deflagration in a MCh
WD with central density of 2.6 × 109 g cm−3. The latter (R60) is
ignited in a single spot 60 km off-center and, like N5def, does not
disrupt the whole star but leaves behind a bound remnant. The
model produces a very faint explosion ejecting only 0.018 M�
of 56Ni and 0.049 M� of material in total. Moreover, the kinetic
energy of the ejecta amounts to 8.17×1048 erg and an intact WD
of 1.33 M� is left behind after the explosion. This model has
been calculated for this paper with methods similar to Fink et al.
(2014) but with an updated equation of state (Timmes & Arnett
1999) and a gravity solver based on fast Fourier transforms.

More details concerning the individual setups and the
employed codes can be found in the references above. Moreover,
data for the models VM, CSDD-S, CSDD-L, HeD-S, N5def,
N100ddt, and M2a have been made publicly available in the
online model database HESMA (Kromer et al. 2017). It should
be noted that all hydrodynamic explosion simulations were done

using the LEAFS code (Reinecke et al. 1999, 2002; Röpke 2005)
except for the double detonations M2a and M2a�, which were
computed with arepo (Springel 2010).

Because solving a large nuclear network in parallel with
the actual explosion simulation goes beyond the scope of the
current computational resources, the nucleosynthesis yields are
calculated in a post-processing step. To this end, virtual tracer
particles are placed into the exploding WD star and advected
passively with the fluid flow recording their thermodynamic his-
tory. Subsequently, this data is used to determine the isotopic
abundances produced by the explosion.

Because we partially work with models from HESMA but
also add new explosion simulations, the postprocessing and the
treatment of metallicity in it follows different approaches: Mod-
els CSDD-L, CSDD-S, HeD-S, PD081, and PD115 were post-
processed at zero metallicity and VM, N100ddt, and N5def at
solar metallicity using the methods described in Travaglio et al.
(2004). In the latter models, solar metallicity was mimicked by
including 2.5% of 22Ne to approximately adjust Ye to the solar
value (see also Seitenzahl et al. 2013a). All other simulations,
i.e., M2a, M2a�, and R60, use the YANN code (Pakmor et al.
2012b) for postprocessing. The metallicity of the material in
M2a is assumed to be zero, while M2a� and R60 apply solar
metallicity. To this end, the abundances of all isotopes in the core
material (carbon and oxygen) are set according to Asplund et al.
(2009) except for elements lighter than fluorine. While H and
He are ignored, all CNO isotopes are converted to 22Ne, thus
accounting for their processing in H and He burning. In the shell
material of M2a� carbon and oxygen are instead converted to
14N. To check the effect of the different metallicity implementa-
tions we also post-processed R60 and M2a� with the appropriate
amounts of 22Ne in CO material and 14N in the helium shell, but
no other isotopes present. These variants are labeled R60Ne and
M2aNe. In all cases the 384 species network of Travaglio et al.
(2004) is utilized. Reaction rates were taken from the
REACLIB database (Rauscher & Thielemann 2000, updated
2009) and only for our most recent simulations (e.g., R60, M2a)
the version of 2014 is applied.

3. Discussion of the nucleosynthesis yields

An instructive way to illustrate the burning regimes reached by
a specific model is the distribution of the tracer particles in the
Tpeak − ρpeak diagram shown in Fig. 1.

In the case of the sub-Chandrasekhar mass pure detona-
tions (VM, PD081, PD115) the important characteristic from
the nucleosynthesis point of view is the low central density
(ρc . 108 g cm−3) of the WD. Therefore, IGEs are produced
in alpha-rich freeze-out and incomplete silicon burning only
(see Fig. 2). While the higher-mass CO core (PD115) produces
56Ni also in NSE (α-rich freeze-out), the low-mass core model
(PD081) synthesizes all of its 56Ni in incomplete silicon burn-
ing. In addition, the fuel in the VM model stays below densities
of 8 × 107 g cm−3, and therefore it burns to NSE in the α-rich
freeze-out regime. In the merger process the structure of the pri-
mary is not much affected, but the disruption of the secondary
causes the larger scatter in the thermodynamic properties of the
tracer particles at lower densities (see Fig. 2).

In addition to this, the double-detonation models (CSDD-S,
CSDD-L, M2a�) clearly show that 56Ni is also produced in
the helium shell detonation. The tracer particles located in the
shell cover an area in the parameter space shown in Fig. 2
that is slightly below that of the core detonation. The scatter
in the MCh deflagration models is larger due to the turbulent
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Fig. 3. Elemental ratios to Fe (with radioacitve isotopes decayed to 2 × 109 yr) compared to their solar ratios for three sub-MCh detonations (VM,
PD081, PD115), three double detonations (M2a�, CSDD-S, CSDD-L), one helium detonation (HeD-S), two pure MCh deflagrations (R60, W7),
and a delayed detonation (N100ddt).

motion of the flame and the pre-expansion of the WD during
the burning phase. This is even more obvious in the delayed
detonation model since some tracers might be affected first
by the deflagration and subsequently by the detonation. We
note that for the single-spot ignited Model R60 the WD is
not disrupted completely, and hence Fig. 2 only shows ejected
tracers. Because only such massive WDs reach high densi-
ties of ρ & 109 g cm−3 and consequently their nucleosynthesis
yields originate mainly from normal freeze-out, these kinds of
explosions contribute to elements not synthesized in sub-MCh
models.

The gross nucleosynthesis yields are summarized in Fig. 3,
which displays the elemental ratio to iron compared to the solar
ratio according to Asplund et al. (2009). Since the PD081 model
does not burn to NSE, it synthesizes super-solar amounts of
IMEs showing a strong odd-even effect. Furthermore, it exhibits
a rather high Cr abundance and drops off steeply for higher mass
IGEs. CSDD-S also produces super-solar abundances of some
IMEs, such as Si, S, Ar, and Ca which is not surprising as it
shares the characteristics of a low-mass CO core with the PD081
model. However, the helium shell detonation adds substantial
amounts of light IGEs (Ti, V, Cr) as well as Cu and Zn to the
mix. These elements are most abundant in HeD-S since they are
primarily produced in the helium detonation. Moreover, it should
be noted that HeD-S and CSDD-L yield super-solar amounts of
Mn. The VM yields are rather inconspicuous for not showing
any overproduction, but instead significant underproduction of
Mn, Co, Cu, and Zn. Interestingly, the M2a� simulation exhibits
characteristics similar to those seen in pure detonations (a strong
odd-even effect for IMEs, an underproduction of Co, a drop-off
for Cu and Zn) as well as helium shell detonation features (super-
solar values of Ti, V, Cr and solar abundance of Mn). Finally,
the pure deflagration explosions R60 and W7 (we included the
W7 model from Iwamoto et al. 1999 because it has been widely
used in GCE calculations) and the delayed detonation N100ddt
display low abundances of the light IGEs V and Cr and super-
solar abundances of Mn and stable Ni. Moreover, the produced

amounts of Cu and Zn are negligible, as is also the case for the
pure detonations VM and PD081.

We summarize that all SNe Ia models included here under-
produce Co compared to the solar value. Moreover, we confirm
the known facts that MCh explosions can produce Mn at super-
solar values and that they also overproduce stable Ni. These have
been used to discriminate between MCh and sub-MCh explosions
in nebular spectra (Flörs et al. 2020). The theoretical reason for
this distinction is that stable Ni (58,60Ni) is produced at higher
densities due to the lower electron fraction (see Sect. 2.2). How-
ever, we also find the double-detonation models can overpro-
duce Mn and Ni, which makes the nucleosynthetic distinction
between MCh and sub-MCh explosions not as straightforward
as expected. The lighter elements Ti, V, and Cr stem either
from He detonations or from the incomplete silicon burning
region in low-mass CO cores. The heaviest IGEs Cu and Zn
are synthesized in He detonations only, and therefore test the
double-detonation scenario: any observations and GCE calcula-
tions finding Cu or Zn to be produced by SNe Ia would hint to
the occurrence of this explosion mechanism.

3.1. Manganese

The only stable isotope of Mn, 55Mn, is produced in CCSNe
and in SNe Ia in incomplete silicon burning primarily via
the channel 55Co→55Fe→55Mn. As already pointed out by
Seitenzahl et al. (2013b), a super-solar production of Mn is
required to explain the rise in [Mn/Fe] for [Fe/H] & −1 to its
solar value. Although the CCSN contribution to Mn is uncer-
tain, all current models predict [Mn/Fe] ratios below the solar
value. Therefore, MCh explosions must be added to the mix of
SNe Ia. Only these WDs reach densities high enough for normal
freeze-out, and thus offer an additional site of production to
the regime of incomplete silicon burning. The production of
55Co is illustrated in Fig. 4 for the pure deflagration model
R60, the violent merger model VM, and the double-detonation
model M2a�. It clearly shows that 55Co is synthesized in normal
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Fig. 4. Same as Fig. 2 with a color-coded mass fraction of 55Co. The panels show (a) R60, (b) VM, (c) M2a�.

Table 1. Mn-to-Fe ratio compared to solar for the total explosion at 100 s after ignition and to shell and core material only, the total amount of
stable Mn in M�, and the radioactive and stable isotopes from which 55Mn originates (shown as percentages).

Model [Mn/Fe] [Mn/Fe]shell [Mn/Fe]core Mn 55Co 55Fe 55Mn

PD081 −1.19 – – 4.90e−06 99.3 0.7 –
PD115 −1.82 – – 1.04e−06 97.6 2.4 –
VM −0.16 – – 3.74e−03 97.9 2.1 –
M2a� −0.03 0.81 −0.07 4.57e−03 98.9 1.1 –
M2aNe −0.15 0.81 −0.21 3.46e−03 99.5 0.5 –
M2a −1.00 0.53 −1.63 4.94e−04 99.7 0.3 –
CSDD-L 0.88 1.69 −1.19 1.47e−03 99.6 0.4 –
CSDD-S −0.17 0.29 −1.37 1.27e−03 99.9 0.1 –
HeD-S 0.29 0.29 – 1.21e−03 99.9 0.1 –
N5def 0.35 – – 4.03e−03 87.5 12.3 0.2
N100ddt 0.33 – – 1.33e−02 85.8 14.0 0.2
R60 0.11 – – 2.30e−04 85.0 14.8 0.2
R60Ne 0.11 – – 2.30e−04 85.1 14.7 0.2
W7 0.16 – – 8.87e−03 – – –

freeze-out in the R60 model in contrast to VM and M2a�. Fur-
thermore, it can be seen that Mn also originates from the He deto-
nation in Model M2a�. Table 1 summarizes the Mn yields and
also gives the fraction of the isotopes contributing to the final
Mn abundance. It reveals that only MCh deflagrations (N5def,
N100ddt, R60, R60Ne, W7), the double detonation CSDD-L, and
the helium detonation HeD-S achieve super-solar [Mn/Fe] ratios.
For model R60 the [Mn/Fe] values are somewhat lower com-
pared to N100ddt and N5def due to the newer set of reaction rates
employed in the postprocessing. While M2a� roughly reaches the
solar value of [Mn/Fe], the other double detonations (M2a, M2aNe
and CSDD-S) exhibit a sub-solar production of [Mn/Fe].

The value of [Mn/Fe] in the double-detonation models is
governed by three fundamental parameters of the initial model:

(i) The ratio of shell to core mass (Mshell/Mcore) is a cru-
cial factor. Most Mn is produced in the helium detonation which
is reflected by the super-solar value of 0.29 for HeD-S (see
Table 1). In contrast to that [Mn/Fe] is below solar in CSDD-S
due to the sub-solar value of the core detonation. The WD in
Model CSDD-L, however, has a very low core mass (0.45 M�)

and a helium shell of 0.2 M� (the same as CSDD-S), and there-
fore the contribution of the core detonation to [Mn/Fe] is less
significant.

(ii) The density of the helium shell also affects [Mn/Fe].
55Co is produced in a well-defined range of initial densities in
the helium envelope above approximately 6 × 105 g cm−3. The
density at the base of the helium shell for the low-mass pro-
genitors in CSDD-L (ρc = 5.92 × 105 g cm−3) and for CSDD-S
(ρc = 12 × 105 g cm−3) is sufficient to synthesize 55Co. Thus,
the amount of Mn is quite similar in both models. However, the
amount of Fe is much lower in CSDD-L due to the lower density
in the envelope, and therefore the discrepancy between CSDD-L
and CSDD-S in [Mn/Fe] mainly originates from the yields of
the shell detonation. Model CSDD-L gives a value of 1.69 for
[Mn/Fe] from the helium shell detonation compared to 0.29 in
Model CSDD-S.

(iii) The progenitor metallicity plays an essential role for the
production of Mn.

Following argument (i) from above, a very low value of
[Mn/Fe] could be expected for Model M2a� because of the
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low-mass helium shell and the ∼1 M� core. The data, in con-
trast, show an approximately solar value. The reason is that
it has been calculated at solar metallicity, which leads to
[Mn/Fe]core = −0.07 (comparable to Model VM) for core mate-
rial and [Mn/Fe]shell = 0.81 for the shell. Since the production of
nuclei more neutron-rich than 56Ni is enhanced for lower Ye, this
shift in [Mn/Fe] is reasonable. The yields of model M2aNe fall
into line with this analysis. The [Mn/Fe] value in the core mate-
rial slightly decreases, however, indicating a low dependence on
the initial distribution of nuclei. Furthermore, Model M2a at zero
metallicity from Gronow et al. (2020) gives [Mn/Fe]= −1.00,
which supports the explanations given above.

It is generally found that CO detonations at zero metallic-
ity (also the core detonations of CSDD-L and CSDD-S) produce
less Mn than models at higher metallicity (VM, M2a�, M2aNe).
In addition, the pure detonation models (PD081, PD115) not
only underproduce Mn with respect to Fe (like VM), but also
eject a total amount of Mn roughly three orders of magni-
tude below all other explosions. Although we do not have solar
counterparts of CSDD-L, CSDD-S, PD081, PD115 nor zero-
metallicity versions of VM, the comparison between the indi-
vidual CO detonations still indicates a metallicity-dependent Mn
production.

In addition, some Mn is made via 55Fe directly only in the
MCh models. In Fig. 4 we can observe that 55Co is not produced
at the very tip of the high-density end of the tracer particle dis-
tribution in Model R60. These are exactly the conditions where
the even more neutron rich element 55Fe is synthesized. In con-
trast to M2aNe, we do not observe any changes in the yields of
R60Ne compared to R60. This is most likely because almost all
of 55Co and 55Fe is synthesized in normal freeze-out from NSE.
Thus, the products largely depend on the neutronization due to
electron capture during the explosion phase (see Sec. 2.2) and
only weakly on the initial metallicity.

It should be noted that explosions such as M2a do not resem-
ble normal SNe Ia in some aspects (see also Fink et al. 2010;
Gronow et al. 2020). A solution to this problem might be to
further decrease the mass of the helium shell (Townsley et al.
2019), but this also reduces the production of Mn in its deto-
nation. However, explosions such as HeD-S are candidates for
Ca-rich transients, a sub-luminous class of SNe residing between
normal SNe Ia and classical novae in terms of absolute mag-
nitude. Frohmaier et al. (2018) estimate rather high rates for
Ca-rich transients of about 33%–94% of the rate of normal
SNe Ia. If this proves to be correct, such explosions may sub-
stantially contribute to the production of Mn in the Universe.

To estimate the effect of Ca-rich SNe on the evolution of
[Mn/Fe] in the Milky Way we carried out a chemical evolu-
tion simulation using the code One-zone Model for the Evolu-
tion of GAlaxies (OMEGA; Côté et al. 2017). We calculate an
open-box model and employ the Côté et al. (2017) star forma-
tion model to control the in- and outflows of gas. These are
linked to the star formation rate M? via a mass loading factor
η. The total mass of gas inside the Galaxy is determined by the
star formation efficiency f?: M? = f?Mgas. The star formation
rate is taken from Chiappini et al. (2001), yields for massive stars
are from Limongi & Chieffi (2018) (we use averaged values of
their different rotating and non-rotating models), and yields of
AGB stars are extracted from Karakas (2010). We find reason-
able agreement with observational data for Mn using different
SN Ia scenarios (see below) and fixing the star formation effi-
ciency to f? = 0.006, the mass loading factor to η = 0.7, and
the proportional constant connecting the star formation timescale
and the dynamical timescale to fdyn = 0.004. Moreover, the mass
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Fig. 5. Evolution of [Mn/Fe] for different SNe Ia scenarios. The sub-
MCh scenario is represented by the Model VM, the MCh scenario by
N100ddt, and N5def is used as a proxy for SNe Iax. The shaded areas
in the runs sub-MCh+CSDD-L and sub-MCh+HeD-S correspond to a
range in the rate of Ca-rich transients between 33% and 94%. Black dots
show observational data of Adibekyan et al. (2012), blue diamonds the
data of Reddy et al. (2006), yellow triangles the data of Gratton et al.
(2003), and red squares the data of Ishigaki et al. (2012, 2013). The data
is from the STELLar ABundances (STELLAB) library (Ritter & Côté
2016). The non-LTE data by Eitner et al. (2020) are not included in this
simple approach.

transition between AGB yields and massive star yields is cho-
sen to be 10.5 M�. Finally, the rate of SNe Ia is chosen to be
1.3 × 10−3 M−1

� , and the total number of SNe Ia is distributed
according to the chosen contribution of each channel (see cases
below).

For the Chandrasekhar mass delayed detonations (N100ddt),
helium-shell double-detonations (CSDD-L, HeD-S), and vio-
lent WD mergers (VM), we use delay time distributions cal-
culated with the StarTrack binary evolution code (e.g.,
Belczynski et al. 2008; Ruiter et al. 2009). For this work we
assume Chandrasekhar mass exploding CO WDs that have a
hydrogen-rich donor (in most cases a subgiant or giant star)
that produces delayed-detonations. For violent WD mergers, we
include any merger between two CO WDs that has at least
one component WD mass ≥0.9 M�. For double-detonations with
helium shells we employ the WD mass-dependent helium shell
prescription of Ruiter et al. (2014).

We implemented the following combinations of SN Ia chan-
nels. Combinations (a), (b), and (c) have also been investigated
by Seitenzahl et al. (2013b):
(a) sub-MCh: 100% Model VM;
(b) sub-MCh + MCh: 50% Model VM + 50% Model N100ddt;
(c) sub-MCh + Iax: 80% Model VM + 20% N5def;
(d) sub-MCh + MCh + CSDD-L: same as case (b) with 50% of

CSDD-L added, which increases the number of SNe Ia per
stellar mass formed to 1.95 M−1

� ;
(e) sub-MCh + HeD-S: the SN Ia rate consists of 100% of Model

VM, and 33%-94% of Model HeD-S are included;
(f) sub-MCh + CSDD-L: same as case (e) with Model CSDD-L

instead of HeD-S.
Combinations (a), (b), and (c) confirm the results described
above. The solar value of [Mn/Fe] can only be reached when
including a significant fraction of MCh explosions. In addition,
a rather high fraction of 20% of failed deflagrations (N5def)
represented by case (c) is not sufficient to match the increasing
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trend. However, we note that the upward trend in [Mn/Fe] is not
only due to the contribution of MCh-mass SNe Ia. CCSNe also
exhibit an increasing trend in [Mn/Fe] with increasing metal-
licity. This is illustrated in scenario (a) where SNe Ia have
virtually no contribution to Mn. However, despite the CCSN-
caused increase in Mn, a solar ratio is not reached. Moreover,
we find that helium detonations (HeD-S, CSDD-L) are as effec-
tive in increasing the final value of [Mn/Fe] as N5def with our
choice of rates (see variations (e) and (f)). Furthermore, case
(d) demonstrates that CSDD-L also raises [Mn/Fe] in the pres-
ence of N100ddt. This indicates that Ca-rich transients are able
to reduce the need for MCh explosions to reproduce the evolu-
tion of [Mn/Fe]. We find that a reduction in MCh explosions to
30% of the SN Ia rate in scenario (d) yields [Mn/Fe] values sim-
ilar to those in case (b). Replacing CSDD-L with HeD-S allows
a reduction to 40%. Thus, the occurrence rate of MCh SNe Ia
needed to explain why [Mn/Fe] versus [Fe/H] can be reduced
but not eliminated by the consideration of helium detonation
models.

We note that this simple approach cannot replace future more
elaborate GCE studies. It is only intended to give an impression
of the contribution of helium shell detonation models compared
to other SNe Ia scenarios given their low ejected mass per event.
The delay-time distribution for explosions such as CSDD-L and
HeD-S is not very well constrained, for instance. Fortunately,
this does not challenge our conclusion since different DTDs
only alter the shape of the [Mn/Fe] evolution and leave the final
value at [Fe/H] = 0 largely unaffected. While there is still much
uncertainty associated with the evolution and explosive outcome
of helium shell double-detonation binaries, we note that in our
binary evolution models progenitors of double-detonation SN Ia
explosions are more similar in physical configuration to the mod-
els of Gronow et al. (2020) (in terms of core and shell mass),
rather than the earlier models computed by Sim et al. (2012).
However, it turns out that regardless of whether low to mod-
erate shell mass systems (Gronow) or high shell mass systems
(Sim) are actually contributing to the SN Ia population, it will
not have any noticeable effect on the delay-time distribution of
these explosions since the timescale on which these WDs accu-
mulate helium is insignificant by comparison (on the order of
∼10 Myr).

In addition, a large number of helium detonations would lead
to tensions in [Ti/Fe] and [V/Fe] since these elements are pro-
duced in super-solar amounts in them (see Fig. 3). This is yet
another argument excluding helium shell detonations or double
detonations as a replacement for MCh SNe Ia models produc-
ing a solar [Mn/Fe] value. As Ti and V are, however, underpro-
duced over the whole metallicity range in current GCE studies
(see Prantzos et al. 2018 and references therein), their site of pro-
duction is not yet completely clarified. The yields derived from
helium detonation models do not solve the problem. They imply
an increased production at [Fe/H] ≈ 0 and fail to provide a good
fit to the [Ti/Fe] and [V/Fe] evolution at low metallicities. We
find that a decrease in the CSDD-L rate to approximately 10%
of the SN Ia rate resolves this tension and yields the solar value
for [Ti/Fe] and [V/Fe] in scenario d). However, this only allows
for a reduction in the MCh events to 45% compared to 30% men-
tioned above.

3.2. Zinc

The element zinc ranges right beyond the iron peak and is of
high interest for GCE since its origin has not been clarified yet.
It has four stable isotopes, namely 64Zn, 66Zn, 67Zn, and 68Zn, of

which 64Zn is the most abundant in the solar neighborhood. The
production mechanisms are therefore more diverse than in the
case of Mn. Zinc abundances in the Galaxy have been measured
already by Sneden et al. (1991) and later by Mishenina et al.
(2002), Cayrel et al. (2004), and Nissen et al. (2007). All agree
on its evolution: Zn exhibits high values of [Zn/Fe] ≈ 0.6 at
[Fe/H] ≈ −4, which drop to solar at around [Fe/H] ≈ −2. From
there on they remain at [Zn/Fe] ≈ 0. Some of the Zn abun-
dance is synthesized during He or C burning via the s-process in
massive stars, but the major contribution comes from explosive
nucleosynthesis in supernovae. Standard CCSNe models (see,
e.g., the yields of Woosley & Weaver 1995) fall short in the pro-
duction of Zn. Only the introduction of hypernovae (HNe) can
account for the solar value of [Zn/Fe] (Kobayashi et al. 2006),
but the high values at very low metallicities are not reached
within this model either.

The most commonly used SN Ia model for GCE calcula-
tions is the W7 model (Iwamoto et al. 1999): a 1D pure defla-
gration in a MCh CO WD. This particular simulation yields only
negligible amounts of Zn (see Table 2). Therefore, it has been
a goal to explain the evolution of Zn with other production
sites, although 1D double-detonation and pure helium detonation
models calculated by Woosley & Kasen (2011) show substantial
amounts of Zn. The recent work by Hirai et al. (2018) tries to
explain the evolution of Zn with metallicity-dependent yields of
CCSNe as well as HNe from Nomoto et al. (2013). They find
that the inclusion of electron capture supernovae (ECSNe, yields
from Wanajo et al. 2018) is necessary to match the high [Zn/Fe]
values at low metallicity. Jones et al. (2019a) presented nucle-
osynthesis yields of thermonuclear ECSNe (tECSNe), i.e., the
explosion of oxygen-neon WDs at densities around 1010 g cm−3.
These models overproduce neutron-rich isotopes such as 48Ca,
50Ti, and 54Cr, as well as 66Zn and other elements beyond the
iron peak. In a follow-up study Jones et al. (2019b) showed that
these models complement nicely the contribution of ECSNe to
the chemical evolution of the Milky Way. Prantzos et al. (2018)
cannot reproduce the evolution of Zn using the nucleosynthesis
yields of rotating massive stars by Limongi & Chieffi (2018).

In spite of this, a high contribution of SNe Ia to Zn
was proposed by Matteucci et al. (1993) and later on by
François et al. (2004). Mishenina et al. (2002) claim that SNe Ia
are responsible for as much as 67% of the Zn production.
Tsujimoto & Nishimura (2018) investigate the evolution of Zn
in the Galaxy using Mg instead of Fe as the reference element.
Magnesium is an α-element assumed to be solely produced in
CCSNe, and thus it is more sensitive in detecting the contribu-
tion of sources other than CCSNe to a specific element. They
discover a decreasing trend for [Zn/Mg] for [Zn/Mg] . −1
and an increasing trend for higher metallicities. This increas-
ing behavior coincides with the well-known kick-in of SNe Ia
at [Fe/H] = −1. Consequently, they conclude that SNe Ia must
be responsible for this behavior and suggest a scenario including
a He detonation with strong α-rich freeze-out. The decreasing
trend at low metallicities is explained in their GCE model by the
incorporation of magnetorotational SNe (MR SNe), whose rate
decreases with increasing metallicity.

No matter which combination of supernova scenarios
accounts for the observed abundances at [Fe/H] . −1, it is very
likely that SNe Ia also contribute to Zn in a non-negligible way,
i.e., a significant underproduction would require an even larger
contribution from CCSNe to keep [Zn/Fe] near the solar value.
The question is which scenario for SNe Ia synthesizes [Zn/Fe] at
around the solar ratio or higher and therefore contributes to the
enrichment of galaxies with Zn.

A118, page 9 of 15



A&A 644, A118 (2020)

Table 2. Total amount of stable Zn in M� and the radioactive and stable isotopes from which Zn originates (shown as percentages) at 100 s.

Model Zn 64Zn 66Zn 68Zn 64Ga 64Ge 66Ge 67Ge 68Ge 67Cu 66Ni

PD081 3.49e−16 97.9 – – 1.5 – – – – – –
PD115 5.42e−05 99.1 – – – – – – – – –
VM 2.21e−06 1.6 – – 9.4 28.3 60.6 – – – –
M2a� 1.71e−04 4.2 10.3 – 7.8 39.1 34.0 1.2 2.1 – –
M2aNe 1.35e−04 – – – 11.1 58.4 29.1 – – – –
M2a 4.44e−04 – – – 13.0 79.9 5.4 – – – –
CSDD-L 6.05e−06 1.6 – – 12.7 21.2 36.7 12.7 14.4 – –
CSDD-S 7.49e−04 – – – 7.0 85.4 6.9 – – – –
HeD-S 7.41e−04 – – – 6.8 85.5 7.0 – – – –
N5def 6.58e−07 8.5 – – 6.0 28.5 56.2 – – – –
N100ddt 3.12e−06 5.6 – – 5.9 30.9 57.2 – – – –
R60 1.80e−07 4.7 2.9 – 4.1 33.6 53.0 – – – –
R60Ne 1.92e−06 – – – 3.9 31.6 49.6 – – – 14.1
W7 4.93e−07 – – – – – – – – – –

Notes. Only contributions larger than 1% are listed.

Table 3. Ratio of Zn to Fe compared to solar for the total explosion, to shell and core material only, and to stable zinc isotopes decayed at 2×109 yr.

Model [Zn/Fe] [Zn/Fe]shell [Zn/Fe]core
64Zn 66Zn 67Zn 68Zn

PD081 −10.54 – – 3.48e−16 – – –
PD115 −1.31 – – 5.38e−05 3.57e−07 – –
VM −2.60 – – 8.67e−07 1.34e−06 – –
M2a� −0.66 0.82 −0.92 8.72e−05 7.59−05 2.48e−06 5.11e−06
M2aNe −0.77 0.77 −1.09 9.46e−05 3.92e−05 5.60e−07 3.45e−07
M2a −0.25 1.02 −0.48 4.16e−04 2.46e−05 1.52e−06 1.64e−06
CSDD-L −0.71 0.07 −1.77 2.14e−06 2.25e−06 7.86e−07 8.73e−07
CSDD-S 0.40 0.87 −1.44 6.94e−04 5.19e−05 – –
HeD-S 0.87 0.87 – 6.86e−04 5.18e−05 – –
N5def −2.64 – – 2.83e−07 3.74e−07 – –
N100ddt −2.51 – – 1.32e−06 1.79e−06 – –
R60 −1.20 – – 7.67e−07 1.02e−06 5.76e−09 8.67e−09
R60Ne −1.17 – – 6.96e−07 1.22e−06 1.48e−09 3.80e−10
W7 −1.66 – – – – – –

Table 2 lists the total production of Zn in solar masses as
well as the fraction of isotopes via which it is produced. In addi-
tion, Table 3 shows [Zn/Fe] for the whole explosion and for the
helium shell and core detonation separately in the case of a dou-
ble detonation. It reveals that all models, except for those includ-
ing a helium detonation (M2a�, M2a, CSDD-S, CSDD-L, and
HeD-S), severely underproduce [Zn/Fe] compared to its solar
value. While M2a�, M2aNe, M2a, and CSDD-L exhibit only
a moderate underproduction, the remaining models synthesize
super-solar ratios [Zn/Fe]. The [Zn/Fe] value of the helium det-
onation is quite similar in M2a�, CSDD-S, and HeD-S, but the
result of the whole explosion is dominated by the core detona-
tion for model M2a�. In contrast to the case of Mn, the values
of [Zn/Fe] in M2a are higher than its solar metallicity counter-
part. The most important production channel is via the symmet-
ric nucleus 64Ge, as is also the case for CSDD-S and HeD-S.
In Model CSDD-L the [Zn/Fe] yield of the helium shell deto-
nation is significantly lower than in the other models. The rea-
son for this is the lower density of the envelope (see argument
(ii) in Sect. 3.1) because most Zn is produced above an initial
density of 5.0 × 105 g cm−3. The lower density is also respon-
sible for the difference in the contribution of 64Ge compared to

the other double detonations as it is produced at higher densities
than 66Ge, for example.

Furthermore, it can be seen that the main produc-
tion channels are 64Ga→64Zn, 64Ge→64Ga→64Zn, and
66Ge→66Ga→66Zn for the majority of models except for
PD081 and PD115. These isotopes are produced either in α-rich
freeze-out from NSE or in the helium detonation (see Fig. 6).

Figure 6 also shows that Zn is primarily produced in the
helium shell at relatively high densities. This region is not
reached by CSDD-L, as discussed above. A direct production
of Zn in the form of a high contribution from 64Zn can only
be observed in the pure detonations PD081 and PD115 and, to
a much lesser extent, in the MCh models. However, the total
amount of Zn falls short of that of Models CSDD-S, HeD-S,
and M2a� by about two orders of magnitude. R60 and M2a� are
the only models to directly produce a non-negligible amount of
66Zn. Moreover, the direct production of Zn isotopes (64,66Zn)
is clearly a metallicity effect. The corresponding simulations at
lower metallicity shift the production of Zn to the symmetric iso-
tope. This behavior is not observed for the other models at solar
metallicity (N5def, N100ddt, VM). In contrast to our most recent
simulations (M2a� and R60, where the solar value for each

A118, page 10 of 15



F. Lach et al.: Nucleosynthesis imprints from Type Ia supernovae

1 2 3 4 5 6 7 8 910
T/109 K

105

106

107

108

109

1010

ρ
/g

cm
−3

a)

1 2 3 4 5 6 7 8 910
T/109 K

b)

1 2 3 4 5 6 7 8 910
T/109 K

c)

10−4 10−3 10−2 10−1

X(parents of Zn)

Fig. 6. Same as Fig. 2 with a color-coded mass fraction of the parent nuclei of Zn listed in Table 2. The panels show (a) R60, (b) VM, (c) M2a�.

isotope according to Asplund et al. 2009 is used as input for
the postprocessing), the metallicity is set by adding only 22Ne
to adjust the electron fraction. Therefore, the lack of seed nuclei
in the investigated region might affect the detailed nucleosynthe-
sis results. This is confirmed by models R60Ne and M2aNe. They
do not produce any Zn isotopes and also show differences in the
production of various other species.

In summary, any SN Ia scenario noticeably contributing to
the enrichment of the Galaxy with Zn is required to include
a prominent helium detonation. The production of Zn can be
explained by the same three arguments used for the case of Mn.
However, here CSDD-L shows the lowest ratio to iron since
the initial shell density is too low to synthesize Zn in sufficient
amounts. We abstain from adding an investigation of the galactic
evolution of [Zn/Fe] since we have already shown for the case of
Mn that low-mass double detonations and pure helium shell det-
onations do contribute significantly to [Mn/Fe] despite their low
ejecta masses. This result holds analogously for [Zn/Fe].

Instead, we briefly estimate the influence of 68Ge on the light
curve. All other isotopes listed in Table 2 are short-lived with
a maximum half-life1 of 61.8 h for 67Cu. Although compared
to 56Ni long-lived isotopes are not produced in large amounts,
they can modify the shape of the light curve at late times
(Seitenzahl et al. 2009). Furthermore, γ rays or X-rays emitted
in their decay might be detectable.

68Ge decays to 68Ga via electron capture with a half-life of
T1/2 = 270.95 d. The two most relevant X-rays emitted have
energies of E1 = 9.225 and E2 = 9.252 keV with an emis-
sion probability of I1 = 0.131 and I2 = 0.258, respectively.
As an example, we consider Model M2a�, which ejects 3.554 ×
10−6 M� of 68Ge. Assuming transparent ejecta after t = 100 d
and a very close SN explosion at a distance of d = 1 Mpc, we
arrive at a flux on Earth of

Fi =
1

4πd2 · IλN0e−λt · Ei

=

{
2.325 × 10−17erg s−1 cm−2 i = 1
4.592 × 10−17erg s−1 cm−2 i = 2,

(6)

1 All nuclear decay data is taken from https://www.nndc.bnl.
gov/nudat2/

where λ is the decay constant and N0 the number of nuclei
at t = 0, which can be derived dividing the ejected mass by
the corresponding atomic mass2. The X-ray telescope NuSTAR
(Harrison et al. 2013) has a sensitivity of 2 × 10−15 erg s−1 cm−2

in the considered energy range. Therefore, the added flux of the
two X-ray emissions is about a factor of 35 below the detection
limit, and thus a higher production of 68Ge would be necessary
for a potential detection even under the rather favorable condi-
tions assumed here. We note that this statement is by no means
conclusive since the sensitivity of NuSTAR also depends on the
line shape and on the observation time.

Subsequently, 68Ga decays to 68Zn via positron emission
very quickly (T1/2 = 67.71 min). Assuming an instantaneous
energy deposition, we calculated the contributions of 68Ga, 44Sc,
56Co, 57Co, and 55Fe positrons, conversion electrons, and Auger
electrons to the SN light curve for Models HeD-S (same amount
of 68Ge as CSDD-S), CSDD-L, and M2a�. In the cases of 68Ga
and 44Sc the electrons emitted by their long-lived parents are
included as well. Figure 7 shows that with less than 0.4% of
the energy generation per second ε, the 68Ga decay plays only a
minor role in model M2a�. Its contribution is even lower in the
HeD-S and CSDD-L models.

3.3. Copper

Copper directly follows nickel in the periodic table and its ele-
mental solar abundance consists of two stable isotopes, namely
63Cu and 65Cu. Of these, about 69% are attributed to 63Cu
(Asplund et al. 2009). The first extensive measurements and an
analysis of Cu abundances have been carried out by Sneden et al.
(1991). The general trend of an increasing value of [Cu/Fe]
with [Fe/H] in the Galaxy was established in that work. [Cu/Fe]
increases from a value of approximately −1 at [Fe/H] ≈ −3 to
the solar value at [Fe/H] ≈ 0.

As for Zn, the origin of Cu is still very uncertain. The
largest contributors are believed to be the weak component of the
s-process in massive stars (a secondary process) and the direct
fusion as a primary element simultaneous to IGEs in CCSNe
and SNe Ia. Matteucci et al. (1993) carried out detailed GCE

2 The atomic mass is taken from https://www-nds.iaea.org/
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Fig. 7. Energy generation rate ε of the emission of positrons, conversion
electrons, and Auger electrons in model M2a�. Shaded areas show the
range between no X-ray trapping and full X-ray trapping. The black
curve depicts the contribution of the 68Ga decay relative to the total
energy generation.

calculations. Comparing their data to the Sneden et al. (1991)
data, they conclude that a best fit is achieved if the SNe Ia
yields for Cu are increased by an order of magnitude. More-
over, they claim that SNe Ia start contributing to the enrichment
of the Galaxy starting from [Fe/H]≈−1.7 (i.e., already in the
halo phase). Mishenina et al. (2002) provide a large upgrade to
the Cu abundance data by measuring Cu and Zn in 90 metal-
poor stars in the Galaxy. They arrive at the conclusion that
the increase in [Cu/Fe] is due to a significant contribution of
SNe Ia. As a guideline they also provide a very rough esti-
mate of the relative contributions of Cu from different produc-
tion sites to the solar abundance. They assign 7.5% to SNe II
(primary process in massive stars), 25% to secondary processes
in massive stars, 5% to the s-process in AGB stars, and 62.5% to
SNe Ia. The overall trend of the Cu-to-Fe ratio, i.e., a sub-solar
plateau at low metallicities and an increase to the solar value,
which is reached at [Fe/H] ≈ −0.8, has also been confirmed by
Reddy et al. (2003). In contrast, Prantzos et al. (2018) show that
by including the yields of Limongi & Chieffi (2018) the evolu-
tion of [Cu/Fe] can be modeled with CCSNe alone (they use
W7 for SNe Ia). Nissen & Schuster (2011) also confirm sub-
solar [Cu/Fe] values for their low-α population of dwarf stars
in the solar neighborhood. These stars are thought to be primar-
ily enriched by SNe Ia, and therefore they conclude that they
are not main contributors to Cu. Simmerer et al. (2003) inves-
tigate the Cu abundances in various globular clusters and draw
the opposite conclusion, that SNe Ia are likely to be the main
contributors to Cu, because [Cu/Fe] in globular clusters follows
the trend seen in field stars. However, the only cluster span-
ning a significant range in metallicity (−1.8 < [Fe/H] < 0.8) is
ω-Centauri and there the [Cu/Fe] curve is rather flat. This sug-
gests a different chemical evolution history. In contrast to the
previously mentioned results, Romano & Matteucci (2007) find
that their GCE model can fit both the Galaxy and ω-Centauri
if the s-process yields are enhanced and the SN Ia yields are
reduced. Cunha et al. (2002) investigate in more detail the evo-
lution of ω-Centauri. They attribute the strong enhancement of
α-elements relative to Fe and the constant evolution of [Cu/Fe]
at a rather low value of −0.5 to an enrichment via CCSNe. How-
ever, a final explanation for the lack of SNe Ia enrichment is
not given. Recent non-LTE Cu abundance measurements are

presented by Yan et al. (2015, 2016). They show that non-LTE
effects raise the previously measured values by about 0.2 dex
and that this difference is also metallicity dependent. The impact
of the non-LTE treatment is higher for lower [Fe/H], and there-
fore flattens the whole curve. Furthermore, the plateau at lower
metallicities is extended compared to older works, and reaches
up to [Fe/H]≈−1 and then rises to solar. However, Yan et al.
(2015) note that due to the uncertainties in the main production
site of Cu and to the peculiar evolution of Cu in Ursa Major,
ω-Centauri, the Sagittarius dwarf galaxy, and the halo subpop-
ulation (Nissen & Schuster 2011), further GCE models should
be postponed until the trend of [Cu/Fe] is clearly established by
using non-LTE measurements.

Similar to the discussion on Zn (see Sect. 3.2), it is now inter-
esting to see which SN Ia scenario is able to synthesize Cu in
significant amounts. Table 4 displays the Cu yields together with
the relative contribution of the most important production chan-
nels. In Table 5 the [Cu/Fe] values and the remaining stable Cu
isotopes can be found.

The overall result is the same as for the Zn case: Cu is largely
underproduced compared to solar in all simulations except for
two models including a He detonation, in this case HeD-S and
CSDD-S. However, [Cu/Fe] values are lower than [Zn/Fe] for
the helium shell, which also diminishes the total [Cu/Fe] yields.
M2a�, M2aNe, and M2a even approach the pure detonation
PD115 due to the low ratio of shell mass to core mass (argu-
ment (i) in Sect. 3.1). A comparison between M2a� and M2a
shows that the metallicity has little impact on the total value of
[Cu/Fe]. It only slightly changes the fractions of the parent nuclei
that decay to stable Cu. In particular, we find that the direct pro-
duction of 63Cu and 65Cu is favored for higher metallicity and
that the inclusion of only 22Ne leads to a decrease in [Cu/Fe]
(see R60Ne, M2aNe). Moreover, the difference in [Cu/Fe] from
the helium shell between CSDD-L and the other double detona-
tions is less significant than for [Zn/Fe]. 63Ga, for example, is
mainly produced at an initial density higher than the density at
the base of the shell in CSDD-L, and therefore the relative con-
tribution to stable Cu is shifted to 65Ga and 65Ge compared to
Models CSDD-S and HeD-S.

In contrast to Zn, a main production channel for Cu cannot
be identified. While most models, except R60, produce some Cu
via 63Zn, the helium detonations additionally show a major con-
tribution from 63Ga, 65Ga, and 65Ge. The MCh simulations and
PD115 also synthesize considerable amounts of 63Cu, and M2a�
exhibits contributions from almost every parent isotope listed in
Table 4. This suggests that neither the core nor the helium deto-
nation dominates the total Cu yields.

To sum up, the creation of a large amount of Cu in rela-
tion to Fe requires an even more prominent helium detonation
than in the case of Zn. We find in addition that a density at the
base of the helium envelope exceeding that in Model CSDD-L
of 5.92 × 105 g cm−3 is essential. From a GCE point of view the
contribution of helium detonations to Cu is less significant than
in the case of Mn or Zn among the investigated models. The only
model expected to contribute considerably to [Cu/Fe] is HeD-S.
Also in this case we postpone detailed GCE modeling to future
work.

Similar to the discussion of long-lived radioactive isotopes
in Sect. 3.2 we take a brief look at 65Zn. The only other long-
lived isotope in Table 4 is 63Ni. However, it is only produced
in very small amounts in model R60, and its half-life of 101.2 y
implies a very low rate of decay. 65Zn, in contrast, has a half-life
of T1/2 = 243.93 d and emits an energetic γ ray with an energy
of E = 1115.539 keV and an emission probability of I = 0.5004.
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Table 4. Total amount of stable Cu in M� and the radioactive and stable isotopes from which Cu originates (shown as percentages) at 100 s.

Model Cu 63Cu 65Cu 63Zn 65Zn 63Ga 65Ga 65Ge 63Ni 65Ni 63Co

PD081 1.66e−15 33.4 – 66.0 – – – – – – –
PD115 2.48e−05 34.2 – 64.9 – – – – – – –
VM 3.37e−07 – – 74.2 – 8.8 13.9 2.0 – – –
M2a� 2.43e−05 10.6 10.8 15.5 3.6 10.5 33.4 12.6 2.2 – –
M2aNe 1.60e−05 – – 20.2 – 16.9 45.1 17.3 – – –
M2a 3.03e−05 – – 18.2 3.0 23.5 41.9 14.1 – – –
CSDD-L 3.44e−06 – – 27.0 – 16.0 26.2 30.4 – – –
CSDD-S 1.29e−04 – – 18.8 – 57.7 9.9 13.6 – – –
HeD-S 1.31e−04 – – 17.9 – 59.1 9.4 13.6 – – –
N5def 1.15e−07 38.9 1.4 30.8 – 8.3 9.5 4.5 6.7 – –
N100ddt 4.58e−07 29.6 – 38.9 – 10.1 11.5 5.0 3.8 – –
R60 2.54e−07 22.3 8.3 9.3 3.1 3.5 12.5 16.6 13.3 2.3 8.9
R60Ne 1.13e−07 2.3 – 20.7 – 7.8 28.1 37.2 – – 2.4
W7 3.21e−07 – – – – – –

Notes. Only contributions larger than 1% are listed.

Table 5. Ratio of Cu to Fe compared to solar for the total explosion, and for shell and core material only and stable copper isotopes decayed at
2 × 109 yr.

Model [Cu/Fe] [Cu/Fe]shell [Cu/Fe]core
63Cu 65Cu

PD081 −9.48 – – 1.65e−15 9.78e−18
PD115 −1.25 – – 2.55e−05 2.33e−07
VM −3.03 – – 2.82e−08 5.44e−08
M2a� −1.13 0.43 −1.48 9.62e−06 1.47e−05
M2aNe −1.31 0.39 −1.93 5.95e−06 1.01e−05
M2a −1.04 0.43 −1.51 1.29e−05 1.75e−05
CSDD-L −0.57 0.21 −1.69 1.49e−06 1.95e−06
CSDD-S 0.02 0.48 −1.31 9.86e−05 3.02e−05
HeD-S 0.50 0.50 – 1.01e−04 3.01e−05
N5def −3.01 – – 9.76e−07 1.77e−08
N100ddt −2.95 – – 3.78e−07 8.04e−08
R60 −1.67 – – 1.45e−07 1.09e−07
R60Ne −2.02 – – 3.84e−08 7.50e−08
W7 −1.46 – – – –

1 2 3 4 5 6 7 8 910
T/109 K
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ρ
/g

cm
−3
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1 2 3 4 5 6 7 8 910
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1 2 3 4 5 6 7 8 910
T/109 K
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10−5 10−4 10−3 10−2

X(parents of Cu)

Fig. 8. Same as Fig. 2, with a color-coded mass fraction of 64Ge. The panels show (a) R60, (b) VM, (c) M2a�.
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Most 65Zn is synthesized via the fast decaying isotopes 65Ge and
65Ga (see Table 2). Under the same assumptions as in Sect. 3.2,
we arrive at a flux on Earth for Model CSDD-S (highest amount
of 65Zn among our models with 3.019 × 10−5 M�) of

F = 1.031 × 10−13 erg s−1 cm−2. (7)

Although this value is four orders magnitude higher than for the
68Ge X-rays (see Sect. 3.2), it is still at least an order of mag-
nitude below the expected sensitivity of the planned γ-ray tele-
scope e-ASTROGAM (De Angelis et al. 2018), and therefore a
detection is very unlikely.

4. Summary

We investigated the nucleosynthesis yields of a variety of SN Ia
models from the HESMA (Kromer et al. 2017) archive as well
as two new explosion simulations, M2a� and R60. These mod-
els include double-detonation models from Sim et al. (2012) and
Gronow et al. (2020). Furthermore, we examined the pure deto-
nations in sub-MCh WDs of Sim et al. (2010) and a set of MCh
explosions from Seitenzahl et al. (2013a) and Fink et al. (2014).

Our aim was to identify elements characteristic of a certain
explosion mechanism. In combination with GCE calculations
and abundance measurements in stellar atmospheres, this can
help to identify SN Ia progenitors. A well-known example is the
element manganese. Its abundance relative to iron increases from
[Fe/H] ≈ −1 and it is not produced by CCSNe in sufficiently high
ratios relative to Fe. Therefore, it is attributed to thermonuclear
explosions of MCh WDs (Seitenzahl et al. 2013b). In this study
we find that super-solar amounts of Mn are additionally synthe-
sized in helium detonations and that the actual result depends
on the interplay of three parameters: the metallicity, the helium
shell mass compared to the CO core, and the density of the
helium envelope. A variation in these values gives rise to sub-
solar values of [Mn/Fe] (as seen in Models M2a and CSDD-S)
up to highly super-solar results (CSDD-L). This also brings the
double-detonation scenario into play as a potential source of Mn.
Therefore, the sole distinction between sub-MCh and MCh mass
models when investigating the source of Mn is insufficient. The
details of the underlying model employed for the sub-MCh chan-
nel have to be defined in addition. Our GCE calculation corrobo-
rates this result and demonstrates that double-detonation models
with massive helium shells can significantly reduce but not com-
pletely remove the need for MCh explosions to explain the solar
[Mn/Fe] ratio. Their actual rate is limited, however, due to their
super-solar [Ti/Fe] and [V/Fe] values.

Moreover, the elements zinc and copper have received lit-
tle attention when studying the contribution of SNe Ia to galac-
tic chemical evolution, although Matteucci et al. (1993) already
pointed out the potential relevance of these events as a produc-
tion site. We find that double-detonation models are able to pro-
duce Zn and Cu in super-solar ratios with respect to Fe. Since a
sophisticated GCE modeling and a comprehensive analysis of
the contribution of massive stars is beyond the scope of this
work, we did not include models for the evolution of [Zn/Fe] and
[Cu/Fe]. However, the general results from the case of Mn carry
over to Zn and Cu. The same three parameters as in the case of
Mn also affect the creation of Zn and Cu. Essentially, any value
of [Mn/Fe], [Zn/Fe], or [Cu/Fe] can be realized using different
combinations of helium shell mass, core mass, shell density and
metallicity. However, in this study we find that the models from
Sim et al. (2012) affect the evolution of Mn, Zn and Cu the most.
These models follow explosions in a system of a low-mass CO

cores covered by a massive helium shell. They were intended to
resemble a subluminous subclass of SNe Ia, namely calcium-rich
transients, but do not account for normal SNe Ia. Their signifi-
cance for GCE therefore depends on the realization frequency
of Ca-rich transients, which is currently subject to large uncer-
tainties. Ongoing and planned transient searches hold promise to
clarify this aspect.

We thus emphasize that SNe Ia, or, in general thermonuclear
explosions, should be treated more carefully in GCE studies. It
seems necessary to include a variety of thermonuclear explosion
models rather than sticking to only one or two scenarios. SNe Ia
should be considered as a source of Zn and Cu in GCE simula-
tions if the double-detonation scenario is used to represent either
normal SNe Ia (see, however, Kromer et al. 2010, for potential
problems with the predicted spectral observables) or the faint
class of calcium-rich transients. MCh explosions might not be
the only relevant source of Mn.
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Chapter 9

Summary of the scientific results

9.1 Publication 1: Type Iax supernovae from deflagrations in
Chandrasekhar mass white dwarfs

This study comprises the largest set of full-star 3D SN explosion simulations published in the
astrophysical literature to date. It includes 30 hydrodynamic models computed with leafs (see
Section 5.1), 30 nuclear network calculations carried out with yann (see Section 5.2, the data
will be published on the Heidelberg Supernova Model Archive HESMA, Kromer et al. 2017)
and a selection of 18 radiative transfer models produced with artis (see Section 5.3). Moreover,
the explored parameter space is huge, covering variations in central density ρc of the initial
CO WD from 1 to 6 × 109 g cm−3, metallicities Z from 10−4 to 2 times the solar metallicity
Z⊙ and ignition radii roff (single spot ignition) from 10 to 206 km from the center of the WD.
Moreover, the C mass fraction in the center of the WD was reduced for one model and two
rigidly rotating WD models were included to investigate whether these parameters can introduce
further diversity to the suite of models. To check the consistency of the updated version of the
leafs code the N5 model of Fink et al. (2014) was reproduced.

In particular, the systematic examination of the ignition geometry constitutes an essential
contribution to the search for the explosion mechanism of SNe Iax. Since the exact ignition
geometry, i.e., the number, location, and shape of the ignition sparks, is unknown, it has been
treated as a free parameter to control the strength of the deflagration. To produce brighter events
in agreement with normal SNe Ia a larger number of centrally distributed ignition sparks was
needed. However, it turned out that these pure deflagration models neither reach the luminosities
required to account for normal events nor do their photometric and spectroscopic properties
agree with observational data of normal SNe Ia. In contrast, the faint explosions, i.e., sparsely or
off-center ignited models, have shown to be in reasonable agreement with the class of SNe Iax.
In addition, it seems unnatural to assume the simultaneous ignition of a deflagration in hundreds
or even thousands of points. This has been corroborated by studies of the convective burning
phase preceding the TNR (simmering phase) in MCh WDs (Höflich and Stein 2002; Kuhlen et al.
2006; Zingale et al. 2009, 2011; Nonaka et al. 2012). According to these studies, the ignition in
a single point located at roff ∼ 50 km away from the center of the star is most likely. Of course,
the exact value of roff can vary since the ignition is a stochastic process. Therefore, a study
dedicated to the effects of varying roff and its interplay with other parameters such as ρc was
overdue. In the following, the main takeaway points of interest for SN Ia research presented in
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Publication 1 (Chapter 6) are listed.

1. It is shown that the production of 56Ni and, thus, the brightness of the explosion can vary
significantly among single-spark ignition models. The peak bolometric magnitude, for
instance, shows a range of ∼ 2.4 mag (Mbol

peak = −14.91 to − 17.35 mag). This signifi-
cantly extends the range of CO deflagration models toward the fainter members of the
SN Iax class compared to previous studies (Fink et al. 2014; Long et al. 2014; Jordan
et al. 2012b). Moreover, the brightest model only falls ∼ 0.4 mag short of the N5 model
(Fink et al. 2014) (ignited in 5 sparks) which has been shown to be in good agreement
with SN 2005hk (Kromer et al. 2013a). To cover the whole class, however, the range in
brightness is still too narrow.

2. The LC evolution of the faintest SNe Iax, e.g., SN 2019gsc and SN 2008ha, deviates
strongly from the numerical models presented here. While model rise times tR decrease
and decline rates increase toward lower luminosities, this trend is not observed for the
very faintest SNe Iax, especially in the redder bands. SN 2019gsc has a longer rise time
than SN 2019muj although it is approximately 3 mag fainter (bolometric). Since the trend
in the deflagration models is plausible from a theoretical point of view and naturally ex-
plained by the explosion dynamics, these results suggest that the possibility of a different
mechanism for faint SNe Iax has to be taken into account1.

3. Secondary parameters such as metallicity, rotation, and the C/O ratio do not considerably
change the appearance of the modeled explosions. While there is reasonable agreement
between theory and observations for intermediately-bright to bright SNe Iax, some dis-
crepancies such as the fast decline in red bands remain. It was suspected by Kromer et al.
(2013a, 2015) that a higher amount of mass ejected in total at constant 56Ni would bring
the models and observation into agreement. Although the parameters mentioned above
slightly modify the ejecta properties including the 56Ni to ejecta mass ratio, the variations
introduced are only minor.

4. The recoil velocity of the bound WD remnant due to the asymmetric explosion is not a
monotonous function of the deflagration strength. In fact it shows a convex behavior with
a corresponding change in direction. Furthermore, the results of Jordan et al. (2012b) are
corroborated showing that the kick velocity can amount to a few hundred km s−1. This
strengthens the connection of bound WD remnants to the observed peculiar high velocity
WDs (see e.g., Raddi et al. 2019). Finally, the importance of solving the full Poisson
equation is demonstrated via a recalculation of the N5 model by Fink et al. (2014) which
shows almost no recoil compared to the new version which exhibits a kick velocity of
264.6 km s−1.

1The recent detection of SN 2021fcg (Karambelkar et al. 2021) strengthens the speculation that faint SNe Iax
are the result of an alternative mechanism. Since SN 2021fcg is even fainter than SN 2008ha and SN 2019muj but
exhibits similar photometric and spectroscopic properties it can hardly be reproduced by current pure deflagration
models.
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9.2 Publication 2: Models of pulsationally assisted
gravitationally confined detonations with different igni-
tion conditions

The work presented in Publication 2 (Chapter 7) contains an extensive study (eleven 3D models)
of the GCD scenario employing different initial central densities and deflagration ignition lo-
cations to examine the range of luminosities achievable in this scenario. Earlier studies (Plewa
et al. 2004; Plewa 2007; Townsley et al. 2007; Kasen and Plewa 2007; Jordan et al. 2008;
Meakin et al. 2009; Seitenzahl et al. 2016; Byrohl et al. 2019) explored the general feasibility
of the mechanism or presented only very few models without an extensive discussion of nu-
cleosynthesis yields and 3D radiative transfer calculations except for Seitenzahl et al. (2016).
Their work, however, only includes one model.

Therefore, the models of deflagrations in MCh CO WDs of Publication 1 were used as initial
models for a comprehensive parameter study of the GCD scenario. In this work, a detonation in
the collision region is ignited as soon as critical values of density (107 g cm−3) and temperature
(2 × 109 K) are reached inside a grid cell (same approach as in Seitenzahl et al. 2016). Since
the leafs code is not coupled to a nuclear network, matter is burned only in burning fronts and
volume burning within the compression zone is not covered. Moreover, the resolution within a
full-star SN explosion simulation is too low to explore a potential self-consistent initiation of a
detonation. It was, however, shown by Seitenzahl et al. (2009a) that the ignition of a detonation
in the GCD scenario is very likely. Thus, this study (Publication 2) approximately predicts the
detonation location and time and yields characteristic observables and nucleosynthesis yields
under the assumption that the GCD scenario works in general. The main results of this work
can be summarized as follows:

1. Most of the initial models from Publication 1 do reach critical conditions for a detonation
except the most energetic deflagrations and the rigidly rotating WDs. The latter finding
is an important validation of the results of García-Senz et al. (2016) that the Coriolis
force breaks the spherical symmetry, and, thus, weakens the focus of the deflagration
ashes. This makes it harder to initiate a detonation. Moreover, the explosions presented
rely on the contraction of the bound WD remnant (after an initial expansion due to the
deflagration), and, therefore, belong to the class of “pulsationally assisted gravitationally
confined detonations” (PGCD, Jordan et al. 2012a).

2. The range in 56Ni masses is extended significantly toward lower values compared to ear-
lier studies. The minimum found is M(56Ni) = 0.257 M⊙. This, in principle, brings the
scenario in the range of faint normal SNe Ia and subluminous subclasses such as SNe Iax.
It should, however, be noted that these faint GCD models rely on a strong pre-expansion
of the WD during the deflagration phase, and, therefore, an ignition near the center. Ac-
cording to Nonaka et al. (2012) and Byrohl et al. (2019) these ignition conditions should
be considered as rare events.

3. The isotopic yields of neutron-rich elements, e.g., 58,57Ni and 55Mn, are not typical for
MCh explosions for all models. This is due to the fact that characteristics of sub-MCh det-
onations and MCh deflagrations are mixed in the GCD model. Therefore, an unambiguous
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assignment using measurements of neutron-rich elements in the ejecta is not possible if
the GCD scenario is realized in nature.

4. While the observational characteristics of normal SNe Ia and bright objects of the SN Iax2

class cannot be reproduced within the GCD/PGCD scenario it might account for 91T-like
objects. However, although several discrepancies remain which call for further investiga-
tions no alternative explosion scenario for 91T-like SNe has been suggested to date.

9.3 Publication 3: Nucleosynthesis imprints from different
Type Ia supernova explosion scenarios and implications
for galactic chemical evolution

A thorough introduction to the burning stages relevant for SNe Ia is laid out in Publication 3
(Chapter 8). Si burning including quasi-statistical equilibrium, nuclear statistical equilibrium,
and the physics of neutron captures in high density material are reviewed in addition to explosive
He burning. This theory is then brought into context by analyzing the nucleosynthesis yields of
various SN Ia explosion models published in earlier works as well as one explosion model taken
from Publication 1. These scenarios include MCh deflagrations and delayed detonations, pure
detonations in sub-MCh WDs of different masses, double detonations of WDs with an accreted
He envelope, pure detonations in He shells and a violent merger model of two CO WDs.

Each of these scenarios shows characteristic nucleosynthesis yields governed by the respec-
tive burning mechanism and the density profile of the exploding star. Thus, they influence the
temporal evolution of the elements captured by GCE simulations in different ways. A prominent
example is the element Mn which is attributed to MCh explosions since a neutron-rich environ-
ment, i.e., burning at high densities, is required for its production (Seitenzahl et al. 2013a). This
notion is also frequently used as an argument for the SD scenario including the explosion of a
MCh WD. The major results of this work are:

1. The elements Mn, Zn, and Cu are identified as a key characteristic imprint of He detona-
tions. The total value of [Mn/Fe], [Zn/Fe], and [Cu/Fe] is then governed by the ratio of
core-to-shell mass, the density at the base of the He envelope, and metallicity.

2. A GCE simulation carried out within this work suggests that the contribution of MCh

explosions (here a delayed detonation model) to the total SN Ia rate can be reduced by
5 − 20 % if pure He detonations are included. These results carry over to the cases of Zn
and Cu.

3. The authors strongly suggest that nucleosynthesis yields of SNe Ia need to be imple-
mented into GCE codes more carefully. In many cases only one explosion scenario is in-
corporated, neglecting the diversity in characteristic nucleosynthesis yields among SN Ia

2The idea that bright SNe Iax also include a detonation was brought forward by Stritzinger et al. (2015) who
detect some potential abundance stratification in SN 2021Z. Recently, however, it was shown by Magee et al.
(2021) that well mixed models capture the spectroscopic properties of SNe Iax much better than stratified ones.
This is in line with the findings in Publication 2 that the GCD scenario does not produce explosions in agreement
with observations of bright SNe Iax.
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models. In particular, Mn is usually solely attributed to MCh explosions and Zn and Cu
are believed to originate from CCSNe although their evolution is not convincingly repro-
duced in most GCE studies published to date (Prantzos et al. 2018).

9.4 The broader picture

All publications used in this thesis provide scientific information helping toward the understand-
ing of SNe Ia and inferring their progenitor system. To this end, they primarily make use of two
methods described in Section 4.6. A schematic figure showing the routes toward the progenitor
star with contributions from the author of this thesis is shown in Figure 9.1.

Publications 1 and 2 employ the well-established supernova modeling pipeline consisting of
successive hydrodynamic explosion simulations, nuclear network computations, and radiative
transfer calculations. Subsequently, the synthetic observables are contrasted with measured LCs
and spectra. While the modeling pipeline consists of self-consistent numerical simulations, the
initial WD model, the ignition geometry, and the combustion mechanism act as free parameters.
Publication 1 supports the commonly accepted notion that SNe Iax originate from pure defla-
grations in MCh WDs but questions that also the faintest members of the class originate from
the same explosion mechanism. Publication 2 excludes the GCD scenario for normal SNe Ia
and bright SNe Iax but still leaves some room to interpret it as a 91T-like explosion. Since there
are no convincing alternative scenarios for SNe Iax and 91T-like SNe, the following hypothesis
seems plausible: Both subclasses originate from the same kind of progenitor star, i.e., a MCh

CO WD. While the GCD mechanism works for weak deflagrations and produces a 91T-like
event, the strong deflagrations do not lead to a detonation and resemble SNe Iax. First, due to
the similar spectra of SNe Iax and 91T-like SNe at early times deflagration products in the outer
layers seem reasonable in both cases. Second, the chances for the initiation of a detonation in
the GCD scenario are higher for less energetic deflagrations. At the same time the faintest pure
deflagration models do not fit the characteristics of the SN Iax class.

In Publication 3 the nucleosynthesis yields of explosion simulations are inserted into a GCE
code (see Section 4.6.2) instead of conducting radiative transfer calculations. It is found that
thermonuclear SNe including a He detonation (pure He detonations are candidates for Ca-rich
transients) also contribute to the abundance of Mn in the Universe in addition to MCh models.
This reduces the required rate for this scenario to explain the evolution of [Mn/Fe]. Furthermore,
it was shown in Publication 2 that a MCh explosion in the GCD scenario does not necessarily
produce supersolar amounts of Mn. If the SN Iax channel is the only one producing significantly
supersolar values of [Mn/Fe], another Mn-rich scenario is needed since the total ejecta mass in
a SN Iax in combination with realistic rates is too low to explain the Mn abundance evolution.
Moreover, Zn and Cu are also synthesized in the He detonation in significant amounts. The
authors criticize the simple treatment of SNe Ia in GCE studies mostly including only one
explosion scenario which does not live up to the diversity among thermonuclear SNe.

In addition to the methods above, the author also touched the field of SN rates and delay
time distributions by incorporating files provided by Ashley J. Ruiter into the OMEGA GCE
code (Ritter and Côté 2016; Côté et al. 2017, Publication 3). The influence of the rates of the
SD and DD channel was tested and rates for Ca-rich transients were taken from Frohmaier et al.
(2018) to describe pure He detonations. Finally, the author prepared the input data for the SNR
morphology study of Ferrand et al. (2021) and produced figures for the paper. In this work it
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Figure 9.1: Chart of the SN modeling pipeline with contributions from the author. Images
without reference are taken from Publications 1, 2, and 3.

is shown that the explosion mechanism can be inferred from young SNRs according to their
characteristic ejecta structure. This is yet another way to shed light on the progenitor problem
of SNe Ia.
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Chapter 10

Summary and possible future work

This thesis provides an overview of the field of SNe Ia, starting from the earliest observations of
newly appearing stars and the development of the supernova theory in the first part of the 20th
century to modern supernova research.

First, the observational characteristics such as LCs and spectra of the homogeneous class
of normal SNe Ia were reviewed. This was complemented by an explanation of how to use
normal SNe Ia to measure cosmic distances (standardizable candles) and their application to
cosmology. Subsequently, the most relevant subclasses of SNe Ia were summarized. Since all
types of SNe Ia contribute to cosmic nucleosynthesis and SNe Ia, in general, are believed to
be the primary source of IGEs and some neutron-rich isotopes such as 55Mn, it is important to
study all these sub-categories.

Due to the extreme conditions inside stars, experiments on Earth to unveil some of the
phenomena observed are not possible. Instead, the only exploitable information comes from
observations and numerical simulations. A few ways how to combine a series of simulations
to shed light on the explosion mechanism of SNe Ia were discussed. Two of these modeling
pipelines are employed in Publications 1, 2, and 3, which form the main part of this work.

Although the ongoing research during the past decades including the development of so-
phisticated numerical models and an exponential growth in computing resources, the nature of
the progenitor system of SNe Ia is not revealed conclusively, yet. The major problem is that
all simulations are prone to numerical uncertainties and need to employ simplified models of
various physical effects due to the still restricted computing power. Hydrodynamic simulations
with leafs are restricted, for instance, by the coarse spatial resolution making it impossible to
fully resolve turbulent motions. Therefore, an approximate subgrid model has to be employed.
Moreover, no actively coupled nuclear network is available. While this has only minor impact
on the flame propagation it neglects the energy injection by nuclear reactions away from the
flame front. Moreover, a calibration of the conversion of fuel to ash in deflagration and deto-
nation fronts is necessary. Furthermore, magnetic fields are neglected although they may have
an impact on the propagation of a deflagration front (Stone and Gardiner 2007; Hristov et al.
2018). The postprocessing via a nuclear network suffers from the uncertainty in many cross
sections of nuclear reactions. As stated above, experiments on Earth at these extreme condi-
tions are not feasible. In addition, the radiative transfer calculations also suffer from the low
spatial resolution since the results of the hydrodynamics are mapped to a 503 Cartesian grid.
Furthermore, it is impossible to include the complete atomic data (number of transition lines).
In particular, the IGEs (all ionization states) contain thousands of transition lines per isotope
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and ionization state. Finally, non-thermal processes need to be included, and the abolishment
of local thermodynamic equilibrium is of vital importance for the late-time observables of the
SN ejecta.

Assumptions made about the initial model also influence the outcome of the explosions.
There is a large parameter space to be explored including different total WD masses, central
densities, compositions, initial velocity fields, deflagration ignition geometries, He shell masses,
etc. The question to be raised is: Is there a need for fundamentally different initial models or
are the uncertainties in the numerical modeling the major limiting factor?

It is the believe of the author that, after hundreds of numerical simulations over the past
decades, the gross characteristics of the individual explosion channels are matched by the mod-
els presented to date. This, in particular, holds for deflagration studies. Therefore, more simula-
tions with only slight modifications to the initial models or input physics are not going to lead to
the ultimate goal: the unambiguous identification of the progenitor and explosion mechanism of
SNe Ia. First, a systematic and critical assessment of the uncertainties in the numerical models
is required. Based on the results one can then decide on the most urgent developments. This
is even more crucial for GCE codes since the uncertainties of many fields of research pile up
there.

New simulations should be carried out as soon as significant changes to the numerical codes
or initial models have been made. The inclusion of magnetic fields to deflagration models or
an initial velocity field mimicking convective burning prior to the TNR are important additions
to the hydrodynamic simulations. Furthermore, the modeling of detonation fronts is subject
to various uncertainties (see e.g., Kushnir 2019) which need to be resolved. For the radiation
transport full non-LTE studies are of vital importance to be able to compare synthetic nebular
spectra to observations. Fortunately, the artis code has recently been updated by Shingles et al.
(2020) and such studies are under way.
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Glossary

1D one-dimensional
3D three-dimensional
C carbon
CCSN core collapse supernova
CJ Chapman-Jouguet
CN classical nova
CO carbon-oxygen
CSM circumstellar material
DD double-degenerate
EoS equation of state
GCD gravitationally confined detonation
PGCD pulsationally assisted gravitationally

confined detonation
GCE galactic chemical evolution
H hydrogen
He helium
ISM interstellar matter
IGE iron group element
IME intermediate mass element
LC light curve
NSE nuclear statistical equilibrium
NIR near-infrared
O oxygen
ONe oxygen-neon
Si silicon
SGS subgrid scale
SN supernova
SN I Type I supernova
SN II Type II supernova
SN Ia Type Ia supernova
SN Iax Type Iax supernova
SD single-degenerate
SNR supernova remnant
TNR thermonuclear runaway

UV ultraviolet
WD white dwarf
WLR width-luminosity relation
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