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1 Abbrevations 

µL microlitre 
µm micrometre 

µM micromolar 

A20 also TNFΑIP3, Tumor necrosis factor, alpha-induced protein 3 
aa amino acid(s) 

ADV adefovir dipivoxil 

AGO (1/2/3/4) argonaute protein (1/2/3/4) 

AhR aryl hydrocarbon receptor 

AID activation-induced cytidine deaminase 

ALT alanine aminotransferase 

APE1/2 apurinic/apyrimidinic endonuclease1/2 

APOBEC1 apolipoprotein B mRNA editing enzyme, catalytic polypeptide 1 

APOBEC2 apolipoprotein B mRNA editing enzyme, catalytic polypeptide 2 

APOBEC3A/A3A apolipoproteins B mRNA editing catalytic polypeptide-like 3A 

APOBEC3B/A3B apolipoproteins B mRNA editing catalytic polypeptide-like 3B 

APOBEC3G/A3G apolipoproteins B mRNA editing catalytic polypeptide-like 3G 

APOBEC4 apolipoprotein B mRNA editing enzyme, catalytic polypeptide 4 

ARNT/HIF1β aryl hydrocarbon receptor nuclear translocator/hypoxia induced factor 1 beta 

ATCC American Type Culture Collection 

BAFFR B-cell activating factor receptor 
BCA bicinchoninic acid 

BCP basal core promoter 

BER base-excision-repair 

bHLH-PAS basic helix–loop–helix Per–Arnt–Sim 

BHQ black hole quencher 

BS1 a LTβR agonising antibody used in this PhD thesis 

CAIX carbonic anhydrase IX (9) 
CAM capsid assembly modulator 

CAR-T chimeric antigen receptor T-cells 

Cas9 CRISPR associated protein 9 

CBP/CREBBP CREB-binding protein 

cccDNA covalently closed circular DNA 

CD (30/40) cluster of differentiation (30/40) 

CDK6 cyclin dependent kinase 6 

cDNA complementary DNA 

CHB chronic hepatitis B 

ChIP chromatin immunoprecipitation 
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cIAP (1/2) cellular inhibitor of apoptosis protein (1/2) 

c-Met tyrosine-Protein Kinase Met 

CNV copy number variation 

c-Rel V-Rel Avian Reticuloendotheliosis Viral Oncogene Homolog 

CRISPR clustered regularly interspaced short palindromic repeats 

CTD C-terminal domain 

CV central vein 

CXCL10 C-X-C motif chemokine ligand 10 

DAPI 4′,6-diamidino-2-phenylindole 
DDB1 DNA damage-binding protein 1 

DGCR8 DiGeorge syndrome critical region 8 Microprocessor Complex Subunit 

DHBV duck hepatitis B virus 

DMOG dimethyloxallyl glycine; inhibitor of PHD1/2/3 

DMSO dimethyl sulfoxide 

DNA deoxyribonucleic acid 

dNTP deoxynucleoside triphosphate 

Dox doxycycline 

dr-HIF1α degradation resistant HIF1α (carrying P402A/P564A mutations) 

dsDNA double stranded DNA 

DTT dithiothreitol 

E2F (2/3) E2F transcription factor (2/3) 
E3 ubiquitin ligase 

EASL European Association for the Study of the Liver 

EDTA ethylenediaminetetraacetic acid 

EGFR epidermal growth factor receptor 

EMA European Medicines Agency 

ER endoplasmic reticulum 

ETV entecavir 

EZH2 enhancer of zeste homolog 2 

FCS fetal calf serum 
FG-4592 also Roxadustat; inhibitor of PHD1/2/3 

FIH factor inhibiting HIF-1 

FITC Fluorescein isothiocyanate 

GS-9620 Vesatolimod; TLR7 agonist 
H3K4Me3 triple-methylated lysine 4 in histone H3 
HBcAg HBV core antigen (viral capsid) 

HBeAg HBV e antigen (secreted viral protein) 

HBsAg HBV surface antigen (viral envelope) 

HBSP HBV spliced protein 
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HBV hepatitis B virus 

HBV ΔX HBV lacking functional HBx 

HBx HBV X protein (transactivating viral protein) 

HCC hepatocellular carcinoma 

HCl hydrogen chloride 

HDV hepatitis delta virus 

HEK293 human embryonic kidney 293 cells 

HepAD38 HCC cell line, based on HepG2, which produces HBV 

HepG2 HCC cell line 

HIF (1/2/3α) hypoxia induced factor (1/2/3 alpha) 

HIV human immunodeficiency virus 

HO hypoxia, 1% oxygen 

HPRT hypoxanthine phosphoribosyltransferase 1 

HRE HIF responsive element 

HRP horseraddish peroxydase 

HSPG heparan sulphate proteoglycan 

ICC immunocytochemistry 
IFNα (2A) interferon alpha (2A) 

IFNγ interferon gamma 

IFNλ (1/2/3) interferon lambda (1/2/3) 

IHC immunohistochemistry 

IKK inhibitor of kappa B kinase 

IKKα inhibitor of kappa B kinase alpha 

IKKβ inhibitor of kappa B kinase beta 

IKKγ/NEMO inhibitor of kappa B kinase gamma/NF-κB essential modulator 

IL (-1β/6/17A) interleukin (1 beta/6/17A) 

IP immunoprecipitation 

ISH in situ hybridisation 

IU interantional units 

IκB (α) inhibitor of kappa B (alpha) 

kb kilobases 
KCl potassium chloride 

kDa kilodalton 

KEGG Kyoto Encyclopedia of Genes and Genomes 

L(-HBsAg) large HBV surface antigen 
LAM lamivudine 

LPS lipopolysaccharide 

LSEC liver sinusoidal endothelial cells 

LTα/β lymphotoxin alpha/beta 
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LTβR lymphotoxin beta receptor 

M(-HBsAg) middle HBV surface antigen 
mg milligram 

MgCl2 magnesium chloride 

miRNA micro RNA 

mL millilitre 

mM millimolar 

mmHg millimetre of mercury 

mRNA messenger RNA 

mRNP messenger RNP; mRNA with bound proteins 

MVB multi vesicular body 

NA nucleotide/nucleoside analogue 
NaCl sodium chloride 

NAP nucleic acid polymer 

NF-κB nuclear factor kappa B 

NF-κB1/p105/p50 nuclear factor kappa B p105 subunit 1 

NF-κB2/p100/p52 nuclear factor kappa B p100 subunit 2 

NIK NF-κB inducing kinase 

NLS nulcear localisation signal 

nm nanometre 

NO normoxia, 20% oxygen 

NT non-treated 

nt nucleotide(s) 

NTCP sodium-taurocholate co-transporting polypeptide 

NTD N-terminal domain 

ODD oxygen-dependent degradation domain 
ORF open reading frame 

PAM3CSK4 Pam3CysSerLys4, a synthetic peptide; TLR2 agonist 
PBS phosphate buffered saline 

PEG polyethylene glycol 

PES polyethersulfone 

pgRNA pre-genomic RNA 

PHA-408 inhibitor of IKKβ 

PHD (1/2/3) prolyl hydroxylase (1/2/3) 

PHH primary human hepatocyte 

pO2 partial oxygen pressure 

PolII RNA polymerase II 

PPAR peroxisome proliferator-activated receptor 

pre-miRNA precursor miRNA 
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Pre-S1/Pre-S2/S in-frame start codons for the HBsAg gene 

pri-miRNA primary miRNA 

PVDF polyvinylidene fluoride 

pVHL Von Hippel–Lindau tumour suppressor 

qPCR quantitative PCR 
rcDNA relaxed circular DNA 
RelA (p65) nuclear factor NF-kappa-B p65 subunit 

RelB V-Rel reticuloendotheliosis viral oncogene homolog B 

rHBV recombinant HBV 

RHOT2 ras homolog family member T2 

RIPA buffer radioimmunoprecipitation assay buffer 

RISC RNA induced silencing complex 

RNA ribonucleic acid 

rpm rounds per minute 

RT reverse transcriptase 

RT-qPCR reverse transcription-qPCR 

S(-HBsAg) small HBV surface antigen 
SBP hepatitis B surface antigen binding protein 

sgRNA single guide RNA 

siRNA small interfering RNA 

SMC (5/6) structural maintenance of chromosomes protein (5/6) 

SNP Single nucleotide polymorphism 

sRNA seq small RNA sequencing 

ssDNA single standed DNA 

subviral particle SVP 

SYBR SYBR Green fluorescent DNA dye 

TAF tenofovir alafenamide fumarate 
TAK1/MAP3K7 Mitogen-activated protein kinase kinase kinase 7 

TDF tenofovir disoproxil fumarate 

Teno tenofovir 

THA terminal hepatic arteriole 

TLR (2/7/9) toll-like receptor (2/7/9) 

TLV telbivudine 

TNFR TNFα receptor 

TNFα tumour necrosis factor alpha 

TP "terminal protein"-domain of the HBV polymerase 

TPCA-1 also GW683965; inhibitor of IKKβ 

TPV terminal portal vein 

TRAF (2/3) TNF receptor associated factor (2/3) 
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Tris tris(hydroxymethyl)aminomethane 

TTR transthyretin 

TRPB TAR RNA-binding protein 

Tyr tyrosine 

UNG uracil-DNA glycosylase 
UTR untranslated region 

UV ultra violet 

Vif viral infectivity factor 
WHB woodchuck hepatitis virus 
WHO World Health Organisation 

YAP1 YES-associated protein 1 
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2 Summary 
Although effective vaccines against the hepatitis B virus (HBV) are available, it remains a 

major global health burden. The World Health Organisation estimates that nearly 300 million 

people are infected with HBV as of 2019 and chronic carriers, suffering from chronic hepatitis 

B (CHB) are at high risk of developing end-stage liver disease, such as liver cirrhosis and liver 

cancer.  

HBV has a complicated life cycle with 2 main steps [1]: (I) the establishment of the viral 

genome - the covalently closed circular DNA (cccDNA) - in the nucleus of infected 

hepatocytes, which is highly stable and used as the template for all viral RNAs, and (II) a 

reverse transcription step, which produces a replicative intermediate - the relaxed circular DNA 

(rcDNA) - from the pre-genomic RNA (pgRNA). In the clinic, CHB patients are often treated 

with nucleotide and nucleoside analogues (NAs), which efficiently block the reverse 

transcription and prevent spread of the virus. While these treatments can prevent the 

progression of the liver disease, they cannot cure the infection. Therefore, the development of 

resistance against NAs or being non-compliant to the treatment can result in a relapse of the 

infection. 

The research group of Prof. Mathias Heikenwälder and colleagues were the first to show that 

the agonisation of the lymphotoxin beta receptor (LTβR) on the surface of hepatocytes with 

an antibody (named BS1) leads to the degradation of the cccDNA. Importantly, they presented 

evidence that the infection did not rebound after withdrawal of the LTβR agonist, which is the 

case for the treatment with NAs. The degradation of the cccDNA was dependent of the 

induction of the apolipoproteins B mRNA editing catalytic polypeptide-like 3B (APOBEC3B), 

an antiviral enzyme with cytidine deaminase activity, which efficiently edited cytosines to 

uracils within the cccDNA, eventually leading to the degradation of the cccDNA [2]. These 

findings represented a potential novel treatment option for CHB patients, allowing for a cure 

of the disease by directly targeting the viral genome and degrading it, therefore preventing 

viral rebound. 

 

Aim 1: Deciphering transcriptional and post-transcriptional control of APOBEC3B  
In this scientific context, I investigated key factors involved in the regulation of APOBEC3B on 

the transcriptional and post-transcriptional level. I used HBV infected and non-infected 

differentiated HepaRG (dHepaRG), treated or not with the LTβR agonist BS1. Further, 

CRISPR-Cas9-induced knock-out cell lines of dHepaRG, small interfering RNA, and micro 

RNA (miRNA) transfections into dHepaRG as well as kinase inhibitors were used to shed light 

on key molecular mechanisms involved in APOBEC3B regulation.  
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The data of this PhD thesis indicate that APOBEC3B induction is mediated by the nuclear 

factor kappa B (NF-κB), and that mainly the non-canonical NF-κB signalling, through RelB/p52 

dimers, plays an important role in APOBEC3B induction. Furthermore, the miRNA hsa-miR-

138-5p is a post-transcriptional repressor of APOBEC3B. Interference with NF-κB signalling 

and aberrant expression of hsa-miR-138-5p reduced inducibility of APOBEC3B by LTβR 

activation and prevented strong anti-cccDNA effects of the treatment. 

I published these results as a co-first author in Journal of Hepatology Reports in August 2021 

(DOI: 10.1016/j.jhepr.2021.100354) [3]. 

 

Aim 2: Hypoxia reduces antiviral effects of LTβR activation and offers a niche for HBV 
to avoid immune responses 
Next, I deciphered how oxygen levels, sensed on a cellular level inter alia by hypoxia induced 

factor 1 alpha (HIF1α), affect APOBEC3B expression and anti-cccDNA effects of LTβR 

activation. To this end, I also used HBV infected and non-infected dHepaRG, treated or not 

with the LTβR agonist BS1. Transgenic dHepaRG cell lines, transfection of siRNAs, and 

pharmacological inhibition of proline hydroxylases (i.e. proteins involved in the destabilisation 

of HIF1α) were also used. In addition, I analysed histological stainings of liver sections of CHB 

patients. I identified HIF1α as a restriction factor for APOBEC3B induction by LTβR activation. 

RelB protein levels were reduced under high HIF1α protein levels, preventing efficient 

APOBEC3B induction and subsequent anti-cccDNA effects. My data indicated that liver areas 

presenting high levels of HIF1α can offer a reservoir for HBV in vivo, in which the virus can 

avoid immune-mediated clearance.  

I published these results as a co-first author in Hepatology in April 2021 (DOI: 

10.1002/hep.31902) [4]. 
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3 Zusammenfassung 
Obwohl effektive Vakzine verfügbar gegen das Hepatitis B Virus (HBV) verfügbar sind, bleibt 

dieses Virus ein ernstzunehmendes, globales Gesundheitsproblem. Die 

Weltgesundheitsorganisation (World Health Organisation, WHO), schätzt, dass im Jahr 2019 

knapp 300 Millionen Personen mit HBV infiziert waren. Patienten, die an einer chronische 

Hepatitis B (CHB) leiden, weisen ein hohes Risiko auf, eine fatale Leberpathologie 

auszubilden, zum Beispiel eine Leberzirrhose oder Leberkrebs. 

HBV hat einen komplizierten Lebenszyklus, den man grob in zwei wichtige Schritte einteilen 

kann [1]: (I) Die Etablierung der zirkulären, kovalent geschlossenen DNA (cccDNA, engl. 

covalently closed circular DNA) im Zellkern infizierter Hepatozyten, die sehr stabil ist und als 

Vorlage aller viralen mRNAs dient, und (II) ein reverser Transkriptions-Schritt, der die 

relaxierte, zirkuläre DNA (rcDNA, engl. Relaxed circular DNA) auf Grundlage der 

prägenomischen RNA (pgRNA) produziert. Klinisch werden CHB Patienten oft mit Nukleotid- 

und Nukleosid-Analoga (NA) behandelt, die mit hoher Effizienz die reverse Transkription von 

HBV inhibieren und dadurch die Vermehrung des Virus unterbinden. Diese Behandlung kann 

dazu beitragen, das Fortschreiten der Lebererkrankung zu verlangsamen oder zu stoppen, 

jedoch kann die Krankheit nicht komplett geheilt werden und bei einer Ausbildung von 

Resistenzen gegen die Behandlung oder dem nicht-Einhalten der Medikamenteneinnahme 

kann dazu führen, dass die Krankheit wieder ausbricht. 

Die Arbeitsgruppe von Prof. Mathias Heikenwälder, zusammen mit Kollegen, war die erste, 

die zeigen konnte, dass die Agonisierung des Lymphotoxin beta Rezeptors (LTβR) mit einem 

Antikörper (genannt BS1) zu einer Degradierung der cccDNA führt. Des Weiteren konnte 

gezeigt werden, dass auch nach Beendigung der Behandlung die Erkrankung nicht mehr 

ausbrach, wie es bei der Behandlung mit NA der Fall war. Die Degradierung der cccDNA war 

abhängig von der Induktion des antiviralen Proteins apolipoproteins B mRNA editing catalytic 

polypeptide-like 3B (APOBEC3B), welches eine Cytidin-Deaminase Aktivität aufweist. Dieses 

Protein deaminierte Cytosine in der cccDNA zu Uracilen, was schlussendlich die 

Degradierung der cccDNA zur Folge hatte [2]. Diese Resultate könnten eine neue 

Behandlungsoption für CHB Patienten darstellen, die auch kurativ wirkt und nicht nur das Virus 

in der Ausbreitung hemmt, da die cccDNA direkt angegriffen und abgebaut wird was einen 

erneuten Ausbruch der verhindert. 

 

Ziel 1: Entschlüsselung der transkriptionellen und post-transkriptionellen 
Expressionskontrolle von APOBEC3B 
In dem wissenschaftlichen Kontext dieser PhD Thesis untersuchte ich Schlüsselfaktoren, die 

die APOBEC3B Expression auf der transkriptionellen und post-transkriptionellen Ebene 
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regulieren. Dafür verwendete ich HBV-infizierte und nicht-infizierte differenzierte HepaRG 

(dHepaRG) Zellen, die mit dem LTβR Agonisten BS1 behandelt wurden. Des Weiteren 

wurden CHRISPR-Cas9 induzierte Knock-Out dHepaRG verwendet; außerdem verwendete 

ich kurze, interferierende RNAs (siRNAs, engl. small interfering RNAs) und microRNAs 

(miRNAs), die in dHepaRG transfiziert wurden. Darüber hinaus wurden Kinase-Inhibitoren 

verwendet, um die molekularen Schlüsselmechanismen, die der APOBEC3B Regulierung 

zugrunde liegen, näher zu beleuchten. 

Die Daten in dieser PhD Thesis verdeutlichen, dass die APOBEC3B Induktion vom nukleären 

Faktor kappa B (NF-κB) Signaltransduktionsweg abhängt und dass vorrangig der nicht-

kanonische NF-κB Signaltransduktionsweg über RelB/p52 Dimere eine wichtige Rolle spielt. 

Darüber hinaus ist die miRNA hsa-miR-138-5p ein post-transkriptioneller Repressor von 

APOBEC3B. Die Blockade von NF-κB und die aberrante Expression von hsa-miR-138-5p 

reduzierte die Induzierbarkeit von APOBEC3B durch LTβR Aktivierung und verhinderte starke 

anti-cccDNA Effekte der Behandlung. 

Ich konnte diese Ergebnisse als Ko-Erstautor in Journal of Hepatology Reports im August 

2021 publizieren (DOI: 10.1016/j.jhepr.2021.100354) [3]. 

 

Ziel 2: Hypoxie reduziert antivirale Effekte der LTβR Aktivierung und schafft eine Nische 
für HBV, in der Immunreaktionen vermieden werden können 
Als nächstes entschlüsselte ich, wie der Sauerstoffgehalt, der auf zellular Ebene unter 

anderem über den Hypoxia-induzierten Faktor 1 alpha (HIF1α) wahrgenommen wird, die 

APOBEC3B Expression und die anti-cccDNA Effekte der LTβR Aktivierung beeinflusst. Dazu 

verwendete ich ebenfalls HBV-infizierte und nicht-infizierte dHepaRG Zellen, die mit dem 

LTβR Agonisten BS1 behandelt wurden. Außerdem wurden transgene dHepaRG Linien 

verwendet, siRNA Transfektionen durchgeführt und dHepaRG mit Inhibitoren behandelt, die 

die Aktivität von Polin-Hydroxylasen blockieren, Proteine die in die Destabilisierung von HIF1α 

involviert sind. Ebenfalls habe ich histologische Färbungen von Lebern von CHB Patienten 

untersucht. Ich konnte HIF1α als Restriktionsfaktor für APOBEC3B Induktion durch LTβR 

Aktivierung identifizieren. RelB Protein Levels waren reduziert unter hohen HIF1α 

Proteinlevels, was eine effiziente APOBEC3B Induktion und anti-cccDNA Effekte verhinderte. 

Meine Daten weisen darauf hin, dass in Leberregionen mit hohen HIF1α Levels ein Reservoir 

für HBV darstellen können, in denen das Virus einem immun-vermittelten Abbau entgeht. 

Ich konnte diese Ergebnisse als Ko-Erstautor in Hepatology im April 2021 publizieren (DOI: 

10.1002/hep.31902) [4]. 
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4 Introduction 

 4.1 Hepatitis B 

4.1.1 Epidemiology 

The World Health Organisation (WHO) estimates that nearly 300 million people are infected 

with Hepatitis B Virus (HBV) as of 2019, with around 1.5 million new infections per year. HBV 

chronic infection (chronic hepatitis B [CHB]) can cause severe long-term damage to the liver, 

including the development of liver cirrhosis and hepatocellular carcinoma (HCC). Taken 

together, chronic and acute infections with HBV cause nearly 900,000 deaths per year (WHO, 

2019). Globally, between 3.5 and 5.6% of the population, based on different reports, are 

estimated to carry HBV, indicated by sero-positivity for the viral surface protein, (HBV surface 

antigen [HBsAg]) [5-7]. Locally, the endemic is sub-categorised in four groups: low 

seroprevalence (below 2%), low-intermediate (or low-moderate) seroprevalence (2-4.9%), 

high-intermediate (or high-moderate) seroprevalence (5-7.9%), and high seroprevalence 

(above 8%). The highest prevalence is found in sub-Saharan countries with prevalence rates 

above 8%) [8, 9] (FIGURE 1a). 

Genetically, HBV was previously divided into eight well-known, different genotypes (A-H). but 

recently, two more genotypes, I and J, were also described [10-12]. On the nucleotide level, 

those genotypes can differ up to 7.5%. Interestingly, the HBV genotypes show a very distinct 

distribution and vary between regions (FIGURE 1b). Indeed, genotype C is mostly found in 

the Asian-Pacific region, while genotype E is most prevalent in Africa. The eight genotypes 

can further be divided into subtypes if the nucleotide sequence differences are above 4%. 

Furthermore, recombination between genotypes has been described in the literature [13, 14]. 

The different genotypes show correlations with different clinical features of the disease, as 

well as to a different response to treatments (TABLE 1); however, a clear and generalised 

connection between genotypes and those parameters has not been established yet. 

Resistance or reduced response to interferon (IFN) therapy, as well as increased mutation 

frequency in the core protein promoters were associated with the genotype C [15]. 

Furthermore, genotype C showed higher HBV DNA serum levels and a more severe liver 

disease in a Taiwanese population compared to genotype B, whereas genotype B seemed to 

induce HCC more strongly in young patients [13, 16]. A very particular association was found 

in genotype D with the mutations in the PreCore region of the HBV genome, which lead to the 

disruption of the HBV e antigen (HBeAg) open reading frame (ORF) and the loss of HBeAg 

secretion during the course of the infection [13, 17].  
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Figure 1: Distribution of HBV seroprevalence and genotypes worldwide 
(a) (Adapted from Harris, CDC, Yellow Book 2020 and Schweitzer, et al. [7]) Seroprevalence of 
hepatitis B virus infections is classified into 4 groups: low (<2%), low moderate (2-4.9%), high moderate 
(5-7.9%), and high (>8%). (b) (adapted from Lin, et al. [18]) The distribution of HBV genotypes 
worldwide. While genotype C is very prevalent in the Asia/Pacific region, genotype E is mainly found in 
sub-Saharan Africa, and genotype F is very prevalent in South- and Middle America.  
 
The transmission of HBV can follow two distinct routes: vertically and horizontally [13], with 

different genotypes also showing a preference for the one or the other (TABLE 1). The vertical 

a 

b 
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transmission from the HBV positive mother to the child, either during birth or in the first months 

after birth mostly happens in zones of high prevalence. No significant infection rates of unborn 

children via placental transmission have been transcribed in the literature. The highest risk of 

vertical transmission is associated with mothers who suffer from an acute infection with HBV 

during the third trimester, have a high viral load and are positive for HBeAg. Horizontal 

transmission occurs between a HBV positive and a negative individual with no parent-child 

relation. Here, HBV is transmitted usually by infected blood (e.g. contaminated needles, blood 

transfusions), or by exchange of body fluids (e.g. during unprotected sexual contact) [19]. 

Importantly, the rates of developing a chronic or an acute HBV infection greatly differ between 

those infection routes, given that the HBV negative person is unvaccinated before primo 

infection. Indeed, 90% of infected new-borns will develop a chronic disease, while only around 

5% of infected adults would develop a CHB [20]. Infected children and young adolescents 

develop a chronic infection between at around 23% and 10%, respectively [21]. 

 

Table 1: Clinical differences between different HBV genotypes (adapted from Rajoriya, N., et al. 
and Lin, C.-L., et al. [22, 23])  
In the case of a lack of reliable data, cells are marked with a “ - “.  

 

4.1.2 HBV biology 

4.1.2.1 Classification 
HBV is a small DNA virus, measuring around 42 nanometre (nm) in diameter. Its partially 

double stranded genome is replicated via a unique reverse transcription step from a RNA 

intermediate. In the Baltimore classification, it therefore belongs to the group VII, namely 

“dsDNA (double stranded DNA) viruses which replicate via an RNA intermediate”. HBV 

belongs to the Hepadnaviridae family, together with similar hepatotropic viruses like the duck 

hepatitis B virus (DHBV) and the woodchuck hepatitis virus (WHV). Both DHBV and WHV 

have thus been used to better understand Hepadnaviridae biology, and as surrogate models 

for HBV.  
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4.1.2.2 HBV genome and transcripts 
The hepatitis B virus genome features only four ORFs (FIGURE 2) [24]. All HBV open reading 

frames are overlapping, leading to a highly compact genome of only 3.2 kilobases (kb). 

• The Pre-Core/Core ORF contains two in-frame start codons. The pre-core ORF 

encodes the secreted HBeAg and the core ORF contains the information for the 

capsid antigen (HBV core antigen [HBcAg]).  
• The Polymerase ORF represents around 80% of the viral genome and encodes the 

viral polymerase. 
• The Pre-S1/Pre-S2/S ORF is completely embedded in the polymerase gene and 

contains 3 in-frame “ATG” start codons for the three HBV envelope proteins, 

hereafter called S-(small), M-(medium), and L-(large) HBsAg. These are transcribed 

from the first, second, and third start codon, respectively. 
• The X ORF encodes the hepatitis B virus X protein (HBx). 

  

Altogether, four viral promoters, two enhancers, and one cis-acting element regulate the 

transcription of the five major HBV transcripts [25] (FIGURE 2):  
• The pre-genomic RNA (pgRNA; 3.5 kb), which represents the template for the 

translation of the viral polymerase, the core protein, and is, in addition, the template 

for the de novo synthesis of the HBV genome. 
• The Pre-Core mRNA (3.5 kb) is only a few nucleotides longer than the pre-genomic 

RNA. It is the only transcript that fully covers the first ATG from the pre-Core ORF 

and therefore is important for the translation of the secreted HBeAg. 
• The Pre-S1 mRNA (2.4 kb) is the template for L-HBsAg 
• The Pre-S2/S mRNA (2.1 kb) is the template for M-HBsAg and S-HBsAg. 
• The X mRNA (0.7 kb) is the template for HBx. 

 

4.1.2.3 Viral proteins 
Seven different HBV proteins are produced in infected cells. These proteins are the HBV 

polymerase, HBcAg, the pre-core protein, which is later processed to for the mature HBeAg, 

L-, M- and S-HBsAg, and HBx [26]. These proteins will be further described in this section. 

Another protein, that will not be further described here, that was found in liver samples of 

patients, is the HBV spliced protein, which is produced by alternative splicing of the pgRNA 

[27]. 
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Figure 2: HBV has a highly compacted genome with overlapping open reading frames (adapted 
from https://oncohemakey.com/hepatitis-b-virus-and-hepatitis-delta-virus/ and from Murray, et 
al. [28])  
The HBV genome contains 4 open reading frames (Pre-Core/Core, Polymerase, Pre-S1/Pre-S2/S, and 
X) and 4 promoters (Core promoter, Cp; Pre-S1 promoter, S1p; Pre-S2 promoter, S2p and the X 
promoter, Xp). Furthermore, 2 enhancer regions are indicated (EnhI and EnhII). Gene products of the 
Pre-Core/Core ORF are shown below, the 21 kD HBcAg at the left side and the 17 kD HBeAg at the 
right side. Gene products of the HBsAg ORF are shown at the right side. The large HBs, L-HBs, contains 
N-terminal extensions of the pre-S1 and pre-S2 region, the middle HBs contains an N-terminal 
extension of the pre-S2 region and the small HBs only contains the S region as the other two. 
 

• HBcAg: The capsid protein is 183 amino acids (aa) long and has a molecular weight 

of 21 kilodalton (kDa). HBcAg naturally assembles into homodimers. Subsequently, to form 

the nucleocapsid, 90 to 120 homodimers assemble, containing the viral pgRNA and the 

polymerase. The two domains, the N- and C-terminal domain (NTD and CTD, respectively), 

have distinct functions. While the NTD is involved in the assembly of the protein into di- and 

multimeres, the CTD is involved in the pgRNA encapsidation. The maturation process of 

capsids is regulated by the phosphorylation status of the individual HBcAg molecules. 

Dephosphorylation induces DNA synthesis from the pgRNA and leads to the conformational 

reorganisation of the CTD. By this, binding sites to the envelope proteins are exposed and 
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mature virions are assembled [29, 30]. The CTD also features a nuclear localisation signal, 

enabling the nuclear import of capsids into the nucleus. Newly synthesised nucleocapsids can, 

if not enveloped and secreted, re-enter the nucleus thus increasing the nuclear pool of the 

viral genome [31]; this process is called recycling.  

• HBeAg: Such as HBcAg, HBeAg is translated from the pre-core mRNA but present a 

29 aa N-terminal extension as compared to HBcAg. First, a 25 kDa protein is produced, which 

is transported to the endoplasmic reticulum (ER), where the protein is processed. The CTD, 

which contains the NLS, is cleaved off the precursor by sequential cleaving events to form the 

mature HBeAg of 17 kDa, which can be secreted [32]. Although the expression of HBeAg is 

not necessary for the completion of the viral life cycle, as it was shown in in vitro studies [33], 

the presence of HBeAg in patient’s serum is often used as a surrogate marker for active viral 

replication.  
• Polymerase: The HBV polymerase is the only protein with enzymatic activity encoded 

by the viral genome. The protein is 230 aa in size and has a molecular weight of around 90 

kDa. The protein itself can be divided into three parts with distinct functions. The TP domain 

is essential for the interaction with the “epsilon” ε-signal, or ε-loop, of the pgRNA. In the TP 

domain, a tyrosine (Tyr) covalently links the newly synthesised DNA to the polymerase [34]. 

The RT domain has both a reverse transcriptase activity and a DNA-dependent DNA 

polymerase activity. First it reverse transcribes the pgRNA, synthesising the minus-polarised 

DNA strand, followed by the partial synthesis of the plus strand, forming the HBV rcDNA 

(relaxed circular DNA). The RT domain lacks a 3’-5’ exonuclease function and has therefore 

no proof-reading activity [35]. The RNaseH domain of the polymerase is responsible for the 

degradation of the pgRNA after the synthesis of the minus-strand. Furthermore, it is important 

for the generation of short RNA primers that are necessary for the initiation of the plus-strand 

synthesis [36]. 

• HBsAg: The three envelope proteins, S-, M- and L-HBsAg make up the outer layer of 

the mature virion. The proteins are 226 aa, 281 aa, and between 389 and 400 aa (depending 

on the strain) in size, respectively. Of these 3, S is the most abundant form of HBsAg found in 

infected cells [37]. All three forms of HBs are synthesised and mature in the ER and then 

assemble into hetero- and homodimeric complexes. Cysteins in the S domain play an 

essential role in this process to produce the mature envelope [38]. During its maturation 

process, L is myristoylated [39] and required for the attachment to and the entry via the 

sodium-taurocholate co-transporting polypeptide (NTCP) [40, 41]. Furthermore, L is required 

for the virion morphogenesis by the envelopment of nucleocapsids. Interestingly, while M is 

dispensable for virion secretion, S and L are required for this process [37]. 
Envelope proteins can also self-assemble into subviral particles (SVPs), which are also 

secreted. SVPs come in the flavour of either spheres, which mainly contain S and M and are 
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around 20 nm in diameter, or filaments of variable length and with around 22 nm in diameter 

(FIGURE 3). Those filaments also contain L [42-44]. In infected patients, the amount of SVPs 

found in serum is in large excess compared to infectious virions, the so-called Dane particle. 

On average, SVPs can be found from 1,000 up to 10,000 times more than Dane particles [45]). 

It is of high clinical importance that SNPs are present in large excess. Indeed, SVPs can reach 

levels up to 1 mg/mL in the blood and act as decoys for the recognition of HBsAg specific 

antibodies and cells of the adaptive immune system [44, 46].  

  

        
Figure 3: Secreted products of HBV (adapted from Herrscher, et al. [47])  
Subviral particles come in the flavour of spheres with 22 nm in diameter or filaments of variable lengths, 

also with 22 nm in diameter. Dane particles, containing a nucleocapsid, are the infectious particles and 

are 42 nm in diameter. 

 

• HBx: The HBV X protein is the smallest protein encoded on the viral genome. It is only 

154 aa or 17 kDa in size. HBx is necessary for the maintenance of an open chromatin structure 

and active transcription from the viral genome and is therefore indispensable for replication as 

shown in vitro for HBV [48] and in vivo in the case of WHV [49]. 2 studies from the last decade 

suggest that HBx targets the host restriction factor of HBV, the structural maintenance of 

chromosomes protein 5/6 (SMC5/6) complex, for degradation. It has been proposed that the 

engagement of the DNA damage-binding protein 1 (DDB1)/E3 ubiquitin ligase complex by 

HBx leads to the ubiquitination of SMC5/6 and its proteasomal degradation [50, 51]. Another 

study describes the regulation of the nucleocapsid phosphorylation by HBx, which is also 

essential for efficient replication [52]). Furthermore, the X protein was described to trans-

activate the promoters of the extrachromosomal HBV genome [25]. Besides these functions 
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of HBx on HBV itself, this protein was also described to directly modulate the host cell. 

Although HBx is not known to directly bind DNA, host gene regulation can be regulated by the 

interaction of HBx with cellular transcription factors [53]. In addition, HBx was shown to act on 

the host epigenome by interactions with histone modifying enzymes [54]. Wei and colleagues 

furthermore describe the X protein to be involved in the regulation of the cell cycle, the 

response to DNA damage, the apoptosis, and the modulation of the innate immune response 

[55, 56]. Given all those different potential targets for HBx in an infected hepatocyte, it is hardly 

surprising that HBx was suggested to play a role in the development of HBV-associated HCC 

[57]. 

 

4.1.3 Viral life cycle 

4.1.3.1 Viral entry 
L-HBsAg is necessary for the entry of HBV into hepatocytes. It can interact with heparan 

sulphate proteoglycans (HSPGs) [58, 59] and, as previously mentioned, mediate the entry into 

the hepatocyte via NTCP (FIGURE 4, step 1), which is expressed at the baso-lateral 

membrane of the cells  [40, 41]. SPB, the hepatitis B surface antigen binding protein, was also 

suggested to play a role in the entry of HBV into the cell [60]. Furthermore, the epidermal 

growth factor receptor (EGFR) is a known co-receptor for HBV entry [61]. Internalisation is 

mediated by an endocytosis pathway [62-64]. A very recent publication proposes that both the 

clathrin-mediated endocytosis, as well as the clathrin-independent endocytosis pathways are 

involved in the internalisation of HBV, depending on the levels of liver sinusoidal endothelial 

cell (LSEC)-derived epidermal growth factor (EGF) [65].  

 

4.1.3.2 Nuclear import and cccDNA formation 
After internalisation, Dane particles end up in cytoplasmic vesicles. It is believed that the viral 

envelope fuses then with the membranes of the vesicles to release the nucleocapsid in the 

cytoplasm, however the exact mechanism remains elusive [1] (FIGURE 4, step 2). The 

nucleocapsid is then transported to the nucleus along the microtubules [66] and, via an 

importin-dependent mechanism, is imported into the nucleus through the nuclear pore 

complex [67, 68] (FIGURE 4, step 3). The HBV genome, at this point, is still present as the 

rcDNA, with a complete, but nicked minus-strand and a partially synthesised plus-strand. The 

polymerase is still attached to the 5’-end of the minus-strand and the RNA primer, used to 

prime the plus-strand synthesis, is still attached to the 5’-end thereof (depicted both in purple 

in FIGURE 3) [69, 70]. Both the polymerase and the RNA primer are then removed [71] and 

the cccDNA (covalently closed circular DNA) is formed (FIGURE 4, step 4), a process that 



21 
 

will not be discussed here in extenso. The cccDNA is a highly stable molecule and was 

estimated to have a half-life in patients of around nine months [72]. The cccDNA primarily 

stays as an episome, or a minichromosome. As such, it is decorated with histones and non-

histone proteins and forms a chromatin-like structure [73, 74]) (FIGURE 4, step 5). The 

cccDNA is the central part of the viral life cycle, as it gives rise to all viral RNAs and therefore 

allows replication and spread of the virus. As noted, as an episome, the cccDNA has a high 

stability [75, 76] and can persist even after seroconversion from HBsAg to anti-HBsAg 

antibodies, which is a sign of functional cure [77, 78]), even if recycling of nucleocapsids from 

the cytoplasm to the nucleus is inhibited [79]. 

Nonetheless, the HBV genome can also integrate into the host genome. The latter is believed 

to happen in 10-100% of patients during HCC development, although it was not finally proven 

that the integration event is an inevitable cancer driver or just happens in a series of events 

that ultimately lead to cancer [26]. It was proposed that “wrongly” reverse transcribed, linear 

HBV genomes integrate into the host DNA through homologous recombination, at locations 

where the host DNA suffers from DNA double strand breaks [80] (FIGURE 4, step 6).  

 

4.1.3.3 Encapsidation and rcDNA synthesis 
All viral RNAs are transcribed from the cccDNA in an RNA polymerase II (PolII) dependent 

mechanism. The viral RNAs therefore contain a regular 5’ cap structure and a poly-A tail. All 

RNAs are generally transcribed at ER-associated ribosomes (FIGURE 4, step 7). 

The pgRNA contains the ORF for the viral polymerase. After translation, the viral polymerase 

recognises and binds to the ε-loop of the pgRNA, blocking its translation [81]. After the binding, 

the reverse transcription and the encapsidation of the emerging HBV DNA are thought to be 

ongoing in parallel [82] (FIGURE 4, step 8). The tyrosine residue Y63 serves as primer in the 

reverse transcription, covalently linking the polymerase to the emerging DNA molecule. A 

trinucleotide (GAA) is synthesised which switches template from the 5’-end to the 3’-end of 

the pgRNA. Then, the minus-strand is produced over the whole length of the pgRNA, with 

some additional terminal redundancy (FIGURE 4, step 9). Subsequently, the pgRNA is 

degraded by RNaseH activity, leaving only the 5’-end of the pgRNA behind. This short RNA 

primer binds to the minus-strand at the 3’ direct repeat and initiates the synthesis of the plus-

strand [83, 84] (FIGURE 4, step 10). A template switch of the polymerase navigates the 

elongation over the physical “gap” in the minus-strand by the redundant sequence in the 

minus-strand, allowing for the generation of the rcDNA. Note wise, the ongoing rcDNA 

synthesis leads to a maturation of the pgRNA containing capsids, from hyper-phosphorylated 

HBcAg molecules in the immature capsids to dephosphorylated ones at the end of the 

maturation and rcDNA synthesis process. The progressive dephosphorylation has functional 
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consequences for the capsids, with mature, dephosphorylated capsids having a higher affinity 

for envelopment with HBsAg and the secretion [46]. 

 

4.1.3.4 HBV morphogenesis 
Encapsidated rcDNA can mainly have two different fates: the re-import into the nucleus to the 

formation of a cccDNA pool (FIGURE 4, step 11), or the secretion after the envelopment with 

HBsAg. The latter involves the assembly of virions on multi vesicular bodies [85] (FIGURE 4, 
step 12). Interestingly, the secretion of subviral particles follows a different secretion pathway 

via the ER and a general secretion pathway [44, 86] (FIGURE 4, step 13).  

 
Figure 4: The HBV life cycle (adapted from Tsukuda, et al. and Wang, et al. [1, 87]) 
Detailed explanations for the individual steps and specific references are given in the text for the 
indicated numbers. 
 

4.1.4 HBV Disease 

Usually, the incubation period ranges from one to six months after exposure to the virus, 

before an infection can be clinically evidenced. In general, two forms of an HBV infection are 

distinguished, the acute and the chronic infection. 
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4.1.4.1 Acute HBV infection 
An acute HBV infection, on the one hand, results in a majority of cases as an asymptomatic 

disease (ranging between 60 and 80%). This disease lasts between one and two weeks. An 

acute infection can develop into a fulminant hepatitis in less than 1% of cases, resulting often 

in an acute liver failure with high mortality rates. Already during the acute phase, antibodies 

against the core antigen are observed. 

 

4.1.4.2 Chronic HBV infection 
On the other hand, a chronic hepatitis B infection is defined by HBsAg sero-positivity for 

more than six months. The chronic disease is clinically divided into five phases of different 

durations (FIGURE 5) [88]. 

 

 
Figure 5: The natural history of the chronic HBV infection consists of 5 phases (adapted from 
Fanning, et al. [89]) 
Note that early after the first contact with HBV, and then throughout the course of the infection, serum 
anti-HBcAg antibodies can be measured. Exact times cannot be given, since the progress of the 
infection depends on different parameters (e.g. HBV genotype, treatment, individual host factors). 
IU=international units; LLOD=lowest level of detection. 
 
• During the “immune tolerant” phase, viral replication reaches very high levels, 

characterised by high viremia (i.e. HBV DNA in the serum) and HBeAg positivity. Alanine 

aminotransferase (ALT) levels are low and minimal histological activity is observed, indicative 

of low to absent liver damage during this phase. Nevertheless, there have been some recent 
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challenges of the concept of the “immune tolerant” phase. Evidence suggested that liver 

damage, mediated by immune cells, can occur during this phase of the infection [90, 91], and 

that this phase should maybe rather be named “high replicative, low inflammatory” [92]. 

Furthermore, the integration of the viral genome, as well as clonal expansion of hepatocytes 

can occur already during this phase [93]. This suggests that the transformation of hepatocytes 

might already happen during this early phase of the infection, setting stone for HCC 

development later. The liver pathology during this phase is not easy to study since liver 

biopsies are rarely collected in the absence of liver damage. The new European Association 

for the Study of the Liver (EASL) guidelines suggest renaming this phase to “HBeAg-positive 

chronic HBV infection” [94].  
• In the “immune reactive” phase of the disease, immune responses against the virus 

occur. Usually, after being high when entering this phase, the viremia eventually drops; ALT 

levels increase as a result of liver damage (e.g. through necroinflammation) caused by the 

immune system. Fibrosis is occurring frequently in this phase. The seroconversion from 

HBeAg to anti-HBeAg antibodies can occur, also HBV DNA suppression is observed in a part 

of the patients. The new name for this phase suggested by the EASL is “HBeAg-positive 

chronic hepatitis B” [94]. 

• Characteristic for the “inactive carrier” phase is usually the very low replicative 

activity of HBV (i.e. HBV DNA in the serum below 2,000 international units (IU)/mL) and the 

HBeAg seroconversion. Serum transaminases are low. In rare cases (only 1-3%), a 

seroconversion from HBsAg positivity to anti-HBsAg antibodies is observed. The infection of 

hepatocytes, however, is not eliminated during this phase and the liver disease is progressing. 

The new name for this phase, as suggested by the EASL, is “HBeAg-negative chronic HBV 

infection” [94]. 

• In the “reactivation” phase of the disease, flares of HBV DNA in the serum can be 

measured, co-occurring with increased levels of aminotransferase levels. HBeAg in serum 

remains undetectable. Usually mutations in the PreCore region of the HBV genome disrupt 

the HBeAg reading frame or mutations in the basal core promoter, which is driving the 

expression of HBeAg [95]. This phase should be called “HBeAg-negative chronic hepatitis B” 

according to the new guidelines of the EASL [94].  
• During the “occult infection”, HBV DNA is still measurable in liver homogenate, with 

HBsAg levels being below the limit of detection in the serum [96]. HBV DNA might or might 

not be detected at low levels in the serum. Epigenetic silencing of the viral genome might be 

the reason for the low replicative activity during this phase [97]. 

In general, untreated patients progress to develop liver fibrosis, cirrhosis, and HCC. The pace 

of this progression can happen at different rates, depending on the phase of the infection. 

Usually, the progression during the inactive carrier phase is very slow, with less than 1% of 
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patients per year. The rate of progression, however, is much higher in patients in immune 

reactive phases. In HBeAg negative patients, the progression can be between 2% and 10% 

per year. Generally, CHB patients have a cumulative risk of cirrhosis development of 8% to 

20%. Cirrhotic CHB patients suffer from high risk of end-stage liver disease like liver 

decompensation and HCC development [88]. HBeAg positive, cirrhotic patients suffer from a 

3.6 times higher risk of developing HCC than HBeAg negative patients; also increased HBV 

DNA levels present a risk factor for the progression from cirrhosis to HCC. Globally, the 

outcome of a chronic HBV infection is determined by both host factors, like age, gender etc., 

and viral factors, including HBV DNA levels and the genotype [24]. 

 

4.1.4.3 Treatments against HBV 
4.1.4.3.1 Vaccination 
30 years ago, in 1981, the first HBV vaccine was commercialised. Back then, it was produced 

by purification of spheres (non-infectious particles) from the blood of CHB patients [98]. The 

current available vaccine, however, is a recombinant vaccine, first established around half a 

decade after the first generation was on the market. This second generation of anti-HBV 

vaccines shows a high efficiency (95%) in preventing the establishment of an HBV infection 

after the full immunisation cycle (three doses) and the presence of a minimal titre of anti-

HBsAg antibodies in the serum (100 IU/L). Two studies from Taiwan show that the vaccination 

program is very important and effective. The HBsAg prevalence in children below 15 years 

dropped strongly in only 6 years from 9.8% to 1.3% (measured in 1988 and 1994, respectively) 

[99]. In another study, the decrease in the emergence of HCC in children from 6 to 14 years 

was reported as a consequence of the first vaccination campaign [100]. 

 

4.1.4.3.2 Antiviral treatments 
Although this effective vaccine against HBV is available, as presented previously, HBV 

remains a major health problem worldwide, causing high numbers of deaths. Antiviral 

treatments show in part good effects in suppressing the spreading of the virus and improving 

the liver pathology and serological parameters. In this section, I will further look into the seven 

available treatment options against HBV; interferon alpha (IFNα, two formulations were used 

in the past, nowadays only the PEGylated formulation is available for HBV infections) and six 

different nucleoside or nucleotide analogues (NAs), that inhibit the viral polymerase. 
IFNα, more specifically the isoform 2A, was first approved in 1991 for the treatment of CHB 

patients. While one formulation, Roferon®, was removed from the market in 2019 due to 

inferior effectiveness compared to the newer formulation; another one, Pegasys®, is still in 

use for patients. The latter one is the IFNα2A protein, bound to polyethylene glycol (PEG) of 

a molecular weight of around 40 kDa. This covalent conjugation increases the half-life in the 
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serum. Whereas a significant proportion of patients do not respond to IFNα treatment, and the 

suppressed infection might relapse after treatment stop [101, 102], responding patients show 

a reduced risk of developing end-stage liver disease and HCC when compared to non-

responders [103]. Seroconversion is observed in 3%-7%, depending on the mode of therapy 

(if given as a monotherapy or together with NAs). In addition, the stage of the disease and the 

genotype might have an influence [104-106]. The relapse rate of HBV in IFNα treated patients 

is much lower when compared to NA treatments [107]. The exact mode of action of IFNα 

treatment on HBV is not fully understood yet, and several mechanisms were proposed. For 

example, it was described in in vitro and in vivo studies, that IFNα treatment can lead to 

cccDNA degradation or silencing [2, 108-110]), but several other activities are suggested.  

The 6 different NAs all work on the viral polymerase. These direct acting antivirals prevent the 

polymerase from generating a cDNA from the pgRNA, efficiently stopping the spread of virus 

progeny. Lamivudine (LAM) was the first NA to be available for the treatment of CHB and 

could efficiently lower the HCC incidence in those patients [111-113]. However, this first 

generation of NA had a high rate of resistance development of the virus by point mutations in 

the viral polymerase [114]. Adefovir dipivoxil (ADV), the second NA to enter the market for 

treatment of CHB patients, was shown to be efficient even for LAM-resistant virus in patients 

[115, 116]. However, a severe drawback for ADV was its nephrotoxicity [117]. Entecavir, on 

the market in the USA since 2005, was the most potent direct-acting antiviral drug (DAA) 

against HBV at that time. It reduced serum ALT levels back to normal, improved liver histology, 

showed a higher rate HBeAg seroconversion than LAM [118] and also suppressed the 

infection better than ADV [119]. Importantly, mutation-induced resistance development 

against entecavir was much weaker than against LAM and ADV [120]. Telbivudine (TLV) also 

showed promising results in clinical trials and was superior to LAM treatment in nearly all 

measured parameters [121]. TLV is safe to use to prevent mother-to-child transmission, but 

due to the high rate of resistance development, it is rarely used [107]. Tenofovir, is given as 

a prodrug, either as tenofovir disoproxil fumarate (TDF) or as tenofovir alafenamide fumarate 

(TAF). It is the most recent NA used in the treatment of HBV. It shares structural similarities 

with ADV but outcompetes the older drug. Viral suppression, improvement of liver histology, 

and reduction of liver transaminase levels were all stronger in TDF treated patients than in 

ADV treated patients. Importantly, in 3% of TDF treated versus in 0% ADV treated patients, 

HBsAg seroconversion was achieved. Furthermore, after five years of treatment, no significant 

resistance development was observed [107]. 

Taken together, the closer look onto treatment options for CHB highlights a need for a 

treatment that can offer a “functional cure” (i.e. HBsAg seroconversion). NAs have to be given 

life-long, since treatment stop would allow the virus to spread again, and hardly lead to 

eradication or even immune system-mediated control of the infection. IFNα treatment suffers 
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from low responder rates and can have severe side effects [122]. As described previously, the 

HBV cccDNA is the essential and central part of the viral life cycle. The here mentioned 

treatments do not (in case of NAs) or only in a subset of responding patients (in the case of 

IFNα) lead to a decrease of cccDNA levels. Although viral suppression can be achieved with 

current treatments, a relapse may occur when the treatment is stopped. Therefore, there is an 

unbroken need of novel treatment options, especially in regards of targeting the cccDNA. 

 

4.1.4.3.2 Experimental treatments under development 
Previously, I presented the urgent need of novel therapeutic approaches to overcome a 

chronic HBV infection. Several drugs are now under investigation to prevent the disease and 

offer new ways to tackle the virus, for instance on the genomic level or on capsid assembly. 
Entry inhibition of HBV into cells is facilitated by bulevirtide (Hepcludex). Bulevirtide is 

derived from the myristoylated Pre-S1 peptide and binds to NTCP, preventing HBV binding to 

its receptor [123]. In 2020, Bulevirtide was approved by the European Medicines Agency 

(EMA) as a treatment of hepatitis delta virus (HDV). This small virus is a satellite of HBV, 

needing the HBV envelope proteins to spread, since it does not produce any envelope on its 

own and cannot exit cells without it. By blocking the entry of HBV via NTCP into the cells, 

Bulevirtide also blocks HDV entry and showed very promising results in clinical studies [124]. 

Reduction in HBV levels, however, were only minor. 

Transcriptional repression of the HBV episome could potentially achieve control of the virus. 

The epigenetic modification of the cccDNA might be facilitated by inhibiting the hypo-

acetylation of the cccDNA-associated histones or induce the methylation thereof, as well as 

the cccDNA methylation per se [125]. 

Encapsidation modulation, generally achieved by the treatment with capsid assembly 

modulators (CAMs), can also prevent HBV from efficiently spreading or cccDNA from 

efficiently forming. As described previously, the HBV capsid formation is tightly coupled to the 

reverse transcription and rcDNA synthesis. Five different classes of CAMs were described: 

phenyl-propenamides, heteroaryldihydropyrimidines, sulfamoylbenzamides, sulfamoylpyr-

roloamides, and glyoxamoylpyrroloxamides. In brief, the modulation of capsids can go in two 

different directions. The stabilisation of capsids, on the one hand, acts like a molecular glue 

that leads to faster capsid formation and therefore to empty capsids that form even in the 

absence of pgRNA and rcDNA synthesis. The destabilisation of capsids, on the other hand, 

can lead to the prevention of the efficient transport thereof to the nucleus, so that the rcDNA 

isn’t placed there and cccDNA cannot form. Furthermore, freshly synthesised capsids can be 

destabilised, preventing the spread of the virus [126].  

Viral assembly inhibition is a new class of molecules inhibiting the secretion of HBsAg and 

virion formation. Nucleic acid polymers (NAPs) were developed in the last decade, tested first 
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for duck hepatitis B virus infection [90, 123] and showed promising effects in pre-clinical 

evaluations [127]. NAPs were well tolerated in patients and showed good effects against both 

the HBV mono-infection and HBV/HDV superinfections, showing even increased rates of 

HBsAg seroconversions [127, 128]. 

cccDNA destabilisation is another potential treatment option against HBV. Sulfonamide 

compounds were shown in 2012 to inhibit cccDNA formation and prevent establishment of the 

infection [108]. In established infections, the use of engineered nucleases such as zinc-finger 

nucleases [129]) and the CRISPR/Cas9 system [124, 129] showed promising results in the 

targeting of the cccDNA and restriction of HBV replication. 

While the described HBV treatment options target the virus directly, recent efforts showed very 

promising results in activating the host immune system to fight HBV. The effects of IFNα 

are mainly due to the restriction of the virus by effector proteins, induced by the immune 

stimulatory signal. The induction of those effectors can have several effects on the virus: the 

epigenetic repression and transcriptional control, control of RNA stability and translation rate 

or the restriction and degradation of cccDNA, or also a combination thereof. Activators of toll-

like receptors (TLRs), for instance, showed promising results. In vitro, the TLR2 ligand 

PAM3CSK4 showed strong anti-HBV activity [130], as well as the TLR7 ligand GS-9620 [90, 

123] whereas TLR9 agonist was the least efficient of those three [124]. 

Furthermore, some cytokines were shown to efficiently counteract the infection, inter alia the 

T-cell-derived cytokines type II interferon (IFNγ), tumour necrosis factor alpha (TNFα) [124], 

type III interferons (IFNλ1, -2, and -3), and other pro-inflammatory cytokines like interleukin 

(IL)-1β and IL-6 [124]. These cytokines showed a reduction in HBV RNA, total DNA, and also 

cccDNA levels, which is of high interest for the cure of patients. Finally, the lymphotoxin beta 

receptor (LTβR) agonist BS1, showed very strong effects against HBV. The activation of the 

LTβR leads to the induction of nuclear factor kappa B (NF-κB) signaling and the subsequent 

upregulation of apolipoprotein B mRNA editing enzyme catalytic subunit 3B (APOBEC3B, 

short A3B), an antiviral cytidine deaminase that eventually deaminates the HBV cccDNA, 

leading to the degradation thereof without cytopathic effects [129]. A3B induction, e.g. 

downstream of LTβR activation, presents a very interesting strategy to attack the HBV 

cccDNA. It was shown in patients that, in acute self-limited infection, A3B mRNA is induced, 

whereas in chronic HBV carriers, it is not [124]. Besides cytokines like TNFα, T-cells can also 

express the ligands of the LTβR to target hepatocytes, which leads to the degradation of 

cccDNA [130]. Based on these findings, I can speculate, that in patients with a chronic 

disease, which comes along with a (functional) loss of HBV-specific T-cells [131, 132], 

restoration of LTβR signaling and upregulation of A3B in hepatocytes could help eradicate the 

cccDNA in a T-cell independent manner.   
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4.2 APOBEC3B 

4.2.1 General description 

A3B belongs, together with six other members, to the sub-family of APOBEC3 (or A3) 

enzymes. This family of cytidine deaminases consists of A3A, -B, -C, -DE, -F, -G, and -H. All 

of those enzymes are related to activation-induced cytidine deaminase (AID), APOBEC1, 

APOBEC2, and APOBEC4, forming together the family of APOBEC enzymes.  

As cytidine deaminases, APOBEC enzymes catalyse the reaction from a cytosine a uracil                

(C > U transitions) (FIGURE 6a). For the members of the APOBEC family, different functions 

were described, involved in diverse biological processes (e.g. somatic mutations during 

antibody maturation for AID). A3 enzymes, however, were mainly described for their antiviral 

activities.       

          
Figure 6: The APOBEC3 family consists of 7 members 
(a) Schematic representation of the chemical reaction catalysed by APOBEC3 enzymes (b) (adapted 
from Refsland, et al. [133]) The A3 locus on chromosome 22 spans around 120 kb. The A3 family 
members are arranged in tandem. (c) (adapted from Vasudevan, et al. [134]) The A3 family contains 
members with only one or 2 deamination domains. Those domains, although similar, are of different 
origin and are divided into 3 subclasses, A3Z1 (yellow), A3Z2 (blue), or A3Z3 (green). Numbers indicate 
the last amino acid in each protein. 
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While A3G is most famous for the restriction of the human immunodeficiency virus (HIV) [135], 

the other A3 enzymes were also described to target a multitude of different viruses, as well as 

retro-elements of the human genome [136]. Generally, it is believed that single stranded DNA 

(ssDNA) which occurs during reverse transcription, genome duplication or potentially during 

transcription, is the main substrate for A3 enzymes [130], although A3 binding [137] and A3-

mediated editing of RNA [138] was also described. The antiviral activity of A3 enzymes is a 

consequence of their cytidine deaminating activity towards the ssDNA. The deamination of 

cytosines in viral DNA leads to mutations, which cannot be efficiently repaired in the case of 

viral DNAs, potentially due to the lack of specific DNA repair mechanisms.  

In the case of the human genome, uracils are recognised and excised by specific enzymes, 

which initiates the base-excision-repair (BER) pathway. First, an apurinic site (from where the 

uracil was excised, but the phosphor-diester backbone is still intact) is generated by the activity 

of DNA glycosylases (e.g. UNG or uracil-DNA glycosylase), which is recognised by 

Apurinic/apyrimidinic (AP) endonucleases (APE1 and APE2). APEs induce a single strand 

cleavage of the DNA backbone, which leads to a single strand resection and subsequent filling 

up of the strand with the correct nucleotides, followed by a ligation of the nick [139]. As 

previously mentioned, A3B can induce damage into HBV cccDNA which leads to the 

subsequent degradation of the cccDNA. The involvement of BER enzymes in the degradation 

of HIV cDNA was reported for HIV [140]; I therefore speculate, that if high number of uracils 

in a single cccDNA molecule are produced by A3B activity, the BER pathway would not repair 

it, but lead to “shattering” of the cccDNA. If at several sites of the cccDNA, uracils were excised 

and the backbone was cleaved, the cccDNA may fall apart. If this would happen in the case 

of the human genome, still homologous repair using the sister chromosome could guarantee 

genome integrity, however, this would not work in the case of the HBV cccDNA.  

 

4.2.2 Genomic location and genetic history of A3B 

While the murine genome only encodes a single A3 enzyme, the human genome encodes 

seven highly related A3 enzymes. The ORFs for those are arranged in a head-to-tail manner 

on chromosome 22 [141-144] (FIGURE 6b), likely to have arisen from tandem duplication and 

recombination by unequal crossover. While three of the A3 enzymes only contain a single 

deaminase domain (DD), A3B contains, like A3DE, A3F, and A3G, two deaminase domains 

(FIGURE 6b-c). There are three different A3 DD, named A3Z1-A3Z3, showing slight 

differences on the amino acid level around the catalytic centre. The emergence of two of those 

DDs in a single enzyme probably arose during the phylogenetic diversification in mammals. It 

is believed that the last common A3 enzyme only featured a single DD of each of those 
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different DD [133, 135, 145]. Note wise, the number of synonymous nucleotide substitutions 

is significantly lower in the A3 family than the number of non-synonymous nucleotide 

exchanges, suggesting that on this genomic locus a higher-than-average selective pressure 

is present [146, 147]).  

 

4.2.3 Regulation of APOBEC3B expression 

Other A3 family members were shown to be interferon-stimulated genes, for instance A3A and 

A3G [2, 148]. While some reports claim that A3B expression is as well regulated by IFN [149], 

recent evidence, together with my work, strongly suggests that nuclear factor kappa B (NF-

κB) signalling is a strong driver of A3B expression [2-4, 150-152].  

 

4.3 NF-κB signalling 

NF-κB signalling is a highly conserved signalling pathway that is present in nearly all cells of 

the human body and is important for signal transduction during inflammation and in immunity 

[153]. Interestingly, it is so highly conserved that homologues of mammalian NF-κB were even 

found in very basal organisms, like cnidarians and single-celled protists [154]. The family of 

NF-κB proteins in mammals is made up of five related transcription factors: NF-κB1 (or p50), 

NF-κB2 (or p52), RelA, RelB, and c-Rel (FIGURE 7a). Those proteins can form diverse homo- 

and heterodimers to control gene transcription of NF-κB target genes by binding to a specific 

NF-κB recognition motif [155, 156]. In the absence of induction of the signalling, the NF-κB 

proteins are bound by inhibitory proteins, the inhibitor of kappa B family (IκB) in the cytoplasm 

of the cell, preventing them from the translocation to the nucleus [157]. NF-κB1 and NF-κB2 

furthermore contain a C-terminal IκB-like domain, which prevents them from the nuclear 

translocation [158] (FIGURE 7a). 

 

4.3.1 The classical/canonical NF-κB pathway 

The canonical NF-κB signalling is mainly induced by the binding of various cytokines to their 

receptors, the activation of pattern-recognition receptors by their ligands, or by the activation 

of the B-cell or T-cell receptor (FIGURE 7b, step 1) [159], but also by cellular stress like 

reactive oxygen species and ultra-violet radiation [160]. Note wise, the canonical NF-κB 

signalling pathway does not rely on active production of any of the involved factors, all of them 

are available in the cytoplasm. Usually, the activation is very rapid and transient. 
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The induction of canonical NF-κB is facilitated by the phosphorylation of the IKK (inhibitor of 

kappa B kinase) complex (FIGURE 7b, step 2) by TAK1 (also known as Mitogen-activated 

protein kinase kinase kinase 7 or MAP3K7) [161]. This in turn leads to the activation of this 

complex, consisting of IKKα, IKKβ, and IKKγ (also known as NF-κB essential modulator or 

NEMO). This complex then phosphorylates IκB proteins (FIGURE 7b, step 3), which leads to 

their poly-ubiquitination and degradation via the proteasome (FIGURE 7b, step 4). IκB 

degradation then allows NF-κB dimers (for the classical pathway mainly RelA/p50 and c-

Rel/p50, with p50 being the active form of NF-κB1), to translocate to the nucleus to bind 

recognition sites and activate transcription (FIGURE 7b, step 5) [162]. 

 

4.3.2 The alternative/non-canonical NF-κB pathway 

The non-canonical NF-κB signalling is usually induced by a subset of TNFα receptor- (TNFR) 

family members, inter alia the BAFFR (B-cell activating factor receptor), cluster of 

differentiation 40 (CD40), and the LTβR (FIGURE 7c, step 1). Compared to the classical NF-

κB signalling pathway, this pathway is rather activated by constant stimulation and relies on 

constant production of involved factors, mainly the NF-κB inducing kinase (NIK) [157].  

Under homeostasis, NIK is constantly degraded. TNF receptor associated factor 3 (TRAF3) 

was shown to be responsible for this process [163] and induces the ubiquitination and 

subsequent proteasomal degradation of NIK in a TRAF2-, cIAP1-, and cIAP2- (cellular inhibitor 

of apoptosis protein 1 and 2, respectively) dependent manner [164].  

Ligands binding to receptors activating the non-canonical pathway induce the linkage of the 

receptors on the cell surface into larger complexes, which further leads to the formation of a 

cIAP1/2 containing complex that induces the ubiquitination and degradation of TRAF2 and 

TRAF3. By this NIK will be stabilised and auto-phosphorylated [164]. Together with constant 

transcription and translation of NIK, the kinase accumulates in cells, which is a strong trigger 

for the phosphorylation and thereby activation of IKKα (FIGURE 7c, step 2), as well as the 

binding of IKKα to its substrate, NF-κB2 [165]. NF-κB2, when phosphorylated (FIGURE 7c, 
step 3), will be ubiquitinated and processed via the proteasome, to generate the active form, 

p52 [166] (FIGURE 7c, step 4). While the inactive form of NF-κB2, the non-processed p100 

inhibits the translocation into the nucleus of the non-canonical NF-κB heterodimer RelB/p100, 

the emerging heterodimer RelB/p52 can translocate into the nucleus and initiate translation of 

NF-κB target genes (FIGURE 7c, step 5). 
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Figure 7: NF-κB signalling is an important signal transduction mechanism  
(a) (adapted from Shehata [167]) The 5 NF-κB transcription factors are schematically shown, as well 
as one representation of a stereotypic IκB molecule, IκBα. The most important domains for each protein 
are indicated. DD, death domain; GRR, glycine-rich region; LZ, leucine-zipper; PEST, proline-, glutamic 
acid-, serine-, and threonine-rich region; TAD, transactivation domain. Numbers indicate the last amino 
acid in each protein. (b-c) (Adapted from Jost, et al. [168]) Schematic representation of the (b) 
canonical and (c) non-canonical NF-κB signalling pathway. Detailed explanations for steps 1-5 are given 
in the text.  
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4.4 Micro RNAs 

4.4.1 General description 

Micro RNAs (miRNAs) are ~22 nucleotides (nt) long RNAs. These small, non-coding RNAs 

are involved in a multitude of biological processes and represent a level of post-transcriptional 

gene regulation by either repression of translation or degradation of target mRNAs (i.e. 

“silencing” of genes). In humans, the silencing of genes is usually mediated by base pairing of 

the miRNA to the 3’-UTR (untranslated region) of target mRNAs. Generally, this base-pairing 

to the 3’-UTR is “non-perfect”, which means that not every miRNA nucleotide has a binding 

partner in the corresponding mRNA, although other far less common mechanisms were 

described [169]. 

The first miRNA that described in literature was the C. elegans miRNA “lin-4” [170], which 

plays an important role in the nematode’s larval development. It was not for long that this novel 

class of small, non-coding RNAs became a large and vibrant field of research, which lead to 

the discovery of more and more miRNAs over time in a variety of species. Of note, it is now 

known that miRNAs play crucial roles at all stages of development and homeostasis, and 

dysregulation of particular miRNAs can be involved in numerous pathologies, particularly 

cancer [171]. In the following sections, I will focus on mammalian, especially human, miRNA 

biogenesis and the homo sapiens miRNA-138-5p (hsa-miR-138-5p), which I found to be 

involved in A3B regulation downstream of NF-κB signaling. 

 

4.4.2 miRNA biogenesis 

4.4.2.1 Transcription 
In general, miRNAs are transcribed by PolII [172] (Figure 8, step 1). In humans, miRNAs are 

usually contained in intronic regions of both protein-coding and non-coding RNAs. However, 

also exonic miRNAs are found [173]. Polycistronic miRNAs were transcribed in cases where 

several miRNA loci are located in close proximity in the genome [174]. Of note, miRNAs are 

produced as a large primary miRNA-transcript (pri-miRNA) (Figure 8, step 2), which can, as 

mentioned, contain several mature miRNAs in stereotypic 3-dimensional hairpin structures. 

As PolII products, the miRNA transcription is dependent on transcription factors that regulate 

PolII activity and processing, as well as on epigenetic regulation [175-177]).  

 

4.4.2.2 Nuclear processing 
In the nucleus, the pri-miRNA is processed into the mature precursor miRNA (pre-miRNA) by 

an RNaseIII enzyme, DROSHA [178], which is active in a complex with DGCR8 (DiGeorge 
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syndrome critical region 8 Microprocessor Complex Subunit), the so called microprocessor 

complex [179] (Figure 8, step 3). The resulting pre-miRNA emerges from the previously 

mentioned, local hairpin structure, which consist of a stem of around 33-35 nucleotides in 

length and a terminal loop [178]. The microprocessor complex recognises sequence motifs 

embedded within the basal region of the stereotypical hairpin and probably a nucleotide 

sequence in the terminal loop [123, 180]. Then, the stem is cleaved around 11 nt away from 

the basal junction and around 22 nt away from the apical loop to form the mature pre-miRNA 

stem-loop structure [181]. After processing by the microprocessor complex, the pri-miRNA is 

exported from the nucleus via the nuclear pore in a exportin 5 and Ras-related nuclear protein 

dependent manner [182, 183] (Figure 8, step 4). 

 

4.4.2.3 Cytoplasmic processing and RNA interference 
In the cytoplasm, the pre-miRNA hairpin structure is recognised and processed by DICER1 

[184-186]. DICER1 processing leads to the removal of the terminal loop and results in the 

liberation of an RNA duplex structure, each of which is around 22 nt in size (Figure 8, step 
5). DICER1 shows preferential binding towards RNA structures with terminal overhangs of two 

3’ nt, which is the usual product of the nuclear DROSHA reaction [187]. DICER1 interacts with 

TAR RNA-binding protein (TRPB) which plays a role in pre-miRNA processing and controls 

the length of mature miRNAs [188, 189] 

The two resulting miRNAs can be loaded into argonaute (AGO) proteins for RNA interference 

(RNAi) (Figure 8, step 6). Although at first, both miRNAs of the duplex are loaded, one miRNA 

is more prevalent and has a superior biological activity, so that it makes up 96%-99% of the 

miRNAs emerging from a duplex, while the other one is degraded. Nomenclature defines one 

strand as the 5’ miRNA and the other one as the 3’ miRNA, depending on the strand of the 

duplex the miRNA emerges from (e.g. hsa-miR-138-5p and hsa-miR-138-3p). The 4 human 

AGO proteins (AGO1-4) do not show a significant preference towards any miRNAs, as they 

are associated with highly comparable sets of miRNAs [190-193]. All of those AGO proteins 

can induce RNAi and mRNA decay, whereas AGO2 can slice mRNAs which are targeted by 

the miRNA [192, 194]. 

After the loading of the miRNA duplex into AGO proteins, the precursor RISC (pre-RISC, “RNA 

induced silencing complex”) is formed, then the complex rapidly selects one of the strands to 

form the mature RISC. AGO2 could potentially cleave the passenger strand to only keep the 

active “guide” strand. However, this is only possible if there are no central mismatches in the 

duplex [192, 195]. Otherwise, as it is the case for AGO1, -3, and -4, which lack slicer activities, 

the miRNA duplex undergoes unwinding and is split up, induced by mismatches in the 

imperfect base pairing within it [125, 196]. The previously mentioned discrepancy between the 

relative abundances between the two strands of a miRNA duplex comes from the strand 
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selection process during AGO loading. The thermodynamic stability of the ends of the miRNAs 

is a strong determinant factor for the preference of AGO proteins for one strand over the other 

(the strand with a higher 5’ instability is selected), as well as the presence for a uracil at 

position 1 [197, 198]. After the strand selection, the “guide” strand is kept in the RISC and the 

“passenger” strand is released and degraded rapidly (Figure 8, step 7). Guided by the miRNA, 

the RISC represses target mRNA translation and mRNA decay (Figure 8, step 8). 

 

        
Figure 8: Figure 8 – miRNA biogenesis involves sequential processing by DROSHA and DICER1 
(adapted from Winter, et al. [199]) 
Extensive explanation on individual steps are given in the text for the indicated numbers. In Brief: 
Primary miRNAs (pri-miRNAs) are translated mainly by RNA polymerase II (RNA Pol II) and contain 
the mature sequence in a distinct hairpin structure. This structure is recognised by the nuclear 
microprocessor complex, containing DROSHA and DGCR8, which cleave the hairpin structure off, 
which is exported from the nucleus as the precursor miRNA (pre-miRNA) by exportin-5 and RAN. In the 
cytoplasm, DICER chops off the loop of the pre-miRNA, releasing a duplex structure, which is loaded 
into argonaute (AGO) proteins, e.g. AGO2 as depicted here. One strand, the “guide”, is selected in this 
process, while the “passenger” is released and degraded. The miRNA-AGO complex, also called RNA-
induced silencing complex (RISC) then mediates post-transcriptional control of mRNAs by altering their 
stability and their translation rate. 
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4.4.3 hsa-miR-138 

Hsa-miR-138 belongs to a miRNA family highly conserved in vertebrates. Hsa-miRNA-138-5p 

emerges, as previously discussed, from a heteroduplex with hsa-miR-138-3p. The latter, 

however, is only found at very low levels, indicating that it is the “passenger” strand, whereas 

hsa-miR-138-5p is the “guide” strand and therefore the active miRNA, which is involved in 

post-transcriptional control of target genes. Hsa-miR-138-5p can be expressed from 2 different 

genomic loci, one located on chromosome 3 and the other one on chromosome 16, giving rise 

to a pre-miR-138-1 and -2, respectively. 

Hsa-miR-138-5p was shown to be dysregulated in different kinds of cancers (e.g. breast 

cancer). The gene regulation of hsa-miR-138 has been under investigation, and of now, 

several different regulatory mechanisms were discovered, including inter alia epigenetic 

regulation [200, 201], transcription factor-dependent regulation [202, 203], and hormone-

dependent regulation [204]. 

The finding that hsa-miR-138 is frequently downregulated in cancer of different origin (e.g. gall 

bladder [205], thyroid carcinoma [206], lung cancer [207] or squamous cell carcinoma [208]), 

suggest its role as a tumour suppressor gene.  

Cell proliferation is under control of hsa-miR-138, as it targets for instance YAP1 (YES-

associated protein 1) [208] and c-Met (also called hepatocyte growth factor receptor, HGFR) 

[209]. Furthermore, the genes EZH2 (enhancer of zeste homolog 2), CDK6 (cyclin dependent 

kinase 6), E2F2 (E2F transcription factor 2), and E2F3 (E2F transcription factor 3) were shown 

to all be under control of hsa-miR-138, which also supresses cell proliferation.  

EZH2 is also a regulator of invasion and metastasis by inducing the expression of E-cadherin 

[210], which is therefore also under control of hsa-miR-138. Furthermore, hsa-miR-138 

represses the expression of ZEB2 (Zinc finger E-box-binding homeobox 2), which as well 

induces E-cadherin expression and can therefore promote tumour cell invasion [211, 212].  

The here presented examples are just a glimpse of the variety of cellular functions under the 

control of hsa-miR-138. Elevated levels of hsa-miR-138 are usually linked to a better prognosis 

in cancers of different origin [213-215]. The link to A3B expression fits the role of hsa-miR-138 

as a tumour suppressor, since elevated expression of a DNA-mutating enzyme could lead to 

somatic mutations and tumour initiation. Although the broad spectrum of hsa-miR-138 targets 

cannot be discussed here in extenso, it is of note that in literature a link between hsa-miR-138 

and hypoxia induced factor 1α (HIF1α), one of the main responders to low intracellular oxygen 

levels, is described [216]. 
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4.5 Hypoxia 

The liver features an important anatomical and functional niche in the body, and liver function 

strongly affects inter alia the oxygen homeostasis. On the one hand, blood entering the liver 

via the terminal hepatic arteriole (THA) delivers highly oxygenated blood from the heart to the 

liver. On the other hand, through another afferent vessel, the terminal portal vein (TPV), 

oxygen-depleted blood from the gut flows to the liver (FIGURE 9). The mixed oxygenated and 

deoxygenated blood then directional flows towards the central vein (CV) of the hepatic lobule, 

generating a physiological oxygen gradient [217]. In literature, it is reported that the oxygen 

tension (also partial oxygen pressure, pO2) of incoming, mixed blood from the heart via the 

THA and the gut (i.e. periportal) is around 60-65 mmHg (84–91 μM), whereas the pO2 at the 

CV (i.e. pericentral) is around only 30-35 mmHg (42–49 μM) (FIGURE 9). As a comparison, 

the pO2 on most other tissues falls between 74-104 mmHg and the pO2 in venous blood is 

between 34-46 mmHg [217]. 

This gradient plays an important role for the generation of the “liver zonation”, and hypoxia 

responses are usually not present in a healthy liver. Hepatocytes can differ substantially 

between different zones of the liver in their biochemical and functional properties. Periportal 

hepatocytes, receiving more oxygen, for instance also display a more oxidative metabolism 

than pericentral hepatocytes [126, 218].  

Chronic liver disease, like a CHB, results in persistent damage to the liver, including cell death, 

regenerative proliferation, as well as activation of fibroblasts (hepatic stellate cells) and 

thereby fibrosis [131, 219, 220].  The production of an excessive amount of extracellular matrix 

(ECM) during progressing fibrosis can restrict the blood flow, thus generating lowly 

oxygenated areas, eventually leading to hypoxia [221]. 

 

4.5.1 Hypoxia induced factors 

Hypoxia induced factors, or HIFs, belong to the basic helix–loop–helix Per–Arnt–Sim (bHLH-

PAS) family of proteins. These proteins act as oxygen-dependent transcription factors that 

facilitate a response to low oxygen. Since cells eventually need oxygen for survival, HIFs help 

to optimise cellular biochemical functions for limited amounts of oxygen. For example, 

mitochondrial oxygen consumption is reduced [222] or the cellular metabolism is shifted 

towards anaerobic glucose metabolism [223]. 

HIFs form hetero-dimers between the alpha subunit, of which three different forms exist 

(HIF1α, HIF2α, and HIF3α) and a beta subunit, the aryl hydrocarbon receptor nuclear 

translocator (ARNT) - also called HIF1β [224, 225] (FIGURE 10). While HIF1α and ARNT are 

expressed ubiquitously through different tissues, the expression of HIF2α and HIF3α are more 
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restricted to a subset of cell lineages (vascular endothelium, liver parenchyma, kidney 

epithelial cells and thymus, cerebellar Purkinje cells, the corneal epithelium of the eye, 

respectively) [226]. 

 

      
Figure 9: The liver features a unique anatomical architecture and a natural oxygen gradient. 
(adapted from Kietzmann [227]) 
Schematic representation of (upper panel) the liver micro architecture and (lower panel) the oxygen 
gradient along the sinusoids. The liver lobules have a hexagonal shape. The central vein (CV) is in the 
middle of the lobule and the portal triad (PT) sits at the corners of the hexagon. The portal triad consists 
of the terminal portal vein (TPV), the terminal hepatic arteriole (THA), and the bile duct (BD), which 
receives the bile transported via the bile canaliculi (BC). Along the sinusoids, 3 zones can be 
distinguished: (1) the periportal zone, (2) the intermediary zone, and (3) pericentral zone. Along the 
sinusoids, there is an oxygen gradient, ranging from 60-65 mm Hg pO2 in the periportal region to 30-35 
mm Hg pO2 in the pericentral region. In those sinusoids, different cell types are present: Hepatocytes 
(HC), endothelial cells (EC), hepatic stellate cells (HSC), and Kupffer cells (KC). 
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4.5.2 Regulation of hypoxia responses 

Prolyl hydroxylases (PHDs) 1, 2, and 3 are enzymes that strongly respond to hypoxic 

conditions, under which they lose their catalytic activity due to the lack of substrate (oxygen) 

[228]. Under normoxic, or physoxic conditions (when physiological levels of oxygen are 

present), PHDs attach hydroxyl groups to specific and well-conserved prolines in the oxygen-

dependent degradation domain (ODD) (FIGURE 10) of HIF1α, HIF2α and HIF3α. In the case 

of human HIF1α, these prolines are P402 and P564 [229, 230]). The proline hydroxylation 

allows the Von Hippel–Lindau tumour suppressor (pVHL) to recognise and bind HIF1α. A 

pVHL-containing E3-ubiquitin ligase complex then targets HIF1α for proteasomal degradation 

by ubiquitination [231-233] (FIGURE 10). Another level of controlling HIF1α depends on FIH 

(factor inhibiting HIF1α, also named HIF1ΑN for HIF1α inhibitor), an asparaginyl hydroxylase, 

which can as well hydroxylate HIF1α at the position N803 and thereby prevent it’s binding to 

p300/CREB-binding protein (CBP; also known as CREBBP), preventing the co-activation of 

HIF1α target genes [234]. 

If oxygen levels are low, however, PHDs reversibly lose their function in a dose-dependent 

manner [235, 236]. HIF1α protein is stabilised due to the lack of hydroxylation and can 

translocate into the nucleus, where it will bind, together with its subunit ARNT, to HIF 

responsive elements (HREs) to activate transcription of HIF target genes.  

 

4.5.3 Hypoxia and immune responses 

Hypoxia represents a big problem in cancer. Cancer cells, if suffering from hypoxia, and 

therefore having active HIF1α signalling, show reduced susceptibility to radio- and 

chemotherapy. In addition, hypoxia can negatively impact the immune responses, including 

inter alia the expression of pro-inflammatory cytokines and the response to them [237, 238]. 

 

4.5.3.1 HIF1α and NF-κB 
In general, hypoxia was shown to be involved in several different immune processes, which 

will not be discussed in extenso here. However, it is important to mention that it was shown 

that between the HIF1α and the NF-κB, a well-conserved and central immune response 

pathway, there is a frequent cross talk during immune responses [239]. Between the two 

pathways, several activators, regulators, and also targets are shared [240]. 

It was already suggested in 1994 that hypoxia can induce NF-κB signalling [241], and in the 

following years, underlying mechanisms were studied further. It was found that the 

deactivation of PHD1 under hypoxia can increase IKKβ stability and enzymatic activity, 

enhancing IκBα phosphorylation and thereby NF-κB signalling [242]. Furthermore, there are 
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reports that link HIF1α mRNA production to active NF-κB signalling [243] in immune cells. 

Although several studies show that HIF1α and NF-κB positively influence one another (e.g. 

enhancing activity of myeloid cells) [244], some contradicting reports describe a negative 

influence of HIF1α/hypoxia on immune responses. Both in vitro and in vivo studies find that 

HIF1α can prevent NF-κB signalling and immune responses [129, 245]. All the different 

physical (e.g. RelB binding to ARNT, [246] and functional cross-talks (e.g. negative and 

positive feedback loops) between HIF1α and NF-κB signalling suggest a context specific 

regulation from those pathways, allowing cells to adapt to different situations [247].  

 

 
Figure 10: The hypoxia induced factor protein family are important oxygen sensors (adapted 
from Saint-Martin, et al. [248]) 
Schematic representation of the 4 proteins belonging to the HIF family, HIF1α, HIF2α, HIF3α, and 
ARNT. These proteins share common domains: (i) the basic helix-loop-helix (bHLH) domain which is 
involved in dimerisation and DNA binding; (ii) 2 central per-ARNT-sim (PAS) domains, PAS-A and -B, 
which are involved in the binding of HIF1α, -2α, and -3α to ARNT; (iii) domains involved in 
transactivation of target genes (TAD, transactivation domain, either N-terminal, TAD-N, or C-terminal, 
TAD-C) and the destabilisation/regulation of the of the proteins in the presence of oxygen (ODD, 
oxygen-dependent degradation domain). For HIF1α, the 2 prolines (P402 and P564), which are 
hydroxylated by PHDs in the presence of oxygen are indicated, as well as the asparagine N803, 
which is hydroxylated by FIH in the presence of oxygen. The Von Hippel Lindau-tumour suppressor 
protein (pVHL) recognising hydroxylated P402 and P564 is shown as well, which leads to the 
ubiquitination and the proteasomal degradation of HIF1α. Numbers indicate the last amino acid in 
each protein. 
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5 Hypothesis and aims 
In the frame of this PhD theses I addressed two main questions. First, what are the molecular 

underpinnings of APOBEC3B expression control, both on a transcriptional and on a post-

transcriptional level? Second, how does the microenvironmental oxygen levels influence 

APOBEC3B expression and subsequently antiviral responses mediated by APOBEC3B? 

 

Aim 1: Deciphering transcriptional and post-transcriptional control of APOBEC3B 
The first aim of my PhD thesis was to shed a light on cellular mechanisms involved in the 

transcriptional and post-transcriptional control of APOBEC3B expression and their relevance 

in the context of an HBV infection. To this end, I utilised cultured dHepaRG, which were 

infected with HBV and treated with the LTβR agonist BS1. Further, differently manipulated 

dHepaRG (e.g. knocked-down for specific genes, treated with kinase inhibitors and 

transfected with small, interfering RNAs (siRNAs)) were used. 

To address the hypothesis, that manipulation of cellular pathways that are involved in the 

APOBEC3B induction in hepatocytes after LTβR activation can alter the anti-cccDNA effects 

of the treatment, the following questions, aims and milestones were defined: 

1. Which signalling pathways triggered by LTβR activation are involved in APOBEC3B 

induction?  

2. What are the expression dynamics of APOBEC3B induction? Is APOBEC3B 

expression controlled on a post-transcriptional level? 

3. How does repression of APOBEC3B inducing pathways influence cccDNA 

degradation under LTβR activation? 

4. Can manipulation of post-transcriptional regulators of APOBEC3B modify antiviral 

effects of LTβR activation? 

5. Is HBV able to modulate APOBEC3B expression? 

6. Can I find evidence that APOBEC3B induction leads to cccDNA degradation in a 

transcriptionally silent or a non-replicating HBV infection? 

This study should allow an in-depth understanding of how the expression of the antiviral 

enzyme APOBEC3B is regulated in hepatocytes. Thus, it was envisioned that the found 

molecular mechanisms and how manipulation thereof could help to improve the APOBEC3B-

mediated cccDNA degradation [3]. 

 

Aim 2: Hypoxia reduces antiviral effects of LTβR activation and offers a niche for HBV to avoid 

immune responses 

The second aim of this PhD thesis was to investigate the influence of microenvironmental 

oxygen levels on LTβR activation-induced APOBEC3B induction and antiviral effects of the 
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treatment. To this end, dHepaRG were used and infected with HBV, treated with BS1 and 

cultured under hypoxic conditions. Additionally, siRNA transfection, transgene transduction 

and pharmacological inhibitors were utilised in vitro and human and murine liver specimen 

were analysed. 

To address the hypothesis that hypoxia or other HIF1α stabilising conditions can impair 

efficient APOBEC3B induction and antiviral effects, the following questions, aims and 

milestones were defined: 

1. Are high HIF1α levels correlated with higher viral load and lower APOBEC3B 

expression in CHB patients? 

2. Is HIF1α stabilisation sufficient to block APOBEC3B induction and antiviral effects of 

LTβR activation in vitro? Is HIF2α also involved? 

3. Does HIF1α stabilisation also block effects of other immune-stimulatory treatments? 

4. What is the mechanism behind the effects of HIF1α stabilisation on LTβR agonisation-

induced APOBEC3B upregulation? 

5. What consequence on the “hypoxic proteome” has the removal of HIF1α? Is the 

hypoxic phenotype blocked or reverted to a normoxic phenotype? 

This study allowed an in-depth analysis of the effects of HIF1α on the expression of the 

antiviral enzyme APOBEC3B. Thus, the data deepened current knowledge about the interplay 

of HIF1α signalling and NF-kB signalling and identified reduced RelB protein levels under 

HIF1α stabilisation as the reason for reduced antiviral activity of LTbR activation [4].  
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6 Methods 

6.1 Cell Culture 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: Culturing of was previously described [249]. These cells 

represent a non-transformed progenitor cell line that can be differentiated into hepatocytes. 

Briefly, proliferating cells were cultured in “growth medium”, William’s Medium E (Genaxxon), 

supplemented with 10% FetalClone II (Thermo Fisher), 1% Penicillin/Streptomycin (Gibco), 5 

μg/ml insulin (Insuman Rapid; from Sanofi), and 5×10−5 M hydrocortisone hemisuccinate 

(Pfizer). After seeding, HepaRG were cultured for ten days in “growth medium”. From the 11th 

day after seeding onwards, HepaRG were cultured for 13 days in “differentiation medium” and 

were just used in experiments after this differentiation process. “Differentiation medium” 

contains the same supplements as “growth medium”, but additionally contains 1.8% DMSO. 

Medium was changed twice per week and cells were split weekly 1:6 using a trypsin/EDTA 

(ethylenediaminetetraacetic acid) solution (Sigma Aldrich). 

HEK293T cells (ATCC CRL-3216; for the generation of lentiviral particles) and HEK293T/17 

(ATCC CRL-11268; for luciferase activity assays) were cultured in DMEM (Gibco) 

supplemented with 10% FCS (Gibco) and 1% Penicillin/Streptomycin (Gibco). Cells were split 

three times per week 1:4 using a trypsin/EDTA solution. 

Isolation and culture conditions of primary human hepatocytes (PHHs) was  previously 

described [250]. Work with primary cells was approved by the local ethics committee (French 

ministerial authorisations [AC 2013-1871, DC 2013–1870, AFNOR NF 96 900 Sept 2011]). 

Written consent was obtained from all patients. HBV, HDV, or HIV chronically infected 

specimens were excluded. 

Hypoxia experiments were carried out in the InVivO2 hypoxia working station (Baker Ruskinn) 

under 1% or 3% oxygen and 5% CO2, in a humidified atmosphere. 

 

6.2 Treatments 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: dHepaRG were stimulated with 0.5 µg/mL of BS1 (generous 

gift from Jeffrey Browning, Biogen/Idec). Furthermore, non-infected cells were treated either 

with 10 ng/mL of TNFα, 50 ng/mL of IL-17A (both RnD systems), or 100 ng/mL of 

lipopolysaccharide  from S. minnesota R595 (LPS; from InVivogen), or left untreated. In HBV 

infected cells, the treatment of dHepaRG was carried out with 1,000 IU of IFNα2A (Roferon; 

from Roche), 800 IU of TNFα (RnD Systems), or 200 IU of IFNγ (RnD Systems). Furthermore, 



46 
 

dHepaRG were treated with 5 µM TPCA-1, 10 µM PHA-408, 0.1 µM tenofovir, 100 µM 

dimethyloxallyl glycine (DMOG) and 30 µM FG-4592 (all from Sigma Aldrich). 

 

6.3 Plasmids 

All sequences of primers used in this section are presented in Table 2. 

 

Table 2: Primers for cloning and (RT-)qPCR analysis 

 

6.3.1 Plasmids for luciferase activity assays 

Plasmids for luciferase assays were generously provided by Emmanuel Dejardin and Nicolas 

Gillet.  

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: In 

brief, NF-κB expression vectors were previously described [251]. To generate the A3B-

promoter luciferase reporter vector, the backbone of pGL3-Basic (Promega) was digested with 

XhoI and HindIII; as well as a PCR amplicon generated with the primers 

promoter_A3B_forward and promoter_A3B_reverse. The digested amplicon was then ligated 
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into the backbone using T4 ligase (New England Biolabs). Single and double mutations of the 

kB sites 1 and 2 were generated using the primers Mut-kB1_forward and Mut-kB1_reverse or 

Mut-kB2_forward and Mut-kB2_reverse in a reaction with the Q5 Site-Directed Mutagenesis 

Kit (New England Biolabs). All restriction reactions were done with enzymes purchased from 

New England Biolabs. 

For the 3’-UTR fusion experiments, the APOBEC3A, -B and -G sequences were generated in 

a PCR reaction with HEK293T genomic DNA as a template. The vector backbone 

(psiCHECK2, from Promega) and the PCR amplicons were then digested with AsisI and NotI 

and ligated to generate plasmids containing A3A, A3B and A3G 3’-UTRs downstream of a 

luciferase open reading frame. To mutate the predicted miR-138-5p recognition site in the 3’-

UTRs of A3B and A3G, the Q5 Site-Directed Mutagenesis Kit (New England Biolabs) was 

used. Similarly, the single nucleotide polymorphism (SNP) ss1367248965 mutation (G>A) in 

the A3A 3’-UTR was generated. Positive colonies were screened by restriction digest with 

EcoRV. To construct pSUPER_miR-138 hsa-miR-138 sequence was PCR amplified from 

HEK293T genomic DNA. The PCR amplicon and the pSUPER vector backbone (Oligoengine) 

were digested with BglII and HindIII and ligated using the T4 DNA ligase (New England 

Biolabs). PCR reactions in this section were conducted with the Q5 polymerase (New England 

Biolabs) and restriction reactions were done with enzymes purchased from New England 

Biolabs. 

 

6.3.2 CRISPR plasmids for targeted knock-outs 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

The generation of double-sgRNA containing plasmids was described elsewhere [252, 253]. 

Briefly, sgRNAs were selected using the CHOPCHOP version 2 web tool [254] based 

predicted high on-target efficiency and no or lowly scoring off-targets. These sgRNAs were 

included into the 5’-ends of primers targeting a 5’-sgRNA scaffold-spacer-U6 promoter-3’ 

sequence for amplification. In a PCR reaction, the sgRNA sequences were attached to the 

PCR amplicon and inserted via golden gate cloning (using BsmBI and T4 ligase, both from 

New England Biolabs) into pUSEPR (generous gift from Darjus Tscharaganeh). For targeting 

only NIK or IKKβ, two sgRNAs targeting different exons were cloned into a single vector. For 

double knock-outs, the NIK sgRNA_forward primer was combined with the IKKβ 

sgRNA_reverse primer. Vectors for non-targeting control sgRNAs (sgCtrl) were generated by 

annealing oligos and golden-gate-assembling them into pUSEPR. Assembly was confirmed 

by Sanger Sequencing (performed in collaboration with the company Microsynth Seqlab).  
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6.3.3 HIF overexpression plasmids 

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: HIF 

overexpression plasmids were generated by inserting HIF ORFs into the BamHI/XhoI digested 

pLenti CMV/TO Hygro empty (#17484; Addgene). Wild-type HIF ORFs were obtained by 

BamHI/XhoI digestion of HA-HIF1alpha-pcDNA3 (#18949; Addgene), or HA-HIF2α-pcDNA3 

(#18950; Addgene). The P402A/P564A double mutant HIF1α ORF was generated in the same 

fashion from the plasmid HA-HIF1α P402A/P564A-pcDNA3 (#18955; Addgene). The 

P402A/P564A mutation prevents the proline hydroxylase induced hydroxylation of HIF1α and 

thereby proteasomal degradation. 

Restriction enzymes used in this section and the T4 ligase used in ligation reactions were 

purchased from New England Biolabs. All HIF vectors were a gift from William Kaelin, and 

pLenti CMV/TO Hygro empty (w214-1) was a gift from Eric Campeau and Paul Kaufman. 

 

6.4 Transgenic Cell-Line Preparation 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: HIF-overexpressing cell lines were generated from HepaRG-

TR [48]. HepaRG carrying CRISPR-mediated knock-outs were generated from HepaRG-TR-

Cas9 (generous gift from David Durantel), which are transgenic for the tetracycline repressor 

(TR) and a Cas9 coding sequence under control of a CMV promoter carrying two tetracycline 

operator sites (TetO sites) between the 3’-end of the promoter and the 5’-end of the coding 

sequence. This system, also known as the T-Rex system (commercialised by Thermo Fisher), 

allows inducible expression by addition of tetracycline (or derivates like doxycycline) to the 

medium. 

Lentiviral particles and transduction of HepaRG with them was conducted according to 

protocols from Addgene (https://www.addgene.org/protocols/lentivirus-production/). Briefly, 

HEK293T cells were transfected with the respective transfer plasmids, CMV-VSV-G 

(generous gift from Bob Weinberg; Addgene plasmid # 8454) and psPAX2 (generous gift from 

Didier Trono; Addgene plasmid # 12260) using linear polyethylenimine (PEI; from 

Polysciences), in the presence of 25 µM chloroquine diphosphate (Sigma Aldrich). One day 

post transfection, cells were washed and fresh medium was added. On each of the following 

three days, medium was harvested and filtered through a 0.45 µM PES filter, before fresh 

medium was added. Aliquots containing lentiviral particles were then stored at -80°C. 

For transduction of HepaRG, non-differentiated HepaRG were detached using a trypsin/EDTA 

solution and seeded into a T75 flask. Two to three mL lentiviral particles containing medium 

was added and cells were incubated for 24 hours at 37°C, 5% CO2. Polybrene 
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(Hexadimethrine bromide; from Sigma Aldrich) was added to a final concentration of 8 µg/mL 

to facilitate efficient transduction. After 24 hours, cells were washed three times with 

phosphate buffered saline (PBS) and incubated with “growth medium” for 24 hours before 

selection was performed. 

HepaRG cells were selected in “growth medium” with puromycin (10 µg/mL; from Sigma 

Aldrich; for CRISPR knock-out cells) or hygromycin (10 µg/mL; from Gibco; for HIF-

overexpressing cells) until non-transduced control cells had fully died. 

 

6.5 Transfections 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

psiCHECK2 (20ng, the reporter vector) and pSUPER (500ng, the effector vector) constructs 

were co-transfected together into 150,000 HEK293T cells (293T/17; ATCC CRL-11268) with 

Lipofectamine 2000. NF-κB expression vectors (100 ng) and pGL3 vectors containing wild-

type or mutated A3B promoter sequences (500 ng) were co-transfected with Lipofectamine 

2000 into 150,000 HEK293T cells (293T/17; ATCC CRL-11268). 48 hours post transfection, 

cells were lysed the Dual-Glo Luciferase Assay System (Promega) was used according to the 

manufacturer’s instructions to detect luciferase activity. 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: 10 nM of small interfering RNAs (siRNAs) against NF-κB 

inducing kinase (NIK, also MAP3K14; Assay ID s17187; Ambion), hypoxia induced factor 1α 

(HIF1α; Assay ID: s6539; Ambion), hypoxia induced factor 2α (HIF2α; Assay ID: s4698; 

Ambion), aryl hydrocarbon receptor (AhR; NM_001621; Sigma-Aldrich), aryl hydrocarbon 

receptor nuclear translocator (ARNT; NM_001668; Sigma-Aldrich), or nontargeting control 

siRNAs (siCtrl; Ambion) were transfected into dHepaRG with Dharmafect 4 (1:1,000; 

Dharmacon). Hsa-miR-138-5p mimics (assay ID: MC11727, Ambion) or non-targeting mimic 

controls (Ambion) were transfected into dHepaRG at 10 nM using Dharmafect 4 (1:500; 

Dharmacon). Transfections were carried out according to Dharmacon’s recommendations for 

the use of Dharmafect 4. 

 

6.6 HBV Preparation and Inocula 

Wild-type HBV and recombinant (rHBV) was generously provided by the lab of Ulrike Protzer. 

HBx-deficient HBV (ΔX HBV) was generously provided by Julie Lucifora and David Durantel. 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: In brief, Heparin columns and sucrose gradient 
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ultracentrifugation were used to purify and concentrate HBV from the supernatant of HepAD38 

cells, as described before. [255] 200 viral genome equivalents per cell were used to infect 

dHepaRG in the presence of 4% PEG-8000 (Sigma-Aldrich). Twenty-four hours after infection, 

cells were washed three times with PBS.  

rHBV was purified from the supernatant of a HepG2-producer cell line concentrated as stated 

for HBV. This cell line was generated by the stable transfection of HepG2 with a construct 

expressing HBV polymerase, X-gene and surface proteins (pRR_TTR-Polymerase-LMS-

IRES-Puro), as well as the 1.3 times overlength HBV genome, in which the (transthyretin) TTR 

promoter followed by a monomeric turbo RFP gene followed by a nuclear localization signal 

was inserted into the polymerase and HBsAg ORF (Wettengel and Protzer, unpublished) 

[256].  

 

6.7 cccDNA clean-up and quantification 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: The MasterPure Complete DNA and RNA Purification Kit 

(Epicentre; precipitation based, selective for cccDNA over rcDNA) was used to extract HBV 

cccDNA from infected dHepaRG. DNA was quantified by Nanodrop measurement, and 40 ng 

DNA were used as an input into a qPCR reaction. qPCR was performed using the Luna 

Universal Probe qPCR Master Mix (New England Biolabs). For detection, Carboxyfluorescein-

(FAM) labelled and black hole quencher- (BHQ) quenched probes (Sigma) targeting a unique 

region in the HepaRG genome ([6FAM]-CAT GGA GAC CAC CGT GAA CGC CC-[BHQ1]) 

and the HBV genome in a way that spans the gap in the rcDNA ([6FAM]-GCT ACG CCA TCG 

ACA CGG TGC AGG T-[BHQ1]) were used. Primers are listed in Table 2. cccDNA levels were 

normalized to HepaRG gDNA and are presented as relative expression compared to non-

treated controls (NT). 

 

6.8 Southern blot 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: Southern blot detection of HBV cccDNA was described 

previously [2, 257]. Briefly, the KCl protein precipitation method was used to extract 

episomal/mitochondrial DNA from HBV-infected dHepaRG, which was then separated through 

a 0.8% agarose gel. The DNA was then blotted onto a nylon membrane and a 32P HBV-DNA 

probe was used for detection. 
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6.9 Secreted HBV DNA analysis 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 25 

µL cell culture supernatant from HBV infected dHepaRG was collected and digested for 30 

minutes at 37°C with 0.5 µL DNaseI (New England Biolabs) and 1 µL RNaseI (Sigma Aldrich; 

10 mg/mL). Afterwards, DNaseI reaction was stopped and HBV DNA was released from 

capsids by incubation for 10 minutes at 95°C. Then, the reactions were then diluted 1:4 with 

water and used in a SYBR-based qPCR reaction. The diluted DNA was diluted further 1:2.5 

in the qPCR reaction. Primers were the same as for total HBV RNA. Sequences are given in 

Table 2. 

 

6.10 RT-qPCR 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: RNAs were either isolated with the Monarch Total RNA 

Miniprep Kit (New England Biolabs), according to the manufacturer’s instructions. RNA was 

then measured with a nanodrop spectrometer (Thermo Fisher). For mRNA, the Quantitect Kit 

(Qiagen) was used for cDNA synthesis. Then, cDNA was diluted 1:10. 3 µL diluted cDNA was 

used as input into a qPCR reaction. The reaction further contained 6 µL FS Universal SYBR 

Green MasterRox (Roche), 0.12 µL reverse+forward primer mix, and 2.88 µL water (amounts 

given for one reaction). The qPCRs were then submitted to a run on the QuantStudio 5 light 

cycler (Thermo Fisher). The ΔΔCT method and the QuantStudio software (Thermo Fisher) 

were used for data analysis. Relative quantification was performed by comparing target genes 

to the housekeeping genes RHOT2 and HPRT. 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

The TaqMan MicroRNA Reverse Transcription Kit (Applied Biosystems) was used for the 

reverse transcription of miRNAs. The manufacturer’s instructions were adapted as follows: 

350-1000 ng were diluted in 8 µL water. Then. 1.5 µL RT-primer for hsa-miR-138-5p and 1.5 

µL RT-primer for hsa-RNU6b, 1.5 µL 10x RT buffer, 1 µL MultiScribe Reverse Transcriptase 

(50 U/µL), 0.19 µL RNase Inhibitor (20 U/µL), 0.15 µL 100 mM dNTPs and 1.16 µL water (all 

reagents from Applied Biosystems) were added. The reaction was incubated as stated in the 

manual. Afterwards, cDNA was then diluted 1:4 and 2.5 µL of the diluted cDNA were used in 

a qPCR reaction, containing in addition. 5 µL 2x TaqMan Universal PCR Master Mix II, no 

UNG (ThermoFisher), 0.5 µL 20x TaqMan Assays (for either hsa-miR-138-5p or for hsa-

RNU6b), and 2 µL water. As for mRNA, the reactions were run on the QuantStudio 5 light 

cycler (Thermo Fisher). Analysis was done according to the mRNA analysis and hsa-RNU6b 
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was used as a housekeeping gene for relative quantification. All used primers are listed in 

Table 2. 

 

6.11 RNA sequencing 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

Library preparation for bulk 3’-sequencing of poly(A)-RNA was done as described previously 

[258]. The NextSeq 500 platform (Illumina) was used for sequencing, running with 65 cycles 

for the cDNA in read 1 and 16 cycles for the barcodes and unique molecular identifiers (UMIs) 

in read 2. Sample- and gene-wise UMI tables [259] were generated after data processing 

published Drop-seq pipeline (v1.0). For alignment, the human reference genome (GRCm38) 

was used. The ENSEMBL annotation release 75 was used to define transcripts and genes. 

DESeq2 was used to perform normalization and differential expression analysis [260]. 

Geneset enrichment analysis and pathway-based data integration and visualization were 

conducted using the R packages hyper [261] and Pathview [262], respectively. 

 

6.11 Small RNA sequencing 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

For small RNA sequencing, total RNA was isolated from dHepaRG as described previously 

and quantified using Qubit (Thermo Fisher) measurement according to manufacturer’s 

recommendations. Library preparation was conducted with 2,000 ng total RNA as input using 

the TruSeq Small RNA Library Prep Kit -Set A (Illumina) and subsequently sequenced on a 

HiSeq 2000 v4 Single-Read 50 bp platform in the DKFZ (Deutsches Krebsforschungszentrum) 

Genomics and Proteomics Core Facility. Raw reads were read from fastq files and pre-

processed using the mirPRo approach [263]. Briefly, sequencing adapters were removed from 

raw reads before alignment to the human miRbase reference (August 2019) and quantification 

using default analysis parameters of the mirPRo algorithm. The raw reads matrix containing 

only mature miRNAs was then imported into the R package DEseq2 for differential expression 

analysis and data visualization [260]. miRNAs displaying p-values were smaller than 0.05 and 

Benjamini-Hochberg false-discovery rates smaller than 10% between tested conditions were 

considered to be differentially expressed. 
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6.12 Somatic cancer genes panel sequencing 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

DNA was extracted in the same fashion as described previously and DNA quantity was 

determined by Qubit (Thermo Fisher) measurement. Similar amounts of DNA were then used 

for panel sequencing by the company CeGaT in Tübingen, Germany. The CancerPrecision 

panel was chosen which covers 766 genes and 31 gene fusions associated with somatic 

mutations in tumours (see https://www.cegat.de/diagnostik/tumor-diagnostik/cancerprecision/ 

and Table 3). Demultiplexing of the sequencing reads was performed with Illumina bcl2fastq 

(2.20) after sequencing. Adapters were removed with Skewer (version 0.2.2) [264]. Quality 

trimming of the reads has not been performed. Trimmed raw reads were then aligned to the 

human reference genome (hg19-cegat) using the BurrowsWheeler Aligner (BWA-mem 

version 0.7.17-cegat) [265]. For local realignment of reads in target regions, ABRA (version 

2.18) [266] was used to facilitate more accurate indel calling. A proprietary software was used 

furthermore for variant detection. Variants with low frequencies are also included in the lists 

(OFA down to 2% of sequenced reads). Variants were annotated based on various public 

databases. Copy number variations (CNVs) were detected by comparing the number of reads 

overlapping the genomic target regions ("coverage") with the expected number in a cohort of 

reference samples. 

 

6.13 Electrophoretic mobility shift assay 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

The protocol for NF-κB gel shift assays was previously reported [267]. The following 

complementary DNA oligonucleotides were annealed to generate the κB1 A3B probe (5’-TTG 

GGC CCT GGG  AGG TCA CTT TAA-3’ and 5’-TTG GTT AAA GTG ACC TCC CAG GGC-3’) 

and the κB2 A3B probe (5’-TTG GAC CCC GGG GCC TCC CAC ACC-3’ and 5’-TGG GGT 

GTG GGA GGC CCC GGG GT-3’).  

 

6.14 Chromatin immuno-precipitation 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: Nucleic acid-protein cross-linking and immunoprecipitation for 

chromatin immuno-precipitation (ChIP) was previously described [268]. A QuantStudio 5 real 

time PCR instrument (Thermo Fisher) was used to quantify immunoprecipitated DNA in SYBR-
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based qPCR reaction. Signal was normalised to the input. All primers used are listed in Table 

2 and all antibodies are listed in Table 4. 

 

Table 3: – Genes  analysed for SNV by ultra-deep panel sequencing in collaboration with the 
company CeGaT 
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6.15 Polysome analysis 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34]: 

For polysome fractionation, three minutes prior to harvest, 100 µg/mL cycloheximide (Sigma 

Aldrich) were added to the medium. Then medium was then aspirated and ice-cold PBS 

containing 100 μg/ml cycloheximide was used to wash the cells. Cells were harvested with a 

cell scraper, then pelleted at 800x g for five minutes at 4°C and cytoplasmic RNA was obtained 

by mechanical lysis (20 strokes of a P1000 pipet) of the cell pellet in 1 mL of polysome buffer. 

This buffer contained 10 mM Tris-HCl (pH 8.0), 140 mM NaCl, 1.5 mM MgCl2, 0.5% Nonidet 

P-40, and 40 mM vanadyl ribonucleosides complexes, 100 μg/mL cycloheximide, 20 mM 

dithiothreitol, and 1 mM phenylmethanesulfonyl fluoride (all reagents obtained from Sigma). 

Mitochondria and membrane debris were pelleted and discarded. 250 mM EDTA (Sigma) were 

added to control release samples. The post-mitochondrial supernatants were loaded onto a 

15-40% sucrose gradient and centrifuged at 38,000 rounds per minute (rpm) for 2 hours at 

4°C in a SW41Ti rotor (Beckman Coulter). Fractions were harvested from the top of each 

gradient using a 240 nm UV reader-coupled fraction collector (Brandel). By interpretation of 

UV gradient traces, free messenger ribonucleoproteins (mRNPs), 40S and 60S subunits, 

monosomes as well as, polysomes were located. mRNAs were cleaned up using phenol-

chlorophorm extraction and were analysed by SYBR-based RT-qPCR as given above for RT-

qPCR. 

 

6.16 Immunoblotting 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: RIPA buffer (Cell Signalling Technologies) supplemented with 

Complete and PhosSTOP (both Roche) was used for cell lysis. Protein concentration was 

measured by bicinchoninic acid (BCA) assay. Equal amounts of protein were loaded onto an 

SDS-PAGE and proteins were separated by size before transfer to a 0.22 µM PVDF 

membrane (Fisher Scientific). 5% non-fat dry milk was used for blocking. Membranes were 

then incubated with primary antibodies over-night at 4°C and with secondary antibodies one 

hour at room temperature. All used antibodies are listed in the Table 4. 
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Table 4: Antibodies used for immunoblotting, ChIP, IHC, ICC and FACS 
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6.16 Cytoplasm/nucleus extraction 

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: After 

washing with ice-cold PBS, cells were harvested with a cell scraper and pelleted 2000 rpm for 

five minutes at 4°C. Cytosolic fractions were generated by lysing of the cell pellet in 1 mL 

Buffer (Hepes 10 mM pH7.9, KCl 10 mM, MgCl2 2 mM, EDTA 0.1 mM, Nonident P-40 0.02%, 

DTT 1 mM) supplemented with Complete and PhosSTOP. Lysates were incubated 10 minutes 

in ice, followed by centrifugation at 2,000 rpm for five minutes at 4°C. Nuclear pellets were 

washed (Hepes 10 mM pH7.9, KCl 20 mM, MgCl2 2 mM, EDTA 0.1 mM) then incubated on 

ice for 30 minutes in nuclear Buffer Lysis (Hepes 20 mM pH7.9, MgCl2 1.5 mM, EDTA 0.2 

mM, NaCl 0.42 M, Glycerol 25%, DTT 0.5 mM) supplemented with Complete and PhosSTOP. 

Debris were removed by centrifugation. 

 

6.17 Mass spectrometry 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: For mass spectrometry analysis, RIPA buffer, complemented 

with Complete and PhosStop (both Roche) was used for cell lysis. After clearing samples via 

centrifugation at 15,000x g for five minutes at 4°C, protein concentration was measured by 

BCA assay as described for immunoblotting. Equal protein amounts were then submitted to 

the DKFZ Genomics and Proteomics Core Facility. Proteins were run a short distance of only 

around 0.5 mm on a SDS-PAGE and the whole, unfractionated sample was cut out of the gel 

after Coomassie blue staining. Proteins were afterwards digested with trypsin uing a slightly 

modified protocol of Shevchenko et al. [269] on a DigestPro MSi robotic system (INTAVIS 

Bioanalytical Instruments AG). Peptides from the tryptic digest were then loaded on a cartridge 

trap column, packed with Acclaim PepMap300 C18, 5 μm, 300 Å wide pore (Thermo Fisher) 

and separated in a three step, 180 minutes gradient from 3% to 40% ACN on a nanoEase MZ 

Peptide analytical column (300Å, 1.7 μm, 75 μm x 200 mm, Waters) carried out on a UltiMate 

3000 UHPLC system. Eluting peptides were analysed by a coupled Q-Exactive-HF-X mass 

spectrometer (Thermo Fisher) via an online data depend acquisition mode. Here, one full scan 

at 120 k resolution (375-1,500 m/z, maxIT 54 ms) was performed prior to up to 35 MSMS 

scans at 15 k resolution of eluting peptides at an isolation window of 1.6 m/z and a collision 

energy of 27 NCE. Settings for the ion injection time were at a maximum of 22 ms or 1e5 ions 

(AGC target). Unassigned and singly charged peptides have been removed from 

fragmentation and dynamic exclusion set to 60 seconds was used to prevent oversampling of 

same peptides. An organism specific database extracted from Uniprot.org under default 

settings was used for data analysis by MaxQuant (version 1.6.3.3) [270]. An identification FDR 
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cut-offs of 0.01 on peptide level and on protein level was used. Based on accurate retention 

time and m/z, match between runs option was enabled for the transfer of peptide identifications 

across Raw files. Quantification was performed using a label free approach based on the 

MaxLFQ algorithm [271]. For protein quantification, ≥2 quantified peptides per protein were 

required. Further processing of data was performed by in-house compiled R-scripts to plot and 

filter data and the Perseus software package (version 1.6.7.0) using default settings for the 

imputation of missing values and statistical analysis [272]. Only proteins displaying three non-

missing intensities in at least one condition were kept for analysis. The remaining missing 

values were imputed either by half of the minimum measured intensity and then log2 

transformed, or after log2 transformation via the regularized expectation maximization (REM) 

algorithm by Schneider et al. [273], regarded as superior in a variety of settings explored in 

[274]. R package Limma [275] was used to generate a moderated t statistics [276] for each 

contrast of interest and for each imputed data-set. To control for the false discovery rate 

(FDR), resulting p-values for each contrast were adjusted with the Benjamini-Hochberg [277] 

procedure. For each contrast for plotting and pathway analysis purposes, and to enhance the 

robustness of the analysis, only proteins significant or non-significant at level 5% in both 

analyses, i.e. under each imputation approach, and the corresponding REM imputed analysis 

values, were retained. The Limma function mroast was applied for self-contained pathway 

analyses (KEGG annotation), where p-values for each pathway were obtained via the rotation 

test method described in [278]. The FDR was controlled via the Benjamini-Hochberg 

adjustment as well. The regularized expectation maximization algorithm was computed in 

MatLab v. R2019b, with code available at https://github.com/tapios/RegEM. The remaining 

analyses were performed in R, v. 3.6.1.  

 

6.18 Human Liver Specimen 

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: The 

DZIF (Deutsches Zentrum für Infektionsforschung) partner site in Heidelberg/Institute of 

Pathology at the Medical University Heidelberg provided sections of formalin-fixed, paraffin-

embedded liver resections from 15 patients chronically infected with HBV. The CHB patients 

all in the immune-active phase of the disease, presenting F3/F4 fibrosis grading and A3 activity 

(METAVIR scoring). Sections were 2 or 5 µM thick. Work with patient material was approved 

by the Heidelberg ethics committee under the following number: S206/2005.  
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6.19 Immunohistochemistry and in-situ hybridization 

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: 

Using the BOND-MAX Automated IHC/ISH (immunohistochemistry/in-situ hybridisation) 

Stainer (Leica), 2 µM slices of human liver tissue were stained with antibodies against HIF1α 

or HBcAg. All reagents were purchased from Leica. For detection, a secondary antibody-

polymer (Leica) coupled to horseradish peroxidase was used. All used antibodies are listed in 

the Table 4.  

For APOBEC3B ISH, 5 μM sections of human liver specimen were used. The probe, all buffers 

and other reagents were purchased from ACD (Catalogue number 701271). ISH was 

performed strictly according to the manufacturer’s instructions.  For double 

immunohistochemistry and ISH was done by first performing the ISH procedure, then IHC on 

the same slide. Shortly, manufacturer’s instructions (ACD) were followed closely for ISH with 

one exception: to insure good protein detection by the subsequent IHC, the suggested 

incubation time with protease of 30 minutes was reduced to 15 minutes. IHC was conducted 

as described above and signal was detected using Opal chemistry (Akoya Biosciences). This 

HRP substrate emits in the FITC channel and was chosen to detect HIF1α protein (i.e. 

Opal520). Nuclei were stained with DAPI (Invitrogen) for 10 min. 

 

6.19 Immunocytochemistry 

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: 

HepaRG were grown in 4-well chamber slides (Thermo Fisher). To stop the experiments, cells 

were fixed with 4% paraformaldehyde (Carl Roth) for 15 minutes at room temperature. Then, 

the slides were then washed with PBS twice and cells were permeabilised with 0.2% Triton X-

100 (Sigma Aldrich) for 10 minutes at room temperature. Cells were rinsed with PBS, 

incubated 5 minutes in 70% ethanol, followed by extensive washing in PBS. Slides were then 

submitted  to automated staining using the BOND-MAX Automated IHC/ISH Stainer (Leica). 

Secondary antibody-polymer (Leica) coupled to alkaline phosphatase was used for detection. 

All used antibodies are listed in the Table 4.  

 

6.20 Flow cytometry 

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: 

Cells were detached with Versene (Lonza), then pelleted by centrifugation and immediately 

incubated with 4% paraformaldehyde for 5 minutes at room temperature for fixation. After 
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washing cells with PBS, cells were labelled with a primary antibody against LTβR and a 

secondary, Alexa-647-linked, antibody. Incubation each antibody was for 30 minutes at room 

temperature. Analysis was conducted on a Fortessa flow cytometer (Becton Dickinson). All 

antibodies are listed in Table 4. 

 

6.21 Viability assays 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: Cytotoxicity was assessed by neutral red uptake and 

Sulforhodamin B (both Sigma Aldrich) staining as previously described [279].  
 

6.22 Mice  

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: 11 

to 12 weeks old C57BL6/J mice (3 males and 3 females), were i.p. injected with 300 mg/kg of 

DMOG. 6 hours after injection, mice were sacrificed and livers were harvested for mRNA and 

protein extraction. Experiment on mice were approved by the Ethics Committee of ULiege 

(#1939). 

 

 

6.23 Statistical Analysis 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [34] and 

Riedl*, Faure-Dupuy*, et al. [4]: One-way and two-way ANOVA, Spearman correlation, and 

the unpaired Student two-tailed t test were performed using Prism software (version 8; from 

GraphPad Software Inc). Data are shown as mean ± SD (*: p < 0.05; **: p < 0.01; ***: p < 

0.001; ****: p < 0.0001; ns: not significant). 
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7 Results 

7.1 Aim 1: Deciphering transcriptional and post-transcriptional control 
of APOBEC3B 

7.1.1 Canonical and non-canonical NF-κB signaling induce APOBEC3B upon 
LTβR agonisation 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: 

First, to validate that treatment with BS1 specifically induces A3B in the APOBEC3 family, I in 

collaboration with Mira Stadler and the Genomics and Proteomics Core Facility performed a 

short-term treatment of 24 hours with differentiated HepaRG (dHepaRG) and analysed the 

transcriptome and proteome of these cells via RNA sequencing and mass spectrometry. 

Among all members of the APOBEC3 family, A3B showed the strongest upregulation, of 2-

fold on the transcriptional level and more than 45-fold on the protein level (FIGURE 11a), 

compared to non-treated (NT) cells. To further validate increased translation of A3B, 

polysomal fractions were analysed. As expected, A3B mRNA was found to be enriched in 

polysomal fractions of higher molecular weight after treatment of dHepaRG with BS1 for six 

days, compared to non-treated cells (FIGURE 11b-c). Of note, A3B mRNA was mainly found 

in fractions with higher molecular weight rather than disomes (i.e. two ribosomes on a single 

mRNA molecule). Interaction with heavy polysomes indicate a strong translational activity of 

A3B. EDTA release control [280] confirmed the polysomal origin of the A3B signal (FIGURE 
11d) (adapted from Faure-Dupuy*, Riedl*, et al. [3]). 

Whereas ligand-induced activation of the LTβR was previously identified in transformed 

cancer cells to induce the transcriptional activation of A3B via NF-κB [150, 151, 281], the 

underlying mechanisms of A3B induction in non-transformed hepatocytes remains elusive. To 

confirm the involvement of NF-κB in A3B transcriptional regulation, I performed in silico 

analysis of the A3B upstream genomic region to find putative NF-κB sites. Two sites could be 

identified (FIGURE 12a; called hereafter κB1 and κB2 for the more proximal and distal site, 

respectively). Radiolabelled probes corresponding to the 20 nt surrounding those sites were 

tested by EMSA (electrophoretic mobility shift assay) to assess their capacity to be bound by 

nuclear proteins of BS1 treated cells. Binding of the probes was confirmed in a BS1 treatment-

dependent and time-dependent manner (FIGURE 12b). Furthermore, to analyse the NF-κB 

dependent activation of the A3B promoter, I together with Emmanuel Dejardin and Nicolas 

Gillet fused the A3B promoter (ranging from nt -230 to the nt +18 in respect to the transcription 

start site) to a luciferase open reading frame (ORF). Mutants of the kB1 and kB2 site were 

also generated by exchanging the most distal 5’ GGG-tri-nucleotide to an AAA-tri-nucleotide 

(FIGURE 12c).  
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Figure 11: LTβR agonisation induces A3B expression and translation (adapted from Faure-
Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: (a) Overnight 
treatment of dHepaRG was performed with BS1. RNA and proteins were extracted analysed via RNA 
sequencing and mass spectrometry, respectively. Relative fold change in BS1-treated over non-treated 
dHepaRG is shown. n.d. = not detected. (b-d) Six-day treatment of dHepaRG was performed with BS1. 
Then, cells were treated with cycloheximide, washed, scraped, and lysed, followed by (b-c) no 
treatment, or (d) EDTA treatment and isopycnic centrifugation. Polysome fractionation was performed 
afterwards with the lysates. Gradient traces (240nm) allowed for identification of polysomal fractions 
(as denser as 80S subunits and defined by a typical, oscillating, OD pattern). RT-qPCR was used for 
determination of the specific mRNA distribution in the sucrose gradient. (b, d) The distribution of A3B 
mRNA in different fractions as a percentage of total A3B mRNA is shown for (b) untreated and (d) 
EDTA-treated lysates. Data are based on the means of two independent experiments. (c) Distribution 
(in percent) of total A3B mRNA signal in the “light polysomes” fraction (i.e. fractions 8-12) and in the 
“heavy polysome” fraction (i.e. fractions 13-16) was analysed in non-treated and BS1-treated samples.  
 

Luciferase plasmids and plasmids expressing the NF-κB transcription factors p50 (NF-κB1), 

p52 (NF-κB2), RelA, and RelB were transfected into HEK293T cells in different combinations 

and luciferase activity was measured 48 hours after plasmid transfection. Of note, p52-

transfected cells displayed a higher luciferase activity, in combination with both RelA and RelB 

than p50-transfected cells on a wild-type promoter. Interestingly, I found that the kB1 site, if 

mutated, showed a severe reduction in the luciferase activity in the co-transfection with RelB 
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and p52, which otherwise gave the strongest signal of more than 8-fold increased over 

luciferase-only transfected cells (FIGURE 12d). In dHepaRG, ChIP experiments revealed that 

the promoter engagement of the A3B upstream region by RelB, p52, and p50: (I) occurred 

rapidly after treatment start and (II) remained fairly stable during constant treatment, contrary 

to RelA which showed no increase of promoter occupancy (FIGURE 12e). PolII, however, 

followed the dynamics of the previously mentioned transcription factors and bound to the A3B 

promoter as early as day one post treatment and onward under constant treatment (FIGURE 
12e, right panel).  

To functionally prove the involvement of NF-κB in the upregulation of A3B in non-transformed 

cells, I treated dHepaRG with two different IKKβ inhibitors, two distinct inhibitors TPCA-1 [282] 

and PHA-408 [283], as well knocked-down NIK. Expectedly, dHepaRG, either treated with 

inhibitor or depleted for NIK, showed impaired A3B upregulation under BS1 treatment, and 

effects of the combinatory treatment were stronger than with the pharmacological IKKβ 

inhibition or the NIK knock-down alone (FIGURE 12f). These results were recapitulated in 

dHepaRG cell lines knocked-out for different NF-κB signalling molecules (i.e. NIK, IKKβ, RelA, 

and/or RelB). Whereas BS1 treatment for three days upregulated A3B expression more than 

6-fold in the control cell line, the effect of BS1 was severely decreased in the knock-out cell 

lines (FIGURE 12g) (adapted from Faure-Dupuy*, Riedl*, et al. [3]). 

In summary, both NF-κB pathways (i.e. canonical and non-canonical) are involved in the 

transcriptional activation of A3B upon LTβR activation, notably through two NF-κB binding 

sites in A3B promoter region. 

 

7.1.2 miRNA 138-5p is a post-transcriptional regulator of APOBEC3B mRNA 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: To 

analyse expression dynamics of A3B in comparison to other NF-κB target genes, I did a time 

course of BS1 treated dHepaRG and analysed, besides A3B, A20 (also called TNFΑIP3) and 

CXCL10 (also called IP10), two direct NF-κB target genes. Interestingly, while the NF-κB 

target genes peaked only eight hours after treatment start (A20: 6-fold and CXCL10: 25-fold 

increased) and then dropped again in expression levels (down to around 5-fold for both 

genes), A3B was not induced after eight hours and only slightly after 24 hours (FIGURE 13a). 

However, the expression level of A3B started to increase after 96 hours of treatment. Induction 

of NF-κB transcription factors as early as eight hours post treatment was confirmed by western 

blotting (FIGURE 13b). Furthermore, whereas protein levels of A3G were not changed by BS1 

treatment, A3B protein was slightly accumulating after 24-72 hours and most prominent after 

96 hours of treatment, in line with the mRNA expression data (FIGURE 13b). These data 
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highlight a peculiar “lag” phase of A3B expression from treatment start to around four days 

post-treatment.
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Figure 12: NF-κB engagement of the promoter induces A3B induction after LTβR agonisation 
(adapted from Faure-Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: (a) Schematic 
representation of the binding sites for NF-κB transcription factors in the promoter of A3B. (b) Nuclear 
lysates were extracted from dHepaRG treated for indicated times with BS1. Then, labelled probes 
containing the indicated NF-κB binding sites were incubated with the nuclear extracts and analysed by 
EMSA. (c) Schematic representation of the A3B upstream promoter region with the mutated NF-ĸB 
binding sites. (d) Luciferase constructs containing APOBEC3B promoter (-230, +18, distance to 
transcription start site) wild-type sequence or mutated for each NF-κB binding site were co-transfected 
into HEK293T cells together with NF-κB transcription factor expressing plasmids. 48 hours post-
transfection, luciferase activity was measured. Heat map represents the mean of one experiment 
performed in triplicates. (e) dHepaRG were treated for different times with BS1. Binding of the indicated 
NF-κB transcription factors and polymerase II to the A3B promoter was analysed by ChIP, followed by 
qPCR. (f) Three-day treatment of dHepaRG was performed with BS1, TPCA-1 and/or PHA-408. One 
day before the treatment start, transfection of dHepaRG was carried out with control (siCtrl) or NIK-
targeting (siNIK) siRNAs. RNAs were extracted and analysed by RT-qPCR. (g) Three-day treatment of 
knock-out dHepaRG lines for NIK (sgNIK), IKKβ (sgIKKβ), NIK and IKKβ (sgNIK+sgIKKβ), RelB 
(sgRelB), or RelA and RelB (sgRelA+sgRelB), as well as control dHepaRG (sgCtrl) was performed with 
BS1. mRNAs were extracted and analysed by RT-qPCR. Bars represent the mean +/- SD of (e) four, 
(f) two or (g) three independent experiments. Data were submitted to (d-g) one-way ANOVA. *: p < 
0.05; **: p < 0.01; ***: p < 0.001; ****: p < 0.001; ns: not significant. NT: non-treated 
 
The observed expression dynamics, which is very different to “classical” NF-κB target genes, 

could be explained by the time-dependent down-regulation of a repressor of A3B. I previously 

showed that over six days of treatment, the promoter occupancy of A3B is fairly stable 

(FIGURE 12e), both when it comes to NF-κB transcription factors and PolII. Therefore, I 

expected the repressor of A3B to rather act post-transcriptionally and influence the mRNA 

turnover as long as it is present. Micro RNAs (miRNAs) have been described to be potent 

mRNA destabilisers, involved in a multitude of biological processes, e.g. in regulation of 

immunity and response to immune stimulatory cues [284], and thus are tightly regulated 

themselves. I hypothesised that in the case of A3B, a rapid and efficient upregulation could 

be detrimental to the genome because of the mutagenic activity of the enzyme, as it was 

shown that A3B can be a source of somatic mutations in cancer [285]. Only in the case of a 

prolonged activation signal, the increased A3B levels can be beneficial (e.g. during a viral 

infection), and therefore, the repressor, which keeps A3B in check under homeostasis and 

during accidental short-term activation, is downregulated. Subsequently, A3B can be potently 

induced and exert its antiviral activity (schematic representation shown in FIGURE 13c). 

To test the hypothesis, I used a combined approach of in silico target prediction tools 

(Targetfinder V5.1 [286]), RT-qPCR and, in collaboration with Kristian Unger and the DKFZ 

Genomics and Proteomics Core Facility, small RNA sequencing. In dHepaRG treated for two 

days (i.e. during the lag phase) and four days (i.e. after the lag phase) with BS1, I found three 

different clusters among the 50 most dysregulated miRNAs (FIGURE 13d). Cluster I, in which 

I expected our miRNA of interest, contained miRNAs that are upregulated after two days of 

BS1 treatment and downregulated after four days of treatment. Cluster II contained miRNAs 

that are downregulated after two days and upregulated after four days of BS1 treatment. 
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Cluster III contains miRNAs that are generally downregulated by the treatment (FIGURE 13d). 

Among the miRNAs of cluster I, I only found the hsa-miR-138-5p to have a strong predicted 

in silico binding to the 3’-UTR of A3B (FIGURE 13e). Hsa-miR-138-5p was repressed by 

approximatively 70% upon four days of BS1 treatment, whereas no change of miRNA levels 

were observed after two days (FIGURE 13f). To functionally show that hsa-miR-138-5p can 

repress UTRs containing the predicted binding site, I in collaboration with Emmanuel Dejardin 

and Nicolas Gillet used the UTRs of A3A, which contains no binding site for the miRNA, or 

A3B and A3G, which both contain binding sites for the miRNA, fused to a luciferase ORF. 

Furthermore, mutations were introduced into those UTRs to either enable miRNA binding for 

A3A or prevent miRNA binding for A3B and A3G (FIGURE 14a). These plasmids were 

transfected into HEK293T cells, together with expression plasmids for the hsa-miR-138-5p 

hairpin or a control non-targeting miRNA. Whereas hsa-miR-138-5p expression did not reduce 

luciferase activity in any UTR-fusion where there was no predicted binding (i.e. wild type A3A, 

mutated A3B, or mutated A3G), luciferase activity was 20% reduced for the A3A 3’-UTR fusion 

with the mutated site and the A3B 3’-UTR fusion with the wild type site and 50% for the A3G 

3’-UTR fusion with the wild type site (FIGURE 14b) (adapted from Faure-Dupuy*, Riedl*, et 

al. [3]).  

These results confirm that there is a post-transcriptional regulation of the A3B mRNA by hsa-

miR-138-5p, and that also A3G and potentially mutated A3A can be regulated by this miRNA.  

 

7.1.3 Interfering with APOBEC3B upregulation prevents antiviral effects of 
LTβR activation 

Since others and my research group have shown that the activation of A3B by LTβR signalling 

is important to exert the antiviral effects on HBV [48, 287]], I aimed to investigate the effects 

of impaired A3B induction on cccDNA levels.  

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: 

Different NF-κB knock-out cell lines, namely NIK-, IKKβ-, and a NIK-IKKβ double knock-out 

cell line were generated, and were infected with HBV and treated for 12 days with BS1. 

Although in control cells, a 75% reduction in cccDNA level was observed, none of the knock-

out cell lines was able to clear the cccDNA to significant levels (FIGURE 15a). Similarly, BS1-

mediated decrease of HBV secreted DNA was reduced in the knock-out cells compared to 

control cells (FIGURE 15b). Of note, the different knock-outs had no effect on the efficiency 

of tenofovir treatment on both cccDNA (i.e. no effect) and HBV secreted DNA (i.e. strong 

decrease). As expected, A3B upregulation by BS1 treatment was severely impaired in knock-

out cells both on mRNA (FIGURE 15c) and protein level (FIGURE 15d). 
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Figure 13: miRNA-138-5p is a post-transcriptional repressor of A3B (adapted from Faure-
Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: (a-b) 
dHepaRG were treated for different times with BS1. (a) RNAs were extracted and analysed by RT-
qPCR. (b) Proteins were extracted and analysed by immunoblotting. (c) Schematic representation of 
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the working hypothesis. Further explanation is given in the text. (d) Two- or four-day treatment of 
dHepaRG was performed with BS1. RNAs were extracted and submitted to small RNA were 
sequencing. Top 50 significantly dysregulated miRNAs of a combined sequencing and RT-qPCR 
approach were unbiased clustered and plotted. Cluster I represents highly expressed miRNAs at day 
two, which were lowly expressed at day four (i.e. miRNAs of interest); Cluster II represents lowly 
expressed miRNAs at day two, which were highly expressed at day four; Cluster III represents lowly 
expressed miRNAs at day two, which were also lowly expressed after day four. (e) Schematic 
representation of the miRNA-138-5p binding site on the A3B 3’-UTR. (f) Two or four day treatment of 
dHepaRG was performed with BS1. RNAs were extracted and analysed by RT-qPCR. (a) Points, (f) 
respectively bars, represent the mean +/- SD of (a) three experiments or (f) one experiment performed 
in triplicates. Data were submitted to (a, f) unpaired student’s t-test. *: p < 0.05; **: p < 0.01; ***: p < 
0.001; ****: p < 0.001; ns: not significant. NT: non-treated 
 

Interestingly, the downregulation of hsa-miR-138-5p upon BS1 treatment, that was observed 

previously (FIGURE 13f) was recapitulated in control cells, but not observed in cells knocked-

out for NF-κB upstream kinases, suggesting that hsa-miR-138-5p repression, after BS1 

treatment, is regulated by NF-κB (FIGURE 15e). 

To functionally show that hsa-miR-138-5p is involved in the control of A3B mRNA levels and 

in turn capable to prevent cccDNA degradation, I transfected dHepaRG with miRNA-mimics 

or control-mimics. Indeed, A3B expression levels were reduced in miRNA-mimics transfected 

cells, both on steady-state levels and after induction with BS1. Importantly, whereas BS1 

treatment induced A3B expression around 8-fold in control-mimics-transfected cells, in miR-

138-5p-mimic-transfected cells the induction was only around 2-fold (FIGURE 15f). 
 

 
Figure 14: The hsa-miR-138-5p binding site in the A3B and the A3G 3’-UTR is functional (adapted 
from Faure-Dupuy*, Riedl*, et al. [3]) 
(a-b) Luciferase-3’-UTR fusion constructs containing the wild-type or mutated A3A, A3B and A3G 3’-
UTRs were co-transfected into HEK293T cells with and either control miR-expressing plasmids (Ctrl) 
or miR-138-5p-expressing plasmids (miR-138). (a) Schematic representations of luciferase-3’-UTR 
fusions used. (b) 48 hours post-transfection, luciferase activity was measured. Bars represent the mean 
+/- SD of one experiment performed in triplicates. Data were submitted to unpaired student’s t-test. **: 
p < 0.01; ***: p < 0.001; ns: not significant. 
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Figure 15: Blocking A3B upregulation by disruption of NF-κB signalling or mi-RNA 138-5p 
prevent the antiviral effect (adapted from Faure-Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: (a-e) 
dHepaRG, knocked out for NIK (sgNIK), IKKβ (sgIKKβ), or NIK and IKKβ (sgNIK+sgIKKβ), as well as 
control dHepaRG (sgCtrl) were infected with HBV. Twelve-day treatment of dHepaRG was performed 
with BS1 or tenofovir (Teno), starting seven days post infection (d.p.i). (a) DNA, (c, e) RNAs and (d) 
proteins were extracted and analysed by qPCR RT-qPCR or immunoblotting, respectively. (b) Secreted 
HBV DNA levels were determined directly from supernatant by qPCR. (f-h) dHepaRG were infected 
with HBV. Six-day treatment of dHepaRG was performed with BS1 or tenofovir (Teno) starting 13 d.p.i. 
Four days and one the day before treatment start, cells were transfected with miR-138-5p or control 
mimics. Then, (f) RNAs, (g) proteins and (h) DNA were isolated and analysed by RT-qPCR, 
immunoblotting and qPCR, respectively. Bars represent the mean +/- SD of (a-c, e) three or (f, h) six 
independent experiments. Data were submitted to (a-c, e-f, h) one-way ANOVA. *: p < 0.05; **: p < 
0.01; ***: p < 0.001; ****: p < 0.001; ns: not significant. NT: non-treated  
 

 Furthermore, A3B protein levels were strongly reduced by the transfection of miR-138-5p-

mimics (FIGURE 15g). Interestingly, also A3G protein levels were reduced by the mimics, 

strongly suggesting that the predicted hsa-miR-138-5p binding site in the A3G 3’-UTR is 

functional, as the one in the A3B 3’-UTR (FIGURE 15g).Similarly to the NF-κB knock-outs, the 

mimicked overexpression of the hsa-miR-138-5p inhibited the anti-cccDNA effects of the LTβR 

activation (FIGURE 15h) (adapted from Faure-Dupuy*, Riedl*, et al. [3]). Altogether, blocking 

the efficient upregulation of A3B by (I) interfering with NF-κB signalling or (II) aberrantly 

expressing the hsa-miR-138-5p, prevents cccDNA degradation.  

 

7.1.4 Hepatitis B virus can suppress APOBEC3B induction via epigenetic 
relgulation 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: 

Surprisingly, I in collaboration with Julie Lucifora and David Durantel found that HBV infection 

itself could block efficient A3B upregulation. Cells were infected with HBV or were left non-

infected (mock) and subsequently treated with BS1 for six consecutive days, starting one day 

post infection. qPCR analysis revealed that A3B expression levels were 50% and 75% 

reduced in HepaRG (FIGURE 16a) and PHH (FIGURE 16b), respectively, compared to non-

infected cells. As previously shown (FIGURE 12f), hsa-miR-138-5p expression levels were 

reduced by BS1 treatment, but were not significantly higher in cells additionally infected with 

HBV compared to mock (FIGURE 16c-d), which suggests a different mechanism by which 

HBV counteracts efficient A3B upregulation. In fact, I show that the activating epigenetic mark 

H3K4Me3 (tri-methylation of histone H3 at the position lysine 4 [288, 289]) is increased in non-

infected BS1-treated cells, but not in HBV-infected BS1-treated cells (FIGURE 16e). 

Importantly, neither in non-infected nor in HBV-infected cells BS1 treatment induced cell death 

(FIGURE 16f) (adapted from Faure-Dupuy*, Riedl*, et al. [3]). 
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Figure 16: HBV counteracts A3B induction by epigenetic modulation of the A3B promoter 
(adapted from Faure-Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: Six-day 
treatment of (a, c, e) dHepaRG or (b, d) PHH was performed with BS1, starting one d.p.i. with HBV. 
Non-infected (mock) cells were treated in the same fashion. (a-d) RNAs were extracted and analysed 
by RT-qPCR. (e) Association of the H3K4Me3 mark on the A3B promoter was analysed by ChIP 
followed by qPCR. (f) dHepaRG were infected with HBV. Twelve-day treatment of dHepaRG was 
performed with BS1, starting ten d.p.i. Non-infected cells were treated in the same fashion. Viability was 
determined by neutral Red uptake. Bars represents the mean +/- SD of (a, c, e-f) three or (b, d) one 
independent experiments performed in triplicates. Data were submitted to (a-e) one-way ANOVA. *: p 
< 0.05; **: p < 0.01; ***: p < 0.001; ****: p < 0.001; ns: not significant. NT: non-treated  
 

7.1.5 BS1 treatment does not induce detectable somatic mutational load 

As previously mentioned, A3B, as a cytidine deaminase, potentially can exert its mutational 

activity also towards the host genome, which can lead to somatic mutations and ultimately 

lead to cancer development [285].  
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Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: To 

assess if treating patients with LTβR agonists to eliminate HBV could be a therapeutic option, 

effect of A3B induction on the genomic DNA needed to be assessed. To this end, together 

with the company CeGaT in Tübingen, I analysed in dHepaRG if somatic mutations on pre-

selected genomic loci associated with cancer development are increased in number by BS1 

treatment. In an ultra-deep panel sequencing approach, 766 cancer related-genes were 

analysed for point mutations with an average sequencing depth of over 1,000 x coverage. 

Interestingly, although strong anti-cccDNA effects were observed after treatment of 12 days 

with BS1 (FIGURE 15a), no detrimental effects on the genome were observed. 2,868 SNPs, 

compared to the human reference genome hg19, were detected in total; but only 12 were 

shared exclusively by non-treated cells and 13 were shared exclusively between BS1 treated 

cells above the threshold level. 2,404 of all detected SNPs were shared between groups, 

representing the SNP profile of HepaRG against the reference genome (FIGURE 17a). When 

closer analysing the occurrence of SNPs in all possible tri-nucleotide contexts, it became 

obvious that the frequency of SNPs was not significantly different between the BS1 treated 

and the non-treated groups with median frequencies of 0.344% and 0.319% (p=0.299) 

(FIGURE 17b) (adapted from Faure-Dupuy*, Riedl*, et al. [3]). 

Taken together, my data indicate that the time-restricted administration of the LTβR agonist 

BS1 and subsequent upregulation of A3B, while providing a strong antiviral effect, does not 

lead to detectable detrimental effects on the human genome.  

 
Figure 17: LTβR agonisation does not lead to somatic mutations in cancer related genes 
(adapted from Faure-Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: (a-b) 
dHepaRG were infected with HBV. Twelve-day treatment of dHepaRG was performed with BS1, starting 
ten d.p.i. DNA was extracted and a panel sequencing of a panel containing 766 genes (CeGaT 
CancerPrecision panel) was carried out. 2,868 SNVs (single nucleotide variants) were detected in total. 
(a) Detected SNVs were filtered to identify SNVs occurring in all samples with a number of alleles (novel 
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allele frequency, NAF) > 5% and a coverage > 30 (2,404), only in all treated samples (13 SNVs) and 
only in all ‘not-treated’ samples (Twelve SNVs). 439 SNVs were not specific to either of the two groups. 
Close evaluation of the 13 genes containing SNVs in the BS1-treated group and the twelve genes 
containing SNVs in the non-treated group revealed NAFs close to the cut-off of 5% but are detected in 
the other samples as well. (b) SNVs in every possible trinucleotide context were analysed for their 
frequency. Comparison of the frequency of SNVs between non-treated and BS1-treated samples. 
Median frequency and the interquartile range (IQR) of SNVs are presented in the table. In the box plot, 
every data point represents a SNV in a trinucleotide context. Data were submitted to Wilcoxon-signed 
Rank Sum test. NT: non-treated 
 

7.1.6 APOBEC3B can exert its antiviral activity independently of 
transcriptionally active cccDNA and a full replication cycle 

Although the LTβR activation, followed by A3B upregulation, can efficiently reduce cccDNA 

levels in vitro, some limitations for the use as an antiviral strategy in a clinical context are to 

be considered. Firstly, during late phases of a chronic HBV infection (i.e. during occult 

infection), cccDNA molecules might become silenced and therefore display tightly packed 

chromatin state [48, 290]. Given that A3B was suggested in literature to only act on ssDNA, 

as shown for other A3 family members [291], the remaining cccDNA molecules that were not 

targeted by A3B could then reactivate the infection. Secondly, it was reported in the literature, 

that the A3B deaminating activity only acts on the ssDNA during reverse transcription [292, 

293]. A3B would therefore not be able to act on nuclear cccDNA, contradictory to what I have 

previously shown.  

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: To 

address, if LTβR activation can overcome those potential limitations, I used two different 

models of HBV. The first model, generously provided by Julie Lucifora and David Durantel, 

lacks a transcriptionally active cccDNA (HBV ΔX, which does not express a functional X 

protein for transactivation), which can infect cells but will not produce mRNAs [48, 290]. The 

second model I used is called rHBV and was designed and produced by Jochen Wettengel 

and Ulrike Protzer. It is a recombinant HBV that had large parts of the HBsAg and polymerase 

ORF disrupted to insert a TTR promoter driven expression of RFP (red fluorescent protein). 

This virus will infect dHepaRG and establish a cccDNA, but cannot complete the whole life 

cycle, since the pre-genomic RNA (pgRNA) would not be reverse transcribed due to the lack 

of the viral polymerase gene. 

To evaluate the effects of LTβR activation on transcriptionally silent cccDNA, dHepaRG were 

infected with HBV ΔX or wild-type HBV, and treated with BS1 for 12 days. Interestingly, the 

cccDNA levels of both viruses were reduced significantly to similar extent by more than 60%, 

as measured by qPCR and Southern Blot analysis (FIGURE 18a and 18b, respectively). 
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Figure 18: APOBEC3B effect on cccDNA is independent of transcription or a full replication 
cycle (Adapted from Faure-Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: (a-b) 
dHepaRG were infected with wild-type (wt) HBV or HBx-deficient (ΔX) HBV. Ten-day treatment of 
dHepaRG was performed with BS1, starting seven d.p.i. DNA was extracted and analysed by (a) qPCR 
and (b) Southern blot. (c-f) dHepaRG were infected with recombinant tRFP-rHBV. Nine-day treatment 
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of dHepaRG was performed with BS or tenofovir (Teno), starting seven d.p.i. (c) Representative bright 
field and fluorescent images  of the different treatments at six d.p.i. (d) Quantification of tRFP positive 
nuclei per view field (VF). (e-f) RNAs and DNA were extracted and quantified by RT-qPCR and qPCR, 
respectively. Bars represent the mean +/- SD of (a) four or (e-f) two independent experiments performed 
in triplicates. Data were submitted to (a) unpaired student’s t-test or (e-f) one-way ANOVA. ***: p < 
0.001; ****: p < 0.001; ns: not significant. NT: non-treated 
 
  

To address whether A3B was only acting on ssDNA during reverse transcription, as suggested 

by others [294, 295], dHepaRG were infected with rHBV and treated with BS1 or with tenofovir 

as control. Infected cells were positive for red fluorescence (FIGURE 18c) and BS1 treatment, 

but not tenofovir treatment reduced the amount of positive nuclei after 6 days of treatment by 

around 50% (FIGURE 17d). A3B expression was upregulated in BS1 treated cells (FIGURE 
18e) and cccDNA levels were significantly reduced, as well as the pre-genomic RNA and the 

RFP mRNA (Figure 18f), indicative of a strong antiviral effect of BS1 treatment (adapted from 

Faure-Dupuy*, Riedl*, et al. [3]).  

Taken together, these results strongly suggest that LTβR activation can even efficiently target 

transcriptionally inactive cccDNA. Furthermore, I show that A3B can directly act on the 

cccDNA. Moreover, the A3B-induced cccDNA reduction is independent of (I) the whole life 

cycle of the virus (i.e. not due to prevention of capsid recycling in the cytoplasm) and (II) the 

occurrence of ssDNA during reverse transcription. This observation is contradictory to reports 

in literature, stating that A3B mainly works on the relaxed circular DNA (rcDNA) during reverse 

transcription [292]. Importantly, by ruling out these two possible limitations to the use of LTβR 

activation as a possible treatment option against HBV, I showed that the treatment could be 

efficient for patients at different stages of HBV pathogenesis. 

 

7.2 Aim 2: Hypoxia reduces antiviral effects of LTβR activation and 
offers a niche for HBV to avoid immune responses  

7.2.1 “HIF1α high” areas in patients offer a reservoir for HBV in immune 
active patients 

Hypoxia is an important microenvironmental cue, that was described to both positively and 

negatively influence immune responses, depending on cells and mode of action of the immune 

responses involved [296]. Our research group, our collaborators and others have shown that 

the activation of the immune system or of immune responses by receptor activation can 

efficiently restrict HBV [279, 297, 298]. I wanted to understand the effect of hypoxia and HIF1α 

stabilisation, an early step in hypoxia responses, on LTβR activation and if hypoxia might be 

involved in HBV persistence by reducing antiviral immune responses in chronically infected 

patients.  
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Figure 19: HIF1α stabilisation allows HBV persistence in vivo (adapted from Riedl*, Faure-
Dupuy*, et al. [4]) 
Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: (a-e) Formalin 
fixed, paraffin embedded liver tissues of chronic HBV patients were consecutively sectioned and stained 
for HIF1α and HBcAg protein by immunohistochemistry (IHC), or APOBEC3B mRNA by in situ 
hybridisation (ISH); or co-stained for HIF1α protein and APOBEC3B mRNA in a double fluorescent 
IHC/ISH. (a-c) Three different zones were distinguished, based on HIF1α staining: (i) no HIF1α positive 
nuclei per view field (VF); (ii) 1-5 HIF1α positive nuclei per VF; (iii) >5 HIF1α positive cells per VF. 
Arrowheads show positive nuclei. (a) Representative images of the three zones of HIF1α (upper panels) 
and HBcAg (lower panels) from the same specimen. (b) Quantification of HIF1α and HBcAg positive 
nuclei in the 3 different zones. Every point represents the mean of two VF and the bars show the mean 
+/- SD of eight patients. (c) Pearson’s correlation analysis was performed for HIF1α- and HBcAg-
positivity per VF. (d) Representative pictures of patients stained for HIF1α and HBcAg protein and A3B 
mRNA. Upper three pictures show a representative “HIF1α high” area, lower three pictures show “A3B 
high” area of the same patient sample. (e) Representative images of one slide stained for both HIF1α 
protein and A3B mRNA. Upper three pictures show a representative “HIF1α high” area, lower three 
pictures show a representative “A3B high” area of the same patient sample. Percentage of stained area 
for A3B and HIF1α was quantified and is presented in the table +/- SD of nine different patients. Data 
were submitted to (b, e) one-way ANOVA. *: p < 0.05; **: p < 0.01; ns: not significant. 
 
(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): 

Therefore, consecutive liver sections of patients that underwent liver resection and suffered 
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from end stage CHB (“HBeAg-positive chronic hepatitis B”, also considered as the immune 

active phase of the infection) were obtained from the DZIF partner site in Heidelberg/Institute 

of Pathology of the Medical University Heidelberg. These sections were stained for HIF1α and 

the HBcAg. I found that in corresponding areas of the two consecutive sections, high numbers 

of HIF1α positive cells appeared in conjunction with high numbers of HBcAg positive cells and, 

reciprocally, that decreased numbers of HIF1α positive cells came along with decreased 

numbers of HBcAg positive cells (FIGURE 19a and 19b). The numbers of positive cells for 

HIF1α and HBcAg in the corresponding areas correlated significantly (FIGURE 19c). 

I showed that LTβR activation leads to A3B upregulation, which can drive cccDNA 

degradation, and my research group previously published that lymphotoxin alpha and beta 

(LTα/β) are upregulated in CHB patients [299]. It could be expected that in patients, LTβR 

activation is happening, inducing antiviral activity in activated hepatocytes, leading to 

eradication of the virus. However, CHB patients do not manage to clear the infection. I 

assessed if the correlation of HIF1α and HBcAg in patients within “HIF1α/HBcAg high areas” 

went together with a decreased induction of antiviral mediators, in this case A3B. In fact, 

staining of consecutive cuts for HBcAg, HIF1α, and A3B mRNA suggested that A3B is 

“depleted” from the areas that stain strongly for HIF1α and HBcAg (FIGURE 19d). To further 

evaluate the interplay of HIF1α and A3B expression, sections were co-stained with a probe 

against A3B mRNA for fluorescence in situ hybridisation and with an antibody against HIF1α 

for immunofluorescence. I found that “HIF1α high” areas were depleted of A3B mRNA and 

vice versa, that areas enriched for A3B mRNA showed low HIF1α signal (FIGURE 19e) 

(adapted from Riedl*, Faure-Dupuy*, et al. [4]).   

Taken together, these data highlight that in patients, efficient induction of A3B is only 

happening in liver areas low for HIF1α, even though these livers are inflamed. This process 

allows viral persistence and potentially offer HBV a reservoir in which it is protected from 

efficient eradication. 

7.2.2 Stabilisation of HIF1α impairs antiviral effects of LTβR activation 

(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): To 

confirm the observations made with patients samples and test my hypothesis that HIF1α 

stabilisation protects HBV from eradication by A3B, I deployed three different methods to 

stabilise HIF1α in vitro: (I) hypoxia (1% O2), which is the canonical stabiliser and inducer of 

HIF1α, (II) DMOG, and (III) FG-4592. The latter two are small molecules inhibiting the proline 

hydroxylases PHD1-3 and therefore block HIF1α degradation even in the presence of oxygen.  

HBV infected dHepaRG were treated with BS1 in the presence or absence of any of the HIF1α 

stabilising conditions. Under conditions not stabilising HIF1α (normoxia, NO, 20% O2; or 
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DMSO) A3B expression was upregulated by BS1 (FIGURE 20a, c, e; siCtrl/BS1) and cccDNA 

degradation was observed (FIGURE 20b, d, f; siCtrl/BS1). Interestingly, under HIF1α 

stabilising conditions (hypoxia, HO, 1% O2; or DMOG and FG-4592), A3B induction was 

strongly impaired (FIGURE 20a, c, e; siCtrl/BS1), as well as the anti-cccDNA effect of the 

treatment (FIGURE 20b, d, f; siCtrl/BS1). Surprisingly, the knock-down of HIF1α by siRNA 

transfection was able to rescue A3B induction by BS1 under HIF1α stabilising conditions 

(FIGURE 20a, c, e; siHIF1α/BS1) and restored anti-cccDNA effects (FIGURE 20b, d, f; 
siHIF1α/BS1). Together with Julie Lucifora, I confirmed BS1-induced cccDNA reduction and 

inhibition thereof by DMOG treatment by Southern Blot analysis (FIGURE 20g).  

Of note, HIF1α knock-down under normoxia was sufficient to slightly increase A3B levels 

under steady state levels and this effect was even more pronounced under BS1 treatment 

(FIGURE 20a, siHIF1α/BS1). Immuno-precipitation experiments showed that BS1 treatment 

under normoxia induced the production of HIF1α, which can be the explanation that the 

induction of A3B is further improved after HIF1α knock-down, considering that HIF1α impairs 

efficient A3B upregulation (FIGURE 20h) (adapted from Riedl*, Faure-Dupuy*, et al. [4]). 

Besides BS1, other immune stimulatory molecules were described to induce cccDNA 

degradation, namely IFNα2A (Roferon) [2], IFNγ and TNFα, [299]. I aimed to elucidate if HIF1α 

stabilisation might as well affect the antiviral effects of those cytokines. To this end, dHepaRG, 

infected with HBV were treated with mentioned cytokines in either presence or absence of 

DMOG. cccDNA degradation was observed at various rates for all three molecules (30% 

reduction for both interferons and 50% for TNFα) (FIGURE 21a; DMSO). Surprisingly, this 

effect was blocked under HIF1α stabilisation with DMOG (FIGURE 21a; DMOG). Similarly, 

treatment with different immune-stimulatory molecules highlighted a strong reduction of NF-

κB activation in dHepaRG under hypoxia. While BS1, TNFα, IL-17A and LPS, under 20% 

oxygen, lead to an upregulation of A3B, NIK, and NF-κB2 to different extends, under 1% 

oxygen this induction was dampened (FIGURE 21b-d) (adapted from Riedl*, Faure-Dupuy*, 

et al. [4]).  

In summary, these data suggest that HIF1α is directly involved in the suppression of anti-

cccDNA effects by BS1, but also other antiviral molecules. HIF1α depletion alone was 

sufficient to rescue the reduced A3B induction under HIF1α stabilisation and restored cccDNA 

degradation.  
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Figure 20: HIF1α stabilisation prevents the anti-viral effects of APOBEC3B in vitro (adapted 
from Riedl*, Faure-Dupuy*, et al. [4]) 
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Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: (a-b) 
dHepaRG were infected with HBV. Six-day treatment of dHepaRG was performed under either 20% 
oxygen (“Normoxia”, NO) or 1% oxygen (“Hypoxia”, HO) with BS1, starting six d.p.i. Before treatment 
start and after the first three days of treatment, cells were transfected with HIF1α-targeting (siHIF1α) or 
control siRNAs (siCtrl). (c-f) dHepaRG were infected with HBV. Six-day treatment of dHepaRG was 
performed with BS1 (c-d) and/or DMOG (e-f) and/or FG-4592, starting 13 days post infection with HBV. 
Four days and on the day before treatment start, cells were transfected with HIF1α-targeting or control 
siRNAs. (a, c, e) RNAs and (b, d, d) DNA were extracted and analysed by RT-qPCR and qPCR, 
respectively. Bars represent the mean +/- SD of (a-b) one, or (c-f) three independent experiments 
performed in quadruplicates. Data were submitted to (a, c, e) one-way ANOVA or (b, d, f) unpaired 
student’s t-test. (g) dHepaRG were infected with HBV. Twelve-day treatment of differentiated HepaRG 
(dHepaRG) was performed with BS1 and/or DMOG starting ten d.p.i. Episomal DNA was extracted and 
analysed by Southern blot. (h) Three-day treatment dHepaRG was performed under either 20% oxygen 
or 1% oxygen with BS1. Proteins were pulled down with the indicated antibody and analysed by 
immunoblotting. *: p < 0.05; **: p < 0.01; ***: p < 0.005; ****: p < 0.0001; ns: not significant. NT: non-
treated 
 

 
Figure 21: HIF1α stabilisation impairs the response to a multitude of immune stimulatory 
molecules (adapted from Riedl*, Faure-Dupuy*, et al. [4]) 
Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: (a) dHepaRG 
were infected with HBV. Twelve-day treatment of dHepaRG was performed with Roferon (i.e. interferon 
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α 2A), IFNγ, TNFα and/or DMOG starting seven d.p.i. DNA was extracted and cccDNA levels were 
analysed by qPCR. (b-d) Six-day treatment of dHepaRG was performed under either normoxia or 
hypoxia with BS1, TNFα, IL-17A, or LPS. RNAs were extracted and analysed via RT-qPCR. Bars 
represent the mean +/- SD of (a-d) three independent experiments performed in triplicates. *: p < 0.05; 
***: p < 0.005; ****: p < 0.0001; ns: not significant. NT: non-treated 
 

7.2.3 HIF1α, but not HIF2α is involved in the repression of A3B induction 

(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): 

My data so far showed a strong involvement of HIF1α in the repression of A3B. To rule out 

that HIF2α, another hypoxia induced transcription factor with the same destabilising features 

in the presence of oxygen [300], is involved in this process, I set up both gain-of-function and 

loss-of-function experiments. First, cell lines inducible for the overexpression of either wild-

type HIF1α, wild-type HIF2α or degradation resistant HIF1α (dr-HIF1α) were produced based 

on the tetracycline repressor expressing cell line HepaRG-TR. In dr-HIF1α, two prolines (P402 

and P564) were substituted by alanines, which prevents hydroxylation of HIF1α and therefore 

blocks proteasomal degradation, even under high oxygen levels. Under doxycycline 

treatment, cells expressed the respective proteins, however, the wild type HIF1α was not 

detectable under normoxia, probably due to the fast turn-over of the protein. Only dr-HIF1α 

and HIF2α were detected on western blot (FIGURE 22a) and were therefore used for further 

experiments. Carbonic anhydrase IX (CAIX), as a functional read-out of HIF1α transcriptional 

activity, was strongly overexpressed in the dr-HIF1α cell line under treatment with 0.1 µg/mL 

doxycycline, as well as HIF2α in the HIF2α expressing cell line (FIGURE 22b). While in the 

empty vector control cell line, no effect on A3B expression was observed, I could detect a 

dose dependent effect of A3B repression when cells were treated with BS1 in addition to 

doxycycline (FIGURE 22c). Although this effect was slightly weaker in the HIF2α cell line than 

in the dr-HIF1α cell line, these data suggested that both proteins might be involved in the 

repression of A3B under HIF stabilising conditions.  

To functionally test this hypothesis once more, I transfected dHepaRG with siRNAs targeting 

either HIF1α or HIF2α or transfected both siRNAs at once. Only the transfection with HIF1α-

targeting, but not with HIF2α-targeting siRNAs was able to rescue the reduced A3B expression 

under hypoxia (FIGURE 22d), although knock-down efficiencies were strong for both genes 

in the single and double knock-down cells (FIGURE 22e). Interestingly, while no rescue was 

observed in the single HIF2α knock-down cells, also no additional effect of the HIF2α knock-

down in the double knock-down cells was present (FIGURE 22d, siHIF1α+siHIF2α).  

Of important note, hypoxia neither induced a downregulation of the LTβR on the cell surface 

(FIGURE 22f-g), nor cell death (FIGURE 22h), indicating that the observed effects are no 

bystander effects of reduced sensing of the ligands or response to cell death (adapted from 

Riedl*, Faure-Dupuy*, et al. [4]).  
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Figure 22: HIF1α, but not HIF2α is involved in the repression of APOBEC3B upregulation under 
physiologic conditions (adapted from Riedl*, Faure-Dupuy*, et al. [4]) 
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Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: (a) Wild-type 
HIF1α expressing, a degradation resistant mutated HIF1α (P402A/P564A, “dr-HIF1α”) expressing, or 
wild-type HIF2α expressing dHepaRG were exposed to 1 µg/mL doxycycline (Dox) for the induction of 
the transgene for three days. Proteins were extracted and analysed via immunoblotting. (b) dHepaRG 
were treated with indicated doses of doxycycline. mRNAs were extracted and analysed by RT-qPCR. 
(c) Three-day treatment of dHepaRG expressing either inducible dr-HIF1α, HIF2α or containing an 
empty vector was performed with BS1 and indicated concentrations of doxycycline. RNAs were 
extracted and A3B expression was analysed by RT-qPCR. (d-e) Three-day treatment of dHepaRG was 
performed under hypoxia in the presence or absence of BS1. One day before treatment start, cells were 
transfected with either HIF1α-targeting (siHIF1α), HIF2α-targeting (siHIF2α), both siRNAs 
(siHIF1α+siHIF2α), or control siRNAs (siCtrl). RNAs were extracted and (d) A3B expression or (e) 
HIF1α and HIF2α expression was analysed by RT-qPCR. (f-g) dHepaRG were incubated under hypoxia 
or normoxia for three days. One day before, cells were transfected with either HIF1α-targeting or control 
siRNAs or left untransfected. LTβR surface expression was analysed by flow cytometry. (f) Bars 
represent the geometric mean of two independent experiments with three or four biological replicates 
in percent to non-transfected cells incubated under NO. (g) Histograms of representative samples. (h) 
Six-day treatment of dHepaRG was performed under either normoxia or hypoxia with BS1. One day 
before treatment start, cells were transfected with either HIF1α-targeting or control siRNAs. Viability 
was assessed by sulforhodamine B assay. Data represent the mean +/- SD of (b-c) four or (d-f, h) three 
independent experiments performed in triplicates. Data were subjected (b) to unpaired Student’s t-test 
or (c-f, h) to one-way ANOVA. *: p < 0.05; **: p < 0.01; ***: p < 0.001; ****: p < 0.0001; ns: not 
significant. NT: non-treated 
 

In summary, the data I present here indicate that HIF1α is the main driver of the observed 

repression of A3B induction under low oxygen or other HIF stabilising conditions. HIF2α, if 

specifically overexpressed, might also play a role in this setting, but under physiological 

conditions, the removal of HIF1α is both necessary and sufficient for the rescue of A3B 

induction. Furthermore, the observed reduction in A3B overexpression by BS1 treatment is 

not due to a downregulation of the LTβR on the cell surface.  

 

7.2.4 HIF1α stabilisation prevents RelB accumulation under LTβR activation, 
blocking A3B induction 

As demonstrated extensively for my work on aim 1, NF-κB, downstream of LTβR activation, is 

the signalling pathway involved in A3B upregulation. When investigating, for example, 

promoter occupancy of the A3B promoter (FIGURE 12e) or conducting promoter-luciferase 

fusion experiments (FIGURE 12d), it became obvious that RelB is highly important in this 

process. 

RelB itself is an interesting candidate for being under control of HIF1α stabilisation, since it is 

at a crossroad between the canonical and the alternative NF-κB signalling pathway. Whereas 

its mRNA is induced by the IKK complex- and RelA-dependent canonical NF-κB pathway, it is 

the major transcription factor in the heterodimer p52/RelB downstream of NIK-dependent 

alternative NF-κB signalling [281]. 

(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): 

Comparison of nuclear and cytosolic extracts of dHepaRG incubated with DMOG showed that 
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RelB protein levels, especially in the nucleus, but also in the cytoplasm were severely reduced 

in DMOG treated cells (FIGURE 23a). Interestingly, effects on RelA were not obvious in 

cytosolic fractions and only minor in nuclear fractions (FIGURE 23a). Furthermore, similar to 

the rescue of A3B induction, RelB protein levels were restored under DMOG treatment when 

HIF1α was knocked-down with siRNAs (FIGURE 23b). Importantly, the RelB mRNA levels 

under DMOG treatment were not reduced compared to control cells but rather slightly 

increased (FIGURE 23c). In collaboration with Maude Rolland and Emmanuel Dejardin, I 

confirmed these observations in vivo. Mice were injected with DMOG and sacrificed six hours 

later. In the liver of all animals, RelB protein levels were reduced when DMOG, but not the 

vehicle, was injected (FIGURE 23d). HIF1α levels were elevated under DMOG treatment and 

RelA and p50 protein levels were unchanged. Surprisingly, RelB mRNA levels were 

unchanged between the vehicle and the DMOG injected group (FIGURE 23e), implicating 

again that HIF1α stabilisation directly leads to a RelB protein destabilisation without further 

effects on the RelB mRNA expression. Of note, the most important binding partner of RelB, 

p52, was not found on the A3B promoter under hypoxia under BS1 treatment, whereas its 

occupancy of the promoter was 3-fold increased in BS1 treated cells under normoxia (FIGURE 
23f). This shows that the repression of RelB is directly linked to reduced A3B induction by 

diminished promoter engagement of the NF-κB heterodimer RelB/p52. 

I could further observe a “dosage effect” of HIF1α stabilisation on RelB protein levels, as RelB 

levels under 3% oxygen (i.e. “mild hypoxia”), showed an intermediate level when compared to 

20% and 1% oxygen (FIGURE 23g). A3B induction, however, was not affected by 3% oxygen, 

whereas it was strongly reduced by 1% oxygen (FIGURE 23h) (adapted from Riedl*, Faure-

Dupuy*, et al. [4]). 

In line with the previous results, RelB protein was strongly induced under BS1 treatment, which 

was prevented under hypoxia, as shown by ICC (FIGURE 24a). However, RelA translocation 

was induced by BS1 regardless of the oxygen levels (FIGURE 24b) (adapted from Riedl*, 

Faure-Dupuy*, et al. [4]).  

 

7.2.5 HIF1α represses RelB protein accumulation independently of its 
transcriptional activity 

HIF1α belongs to a large family of DNA binding proteins, the basic helix-loop-helix (bHLH) 

family. Within this group, it more specifically belongs to the PAS domain proteins (PAS: the 

protein domain shared by Per, ARNT and Sim). In the same group is found ARNT (aryl 

hydrocarbon receptor nuclear translocator), sometimes called HIF1β. ARNT is the interacting 

partner of HIF1α, and under HIF1α stabilising conditions, HIF1α translocates to the nucleus 

to bind together with ARNT to hypoxia responsive elements (HREs) in the DNA to induce 
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transcription of hypoxia induced genes [301]. However, ARNT can also bind different 

transcription factors among which AhR (aryl hydrocarbon receptor), a protein induced as a 

response to xenobiotics, e.g. dioxin. 

 

 Figure 23: RelB protein levels are reduced under HIF1α stabilising conditions (adapted from 
Riedl*, Faure-Dupuy*, et al. [4]) 
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Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: (a-c) 
Overnight treatment of dHepaRG was performed with BS1 and/or DMOG. (a) Nuclei were separated 
from the cytoplasm and proteins were analysed by immunoblotting. (b-c) Two days before treatment 
start, cells were transfected with either HIF1α-targeting (siHIF1α) or control siRNAs (siCtrl). (b) Proteins 
and (c) RNAs were extracted and analysed by immunoblotting and RT-qPCR, respectively. (d-e) Mice 
were injected intraperitoneal with DMOG or the equal amount of DMSO. Six hours post injection, mice 
were sacrificed and (d) proteins and (e) RNAs were isolated from liver tissue. (f) Six-day treatment of 
dHepaRG was performed under either normoxia or hypoxia with BS1. Then, nucleic acids were cross-
linked with proteins and submitted to ChIP. p52 binding to A3B promoter was quantified by qPCR. (g-
h) Three-day treatment of dHepaRG was performed under either 20%, 3% or 1% oxygen with BS1. (a-
b, d, g) Proteins were isolated and analysed by immunobloting using indicated antibodies. (c, e, h) 
RNAs were extracted and analysed by RT-qPCR. Data represent the mean +/- SD of (c, f, h) three or 
(e) one and independent experiments performed in triplicates. Data were subjected (f) to one-way 
ANOVA. *: p < 0.05; **: p < 0.01; ***: p < 0.001; ****: p < 0.0001; ns: not significant. NT: non-treated 
 

 
Figure 24: RelB, but not RelA, is reduced by HIF1α stabilisation in vitro and in vivo (adapted 
from Riedl*, Faure-Dupuy*, et al. [4]) 
(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): (a-b) 
dHepaRG were seeded into 4-well chamber slides. Three-day treatment of dHepaRG was performed 
under either normoxia or hypoxia with BS1. Cells were then and stained for (a) RelB and (b) RelA. 
Upper panels show representative pictures and lower panels show quantification of positive nuclei. Data 
represent the mean of five pictures per condition of two independent experiments. Data were subjected 
to one-way ANOVA. *: p < 0.05; **: p < 0.01; ****: p < 0.0001; ns: not significant. NT: non-treated 
 

Literature on these relationships showed that competition between interacting proteins might 

occur (e.g. competition for common partners, HIF1α/ARNT and AhR/ARNT [302]). 

Furthermore, there are reports that RelB can interact with ARNT to regulate CD30 signalling 
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[303] and with AhR to regulate the expression of cytokines [304], which can also control RelB 

stability and/or its transcriptional activity [305]. The possible interactions are presented in 

FIGURE 25. 

 

 
Figure 25: ARNT, RelB, and HIF1α are part of a multi-functional network of transcription factors 
Schematic representation of intersections and crossroads of HIF1α, AhR, RelB, p52, and ARNT. ARNT 
is the canonical binding partner of HIF1α and AhR to activate specific genes in response to hypoxia 
and xenobiotics, respectively. A competition for ARNT between HIF1α and AhR can be expected if 
limited amounts of ARNT are present in cells. Furthermore, RelB can bind both AhR and ARNT, besides 
its canonical binding partner p52, suggesting even more competition for common factors.  
 

Based on all these possible connections, I first wanted to know if removing AhR from the 

equation would increase RelB protein levels. For instance, with less AhR being present in the 

cell, more ARNT protein might be available for a binding of HIF1α, preventing high HIF1α level 

from interfering with RelB protein levels.  

(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): To 

this end, I knocked-down AhR in cells treated with DMOG. Although AhR protein levels were 

strongly reduced, the decreased RelB protein levels were not restored under DMOG treatment 

(FIGURE 26a). Concomitant, A3B mRNA levels were not restored (FIGURE 26b) as 

previously shown for HIF1α knock-down (FIGURE 20c). 

Interestingly, RelB levels (FIGURE 26c), as well as A3B expression (FIGURE 26d) were not 

rescued either in cells knocked-down for ARNT. RelB mRNA expression was also not altered 

upon ARNT knock-down (FIGURE 26e), as shown previously under HIF1α knock-down 

(FIGURE 23c). Of important note, ARNT knock-down prevented efficient induction of the 

HIF1α target gene VEGFα (FIGURE 26f), indicating that transcriptional activity of HIF1α is 
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blocked by removal of ARNT (adapted from Riedl*, Faure-Dupuy*, et al. [4]). This is of special 

interest as the canonical function of HIF1α is to sense oxygen levels and to subsequently 

activate the transcription of genes that set the cell to a “hypoxic state” to cope with these 

conditions. My data suggest another a non-canonical, function of HIF1α leading to direct 

regulation of RelB protein levels (I) without affecting RelB mRNA levels and (II) independently 

of ARNT and therefore of HIF1α transcriptional activity. 

 

 
Figure 26: RelB protein levels are independent of AhR and HIF1α transcriptional activity 
(adapted from Riedl*, Faure-Dupuy*, et al. [4]) 
(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): (a-f) 
Overnight treatment of dHepaRG was performed with BS1 and/or DMOG. Two days before treatment 
start, cells were transfected with (a-b) AhR-targeting (siAhR), (c-f) ARNT-targeting (siARNT) or control 
siRNAs (siCtrl). (a, c) Proteins and (b, d-f) RNAs were extracted and analysed by immunoblotting and 
RT-qPCR, respectively. Bars represent the mean +/-SD of (b, d-f) three independent experiments. Data 
were submitted to (b, d, f) one-way ANOVA. ***: p < 0.001; ****: p < 0.0001; ns: not significant. NT: 
non-treated 
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7.2.6 Cellular pathways important for execution of immune stimuli-induced 
signalling are repressed under hypoxia, independently of HIF1α 

(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]): 

Next, I wanted to investigate the global effect of hypoxia on the HepaRG proteome. To this 

end, dHepaRG, treated or not with BS1, transfected or not with HIF1α targeting siRNAs and 

cultured under 20% (normoxia, NO) or 1% (hypoxia, HO) oxygen were analysed by mass 

spectrometry with support of Silvia Calderazzo and Martin Schneider from the DKFZ 

Biostatistics Core Facility and the genomics and proteomics core facility, respectively. 

Surprisingly, whereas 418 proteins were significantly dysregulated when comparing BS1-

treated to non-treated cells under normoxia, there were only two dysregulated proteins found 

for the same comparison under hypoxia (FIGURE 27a). This suggested that under hypoxia, 

cells were generally less activatable by LTβR activation with BS1. When analysing the 

regulation of pathways, I separated pre-selected pathways into four clusters: I - transcription 

and translation; II - signal transduction and immune response; III - metabolism; and IV - DNA 

replication and repair. BS1 treatment very prominently induced upregulation of all pathways 

of cluster I and cluster IV, while repressing metabolic pathways of cluster III (FIGURE 27b). 

Of cluster II, most pathways were not significantly dysregulated, except from “antigen 

processing and presentation” and “NF-κB signalling” pathway, which were upregulated and 

“PPAR (peroxisome proliferator-activated receptor) signalling pathway”, which was 

downregulated, which goes in line with the downregulation observed for fatty acid metabolism 

(FIGURE 27b). 

To find out how HIF1α affects the response to hypoxia, I used the following pairwise 

comparisons of samples: (1): non-treated, normoxia, control siRNA transfected versus BS1- 

treated, normoxia, control siRNA transfected (NO/NT/siCtrl vs. NO/BS1/siCtrl); (2): non-

treated, normoxia, control siRNA transfected versus BS1-treated, hypoxia, control siRNA 

transfected (NO/NT/siCtrl vs. HO/BS1/siCtrl) and (3) non-treated, hypoxia, control siRNA 

transfected versus BS1-treated, hypoxia, HIF1α-targeting siRNA transfected (NO/NT/siCtrl vs. 

HO/BS1/siHIF1α). With the first comparison, I wanted to confirm that siRNA transfected cells 

react the same way as the non-transfected cells from FIGURE 27b. Indeed, the same 

pathways were significantly dysregulated as in the previous experiment with non-transfected 

cells (FIGURE 27c). With the comparison (2), I aimed to investigate whether BS1 treated cells 

under hypoxia would upregulate the pathways similarly as under normoxia. Surprisingly, the 

effect of hypoxia on the cells was much stronger than the effect of BS1 treatment. Precisely, 

of cluster I, II, and III, nearly all pathways showed a significant repression under hypoxia, 

although cells were treated with BS1, and cluster IV was not significantly upregulated anymore 

(FIGURE 27d).  
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Figure 27: HIF1α knock-down rescues “mRNA processing” and “ribosomes” pathways. 
(adapted from Riedl*, Faure-Dupuy*, et al. [4]) 
Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [4]: (a-e) Three-
day treatment of differentiated HepaRG (dHepaRG) was performed under either normoxia or hypoxia  
with BS1. dHepaRG were either (a-b) left untransfected or (c-e) one day before treatment start, 
transfected with either HIF1α-targeting (siHIF1α) or control siRNAs (siCtrl). Proteins were extracted and 
submitted to unbiased mass spectrometry analysis. (a) Volcano plot represents proteins of normoxia 
non-treated (NO/NT) vs. normoxia BS1-treated (NO/BS1) comparison. Dotted line represents the limit 
of significance (adjusted p-value < 0.05). Red dots represent the only two proteins, which are 
significantly dysregulated (i.e. adjusted p-value < 0.05) in similar comparison under hypoxia (HO/NT vs. 
HO/BS1). (b-e) Cellular pathways of significantly changed proteins were analysed for pre-selected 
KEGG pathways using the ROAST algorithm. Pathway analysis is shown for the following comparisons: 
(b) NO/NT vs. NO/BS1, (c) NO/NT/siCtrl vs. NO/BS1/siCtrl, (d) NO/BS1/siCtrl vs. HO/BS1/siCtrl, and 
(e) HO/BS1/siCtrl vs. HO/BS1/siHIF1α. The significantly (respectively, non-significant) upregulated 
(dark red bar; respectively, light red bar) or downregulated (dark blue bar; respectively, light blue bar) 
pathways are presented as the percentage of proteins analysed in the pathways. Of note, black bars 
represent the number of significantly dysregulated proteins in the pathway. Data were submitted to 
LIMMA algorithm for selection of significantly changed proteins. *: p < 0.05; **: p < 0.01; ***: p < 0.001; 
****: p < 0.0001; ns: not significant. NT: non-treated 
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Of special interest was that the machinery for the transcription and translation was severely 

downregulated, which points towards the direction that even if immune stimulatory cues would 

be sensed by the cells, effectors would be very inefficiently produced. Finally, the comparison 

(3) served to elucidate, if HIF1α on its own is the driver of this hypoxic state that strongly 

impairs previously mentioned pathways, especially of the cluster I. Interestingly, some 

pathways of cluster I were rescued from being significantly downregulated by HIF1α knock-

down; the “ribosome” pathway even showed a tendency to upregulation, albeit not significantly 

(FIGURE 27e). Also the “NF-κB signalling pathway” was changed from being significantly 

downregulated in comparison (2), it was not significantly changed in comparison (3) (FIGURE 
27d and 27e, respectively) (adapted from Riedl*, Faure-Dupuy*, et al. [4]). 

In summary, when considering the comparison (1), it was obvious that although differences 

between comparison (2) and (3) were detected, there was no complete reversal of the “hypoxic 

state” of the cells only by the knock-down of HIF1α. However, as presented previously, I 

showed that the knock-down of HIF1α was sufficient to (I) rescue RelB protein levels (FIGURE 
23b), which results in (II) restored A3B expression under BS1 treatment, which eventually 

leads to (III) a rescued antiviral effect under HIF1α stabilising conditions (FIGURE 20a-f). In 

line with previously shown data, HIF1α stabilisation can prevent the response to NF-κB 

triggers, as well as the degradation of HBV cccDNA (FIGURE 21a-d), potentially by the 

prevention of efficient upregulation of antiviral effector molecules. However, the effect of 

increased HIF1α levels on A3B and RelB seems to be more direct. If other antiviral treatments 

involving different triggers, e.g. type I and type III interferons, are impaired by a similar 

mechanism of HIF1α or by the downregulation of genes of the cluster I remains elusive and 

should be under investigation; especially considering that IFNα2A is of clinical relevance. 

Understanding underlying mechanisms can be of high importance for the treatment of CHB 

patients with immune stimulatory drugs. 
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8 Discussion 

8.1 Aim 1: Deciphering transcriptional and post-transcriptional control 
of APOBEC3B 

Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl* et al [3]: In 

the frame of the first aim of my PhD thesis, I report several findings to help decipher the role 

of LTβR-mediated NF-κB signalling and a specific miRNA in regulating A3B in the context of 

HBV infection and cccDNA degradation. Furthermore, I elucidated the efficiency of A3B-

induced antiviral effects in a transcriptionally repressed and a replication-deficient engineered 

strain of HBV. A graphical illustration of my findings is presented in Figure 27 (adapted from 

Faure-Dupuy*, Riedl*, et al. [3]).  

 
Figure 28 NF-κB and hsa-miR-138-5p control APOBEC3B-mediated cccDNA degradation 
(adapted from Faure-Dupuy*, Riedl*, et al. [3]) 
Adapted from my written and experimental contribution in Faure-Dupuy*, Riedl*, et al. [3]: Schematic 
representation of the key findings of aim 1 of my PhD thesis. Short-term lymphotoxin beta receptor 
(LTβR) activation, here depicted is the agonisation of the receptor by BS1, induces NF-κB signalling. 
This leads to binding of RelB/p52 dimers to the APOBEC3B promoter and the transcriptional activation 
of the gene. However, the micro RNA hsa-miR-138-5p (miR-138) targets APOBEC3B mRNA and 
prevents high levels thereof, which results in low anti-cccDNA (covalently closed circular DNA) activity 
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(left panel). Under long-term stimulation, expression of miR-138 is repressed in an NF-κB-dependent 
manner, allowing for high A3B mRNA levels and strong antiviral effects (right panel). 
 

Cytidine deaminases of the APOBEC3 family have been under investigation for their antiviral 

activities for several years. For a long time, the research focus was on A3G, which is best 

known for its strong activity against Vif-deficient HIV [306]. In recent years, other A3 enzymes 

have raised more and more interest. A3B was under investigation as an enzyme targeting a 

wide spectrum of DNA viruses, including inter alia HIV as well [307] or human papilloma 

viruses [308]. That A3B can target HBV was first suggested in 2005 [309], but it took nice 

years until it was first shown that the natural induction of A3B, mediated by immune cell-related 

agonisation of the LTβR, can induce damage in the cccDNA, leading to its degradation [2]. 

While said results were obtained by using recombinant, specific LTβR activating antibodies 

(one of which is BS1 that I extensively used during my PhD thesis), another research group 

reported that natural LTβR ligands on the membrane of activated T-cells can induce similar 

effects in vitro [287]. Of important note, both studies point out that the antiviral effect comes 

with no cytotoxicity. 

Considering the unbroken need for novel antiviral strategies, as discussed in extenso 

previously, the idea of utilising an intracellular antiviral machinery to attack HBV is an 

interesting approach. Understanding underlying mechanisms of this process is of outstanding 

importance to further consider LTβR activation as an anti-HBV strategy in clinical settings. 

A3B was previously described to be regulated by NF-κB in cancer cell lines [151], but not 

much was known about molecular mechanisms of A3B induction in non-transformed 

hepatocytes. I describe here that both arms of NF-κB signalling, the canonical (or classical) 

and the non-canonical (or alternative) pathway, are involved in the LTβR-activation-mediated 

A3B induction in dHepaRG. My in silico analysis revealed two putative NF-κB binding sites in 

the A3B promoter region. Electrophoretic mobility shift assays and chromatin 

immunoprecipitation confirmed a binding of NF-κB transcription factors to this genomic region. 

Of note, RelA, which is the main transcription factor involved in the canonical NF-κB signalling, 

was not found enriched at the A3B promoter, whereas RelB and p52, which are part of non-

canonical NF-κB signalling. I in collaboration with Emmanuel Dejardin and Nicolas Gillet 

confirmed a more profound involvement of non-canonical NF-κB signalling in the A3B 

promoter engagement in luciferase-fusion assays, showing that in fact, the combination of 

RelB and p52 induced the strongest promoter activity. Pharmacological inhibition, combined 

with genetic loss of function methods revealed the involvement of both arms of NF-κB in A3B 

induction. I hypothesise that canonical NF-κB, while not being the main driver of A3B induction, 

increases the expression of the main components of non-canonical NF-κB, namely NIK, NF-

κB2, and RelB. Therefore, it is involved in driving the expression of A3B by fuelling the 
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alternative arm of NF-κB. Further studies will try to unravel the exact interplay and involvement 

of NF-κB pathways in this process. Of note, naturally occurring SNPs in genes involved in NF-

κB signaling were described to be linked to several diseases like type II diabetes [310], breast 

cancer [311], Non-Hodgkin Lymphoma [312] or inflammatory bowel disease [313]. It will be 

interesting to evaluate the effects of common SNPs in regard to the response to LTβR 

activation and downstream antiviral effects and the status of individual patients should be 

evaluated in clinical settings. SNPs leading to reduced function of NF-κB proteins might 

require higher doses of LTβR agonists, while SNPs promoting the protein function might need 

lower doses for strong antiviral effects or even confer an a priori resistance to HBV through 

elevated A3B expression levels. 

Time course experiments revealed a “lag phase” in A3B mRNA induction, which was different 

to classical NF-κB target genes described so far. These observations were contradicting to 

the ChIP results, which showed an A3B promoter engagement already one day after treatment 

start not only by NF-κB transcription factors, but also by PolII. This suggested a possible post-

transcriptional control of A3B mRNA stability. Thus, I looked into the small RNA transcriptome 

to find miRNAs that might confer a repression of A3B. In collaboration with Kristian Unger and 

the DKFZ Genomics and Proteomics Core Facility, I used small RNA sequencing, combined 

with RT-qPCR and in silico analysis, which resulted in one interesting hit: hsa-miR-138-5p. 

This miRNA was found to be slightly upregulated two days after BS1 treatment, when A3B 

mRNA was still in the “lag” phase, but was downregulated after four days of BS1 treatment, 

when A3B expression increased to higher levels. Expression analysis of this miRNA showed 

that the downregulation by BS1 treatment was dependent on both classical and alternative 

NF-κB signalling [3]. I speculate that NF-κB signalling could induce the expression of a 

repressor of hsa-miR-138-5p, or alternatively, that the p52 homodimer could directly bind and 

repress the hsa-miR-138-50 promoter [314]. 

The peculiar regulation of A3B could potentially represent a conserved mechanism to prevent 

somatic mutations of genomic DNA by A3B activity. Numerous studies linked A3B expression 

to a specific mutational pattern in cancer [315]. Additionally, hsa-miR-138-5p was described 

to be a tumour suppressor that controls several cellular processes linked to cancer 

development [316]. It is possible that hsa-miR-138-5p also controls A3B, which is a potential 

harm for genome integrity, as an additional level of its tumour suppressor function – thus being 

naturally selected and conserved besides it’s here characterized role in the context of A3B 

biology. As such, it would prevent high A3B levels upon a short-term activation, which could 

happen often during local and transient inflammation, but long-term stimulation would then 

downregulate the miRNA, allowing high A3B levels, which are needed to efficiently fight 

persistent viruses like HBV. Concerning cancer, it will be interesting to see if a link between 
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hsa-miR-138-5p expression, A3B expression, and somatic mutations with A3B signatures can 

be found. 

HBV cccDNA levels can efficiently be reduced by prolonged BS1 treatment [2] (Figure 27, 
step 5). However, interfering with the transcriptional activation or increasing levels of hsa-

miR-138-5p will strongly inhibit A3B upregulation and anti-cccDNA effects. dHepaRG depleted 

for NF-κB kinases IKKβ and NIK display no reduction of cccDNA levels after long-term 

treatment. Furthermore, mimicking the overexpression of hsa-miR-138-5p leads to strongly 

reduced A3B levels and no detectable cccDNA reduction as well. My results raise important 

implications for novel therapeutic tools using LTβR agonists for the treatment of patients 

chronically infected with HBV. Important to mention, it was demonstrated that long-term 

activation of the LTβR in hepatocytes is tumorigenic [317]. Thus, long-term treatment (e.g. >8 

weeks) of patients should be avoided to prevent unlikely, but possible adverse effects and 

should be only given for a limited period. Another therapeutic option to reach elevated A3B 

expression levels might be to reduce hsa-miR-138-5p levels or interfere with its transcription. 

Circular RNAs can act as “miRNA sponges” to sequester miRNAs and prevent them from 

binding to their targets [318] and “antagomirs” were described in literature to inhibit miRNA 

function in vitro [319] and in vivo [320]. These approaches might present useful strategies to 

transiently inhibit hsa-miR-138-5p to induce A3B, if save delivery methods (e.g. tissue 

restricted nanoparticles) are available and efficient in the context of CHB. Nonetheless, as 

constant LTβR activation, this approach might turn out to be a two-edged sword, since it is 

repressing a tumour-suppressor and adverse effects of time-restricted anti-miRNA treatments 

need to be ruled out first in vivo. 

To assess if a time-restricted treatment of cells in culture would lead to an increased 

mutational load, I in collaboration with the company CeGaT, used ultra-deep sequencing 

(average sequencing depth of >1,000x) of 766 cancer-related genes. No differences were 

found between BS1-treated and untreated cells. These findings indicate that a time-restricted 

administration of BS1, while providing strong antiviral effects, had no obvious adverse effects 

on the genome. Nevertheless, more in-depth assessment of the effects on genomic DNA, 

especially also in in vivo studies, should be done to provide a high level of safety. 

Interestingly, I found that A3B expression is in part controlled by HBV, which was previously 

described in the context of interferon β [321]. Non-infected cells upregulated A3B after BS1 to 

a higher extent than HBV infected cells. ChIP analysis revealed that the activating histone 

mark H3K4me3, which is increased at the A3B promoter after treatment in non-infected, was 

not observed anymore in HBV infected cells. Further studies will be necessary to shine a light 

on exact mechanisms and the relevance of those observations in the context of clinical 

settings 
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As a member of the APOBEC3 family, A3B was suggested to deaminate exclusively ssDNA 

[291, 293], which for instance occurs during reverse transcription of the HBV pgRNA [292]. 

However, I here show that both an X-deficient HBV (i.e. transcriptionally inactive) and a 

replication-deficient recombinant HBV (i.e. lacking the reverse transcriptase), were sensitive 

to LTβR-activation-mediated cccDNA degradation. On the one hand, my findings indicate that 

the anti-cccDNA effect observed are not due to a reimport of mutated or damaged rcDNAs or 

other replicative intermediates as suggested by others [292]. On the other hand, the 

observation that X-deficient HBV can also be degraded as a consequence of BS1-treatment 

is enigmatic. HBV lacking HBx was shown to be transcriptionally inactive [48] and considering 

that A3B only has ssDNA deaminase activity, a special mechanism behind the cccDNA 

degradation of X-deficient HBV should be discussed. Actively transcribing HBV could offer a 

target ssDNA to A3B for deamination, but this is not expected to happen in this system. Thus, 

it remains to be determined, if A3B (I) possesses an unknown DNA helicase activity to unwind 

cccDNA, (II) can act on ssDNA that occurs naturally in a transcription-independent manner 

(e.g. “breathing” of DNA [322-324]), (III) can act on dsDNA, or (IV) acts on ssDNA downstream 

of a protein actively unwinding cccDNA, which might also be induced by LTβR activity. 

However, my findings indicate that a treatment aiming to induce A3B against HBV could be 

effective in patients with lowly active or non-active cccDNA (i.e. chronic carriers). Therefore, 

this treatment could be used before any reactivation of HBV. 

Finally, it will be interesting to address the effect of A3B induction on integrated cccDNA and 

how this is involved in the subsequent degradation of cccDNA. The integration event, as 

discussed previously, might happen early and is involved in liver pathogenesis [80]. In 

addition, the probability of integration events increases over time, therefore it is of high 

importance to diagnose patients early after infection and start the treatment as soon as 

possible. I speculate that if patients are treated before or early after integration events occur, 

the cccDNA degradation, together with a natural turnover of hepatocytes in the liver could lead 

to an eradication of the viral infection, especially if the spread of the virus is prevented by the 

additional administration of e.g. tenofovir. 

In summary, I here presented that NF-κB signalling, downstream of the activation of the LTβR, 

leads to A3B induction. Beyond that, I describe hsa-miR-138-5p as a potent negative regulator 

of A3B mRNA. Dysfunctional NF-κB and aberrant expression of hsa-miR-138-5p prevent an 

increase in A3B levels and cccDNA degradation. I believe that inhibiting hsa-miR-138-5p 

function in general or more specifically binding to A3B as a therapeutic approach, could, in a 

time-restricted setting, ensure high A3B expression and therefore increase the effectiveness 

of LTβR agonist-based treatments. 
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8.2 Aim 2: Hypoxia reduces antiviral effects of LTβR activation and 
offers a niche for HBV to avoid immune responses  

Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy* [4]: In the 

frame of the second aim of my PhD thesis, I describe how hypoxia, and even more generally 

HIF1α stabilisation, can promote HBV persistence by blocking antiviral cellular responses. In 

patients, areas with strong positivity for HBcAg are associated with “HIF1α-high” areas, 

whereas A3B is reduced in those. In vitro, cellular responses to BS1 treatment are reduced 

under HIF1α stabilisation, preventing efficient cccDNA reduction. This process is independent 

of HIF1α transcriptional activity and involves reduction of RelB protein. A graphical illustration 

of my findings is presented in Figure 28 (adapted from Riedl*, Faure-Dupuy*, et al. [4]). 

 
Figure 29: NF-κB and hsa-miR-138-5p control APOBEC3B-mediated cccDNA degradation 
(Adapted from Riedl*, Faure-Dupuy*, et al. [4]) 
(Adapted from my written and experimental contribution in Riedl*, Faure-Dupuy*, et al. [140]): 
Schematic representation of the key findings of aim 2 of my PhD thesis. In well-oxygenated areas of 
the liver, where HIF1α stabilisation is not present, lymphotoxin beta receptor (LTβR) activation, here 
depicted is the agonisation of the receptor by BS1, leads to the induction of APOBEC3B mRNA in a 
RelB/p52-dependent manner. The upregulation of APOBEC3B eventually leads to a degradation of 
covalently closed circular DNA (cccDNA) (left panel). If HIF1α is stabilised, for example by hypoxia, 
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RelB protein levels are reduced, preventing efficient APOBEC3B induction and thereby cccDNA 
degradation (right panel). Since the exact mechanism of RelB protein reduction remains elusive, HIF1α 
is shown to repress RelB both in the nucleus and in the cytoplasm.  
 

Current treatments against HBV suffer from two major problems: NAs are efficiently in 

suppressing HBV, but have to be administered life-long to prevent a relapse; IFNα treatment 

increase rates of seroconversion, leading to a “functional cure”, but response rates can be low 

[15] and side effects can be severe [325, 326]. To overcome the limitations in treatment 

options for patients suffering from a chronic hepatitis B, numerous novel treatments are under 

development. These novel treatments include substances targeting HBV (e.g. the entry 

receptor burlevitide, or capsid assembly modulators), and substances activating the immune 

system. The latter have shown promising results both in vitro and in vivo [297, 327-330] and 

are of special interest, since the virus can hardly develop resistance against drugs targeting 

the host. Among immune-stimulatory treatments with diverse cellular targets (e.g. TLRs), the 

activation of the LTβR showed promising results in directly targeting the cccDNA and leading 

to its non-cytolytic degradation [2, 287], providing a relapse-free treatment option. Activation 

of the LTβR leads to the induction of the antiviral cytidine deaminase A3B, which is the source 

of the mutational damage to the cccDNA. Note wise, the natural source of LTβR ligands (i.e. 

LTα1β2 trimers) are membrane bound protein complexes on activated specific T-cells. 

Engineered HBV-specific chimeric antigen receptor T-cell cells were even successfully used 

to induce A3B induction and non-cytopathic purging of cccDNA [287]. The LTβR activation 

and subsequent A3B induction might play an important role in the control of an acute HBV 

infection. High levels of A3B mRNA were detected in acute HBV infected patients, whereas in 

CHB patients, only little A3B expression was detected [299], and in those patients usually 

HBV-specific T-cells are highly reduced in number [132]. The effectiveness of LTβR-mediated 

HBV clearance therefore not only is important to understand in the context of treatments with 

LTβR agonists but also in regard to the natural antiviral response mediated by the immune 

system. 

A cross-talk between NF-κB and HIF1α signalling was described in literature by several 

research groups. HIF1α was shown to be upregulated transcriptionally by NF-κB signalling 

[243, 247] and to promote [242, 331, 332] or inhibit [239, 333] NF-κB signalling. The peculiar 

interplay between NF-κB and HIF1α might be a result of the different models and cell types 

used by different research groups and could indeed also be context-specific. Noteworthy, I 

was able to confirm that inflammatory LTβR signalling induced HIF1α on the protein level, 

even in the absence of hypoxia. Chronic infection with HBV, especially if left untreated, results 

in progressing fibrosis, which by itself can influence the perfusion of the liver with oxygenated 

blood, thus disrupting the natural oxygen gradient and promote the emergence of hypoxic 

zones [221, 334]. Furthermore, as mentioned before, inflammatory signalling can induce 
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HIF1α in inflammatory liver disease, and HBV itself has also been described to induce HIF1α 

[335, 336]. In liver sections of patients suffering from a chronic hepatitis B in the immune-

active phase, I describe here a positive correlation between HIF1α and HBcAg positive nuclei, 

indicating that HBV is predominantly found in areas of HIF1α stabilising conditions. 

Interestingly, A3B mRNA expression was found to be low in those areas and high in areas of 

reduced HIF1α protein levels, suggesting that, in vivo, anti-HBV immune responses relying 

inter alia on A3B are dampened in “HIF1α-high” areas. Importantly, those areas potentially 

offer HBV a niche to escape immune-mediated eradication by the induction of intracellular 

effector molecules like A3B. The reservoir of HBV in “HIF1α-high” zones could then give rise 

to a new wave of infections if the immune environment in the liver changes (e.g. by immune-

suppressive treatment or the natural course of the HBV infection). Furthermore, I speculate 

that the prevention of HIF1α stabilisation or the inhibition of HIF1α transcriptional activation 

during immune-active phases of a CHB infection, or during immune-activating treatments, 

could allow more efficient responses against HBV and probably induce an immune-mediated 

eradication of HBV.  

My observations in patients were confirmed in vitro: HIF1α stabilisation, mediated either by 

low oxygen content or different HIF1α stabilising small molecules, strongly impaired the BS1-

treatment induced A3B induction and cccDNA degradation. Moreover, in cells overexpressing 

HIF1α in an inducible manner, A3B showed decreased expression levels dependently on the 

dose of doxycycline used to induce HIF1α. Taken together, these results confirm that HIF1α 

is a negative regulator of A3B expression. Furthermore, I could provide evidence that not only 

LTβR-mediated antiviral responses are impaired by HIF1α stabilisation, but also that the 

response to other antiviral molecules, namely IFNα [2], IFNγ, and TNFα [299] show decreased 

anti-cccDNA activity. Additionally, cells were responding less to different NF-κB inducing 

molecules. These data suggest that HIF1α stabilisation impairs the induction of immune 

mediators, highlighting that liver regions enriched for HIF1α signalling might offer a niche for 

HBV and allow persistence. 

I in collaboration with Emmanuel Dejardin and Nicolas Gillet have previously shown that RelB 

is one of the main transcription factors involved in A3B induction. Together with Maude Rolland 

and Emmanuel Dejardin, I could demonstrate that RelB was reduced on the protein level under 

HIF1α stabilising conditions in vitro and in vivo, but not on mRNA level. While RelA was nearly 

unaffected by HIF1α stabilisation on protein level and nuclear translocation upon BS1 

treatment, RelB was reduced both in the cytosolic fraction and in the nuclear faction. 

Considering the unchanged mRNA levels of RelB, several hypothesis can be made: HIF1α 

stabilisation leads to (I) reduced nuclear export of RelB mRNA, (II) reduced translation rate, 

or (III) reduced post-translational stability of the RelB protein. Further studies are necessary 

to find the exact mechanisms of HIF1α-mediated RelB decrease.  
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Here I also report that hypoxia completely blocks the effects of LTβR-activation proteome-

wide. For instance, many pathways (e.g. KEGG pathways for mRNA processing and 

ribosome) involved in transcription and translation were downregulated in BS1-treated cells 

cultured under hypoxia, whereas they were strongly induced in BS1-treated cells cultured 

under normoxic conditions. HIF1α knock-down, although sufficient to rescue RelB protein 

levels, A3B mRNA levels and anti-cccDNA effects of BS1 treatment under hypoxia, was not 

sufficient to rescue this proteome-wide “hypoxic state” of the cells, indicating a direct effect of 

HIF1α onto RelB. This hypothesis is supported by the fact that I found that ARNT, which is the 

main interaction partner for HIF1α to exert its activity as a transcription factor, was dispensable 

for the observed reduction of RelB protein and A3B mRNA levels under HIF1α stabilising 

conditions. This suggested a “non-canonical” role of HIF1α in this process, independent of its 

function as a transcription factor. Notably, I could not find any indication that HIF2α, another 

important transcription factor involved in responses to low oxygen levels, plays a significant 

role in this process. 

Taken together, the cell-intrinsic (antiviral) response to immune-stimulatory treatments with 

different ligands was blocked under HIF1α stabilising conditions. In the case of BS1 treatment, 

RelB protein is strongly reduced, which prevents upregulation of A3B; in the case of other 

treatments, I speculate that the lack of response to and the ineffectiveness against HBV of the 

treatment might be a result of a general downregulation of pathways executing the response 

to the immune-stimulatory molecules, such as pathways involved in transcription and 

translation. This finding has clear indications for immune-stimulatory treatment in patients, 

either for existing (IFNα) or experimental (e.g. TLR ligands) drugs. Modulation of HIF1α 

signalling, especially in patients with progressed liver fibrosis, should be considered to (I) 

increase effectiveness of the treatment, (II) overcome HIF1α-mediated immune-suppressive 

niches, and thereby (III) be able to lower the dose and/or the duration of the treatment to avoid 

overshooting side effects, which might prevent adherence of patients to the treatment. 

Recently developed HIF1α inhibitors [337] might be promising candidates for combinatory 

treatments with immune-activating drugs [297, 328] that stimulate the intra-cellular, but also 

immune-cell mediated antiviral response in the whole liver. 

In summary, I here present that HIF1α is both necessary and sufficient to prevent LTβR-

mediated A3B induction and subsequent cccDNA degradation in a RelB dependent manner. 

I consider the inhibitory role of HIF1α on RelB protein levels an interesting pharmacological 

target in the case of LTβR activating therapeutic approaches, which could be extrinsic (e.g. 

agonising antibodies like BS1) or intrinsic by activating or generating HBV-specific T-cells. 

Preventing HIF1α with inhibitors from reducing RelB protein levels could ensure increased 

efficiency of such treatments.  
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