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Abstract

Testing is an important activity for software projects. However, testing
requires effort and therefore creates so-called test costs. They consist of
factors such as human effort for testing, or costs for required software and
hardware. Test costs can contribute considerably to the total cost of a
software project. Therefore, it is desirable to reduce test costs without
affecting the quality of the software. With agile development processes and
short test cycles, this aim is even more important.

Consequently, prior work propose a wide range of techniques for test cost
reduction. However, while studying a very large industrial software project,
we found that techniques proposed in related work can often not be applied
for a project of such a size. We attribute this to problems that are only
significant in large projects and may not be noticed in smaller projects.

The amount of test execution grows superlinearly over time in large
projects. This superlinear increase cannot be sustainably solved by increases
in hardware. Additionally, tests with long execution times have several
negative consequences. A large number of changes and the long execution
times of tests create a conflict that does not exist in smaller projects.

Therefore, approaches for test cost reduction must consider the specific
characteristics of large projects. In our work, we tackle this challenge in
multiple ways. We describe an approach to replace the superlinear increase in
test executions with a linear increase by utilizing a multi-stage test strategy
that provides economic incentives to decrease test costs. We also design
an approach that extracts unit tests from system tests and utilizes the
multi-stage test strategy to reduce test costs without reductions in quality.
Our approach builds upon time-travel debugging and reverse-executes a
system test to identify dependencies. We combine coverage-based differential
analysis and source code analysis via a compiler plugin to enable accurate
identification of the test core. Our approach extends previous work by
creating maintainable source code instead of binary data and by focusing
on the test core instead of extracting tests for all parts of the software.

In addition to our core contributions, we also provide two empirical studies
that investigate the relationship between coverage data and faults. The first
study investigates the distribution of bugs and coverage. The second study
investigates Granger-causality between coverage and bugs.

Finally, as a byproduct of our core contributions, we provide approaches
for automatically determining the creation of objects with complex depen-
dencies, for automated mock recommendation, for combining combinatorial
testing with coverage-based test amplification, for reductions of coverage
data sizes, and we solve coverage-based algorithmic problems.



Zusammenfassung

Das Testen von Software ist ein wichtiger Bestandteil der Softwareentwick-
lung. Es erzeugt allerdings auch sogenannte Testkosten. Diese können Soft-
wareprojekte erheblich teurer machen. Insbesondere in Zeiten von agiler
Softwareentwicklung sind Testzyklen kürzer geworden und die Testkosten
entsprechend gestiegen. Deshalb ist eine Testkostenreduktion wichtig.

Bei der Analyse eines sehr großen Softwareprojekts haben wir festgestellt,
dass viele Ansätze aus der Literatur nicht für ein Projekt dieser Größe über-
tragbar sind. Die Größe des Projekts führt zu besonderen Herausforderungen,
die in kleineren Projekten nicht auftreten oder ignoriert werden.

In großen Projekten wächst die Anzahl der Testausführungen superline-
ar über die Zeit. Dies ist nicht nachhaltig mit Investitionen in Hardware
ausgleichbar. Weiterhin gibt es mehr Tests mit langen Ausführungszeiten.
Die große Anzahl von Änderungen und die langen Testlaufzeiten in großen
Projekten erzeugen einen Konflikt, der in kleinen Projekten nicht auftritt.

Ansätze für die Testkostenreduzierung müssen deshalb die Gegebenhei-
ten von großen Projekten berücksichtigen. Wir erweitern den Stand der
Forschung um mehrere solche Ansätze. Zur Evaluation nutzen wir große
C++ Projekte, ein industrielles und mehrere Open-Source Projekte.

Wir stellen eine Methode vor zur Überführung des superlinearen Wachs-
tums von Testausführungen in lineares Wachstum mittels einer mehrstufigen
Teststrategie mit ökonomischen Anreizen für die Testkostenreduzierung.

Weiterhin konzipieren wir eine Technik welche unit tests von system tests
extrahiert. Diese Technik kombinieren wir mit der mehrstufigen Teststrate-
gie um eine Testkostenreduzierung ohne Qualitätsverluste zu ermöglichen.
Unsere Technik nutzt time-travel debugging. Dabei werden system tests
rückwärts ausgeführt um Abhängigkeiten zu identifizieren. Wir kombinieren
Differentialanalyse auf Coveragedaten und Quelltextanalyse mithilfe eines
Compilerplugins zur akkuraten Bestimmung des Testkerns. Im Vergleich
zu vorherigen Arbeiten erzeugt unsere Technik unit tests mit wartbarem
Quelltext statt Binärdaten und wir fokussieren uns bei der Extraktion auf
den Testkern anstatt für die gesamte Testausführung unit tests zu erstellen.

Weiterhin präsentieren wir die Ergebnisse von zwei empirischen Studien.
Die erste Studie untersucht die Verteilung von Bugs und Coverage. Die
zweite Studie untersucht Granger-Kausalität zwischen Coverage und Bugs.

Schließlich stellen wir noch Methoden vor, um Objekte mit komplexen
Abhängigkeitsgraphen zu erstellen, um Vorschläge für mocks von Objekten
zu erstellen, zur Reduzierung der Größe von Coveragedaten, und wir lösen
algorithmische Probleme im Zusammenhang mit Coveragedaten.
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List of Notations

{𝑖1, . . . , 𝑖𝑛} A set of 𝑛 distinct items.
⟨𝑎1, . . . , 𝑎𝑛⟩ A sequence, i.e., a list of 𝑛 ordered items with possible repetitions.

N+ The set of natural numbers without zero: {1, 2, 3, 4, . . .}.
N0 The set of natural numbers with zero: {0, 1, 2, 3, 4, . . .}.

Boolean A data type that is restricted to the set {0, 1}.
B𝑛 A 𝑛-dimensional vector space of B = {0, 1}.

𝑆instr A sequence of instructions.
𝑆code Source code, a sequence of instructions in a programming language.
𝑆iC A sequence of items providing information about the execution of 𝑆instr.

{𝑐1, . . . , 𝑐𝑛} A set of 𝑛 coverage files.

𝐴 × 𝐵 The Cartesian product between two sets 𝐴 and 𝐵: {(𝑎, 𝑏) | 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵}.
𝑎 ∼ 𝑏 A binary relation, i.e., (𝑎, 𝑏) ∈ 𝑈 for a given 𝑈 ⊆ 𝐴 × 𝐵, where 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵.
[𝑎] The equivalence class of 𝑎: {𝑏 ∈ 𝑋 | 𝑎 ∼ 𝑏} for a given set 𝑋 and a relation ∼.

W(𝑐𝑖) = 𝑤𝑖 A weight function W that associated a weight 𝑐𝑖 to an item 𝐶𝑖.
P(𝑆) The power set of the set 𝑆: {𝑈 | 𝑈 ⊆ 𝑆}.
𝑙𝑛(𝑥) The natural logarithm of 𝑥, i.e., base 𝑒 logarithm of 𝑥

𝐻(𝑛) The 𝑛-th harmonic number:
∑︀𝑛

𝑖=1 1/𝑖 ≤ 𝑙𝑛(𝑛) + 1.
𝑂(𝑓) Asymptotic behavior of function 𝑓 : {𝑔(𝑥) | ∃ 𝑐, 𝑥𝑜 > 0 : 0 ≤ 𝑔(𝑥) ≤ 𝑐𝑓(𝑥) ∀𝑥 ≥ 𝑥𝑜}.



1 Introduction

Computer software is a general term for a set of instructions that are inter-
preted and executed by computer hardware. In contrast to fixed hardware,
software is flexible and can be modified without much effort. This allows for
rapid changes and advances in software which are largely decoupled from
the development of the underlying hardware. Given these capabilities, the
development of software is nowadays an important task and the systematic
approach for creating software is called software engineering1 [233]. 1 ISO/IEC 2382: “systematic appli-

cation of scientific and technological
knowledge, methods, and experience
to the design, implementation, testing,
and documentation of software” [135].
ISO/IEC 19759: “the application of a
systematic, disciplined, quantifiable ap-
proach to the development, operation,
and maintenance of software” [233].

The flexibility allowed by software does not only provide benefits, but also
comes with potential disadvantages. As software is executed by hardware,
it can remain unclear what exactly would be the result of such an execution.
This is in contrast to classical engineering fields, where a physical product
can be viewed, measured or investigated more directly. In addition, software
must follow a precise interface defined by the hardware, where a classical
engineering product may be used in a more lenient scenario in practical usage.
These disadvantages can make the validation2 and verification of software3 2 “building the right product”

3 “building the product right”more complex compared to the same tasks for physical engineering products.
Moreover, humankind has more experience with classical engineering of
structures, tools, and machines. Today’s classical engineering products
are the result of centuries of experience and improvements whereas the
engineering of software has only seen several decades.

These differences finally lead to the question of how can we ensure that
software “works as expected”, i.e., how can we verify and validate software How can we verify and validate soft-

ware products?products? The answer is two-fold. First, we must define the expectations,
and second, we must verify the works as. The first part leads to the field
of requirements engineering, i.e., the process of analyzing, defining, docu-
menting and maintaining requirements [233]. However, we do not focus on
requirements engineering in this work and refer to the literature for further
information [73]. The second part leads to the field of software quality and
software testing. Quality refers to “the degree to which a set of inherent
characteristics fulfills requirements” [136] and targets the question of what Quality – “the degree to which a set of

inherent characteristics fulfills require-
ments” [136].

are appropriate quality requirements and how to fulfill them. Consequently,
software quality refers to the “degree to which a software product satisfies
stated and implied needs when used under specified conditions” [133]. Soft-
ware testing refers to any measure that is used to gain information about
the quality of software. In an iterative process, software testing can result
in software quality improvements if the information gained by testing is
consequently used to improve the software and the result is measured again
regarding the defined standards.



2 testing in very large software projects

Software quality and testing are important for software development.
Software that does not fulfill expected requirements can reduce the willing-
ness of a user to use the software or to pay for the development and usage.
A typical scenario is a crash, i.e., the software stops functioning properly
and exits. Other scenarios are incorrect modifications of data or wrong
calculation results. We call such an undesired effect a failure and we use the Fault, failure, defect, bug.

term fault to describe the cause of a failure. We may use the term defect or
bug to refer to either a fault or a failure [233]. Software testing and quality
assurance aim to detect and remove all such defects.

However, it might be hard or even impossible to detect and remove all
defects [124]. Even software that is developed with rigorous software quality
standards, such as software used for space missions, contains defects that
result in catastrophic consequences4 [78, 204]. There are multiple reasons 4 Huckle and Neckel survey a wide

range of software failures [129].why it might not be possible to create software without defects:

1. For any non-trivial software, it might not be possible to conclusively and Can we find all defects in a software?

precisely define the correct set of requirements. For instance, several
million users of a software for word processing might not share the same
understanding of its expected behavior, even if the functionality is well
defined by its documentation.

2. Software interacts with hardware based on an interface and therefore has
only limited control. For instance, caching or parallel processing might
affect the execution of a program in unexpected ways.

3. Hardware can fail. In fact, all hardware parts provide only a statistical
guarantee for correctness. For instance, DRAM errors can alter data.

4. It might not be worth the effort to create a software without defects
considering the potentially low impact of some defects. For instance, a
user might not complain if software created for a programming exercise
crashes for a specific instance of inputs.

In addition to the theoretical impossibility to detect and remove all de-
fects, there are also practical considerations that limit the effort for software
quality and testing. Assuming that software is sold for income, the develop-
ment costs of the software are important [242]. For a sustainable business,
the costs to develop the software must be smaller compared to the total
income which is, simplified, the retail price (price) multiplied with the num-
ber of times it was bought (sales). However, the quality of the software
can influence sales. This leads to the challenging problem of finding the
optimal effort for software quality. Increasing the effort for quality increases Optimal effort for software quality?

costs that may not translate in proportional sales. Reducing the effort for
quality and therefore reducing the costs can result in sales that do not
provide enough income to make the development sustainable. The exact
optimal solution remains unclear due to uncertainties in measurements and
predictions. For instance, it remains unclear how to predict the effect of
an unknown failure on sales. Additionally, different usage scenarios might
require different quality standards. Cases where defects can have severe
results, such as loss of human lives, have different requirements compared
to cases where a defect is barely noticeable, such as a wrong placement of
a graphic in a video game. We conclude that software quality causes costs
and these costs limit the maximum effort invested in quality.
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Given a fixed bound of maximum costs, it is important to optimize
testing, i.e., to reduce test costs while remaining the same degree of software
quality. Such reductions on test costs can have significant effects. Google
reports 150 million test executions per day in 2017 [191], Facebook reports
10 billion test executions per day in 2019 [184], Microsoft reports 100 000
test executions per day for some products in 2015 [116], or SAP reports 1
million test executions per day in 2017 [20]. Given these numbers, even a Large test costs provide large opportu-

nities for cost saving.10 % reduction in test executions would result in a large amount of absolute
cost savings. Furthermore, even for smaller projects, such an improvement
can be noticeable if they improve the development workflow by reducing
waiting times for developers.

In addition to the general economic argument for test cost reduction,
time spent on testing also affects the productivity of developers. Typically,
a developer executes tests to verify changes and new functionality. Even
if the test execution is automated, the test execution itself requires time,
the test execution time. For this time, a developer can switch tasks or
wait for the result of the test execution. In simple scenarios with execution
times for tests below a second, the waiting time is negligible. However, in
large projects, the waiting time can require several minutes to several hours.
Assuming a test execution time of two hours, this has multiple effects:

1. Developers cannot re-run tests frequently. This reduces confidence in Test costs affect developer productiv-
ity.code quality and impedes agile development approaches that depend on

frequent text executions [51].
2. Developers have an incentive to avoid test execution. This has, most

likely, a negative effect on software quality. Developers might test less
and might introduce changes influenced by testing times.

3. Developers either have to wait two hours or switch tasks. Both scenarios
will decrease their productivity.

In practice, several approaches can mitigate these effects. However, a
negative impact on developer productivity will remain. Obviously, these neg-
ative effects affect larger projects more significantly than small projects. In
summary, the negative effect on developer productivity is another motivation
to reduce test costs in terms of time spent on testing.

We conclude that although software quality is important, it is typically
not possible to create software without defects. Creating software involves
the optimization problem of maximizing software quality while minimizing
test costs. While the test costs for small software might be negligible, they
are a considerable factor for large projects. Therefore, reducing test costs
without affecting quality is an important problem particularly for large
projects. In this work, we focus on testing in very large software projects
and target the problem of test cost reduction for such projects.

1.1 Outline and Contributions

In Chapter 2, we discuss software quality assurance and the problem of
test costs with a focus on the specific characteristics of large projects. For
this purpose, we study a large industrial project and describe its properties.
Additionally, we discuss related work for test cost reduction.



4 testing in very large software projects

In Chapter 3 and Chapter 4, we focus on coverage, i.e., information
about the execution of a program. Chapter 3 provides definitions and
technical details of operations and algorithms working on coverage data. The
presented algorithms then serve as building blocks for our main contributions
in other chapters. In Chapter 4, we discuss the essence and limitations of
information gained by coverage data. Furthermore, we provide two empirical
studies with new insights into the relationship between coverage and faults.
Moreover, we also show a technique of how coverage can be combined with
combinatorial testing to achieve a higher testedness with low effort compared
to techniques proposed by related work.

In Chapter 5, we analyze several approaches for test cost reductions in
large projects. We show that existing work often target small projects and
do not consider the specific characteristics of large projects. Furthermore,
we present, evaluate and discuss several approaches for test cost reduction
tailored to large projects. We also discuss threats to validity of our work.

Finally, in Chapter 6, we focus on our main contribution, dynamic unit
test extraction. We present, evaluate and discuss an approach to extract
unit tests from system tests via time-travel debugging that combines several
techniques presented in this work to achieve practical usefulness. Addi-
tionally, we present in this chapter our work for object creation and mock
proposal. For both scenarios, we use static analysis to gain insights about
object hierarchies and dependencies. We then use this information to pro-
pose recommendations to create objects or mocks. In both cases, we present
algorithms to minimize the amount of required objects or mocks.

We conclude our work in Chapter 7. We summarize our results, set them
in context, and provide directions for possible future work.

The main contribution of this work is an approach for dynamic unit test
extraction via time-travel debugging, a practical approach to reduce test
costs by extracting unit tests from system tests. The approach is practical
because it is implemented for a large industrial software project and it is
designed in such a way that it fulfills several requirements of practitioners.

The following list contains our contributions. All contributions are in
the context of large projects. Due to brevity and repetitiveness, we omit to
name this specifier for each entry.

1. Dynamic unit test extraction via time-travel debugging, a practical ap-
proach to reduce test costs by extracting unit tests from system tests via
backward-execution of a test execution (Section 6.1).

2. An empirical study of the impact of coverage on bug density (Section 4.2).
3. An economic approach for test case selection and reduction (Section 4.2).
4. An approach for recommending options to create objects in C++ that aims

to reduce the total amount of required intermediate objects (Section 6.2).
5. A study of Granger-causality between coverage and defects (Section 4.3).
6. A technique that combines coverage and combinatorial testing to create

new tests with low effort (Section 4.4).
7. An analysis of compression techniques for coverage data (Section 5.4).
8. An analysis of causes for test costs (Section 2.1).
9. An analysis of approaches for automated mock recommendation and mock

minimization in C++ (Section 6.3).
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2 Background

In this chapter, we discuss the background and context of this work. We
introduce software quality assurance and describe the problem of test costs
for quality assurance activities. We further introduce research areas related
to the problem of test cost reduction and discuss related work. We also
present our main research subject, SAP HANA, a large industrial software
system developed by SAP. Furthermore, we provide details about the testing
process and the resulting test costs of SAP HANA.

2.1 Software Quality Assurance and Testing

We start with a simple introduction based on an example and then provide
a more detailed discussion of the important aspects.

Software quality assurance (SQA) is a set of activities that ensure a certain Software quality assurance

degree of quality for a software. In a simplified view, quality assurance is a
repeated process consisting of the two activities definition and measurement.
As a recurring example, we define the following quality standard:

Quality standard: Each functionality in a software must be documented.

To assure the quality, we measure for each functionality whether it is doc-
umented or not. We conclude that the software fulfills the quality standard
if all checks are positive. Otherwise, in the case documentation is missing,
we conclude that the software does not fulfill the quality standard.

Considering the case that software does not fulfill a quality standard, we
typically not only state this fact, but we act to change the state. In our
example, such an activity could be the addition of new documentation or
the removal of undocumented functionality. After the improvement activity
has finished, we measure the current state again and compare it against the
quality standard. We can repeat this process until the standard is fulfilled.
We can apply this process not only in cases where a quality standard was
not fulfilled. It is even possible to further improve quality above a certain
standard. For our example, we may verify whether the documentation is
complete, correct or helpful to developers. We then iteratively improve the
documentation until the higher quality degree is reached.

This set of tasks (plan, do, check, act1) provide the foundation for quality 1 Also called PDCA circle or Deming
circle [63]. The steps are similar to the
scientific research process: hypothesis,
experiment, evaluation, analysis.

management [136]. In contrast to SQA, software quality management (SQM)

Software quality management (SQM)
aims to manage, develop and improve the quality of software. While SQM
is an important topic, it is also a broad topic [136] that we do not cover in
this work. Instead, we focus on SQA and discuss important aspects of SQA.
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SQA is typically applied with a varying degree of formalization for all
software projects. Personal experience tells us that even a small software
program quite often does not work as intended in the very first version and
requires further corrections. In such a case, the quality standard is our
personal expectation of the required functionality. The measurement is the
execution of a program and the improvement activity is the modification of
the source code until the execution of the program results in an expected
result. Larger software projects and professional software projects may
formalize software quality assurance so that the standards and activities
are defined and verified. Such a formalization provides confidence that the ISO 9000 [136]

software quality is appropriate [136].
Software testing is a measurement activity within SQA. A typical im-

plementation of quality measurement for software is the execution of the
software and verification of the result corresponding to the execution. More
formally, “software testing consists of the dynamic verification that a pro-
gram provides expected behaviors on a finite set of test cases, suitably
selected from the usually infinite execution domain.” [233]. In contrast to Software testing consists of dynamic

verification.these dynamic techniques, “static techniques are different from and comple-
mentary to dynamic testing. (...) It is worth noting that terminology is not
uniform among different communities and some use the term testing also in
reference to static techniques.” [233]. The term static testing typically refers
to tests that do not require the execution of a software. For example, they
check the correct usage of programming idioms. For the rest of this thesis,
we do not differentiate between dynamic and static testing (or verification).
We assume that testing contains both dynamic and static techniques, but
we typically focus on the execution of tests and dynamic techniques.

Testing requires a test oracle. That is, a mechanism or source of informa- Test oracle

tion to decide whether an outcome is correct or not [21, 125]. For example,
we may execute a square root function with an argument of 100. The result
is 10. Common sense implies that this result is correct. However, a CPU
typically does not provide common sense, it requires instructions. Therefore,
a test must encode 10 as the expected result and must verify whether the
calculated result is identical to the expected result. Fig. 2.1 shows a typical
implementation of such a test.

1 @Test
2 public void testSqrt () {
3 int input = 100;
4 int expected = 10;
5 int result = (int) Math.

sqrt( input );
6 assertThat ( result ).

isEqualTo ( expected );
7 }

Figure 2.1: A typical fluent unit test
in Java based on jUnit [187, 240] and
AssertJ [64, 176]. The oracle consists of
the expected result and the comparison
against the actual result.

Depending on the test type, we may encode the oracle within an au-
tomated check or we have to verify the results manually. For example,
graphical output often requires manual inspection. In some cases, the test
oracle may not be stated explicitly but can be derived implicitly. For ex-
ample, the absence of exceptions or crashes may represent implicit oracles.
In these cases, the presence of such an event results in a test failure. In
regression testing, an oracle can also only verify that a result is identical to
the result of a previous version.

The oracle problem, i.e., determining an oracle for a specific input, can be Oracle problem

arbitrarily complex. For instance, determining an oracle for the input 101
to a square root function requires a precise understanding of floating point
arithmetic [102, 197]. Determining an oracle for the input −3 requires a
decision on functionality provided by the square root function, i.e., whether
it works on real or complex numbers. Given these examples, we conclude
that the oracle problem can be challenging.
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2.1.1 Test Organization

Software testing consists of several categorizations that help structuring
testing activities. For example, the test level refers to the target of the test Test level

and the objectives of the test. In addition, tests are grouped at different
levels. A single test may be called test case and a set of test cases may Test case

be called test suite. A test suite may be distributed over several files, or a Test suite

software may have several test suites for different testing objectives. The
test level and test objectives provide a characterization of tests. Based on
this characterization, different testing purposes might only require a subset
of all tests. For instance, performance tests require a different kind of tests
compared to functionality tests. Even in within the group of functionality
tests, we can select different subsets depending on the specific functionality
that should be tested. For example, we can separate a software project
into components and only select functionality tests that are relevant for a
component that is tested. This concept leads to techniques for test reduction
that we discuss in Section 2.1.4.

Based on the test target, we can categorize tests into groups such as unit Test target

tests, component tests, integration tests, and system tests. A unit test tar-
gets a function or unit level, a component test targets a component or class,
and an integration test targets the interaction between units, components,
functions or classes. Finally, a system test targets the functionality of the
complete system. We call them different layers of testing. Each layer, in the Layers of testing

presented order, typically executes a larger amount of code compared to the
previous layer. Therefore, a higher layer relates to a longer execution. On
the other hand, tests at the lower layer test only a very specific functionality
where at the higher layer they test overall functionality which may be more
relevant for a user. They also provide a different level of detail for root
cause detection. A fault identified by an unit tests might be faster to find
compared to a fault identified to a system tests. In addition, the developer
effort to create tests on each level might be different. However, this de-
pends on the specific setting of a software project. Table 2.1 summarizes
the characteristics in terms of scope, execution time and amount of tests.

Test Layer Scope Execution Time Amount of Tests

Unit Functions Short Large
Component Classes Short to medium Medium
Integration Interactions Short to high Medium to small
System Whole system Long Small

Table 2.1: Overview of test layers and
their characteristics.

The test objective allows for categorization of tests based on their purpose. Test objective

For example, performance and stress tests verify whether a software executes
within a predefined time window or how the software behaves if used by mul-
tiple users concurrently. Security testing investigates whether functionality
or data can unintentionally be accessed. Regression testing verifies whether
a software continues to work as expected after a change. Acceptance testing
verifies whether the requirements are met. Usability testing measures how
real users use a system and investigates the ease of use for a software. The
literature provides a wide range of test objectives [133, 233].
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2.1.2 Test Techniques

Test technique refers to the systematic approach that is used to conduct Test technique

the test. They can be grouped in categories such as input-domain based,
code or dataflow based, fault based or model based. Related work propose
a wide range of different techniques with different goals [43, 208]. We focus
on the group of input-domain based techniques. Such a technique selects an
appropriate set of inputs for a given test objective. It might be tempting
to thoroughly and exhaustively test the full input space. However, even for
small programs, this is typically not possible as we will show by an example.

Assuming hardware that can execute 3 × 109 operations per second repre-
senting a 3 GHz processor and assuming one value verification requires one
operation. Then, a single boolean input requires two operations with an
execution time below a second. For a 32 bit integer input, we must iterate Testing the complete input space is typ-

ically not feasible.232 input values. It already requires 2 seconds to execute these operations,
but is still feasible. However, a 64 bit integer input requires 6 × 109 seconds
or at least 190 years. Even with additional hardware, we may not be able
to finish testing in a reasonable amount of time. In practice, there can be
multiple inputs and the type of the input can be of an arbitrary length such
as text from filesystem or data in memory. Therefore, the required execution
time can be arbitrarily long. In addition, even in the case we could iterate
over all inputs, we still have to verify the output. In conclusion, it is often
not feasible to test the complete input space.

There are several techniques to reduce the input space for input-domain
approaches such as equivalence partitioning, pairwise and combinatorial
testing, boundary value testing and random testing [208, 235]. Each term
nowadays represents an own field of research with different approaches. We
highlight the general principles behind each approach and provide informa-
tion about related work for further information.

2.1.2.1 Boundary Value Testing

For boundary value testing, we select values from the input space where we ex- Boundary value testing

pect a boundary for a condition. We find such conditions from requirements
or source code. For example, a function should return 0 for all values larger
than 5. Here, we select 5 and 6 as boundary values for testing. Empirical
research shows that such an approach is effective [49, 88, 90, 219, 235].

2.1.2.2 Equivalence partitioning

Equivalence partitioning (EP) is a standard approach for test input gener- Equivalence partitioning

ation [88, 109, 235]. Based on the specification, we categorize the input
domain into one or more sets where each item in a set shows the same
behavior for the program execution. We call each set an equivalence class
(EC) [230]. Then, for each EC, we test only a single representative2. We 2 We define and explore the mathemati-

cal background of equivalence relations
and classes in Section 3.3.8.

can combine EP with boundary value testing, i.e., we select three candi-
dates for each EC: the “minimal” item, a random item, and the “maximal”
item. For example, to test the function 𝑎𝑏𝑠(𝑥) =

√
𝑥2 for the input domain

[−10, 10], we define the two EC {[−10, −1], [0, 10]}. For testing, we select
the representative input values {−10, −7 − 1, 0, 2, 10}. EP reduces a large
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input domain to a few elements of representatives. However, there are also
limitations. It might not be possible to create EC because of inadequate
specification or the problem does not allow the creation of such classes (e.g.,
creating EC for matrix multiplication). In addition, the amount of EC can
be too large for practical usage (e.g., algorithms working with Strings).

2.1.2.3 Pairwise And Combinatorial Testing

𝑃1 𝑃2 𝑃3 𝑃4

0 0 0 0
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

Table 2.2: Pairwise testing example.
These 5 tests cover all possible values
for all combinations of two boolean pa-
rameters.

Pairwise testing investigates only combinations of pairs of different param-

Pairwise testing

eters in a multi-dimensional input space instead of all combinations of all
parameters [164, 165, 195, 203]. This approach is reasoned by empirical
studies where root cause analyses of failures show that more than 90 % of
all faults depend on 2 or fewer variables [166]. Therefore, instead of testing
for all 24 combinations of 4 boolean parameters, it might be sufficient to
test only a subset of inputs so that all pairwise combinations between each
parameter are represented in the test input. In fact, this requires only 5
tests instead of 16 tests as shown by Table 2.2. The problem of finding
such an input is NP complete. However, we might accept also near-optimal
solutions. In practice, the difference for test reduction between a large 2𝑛

amount of tests and a small 𝑛 is significant, but the difference between the
minimum amount of 𝑛 and 𝑛 + 10 tests has probably no measurable effect.

Pairwise testing can provide an exponential reduction for the amount
of test cases. For instance, 10 boolean parameters would require 210 test
cases to iterate over all combinations, but less than 30 test cases to execute
all pairwise combinations [164, 165]. Pairwise testing provides promising
results for parameters with small domain sizes such as booleans. For larger
domains, such as 32 bit integers or strings, pairwise testing still leads to an
infeasible amount of test cases. We can see this by a small discussion of an Limitations of pairwise testing

absolute minimum of test cases that must be generated. For 𝑛 parameters
where each parameter can have 𝑚 different values, pairwise testing must
create at least 𝑚 · 𝑚 tests cases, because all pairs of 2 parameters must be
executed. For instance, a function with 𝑛 32 bit parameters requires at least
232 × 232 = 264 test cases. As we have already discussed before, this would
require a time effort of over 100 years on typical hardware. To tackle this
challenge, we can combine pairwise testing with equivalence partitioning as
we explore in Section 4.4.

The generalization of pairwise testing is combinatorial testing, where
instead of only pairs of parameters, larger subsets and their combinations
are investigated [165]. For instance, we may want to cover all 3-way combi-
nations, i.e., all value combinations of all possible subsets with cardinality
3. Empirical studies suggest that extending this approach to 6-way testing
may be sufficient for practical scenarios because defects found in practice
rarely depend on more than 6 parameters [164, 165].

2.1.2.4 Random Testing

Random testing uses randomly selected values of the input domain to test the Random testing

software. Typically, the testing is limited by a threshold in terms of time or
number of generated values. The main issue of random testing is the missing
test oracle. Generally speaking, random input results in random output.
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Except for implicit test oracles such as crashes and assertions, we have no
further knowledge of whether the random output is correct or not. Therefore,
random testing has limited value in practice. However, randomly generated
tests can be beneficial for differential testing, i.e., comparing whether the
output of software (unexpectedly) changes between versions [190]. Instead
of generating completely random input, there exist also so-called directed
random approaches. There, randomness is used to generate input but the
generation is bounded by some constraints concluded from the source of the
software or its execution [209].

2.1.3 Test Costs

Testing activities require time and resources. It requires time to design,
implement, execute and check tests. The development and setup of a test
framework may require additional time. As discussed in the previous section,
there is a wide range of test techniques for software testing. Given infinite
time and resources, we could employ all techniques to ensure a high degree of
quality. Unfortunately, time and resources are limited in practical scenarios. Test cost problem: Limited time and

resources.This results in a typical cost problem, i.e., how much time and resources
should be invested for an expected benefit.

Also, testing requires resources. Test executions may use a workstation
that is also used for development, if the resource consumption of tests is
reasonably low. However, test executions with higher resource consumption
might require a central system to organize the test executions. A large set Test executions require additional hard-

ware and software.of tests might require multiple test servers to allow the execution of all tests
within an acceptable waiting time. Moreover, the execution time for tests
translates to waiting time for developers. They either wait until testing is
finished, or they switch their current task which might add context switching
costs. In summary, testing can result in a wide range of costs. Therefore,
improving the efficiency of testing is an important task for small and large
software projects to reduce test costs.

As stated in the introduction, reducing test costs is a trade-off between
the effort of testing activities and therefore the degree of quality of a software
project on the one hand and associated costs on the other hand. For any Trade-off between costs and quality.

non-trivial project, it is typically not possible to precisely model this trade-
off due to inaccuracies in calculating the test costs and due to a missing
precise definition of quality. There are several approaches to estimate test
costs and the impact on software quality [116, 144]. However, it is expected
that such approaches must be tailored to the specifics of a given software
project and may not be generalizable.

Even without a precise model, we can still use a simplified model to Simplified model for test costs.

analyze the trade-off property between test costs and the degree of quality
for a software project. Let 𝑐𝑡 be the costs of testing activities and 𝑐𝑜 all other
costs. Then the total cost of a software project 𝑐𝑠𝑢𝑚 follows the equation
𝑐𝑠𝑢𝑚 = 𝑐𝑜 + 𝑐𝑡. Based on the previous discussion, we assume that the
degree of quality 𝑞 depends on the costs for testing. Therefore, 𝑞 = 𝑓(𝑐𝑡)

where 𝑓 is a monotonically increasing function. We further assume that
𝑐𝑜 is fixed. There exist two options to increase 𝑞. First, by increasing 𝑐𝑡,
i.e., by increasing the test costs, we increase 𝑞. However, this also increases
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𝑐𝑠𝑢𝑚, i.e., the total costs. Second, we can make testing more efficient, i.e.,
we replace 𝑓 by 𝑓𝑛𝑒𝑤 so that 𝑓(𝑥) ≤ 𝑓𝑛𝑒𝑤(𝑥)∀𝑥. This allows us to decrease
𝑐𝑡 while maintaining the same result for 𝑞 or increase 𝑞 while maintaining
the same value for 𝑐𝑡. In summary, to improve the degree of quality for
a software project, we either increase the total costs or we improve the
efficiency of the testing3. 3 We may also improve other factors

that were in fact hidden within the 𝑡𝑜

constant, but these other factors are
not in focus of our simplified model.

In practice, it may economically not be advisable to continuously increase
the total costs of a software product by proportionally increasing the costs
for testing. As we show in Section 5.2, the test costs of a large and successful Test costs can increase superlinearly.

software may increase superlinearly over time, which makes it infeasible to
accept a proportional increase in total costs — even for large companies. In
such cases, it may not be possible to guarantee a certain degree of quality
due to the high test costs. Therefore, test cost reduction does not only
provide a reduction in costs, but may even be required to ensure a certain
degree of quality for a large software. Otherwise, the high test costs prevent
any further quality activities.

In summary, test cost reduction is important for small and large projects.
Even more, test cost reduction can be a requirement to ensure a high degree
of quality for large projects, because cost limitations might prevent extensive
testing activities if the crated costs are too large.

2.1.4 Related Work on Test Cost Reduction

Test cost reduction is an important problem and has been addressed by
researchers and practitioners alike: “Testing can be expensive, and the
need for cost-effective techniques has helped it emerge as one of the most
extensively researched areas in testing over the past two decades” [208].

Orso and Rothermel [208] use the following three categories:

• Test case prioritization (TCP). TCP, TCS, and TCR

• Regression test selection (RTS) or test case selection (TCS).
• Test suite reduction (TSR).

Yoo and Harman [257] and Hyunsook [76] provide surveys for all cate-
gories, Khan et al. on TSR [153], and Khatibsyarbini et al. on TCP [154].
Kazmi et al. provide a literature review about TCS techniques [149] and Ali
et al. about the industrial relevance of regression testing research [25].

Each of these three categories describes techniques that filter or reorder
test cases to optimize some criteria. For example, we may consider maxi-
mizing code coverage as the optimization objective, understanding it as a
proxy for the thoroughness of testing [103]. TCS techniques select a subset
of tests for each test run. For example, only test cases relevant to a specific
objective function are selected for a test run. TSR techniques shrink the
test suite (i.e., test cases are removed). Therefore, the potential cost savings
for TCS and TSR techniques are typically higher compared to TCS, but
TCS and TSR techniques have the potential disadvantage of a loss of testing
quality because not all tests are executed compared to the full test suite.

The main difference between TCS and TSR is the state of the original test
suite. For TCS, the original test suite remains unmodified. Typically, TCS
techniques select a subset of tests for a specific activity. TCR techniques



14 testing in very large software projects

modify the original test suite. In this case, instead of the original test suite,
only the test suite as a result of TCR will be used in the future.

Techniques of all three categories can be combined in any order. For
example, we may first reduce a test suite, then select multiple different
subsets of the reduced test suite for different tasks and finally prioritize the
tests for each of these tasks. Even more, TCS and TCR techniques are often
interchangeable and TCP techniques can be converted to TCS techniques
by using a threshold to limit the ordered sequence of test executions.

We provide an extensive discussion of related work for TCP and TCS in
Chapter 5 and therefore do not replicate this overview here. Instead, we
focus only on more recent work that target large systems.

Menon et al. describe their work at Google [191] where 150 million tests
are executed per day. Google engineers implemented a system for TCS. Work at Google

Based on dependency analysis, they collect for each change 𝐶1 the set of
required tests 𝑇1 to test this change. Their build system facilitates such
analysis, requiring minimal overhead compared to advanced static analysis
techniques. Instead of executing all tests in 𝑇𝑐 directly, they collect over a
time frame of several hours the set 𝑇 = 𝑇1 ∪ · · · ∪ 𝑇𝑛 of all 𝑛 tests sets col-
lected within the time frame. Then, they execute all tests in 𝑇 . In the case
all tests succeed, they conclude that the source code is successfully tested
now. In the case one or multiple tests failed, they triage the error-introducing
change by re-executing the failed tests for all intermediate changes to find
the error-introducing change. This approach consequently reduces test ex-
ecutions by dependency analysis and by merging multiple test executions
into a single execution. The approach is effective because the majority of
test executions succeed and there is no benefit in executing succeeding tests
multiple times. Hence, their approach skips these executions.

Machalica et al. describe their work at Facebook [184] where 10 million
tests are executed per day. Facebook engineers implement a system for TCS Work at Facebook

and TCP. For this purpose, they use machine learning techniques to classify,
for a given change, the set of all available tests into potential failing tests
based on metadata of the change (such as the size of a change, history, file
type, or historical failure rates). Consequently, they only execute tests that
are classified as potentially failing. They report that this approach reduced
infrastructure costs for testing code changes by a factor of 2, while guaran-
teeing that over 95 % of individual test failures and over 99.90 % of faulty
changes are still reported back to developers. Most interestingly, the learn-
ing based on metadata is language-agnostic, i.e., no further understanding
or parsing of a programming language is required.

Cruciani et al. describe an TSR approach that aims to be scalable for
large systems [57]. They employ similarity-based clustering techniques on
test suites and then select only a single test for each detected cluster. They
evaluate the execution time of their technique on 500 000 tests collected
from several GitHub projects. To evaluate the fault detection loss of their
approach, they seeded faults into the source code of study subjects. They
conclude that fast execution times and low fault detection loss make their
approach practical for large projects.

We conclude that our work is not the first to investigate testing in large
software projects. However, as we will see, there are still unsolved challenges.
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2.2 Study Subject: A Very Large Software Project

Our main case study for this work is SAP HANA [93, 94, 188], a high-
performance, parallel in-memory database management system developed
by SAP. With over 6 million lines of source code, we consider SAP HANA
a very large software project. SAP HANA is mainly written in C++ and C
and modified by over 800 source code changes (commits) per day4 by more 4 Note that in practice, the metric

“changes per day” is rather vague due
to the unclear definition of what ex-
actly constitutes a single change. With
pre-commit reviews, even the number
of commits or the number of merges
to the main repository may not be rep-
resentative. In our case, we count the
number of changes to the main product
lines and each branch that represents
a component within SAP HANA. How-
ever, such a single change can be the
result of multiple and iterative smaller
changes.

than 100 developers. The code of SAP HANA is in part very complex due
to requirements for high performance, implying own memory management
subsystems, and massive multi-threading. The code basis combines and
integrates several sub-projects with a lifetime of more than 10 years. The
development of SAP HANA creates more than 10 TB of metadata per year
that is stored in and analyzed by an internal SAP HANA database itself.

2.2.1 Quality Assurance

Since many customers use SAP HANA in mission-critical scenarios, quality
assurance of this product is of paramount importance. This requirement
is ensured via extensive software testing practices in all development and
release stages. To illustrate, there exist over 900 000 test cases that can 900 000 test cases

be executed by over 1 000 servers with, on average, 40 CPU cores, 3 GHz
frequency, and 256 GB of memory. Executed sequentially, the total execution
time of all tests (even with optimized builds) would require up to 3 weeks. 3 weeks sequential test execution time

In practice, tests are executed in parallel on a cluster of test servers. The
actual execution times of tests range between 1 min and several hours. The
execution time depends on factors such as test type, cluster size, cluster
load factor, or test configuration. Effects such as flakiness resulting in
re-executions of tests can increase the total execution time.

2.2.2 Test Organization

There are three relevant hierarchies for the test environment of SAP HANA:
the test layer hierarchy, the test deployment (or execution) hierarchy, and
the testing stages hierarchy. The following sections discuss each hierarchy
in more detail. In practice, there exist additional layers, but we focus only
on the aspects important for our work.

2.2.2.1 Test Layer Hierarchy

The test code of SAP HANA is organized in test suites, each containing
between 1 to 20 000 test cases.

A test suite typically consists of a Python file embedded in a custom
testing framework. It can contain different types of tests, mainly: system
and unit tests, but also component and integration tests. A system test Focus on system and unit tests.

typically checks for regressions introduced by new changes to the source
code. Such a system level regression test is typically implemented as one or
multiple SQL queries. The test framework sends each query to a prepared
database instance and checks the result for correctness. Contrary to system
tests, unit tests call code fragments directly using a C++ test framework and
check the results. Counterintuitively to a common understanding that unit
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tests execute a small amount of code, there are also unit tests that require
a database instance and therefore execute the whole database setup and
database stack and are still referred to as unit tests by (some) SAP devel-
opers. It seems that historically, some developers considered all C++ tests
as unit tests and all Python tests as system tests.

As we can already conclude, the exact categorization of tests into test lay-
ers is not trivial in practice. There exists a definition for each layer [134, 233],
but they can contain ambiguity or are not practical [86]. Based on discus-
sions with developers at SAP, we recognize that developers have different
interpretations of these terms, which aligns with related literature regarding
the differentiation between unit tests and integration tests [86]. In this work,
we typically only differentiate between system tests and unit tests. We cat- Python: System test. C++ : unit test.

egorize tests that use SQL statements and the Python test framework as
system tests and tests that use C++ and any of the existing C++ test frame-
works as unit tests. We see in Section 5.5, that we can also use coverage
data to effectively differentiate such tests.

2.2.2.2 Test Deployment Hierarchy

Figure 2.2: The organization of the
test deployment hierarchy SAP HANA.
Each level consists of multiple refine-
ments.

The test deployment hierarchy determines which test cases are grouped
and executed together. Fig. 2.2 shows an overview with descriptions.

Starting with a test run that identifies a quality review for a specific Test run

version of the software, each level in the deployment hierarchy contains one
or multiple refinements. A test run consists of a set of test profiles that Test profiles

group test suites by their test purposes. Such a test profile can correspond
to a project component (source module), or it can organize test suites by
other criteria. A test profile contains test suites that target a set of features Test suites

or components. Each test suite contains a test layer that only simplifies the
organization of test cases and different types of test cases. We therefore Test cases

typically omit the test layer in further discussion. A test case then represents
a specific single test and can be of different types.
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Developers can also execute single test cases or test suites either on a
local development workstation or on the central testing system. The central
testing system utilizes either test servers directly or they use virtualization
techniques such as docker environments [29, 192].

SAP uses the SAP HANA database itself to store the results and metadata
of all test runs for convenient access and self-testing for SAP HANA.

2.2.2.3 Testing Stages Hierarchy

1INTERNAL© 2019 SAP SE or an SAP affiliate company. All rights reserved.  ǀ
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Figure 2.3: The testing stages of SAP
HANA. Source: Sascha Schwedes /
SAP (modified for presentation).

The quality assurance process for SAP HANA is divided into several
testing stages as shown by Fig. 2.3. Broadly speaking, lower testing stages
have a smaller scope, run shorter, require less hardware, and run more
frequently compared to higher testing stages. The stage of local testing is
rather informal. It is the responsibility of a developer to test locally (or not)
and there is no metadata available for this stage, i.e., it is unknown which
tests are run how often and whether they succeed or not. Developers can als
execute tests of a higher testing stage, but they may also apply approaches
that are not contained in higher stages. Starting from component testing
until the highest testing stage, all stages involve automated parts and SAP
records metadata for all stages. In several parts of this work, we utilize this SAP records metadata for testing.

metadata to gain insights about the testing process.
The existence of multiple testing stages has several consequences of which

we only list a subset that is important for our work:

1. The existence of multiple testing reduces the feedback time for developers.
Developers do not have to wait until all tests are executed, they gain early
feedback based on a smaller subset of tests.

2. Developers might not get immediate feedback on their changes if a fault
is only found in one of the later testing stages.

3. The resource consumption is reduced. As higher testing stages typically
involve more expensive tests, the reduced execution frequency results in
reduced costs compared to executing them for every change.

4. It requires a substantial amount of effort to keep changes, tests, versions
and bug reports in synch.
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All these consequences either improve the productivity of developers or
need additional measures to avoid negative effects for the degree of quality.
We further investigate the concept of multiple testing stages in Section 5.2.

2.2.3 Test Costs

As already mentioned in Section 2.2.2, executing the set of 900 000 test cases
can require a considerable amount of time and resources such as hardware.
In addition to the issue of a large number of tests, there are several other
aspects that increase test costs such as tests with long execution times, high
execution frequency, waiting times for test executions, or follow-up activities
to verify the test result. We briefly discuss these aspects.

2.2.3.1 Large Amount of Test Cases

We consider the amount of 900 000 test cases a fairly large number that is
hard to inspect individually. However, we can categorize test cases by the
different criteria discussed in Section 2.1. This allows us to identify subsets
of particular interests. For instance, unit tests have a lower execution time
compared to system tests. The former typically execute in a fraction of
a second whereas the latter can require more than an hour to execute.
Therefore, in terms of execution time, a single unit test has a considerably
lower impact on the test cost compared to a single system test. Generally, Not all tests are equally expensive.

we expect that tests in a higher testing layer require more execution time
compared to tests in a lower testing layer. In addition, the test purpose
can also provide a characterization with similar implications. Performance
tests or fuzzing tests with some type of random execution typically require
more execution time compared to a functional test. For this discussion, we
characterize tests that require a long execution time for the execution or
extensive resources (such as distributed tests) as expensive.

We also observed that the amount of test cases grows over time and the
deletion of tests rarely occurs. Based on discussions with developers at
SAP, we believe that the reason for this observation is based on insufficient
incentives for developers to delete tests. Even though a test run could be
shorter, tests are executed centrally and a developer might not even notice
a small change in the execution time. On the other hand, test deletion
requires time and might result in a test suite with a reduced degree of
quality. Moreover, developers do not want to be responsible for deleting The amount of tests only grows over

time.a test that would have detected a fault in future versions of the software.
Conclusively, developers write and add more tests over time and rarely delete
tests. Therefore, the amount of test cases grows over time.

Given a large number of test cases, we have multiple options to improve
test costs. We can either remove tests, we execute tests less frequently, or
we focus on non-expensive tests if new tests are added. We noticed that the
first option of test deletions is not practical and the last option is rather
speculative based on future improvements. Therefore, our work explores the
second option in Chapter 6, where we propose to extract unit tests from
system tests and displace the system tests to a higher testing stage with
lower execution frequency and thereby reducing test costs.
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2.2.3.2 Tests with Long Execution Times

For SAP HANA, a large fraction of automatically executed tests can be
categorized into one of the two categories unit tests or SQL system tests.
Regarding execution time, i.e., the time between the start of a test execution
by the central continuous integration system until the results are reported,
these two categories have different characteristics as shown by Table 2.3. Unit tests: fast. System tests: slow.

For this reason, we label unit tests as short or fast and SQL system tests
as long or slow. In practice, there are also unit tests with higher execution
times than some system tests, but for the majority of cases, these labels fit.

Required Time
Unit Test SQL System Test Task

≥2 s 2 h Compile C++ source code to binaries
5 s to 2 h Schedule for free server ressources

≥5 min ≥30 min Distribute binaries
- ≥20 min Install HANA
- ≥1 min Start HANA
- ≥10 s Send SQL statement

>0 s 5 s to 3 h Execute and wait for result
5 min Check result, report to CI

< 30 min Several hours Total required time (typically)

Table 2.3: Composition of test execu-
tion times for tests executed by the
central continuous integration system.
Outliers are possible and occur fre-
quently, however, we omit them to sim-
plify the presentation.

Given these aspects, a single SQL system test contributes a considerably
larger part to the total test costs compared to a single unit test. Therefore,
we focus our work in Chapter 6 on such SQL system tests.

2.2.3.3 High Execution Frequency of Tests

At SAP HANA, developers commit on average more than 800 changes per
day to the central source code repository. Each of these commits requires
pre-commit testing. Therefore, the test costs depend on the number of
commits. Furthermore, the number of commits depends on the number
of developers. As large software projects such as SAP HANA typically
employ a comparatively large amount of developers, the number of commits
is also considerably large as shown by the number of 800 commits per day. In
practice, each of these commits can already consist of several smaller changes. A large amount of developers leads to

large test costs.In conclusion, a large amount of developers results in a high frequency of
commits and therefore in a high frequency of pre-commit testing that leads
to large test costs. Section 5.2 provides further discussion of this issue.

2.2.3.4 Waiting Times for Test Execution

As stated before, developers commit more than 800 changes per day for
SAP HANA. Each change is tested before the change is merged into the
central code repository. As shown in Section 2.2.3.2, a test run can require
several hours of execution time. Assuming that a test run requires only one
hour of time, then 800 changes and therefore 800 test runs would require
800 hours if executed sequentially. The sequential execution is required A day has not enough hours to execute

all required tests.to guarantee the correctness of the system after each change. However, a
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single day has less than 800 hours. As a result, it is not possible to execute
all test runs sequentially. Either test runs must be executed in parallel or
the development process must be adapted to reduce the number of changes
so that testing can be finished before the next change is committed. For
the development of SAP HANA, testing is done in parallel. Each time a
change is committed to the central source code repository, a new test run is
executed to test the change. The change is merged if testing succeeds.

However, parallel testing can not guarantee that the final state of the
source code passes all tests after each tested change is merged. Suppose
that change 𝐴 implements new functionality that uses an object 𝑂 and
change 𝐵 modifies the behavior of 𝑂. Both changes pass separately all tests.
However, the combined source code can contain defects due to different logic
implemented in both changes. Such conflicts are not detected as merge
conflicts by the version control system. We call this group of conflicts logical
merge conflicts. Related work provides several approaches to detect and
solve logical merge conflicts [7, 35, 112].

2.2.3.5 Test Flakiness

Test flakiness describes the effect that a test passes and fails in multiple
executions for the same code. We discuss in Section 5.6.2 the problems that
flaky tests create. A typical approach for tackling test flakiness is to rerun
failed tests. Each time a test fails, we execute it 𝑛 additional times. If the Additional test executions caused by

flakiness.test succeeds at least once in these 𝑛 executions, we conclude that the test
is flaky. We may either ignore it or further investigate it. These additional
test executions increase the test costs. Given a factor 𝑝 of flaky test and
a set of 𝑚 tests, we statistically have to execute 𝑝 × 𝑚 × 𝑛 additional test
executions. Based on related work, typical values are 𝑝 = 0.1 and 𝑛 = 5.
Therefore, we expect a test cost increase by a factor of 0.5.

In addition to the test cost increase by additional test executions, test
flakiness also affects other aspects. The approach described above represents
a happened-before relationship, i.e., the additional test executions can only
start after a test failure occurred. Therefore, the total time for executing all Total test execution time increases.

tests can substantially increase if a test with a rather large execution time
fails at the end of a test run.

Flaky test results also require additional developer effort. It is typically
unclear whether the source of test flakiness is related to the tested software or
to the testing environment. It may happen that the software contains defects
that appear only with a certain probability for each execution. Therefore, Developer effort increases.

additional analysis by developers might be required. Even more, the analysis
of such defects might be rather time-consuming as a developer might not be
able to easily reproduce the issue.

The effects of flakiness are more visible in larger projects. Let a small
project have 100 tests. A flakiness rate of 0.001 for all tests would result
in one random failed test every 10 test runs. Developers might even ignore A full test run rarely succeeds due to

flakiness.such a result if they rerun the test suite and all tests succeed. In contrast, a
large project with 100 000 tests shows several failed tests for every test run.

In conclusion, test flakiness can, among several negative effects, consider-
ably increase test costs and is more visible in large projects.
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2.2.3.6 Conclusions to Test Costs

Test costs typically exist for all software projects. However, the properties
of large projects can make effects visible that go unnoted in small projects.
The large number of tests, the long execution times and the high frequency
of test executions considerably increases the test costs for large projects.
Additional factors, such as test flakiness, waiting times for developers and
time required for follow-up activities further increase the test costs.

2.2.4 Code Coverage Data

Developers at SAP HANA use DynamoRIO drcov [67] to regularly collect
line-based code coverage data for test executions, i.e., information whether
each particular source code line was executed (“hit”) or not during a test run.
It would be surely interesting to use a more fine-grained granularity than
line coverage (i.e., on branch, statement or instruction level), but previous
internal studies showed that collecting coverage data with more fine-grained
granularity than line coverage considerably increases test execution times
and size of coverage data. Therefore, line coverage is used as a suitable
compromise between accuracy and resource usage. Even for line coverage, Line coverage for SAP HANA.

the cumulative execution time of tests with enabled instrumentation for
collecting coverage data is about 1 877 hours or 78.20 days – an increase by
a factor of 6. A typical coverage run still requires up to 2 days if executed
in parallel on multiple servers. Moreover, each such coverage run generates
about 130 GB of code coverage data. We further define and discuss the
terms coverage and related problems in Chapter 3.

2.3 Summary

Software quality assurance is an important task for software development,
but it also can require considerable efforts in terms of time and cost for
testing. We identify several factors contributing to high test costs that
are unique or only significant for large projects. However, high test costs
also provide an opportunity for large test cost reduction which shows the
relevance of research in test cost reduction.

There is a wide range of research for test cost reduction that aims to
reduce the effort required for testing while minimizing reductions in the
degree of quality. As our discussion shows, several approaches proposed by
researches and practitioners have limitations for large software projects or
even do not consider the specific properties of large projects. Therefore,
our contributions aim to reduce this gap. We investigate several aspects in
the following chapters. Section 5.6.2 investigates approaches for test cost
reduction in large projects and Chapter 6 introduces our main contribution
to reduce the costs of tests with long execution times.





3 Code Coverage: Measure Test Execution

Software tests execute a program, the software under test (SUT). Such a
program execution consists of a sequence of instructions interpreted by a
processor. We can monitor the instructions that are actually executed by the
processor to obtain coverage data, i.e., information about the execution of
the SUT. Furthermore, by mapping the instructions to source code, we can
measure the code coverage. The code coverage allows us, for a given SUT, Coverage records what was executed.

to identify the subset of source code that is executed by a test (“covered”)
and the complementary part that is not executed by a test (“uncovered”).

In this chapter, we define coverage and briefly explain the collection pro-
cess. We discuss multiple problems related to the analysis of coverage data
and present algorithms to solve them. These algorithms serve as a founda-
tion for advanced techniques in other chapters. We discuss the implications
and limitations of information gained by coverage data in Chapter 4.

3.1 Definitions

Code coverage is frequently used in practice and research [6, 46, 83, 120,
122, 140, 202, 213, 248, 256]1. However, there exist different variants of 1 A literature search for “code cov-

erage” finds more than 100 publica-
tions. A survey from 2009 provides an
overview [256].

coverage and the exact meaning of the term coverage may depend on the
context. For instance, a comparative study of 9 code coverage tools shows
that the results for multiple coverage criteria differ significantly across the
different tools, even with cases where some tools show 100 % and other tools
0 % coverage for the same case [202]. Therefore, it is important to define
the exact meaning of coverage and related terms. In this section, we discuss
the context and introduce definitions for multiple variants of coverage.

1 0000000400400 <main >:
2 imul $0xabcd ,%edi ,% edi
3 jmpq 400500 <_Z6squi >
4 0000000400500 <_Z6squi >:
5 mov %edi ,% eax
6 imul %edi ,% eax
7 retq

Figure 3.1: x86/x64 instructions.
3.1.1 Context

A computer program 𝑃 consists of a sequence 𝑆instr of instructions that can
be interpreted and executed by a computer as shown by Fig. 3.1. We focus
in our work on the x86/x64 architectures and, consequently, 𝑆instr consists of
x86/x64 instructions [1, 2, 131, 132]. Instead of the term computer program,
we may also use the terms software or software program.

1 __attribute__ (( noinline ))
2 int square (int number ) {
3 return number * number ;
4 }
5 int main(int c, char *[]) {
6 return square (c*0 xabcd );
7 }

Figure 3.2: Source code.

A developer that creates 𝑃 can provide 𝑆instr directly. However, instead
of writing x86/x64 instructions, a developer typically uses a formal language
to write a sequence of words and characters that will be translated into
𝑆instr as shown in Fig. 3.2. Such a formal language is called a programming Programming language

language and the sequence of instructions 𝑆code written in such a program-
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ming language is called source code or just code [114, 245]. 𝑆code consists Source code

of 𝑛 files organized within a file system and each of these 𝑛 files consists
of 0 to 𝑚𝑖 lines, 𝑛 ∈ N+, 𝑚𝑖 ∈ N0∀𝑖 ≤ 𝑛. The content of files consists
of characters typically encoded in ASCII [10] or UTF-8 [137, 246]. The
content is organized in lines. The placement of line breaks, and therefore
the amount of lines, is determined by the developer. In practice, developers
do not introduce line breaks at arbitrary places, but aim to improve the
readability of the source code for humans. Therefore, developers follow a
common understanding or a style guide [152] for placing line breaks.

The translation from 𝑆code to 𝑆instr provides information about the map-
ping 𝑀 ⊆ 𝑆code × 𝑆instr between a specific part of 𝑆code and the correspond-
ing subset of 𝑆instr. That is, we know for each element 𝑖 in 𝑆instr which Mapping between source code and in-

structions.subset of 𝑆code creates 𝑖 and we know for each meaningful part of 𝑆code which
instructions will be generated for this part. It is possible that some lines of
the source code map to an empty sequence of instructions, for instance, in
the case of source code that is ignored during translation or for empty lines.
Vice versa, instructions in 𝑆instr can map to an empty set of characters in
the source code, for instance, in the case of implicitly generated instructions.

3.1.2 Instruction Coverage

For the execution of a program 𝑃 , a computer executes the instructions
in 𝑆instr. However, not all instructions of 𝑆instr may be executed because
x86/x64 allows arbitrary jumps between them. The term instruction cover- Instruction coverage

age refers to the sequence of instructions 𝑆iC that are executed for a specific
execution of 𝑃 . More specifically, the instruction coverage 𝐼𝐶𝑃 𝐸 for a pro-
gram execution of 𝑃 is a sequence of numbers ⟨ℎ1, ℎ2, . . . , ℎ|𝑆instr|⟩ where ℎ𝑖

represents the amount of times the instruction at position 𝑖 was executed
(“hits”). For practical efficiency reasons, ℎ𝑖 may be restricted to ℎ𝑖 ∈ {0, 1}, Boolean counter.

indicating only whether an instruction was executed or not. In addition,
the cases where ℎ𝑖 = 0 may not be contained in 𝐼𝐶𝑃 𝐸 and all items in
𝐼𝐶𝑃 𝐸 have an additional label that indicate the corresponding instruction.
Furthermore, we define the instruction coverage ratio 𝐼𝐶𝑅 as Instruction coverage ratio

𝐼𝐶𝑅 =
|{𝑥 | 𝑥 ∈ 𝑆iC and 𝑥 ̸= 0}|

|𝑆instr|
. (3.1)

A specific execution of 𝑃 may depend on additional input to the program
such as the state of memory. We assume that such input does not change for
multiple executions of the same program if not stated otherwise. Therefore, Assumption: Deterministic program

execution.we expect that a program execution is deterministic, i.e., two executions of
𝑃 will always produce the same instruction coverage for the same input.

The assumed deterministic model of computation simplifies the theoretical
discussion. However, it does not reflect a practical environment. Several
aspects, such as concurrent execution, random number generators, time,
or input from the filesystem or users may result in a scenario where two,
seemingly identical, executions produce different instruction coverage. We
further discuss these practical issues in Section 5.7 and show there that we
can “normalize” such coverage data, i.e., we can make it appear deterministic.
Therefore, our simplification is reasonable.
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3.1.3 Code Coverage

We obtain the instruction coverage 𝐼𝐶𝑃 𝐸 for a program execution 𝑃𝐸 of 𝑃

as described in Section 3.1.2. We map the 𝐼𝐶𝑃 𝐸 to 𝑆code via the mapping
𝑀 provided by the translation of 𝑆code to 𝑆instr as described in Section 3.1.1.
The result is the source code coverage 𝐶𝐶𝑃 𝐸 , or code coverage, a sequence Source code coverage

of numbers that indicate for each part of the source code how often this part
was executed by a specific execution of 𝑃 . More formally,

𝐶𝐶𝑃 𝐸 = ⟨𝑠1, 𝑠2, . . . , 𝑠|𝑆code|⟩ (3.2)

where 𝑠𝑖 :=
∑︁

𝑗∈{𝑦|∀𝑥𝑦∈𝑆instr :(𝑦,𝑖)∈𝑀}

ℎ𝑗 (3.3)

The term code coverage may be used in two different contexts. It may
represent a) coverage data, i.e., information about the execution of the source
code, or b) a percentage, i.e., the amount of executed source code relative
to the total amount of source code. Fig. 3.3 shows a visual representation
of coverage data where executed areas are highlighted.

Figure 3.3: Visual representation of
coverage data. Numbers indicate how
often a line was executed. Not executed
lines with orange background. Lines
that do not map to instructions with
white background. The actual source
code is not relevant. Source: LCOV
documentation [15].

The code coverage is always obtained for a specific execution of the
program. However, the specific execution context may not be provided. In Coverage relates to a specific execution.

such cases, code coverage typically refers to the execution of tests and we
identify the corresponding code coverage with the term test coverage. The Test coverage

coverage data may contain only coverage information for the code under
test, but may also include coverage information for the test code.

We assume a fixed set of tests for the generation of test coverage. In
practice, it may be unclear which tests are considered for test coverage and
the set of tests changes over time. Test coverage may be obtained by the
execution of all tests in a single execution or by the execution of every single
test separately, possibly followed by an aggregation step.

3.1.4 Data Coverage

Instruction coverage contains information whether, e.g., an if condition
statement was executed or not. However, we have no further information
about the result of the execution (true or false for the if) or the cause
of the results if the statement depends on a variable (such as if (x<10)).
Data coverage contains information about the input or output of operations Data coverage

that consists of instructions in 𝑆instr. An instruction operates on a fixed
instruction data width with up to 512 bit for AVX-512 [132]. Therefore,
the input and the output of an instruction can be any of 2512 ≈ 10154

bit combinations. In addition, an algorithm can depend on a possibly
unbounded amount of instructions. Such unbounded cases can appear for
loops and string processing. In conclusion, the domain of the data coverage
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is in the general case unknown and can be rather large or even infinite. In
practice, however, types such as a 32 bit integer or a 2 bit boolean are small
enough to enumerate the whole domain. Given such considerably small finite
domains, we can calculate coverage-metrics such as the ratio of executed
data over all possible data.

3.1.5 Variants of Coverage

Code coverage data can be aggregated on different levels resulting in differ-
ent code coverage variants. In our work, we focus on line coverage, therefore
we only briefly introduce other variants. We use the source code example
Listing 3.1 to illustrate the differences. For this purpose, 𝑆code = 𝐶𝑎 indi-
cates the set of all coverable items, 𝐶ℎ the set of covered items (“hit”), and
𝐶𝑚 the set of uncovered items (“missed”).

Listing 3.1: Source code example to
illustrate coverage variants.

1 class Object {
2 public :
3 int i = 1;
4 };
5

6 int f1(int a, double b) {
7 if (a < b && a <= 0) {
8 return a+1;
9 }

10 if (a < b) {
11 return a;
12 }
13 return 0;
14 }
15

16 int f2 () {
17 return -1;
18 }
19

20 int f3 () {
21 Object object ;
22 int result = 2* object .i;
23 return result ;
24 }
25

26 int main () {
27 int result1a = f1 (1 ,4);
28 int result1b = f1 (1 ,8);
29 int result1c = f1 (1 ,0);
30 int result3 = f3 ();
31 }

Function coverage contains for each function in a program information Function coverage

about its execution. For Listing 3.1, the function coverage is

𝐶𝑎 = {f1, f2, f3, main}, (3.4)
𝐶ℎ = {f1, f3, main}, (3.5)
𝐶𝑚 = {f2}. (3.6)

Note that the class Object has a default constructor implicitly generated
by the compiler. This implicitly generated constructor may be considered
as a function depending on the implementation of a coverage tool.

Line coverage contains for each line in each source code file information Line coverage

about its execution. Lines without executable source code are not considered.
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For Listing 3.1, the line coverage is

𝐶𝑎 = {1, 6, 7, 8, 10, 11, 13, 16, 17, 20, 21, 22, 23, 24, 26, 27, 28, 29, 30}, (3.7)
𝐶ℎ = {1, 6, 7, 10, 11, 13, 20, 21, 22, 23, 24, 26, 27, 28, 29, 30}, (3.8)
𝐶𝑚 = {8, 16, 17}. (3.9)

Note that line 24 contains an implicit call to the destructor of object
and is therefore an executable line. In total, there are 19 executable lines
and 16 lines are covered, therefore the coverage ratio is 0.84. Our definition
of line coverage only uses a boolean counter for each line. However, it is
also possible to use an integer as a counter for each line that represents the
number of times a line was executed during the execution (execution count).
For Listing 3.1, the execution count for line 16 is 0, 21 is 1, and line 11 is 2.

Branch coverage contains for each branch in a program information about Branch coverage

its execution. Branches are created by branch instructions and represent dif-
ferent possibilities where the execution continues. In a typical programming
language, branches are indicated by if statements. However, branches also
follow other statements such as a loop, switch or exception statement. The
corresponding instruction is typically a (conditional) jump instruction [132].
For Listing 3.1, the branch coverage is

𝐶𝑎 = {71, 72, 101, 102}, (3.10)
𝐶ℎ = {72, 101, 102}, (3.11)
𝐶𝑚 = {71}, (3.12)

where the subscript indicates one of the multiple branches in a line.
Entry and exit coverage contains for each entry and exit point of a code

unit information about the execution of the entry and exit points. For
Listing 3.1, the entry and exit coverage is

𝐶𝑎 = {6, 8, 11, 13, 16, 17, 20, 23, 26, 31}, (3.13)
𝐶ℎ = {6, 11, 13, 20, 23, 26, 31}, (3.14)
𝐶𝑚 = {8, 16, 17}. (3.15)

All previous coverage variants are based on instruction coverage. However,
the following variants require data coverage.

Condition coverage contains for each boolean expression information Condition coverage

about its evaluation result. For Listing 3.1, we indicate for each boolean
expression the evaluation result true with the subscript t, and the evaluation
result false with the subscript f. Then, the condition coverage is

𝐶𝑎 = {7(a<b)𝑡
, 7(a<b)𝑓

, 7(a<=0)𝑡
, 7(a<=0)𝑓

, 10(a<b)𝑡
, 10(a<b)𝑓

}, (3.16)

𝐶ℎ = {7(a<b)𝑡
, 7(a<b)𝑓

, 7(a<=0)𝑓
, 10(a<b)𝑡

, 10(a<b)𝑓
}, (3.17)

𝐶𝑚 = {7(a<=0)𝑡
}. (3.18)

Decision coverage contains for each composition of conditions information Decision coverage

about its evaluation result. Each decision consists of one or more condi-
tions combined with boolean operators. Decision coverage can also contain
information for every entry and exit point whether it was executed or not.
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For Listing 3.1, we only investigate decisions and use the same subscript
notation as for condition coverage. Then, the decision coverage is

𝐶𝑎 = {7(a<b && a <= 0)𝑡
, 7(a<b && a <= 0)𝑓

, 10(a<b)𝑡
, 10(a<b)𝑓

}, (3.19)

𝐶ℎ = {7(a<b && a <= 0)𝑓
, 10(a<b)𝑡

, 10(a<b)𝑓
}, (3.20)

𝐶𝑚 = {7(a<b && a <= 0)𝑡
}. (3.21)

Modified condition/decision coverage (MC/DC or MCDC) [45, 46, 145] Modified condition/decision coverage

is a rather complex variant of coverage. Therefore, we quote the definition
of previous work verbatim [45]:

MCDC is defined as

• every statement in the program has been invoked at least once.
• every point of entry and exit in the program has been invoked at least

once.
• every control statement (i.e., branchpoint) in the program has taken all

possible outcomes (i.e., branches) at least once.
• every nonconstant boolean expression in the program has evaluated to

both a true and a false result.
• every nonconstant condition in a boolean expression in the program has

evaluated to both a true and a false result.
• every nonconstant condition in a boolean expression in the program has

been shown to independently affect that expression’s outcome.

The calculation of MC/DC coverage is rather comprehensive for our
example. Therefore, we refer to Section 4.4 for a practical example.

Parameter value coverage contains for each parameter of each function Parameter value coverage

information about the different values encountered for this parameter during
execution. For Listing 3.1, 𝐶𝑎 and 𝐶ℎ both contain a large amount of items
and the items depend on the definition of int and double. Furthermore,
the main function in line 26 has implicit arguments that point to char
arrays. Therefore, the size of the set of values for the arguments of main is
infinite. Given these points, we only list the observed arguments 𝐶ℎ = {6a=1,
6b=4, 6b=8, 6b=0}. Note that the implicit constructor of Object also has an
implicit parameter this that points to the memory location for an object
instance. However, listing pointer values is of little use.

3.2 Implementation Details

We discuss two implementation details. First, we present techniques to mea-
sure coverage. We discuss the idea of counters and their dynamic version.
We also highlight zero-overhead techniques and techniques based on func-
tionality provided by the CPU. Second in this section, we present a common
format for coverage data that we also use for our work. This thesis does not
focus on the implementation of coverage measuring approaches. Therefore,
we only provide a general overview of these techniques.

In general, code coverage can be inferred from instruction coverage. The
translation requires a mapping between instructions and source code. Com-
pilers such as GCC [238] or Clang [171] provide this mapping. Therefore,
we only focus on instruction coverage and data coverage.
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3.2.1 Counters

We add a counter for each instruction, typically done automatically by a
library. More precisely, for each instruction 𝑖 in 𝑆instr, we insert an additional
item 𝑖𝑐 before 𝑖 that represents a counter, i.e., an instruction that modifies
the counting variable 𝑐𝑖. We execute 𝑃 and collect the values of all counting
variables at the end of the program execution 𝑃𝐸. The output is the
instruction coverage 𝐼𝐶𝑃 𝐸 . We can adapt this approach for data coverage
by storing values each time the variable is accessed (read or write).

Counters have multiple advantages. The collection process is simple to Counters are a simple approach.

understand and can, theoretically, adapt to any sequence of instructions.
We would also expect that the results are accurate. However, this approach
also has severe disadvantages. The runtime overhead is remarkable because
the amount of executions is at least doubled. In practice, the runtime over-
head will further increase because optimization techniques employed by the
compiler and the CPU are less effective due to the additional statements and
increased resource usage. The runtime overhead may be several magnitudes
and the resulting total execution time can prohibit the implementation of
this approach for large programs. In addition, the practical implementation Counters can have severe performance

drawbacks.of this approach faces several challenges such as correct handling of jump
instructions or object interactions where non-linear code execution must
respect the correct execution of the counting instructions.

3.2.2 Dynamic Counters

The execution of counting instructions results in a large runtime overhead.
Therefore, the reduction of these executions would reduce the overhead.
For this purpose, we can adapt the execution of counting instructions in
such a way that they will be removed after their execution (or replaced
with an empty “NOP” instruction). With such an approach, the overhead Dynamically modify binary code.

would only occur for the first execution of a counting instruction but not for
subsequent executions. This can be implemented by self-modifying code or
by a virtual machine that modifies the code-to-be-executed in such a way
that at the first time of the execution, the counting instruction is added to
the sequence of instructions and for further executions, the original sequence
of instructions is restored [34, 67, 101, 248].

Compared to permanent counters, the advantage of this approach is a
possible reduction of the overhead factor due to the following effects:

• The compiler can leverage optimization techniques because no additional
counting instructions must be considered.

• The amount of executed counting instructions may be smaller because
the instructions will be removed after their execution. This results in
fewer instructions executed but also in a more effective execution due to
optimization techniques applied by the CPU.

However, the process of dynamic modification may introduce additional
overhead. In addition, it is only suitable when we only require information
on whether an instruction was executed or not. For SAP HANA, the tool
DynamoRIO drcov [67] collects such coverage information.
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3.2.3 Emission Observation

A CPU executing instructions emits electromagnetic emanations. It is pos-
sible to learn patterns in these emanations in a training phase. Then, in a
profiling phase, we can reveal the executed instructions based on the learned
patterns [38, 223]. This allows coverage measurements with zero overhead Identify CPU operations by previously

learned emission patterns.to the program execution. However, the related work is in an early stage
and shows limited reliability with about 90 % path prediction accuracy [223]
for single core executions. Multi-core execution reduces the accuracy.

3.2.4 Functionality Provided by CPU

Current CPU architectures provide specific functionality to measure cover-
age with a low overhead compared to software approaches. Intel provides
Last Branch Record (LBR) and Processor Trace (PT) for selected CPU
models [131, 214, 229].

A CPU that supports LBR records the last 4 to 32 branch results in a LBR stores the result for up to 32
branches.set of model-specific register (MSR) as a tuple of “from” and “to” addresses.

The MSR represent a ring-buffer, i.e., the last recent entries overwrite the
oldest results if the buffer is full. An additional register points to the last
recent entry in the ring-buffer. Intel argues that the LBR has no practical
overhead. However, due to the limited size, execution must be halted fre-
quently to read the content of the MSR. These halts then add considerable
overhead. Therefore, the LBR is typically only used for sampling, i.e., the
content is read in fixed time intervals assuming that statistically the result
is representative for the program execution.

A CPU that supports PT records the program execution in a compressed Intel processor trace for full execution
details.format in memory. Compared to LBR, this has several advantages. First,

PT is not limited to the last 𝑛 branches. Second, data is written to the
memory and the CPU must not halt to allow data access. Third, PT allows
investigating a larger time frame compared to uncompressed LBR data.
However, there are also limitations. First, PT impacts the execution time.
Depending on the memory load of an application, the runtime overhead can
be a factor of 1.05 to 1.20 [229] or, for multithreaded applications, up to a Small overhead.

factor 20 [244]. Second, a typical CPU executes about 3 × 109 instructions
per second, assuming 20 % branch instruction [4], we generate 6 × 108 bits
per second. Intel reports 100 MB/s of compressed data and a compression
ratio of 10. Therefore, the amount and bandwidth of memory and disk can
limit the usage scenario for PT to short term measurements.

3.2.5 Format for Code Coverage

1 SF :/ path/ example .c
2 DA :13 ,0
3 DA :14 ,1
4 DA :15 ,1
5 DA :46 ,0
6 DA :47 ,0
7 DA :48 ,1
8 LF :6
9 LH :3

10 end_of_record

Figure 3.4: Example of the LCOV data
format for a singe source file.

For this work, we use the LCOV [15] format to store coverage information
in the filesystem. Fig. 3.4 provides an example for line coverage data where
SF: indicates a source file, DA: indicates the data for the current source
file, i.e., the line number and whether it is covered (“hit”, indicated by a
number larger than 0) or not (indicated by the number 0) and end_of_record
indicates the end of a source file. The optional LF: summarizes lines found
and LH: indicates the lines hit. In the given example, the single file file.c
has 6 executable lines and 3 of them were executed (“covered”).
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While working with line coverage data, we use bitsets. For a source file Bitsets

𝑆𝐹 with 𝑚 lines, we use a set with 𝑚 bits where bit 𝑖 indicates whether line
𝑖 in 𝑆𝐹 was executed or not by a specific execution of 𝑃 . Technically, the set
is implemented by 64 bit numbers and we use bit operations to set or read
a specific bit as shown by Fig. 3.5. More sophisticated implementations are
available, such as roaring bitmaps that utilize a compression algorithm [44,
174]. Furthermore, the set of all coverable lines is typically considerably
larger compared to the set of covered lines by a single test. Therefore, we
utilize a sparse set, where we allocate a block of memory for bits only if at
least one of the bits within this block is set.

1 public class BitSet64 {
2 static final int LOWER_BITS_MASK = 0 b111_111 ; // 63=64 -1
3 static final int LOWER_BITS_SHIFT_SIZE = 6; // 2^6=64
4 private final long [] array ;
5 public BitSet64 ( final long max) {
6 if (max >= 137438952896 L) // (2^32 -1 -8) * 64
7 throw new IllegalArgumentException ("max >=137438952896 ");
8 array = new long [( int)(max >> 6) +1]; // +1 index to length
9 }

10 public void set( final long i) {
11 array [( int) (i >> LOWER_BITS_SHIFT_SIZE )]
12 |= (1L << (i & LOWER_BITS_MASK ));
13 }
14 public void clear ( final long i) {
15 array [( int) (i >> LOWER_BITS_SHIFT_SIZE )]
16 &= ~(1L << (i & LOWER_BITS_MASK ));
17 }
18 public void flip( final long i) {
19 array [( int) (i >> LOWER_BITS_SHIFT_SIZE )]
20 ^= (1L << (i & LOWER_BITS_MASK ));
21 }
22 public boolean get( final long i) {
23 return ( array [( int) (i >> LOWER_BITS_SHIFT_SIZE )]
24 & (1L << (i & LOWER_BITS_MASK ))) != 0;
25 }
26 }

Figure 3.5: A simple bitset implemen-
tation in Java to show the essential con-
cept and operations of a bitset.

A bitset data structure has several practical advantages for our work.
The required space to store line coverage data is reduced compared to the
LCOV format. We evaluate the improvements in Section 5.4. A reduction
in space requirements also reduces the execution time due to better cache
usage. In addition, the bitset allows us to use block-wise boolean operations
which further decrease the execution time. Overall, the bitset data structure
facilitates a fast analysis and fast algorithms for line coverage data, even in
the case of rather large initial data.

3.3 Problems and Algorithms on Coverage Data

We investigate several algorithms that work on coverage data. To sim-
plify the presentation and discussion of the algorithms, we state several
assumptions and define mathematical operations on coverage data. We then
introduce the set cover problem and several variants. Following the problem
definitions, we present and discuss algorithms to solve these problems. In
this context, we also present implementations in Java 8 for several algorithms
to highlight and discuss practical considerations.
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3.3.1 Assumptions

We list several assumptions that either are required by the following algo-
rithms or simplify the discussion and analysis of these algorithms. We also
discuss whether these assumptions affect generality.

We assume that the coverage data is line coverage, that is, a sequence of
integers indicating which lines are covered. However, the algorithms can also Line coverage.

support other types of coverage, e.g., function coverage or branch coverage.
For example, we can convert line coverage data to function coverage data.

We assume that for a test run, i.e., the execution of all tests, we obtain
𝑛 sets of line coverage. Each of these 𝑛 sets represents the coverage data for
a single test or for a test suite. The value of 𝑛 depends on the grouping of
the tests. We achieve a maximal 𝑛 if we run each single test case separately A test run consists of multiple test suite

executions and therefore multiple cov-
erage files.

and measure the coverage for each execution. Alternatively, we achieve a
minimal 𝑛 (1, in fact) if we execute all test cases in a single execution and
measure the coverage for all of them together. In practice, it is not feasible
to measure coverage for each test case separately due to the overhead of
the test setup as discussed in Section 2.2.3.2. However, a single coverage
measurement of all test executions would only provide a rather limited
amount of information as we are unable then to identify which specific tests
executed a specific line of source code. Therefore, in practice, test cases
are organized in test suites given by a file-based structure and each test
suite contains one or several tests. A coverage run then measures coverage
information for each of these test suites separately.

We assume that the coverage data originates only from a single source
code file. This abstraction simplifies the discussion and analysis of algorithms A single source file.

without impacting the results. In practice, software such as SAP HANA
consists of more than 10 000 files. However, we can map multiple files to a
single file with the following mapping: for each source file 𝑆𝐹 , we rename
each line number 𝑛 to 𝑆𝐹 -𝑛. We concatenate the coverage data of all files
to a new source file 𝑆𝐹𝑎𝑙𝑙 that has coverage information for each renamed
line. We access the lines in 𝑆𝐹𝑎𝑙𝑙 by a new index from 1 to 𝑚, where 𝑚 is
the sum of all lines in all files. The following example visualizes the concept:

1 content a 1 // File A
2 content a 2
1 content b 1 // File B
2 content b 2
3 content b 3
1 content c 1 // File C
2 content c 2

⇐⇒

1 content a 1 // File A
2 content a 2
3 content b 1 // File B
4 content b 2
5 content b 3
6 content c 1 // File C
7 content c 2

We filter lines that are not executed by any test (“uncovered lines”) if Filter uncovered lines.

the result of an algorithm does not depend on such uncovered lines. Note
that this does not affect lines that are not executed by some tests but are
executed by at least one test. This step does not affect generality.

At several places, we provide an example implementations to simplify the
presentation and show the practical usage. For this purpose, we use Java
and assume a version of at least 10. Additionally, we assume the existence
of a Coverage class that implements operations listed in Section 3.3.2 and
provides access to the coverage data by a Set<String, Set<Integer>>
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data structure representing filenames with executed lines. Furthermore, the
class implements hashCode and equals(Objects) in a suitable way. Finally,
all variables in this class are final, therefore making an instance of this class
immutable. We omit to present the implementation of this class because it
is rather long and uninteresting.

3.3.2 Operations on Code Coverage

We define multiple operations on coverage data, which are, in fact, set oper-
ations. The introduction of a different notation for common set operations
simplifies the discussion of the following algorithms.

Let 𝐿 be a sequence ⟨1, . . . , 𝑛⟩ of all source code line numbers in a software
program 𝑃 with 𝑛 lines. Then, line coverage data 𝐶 is a subsequence 𝐶 ⊆ 𝐿

where each item in 𝐶 identifies a line executed for a specific execution 𝑃𝐸

of 𝑃 . The set of all possible coverage data is 𝐶𝑎𝑙𝑙 = 𝒫(𝐿), i.e., the power
set of 𝐿. We define the following operations for 𝑐, 𝑑 ∈ 𝐶𝑎𝑙𝑙:

add/addition/union: 𝑐+ 𝑑 := 𝑐 ∪ 𝑑 — we add two coverage data by taking
the union of both sets. add, sub, and, xor on coverage data.

sub/subtraction/relative complement: 𝑐 − 𝑑 := 𝑐 ∖ 𝑑 — we subtract 𝑑 from
𝑐 by removing all items in 𝑐 that are contained in both coverage data.

and/intersection: 𝑐 & 𝑑 := 𝑐 ∩ 𝑑 — for two coverage data, we keep only the
elements that are contained in both sets.

xor/symmetric difference: 𝑐 ⊕ 𝑑 := 𝑐△𝑑 — for two coverage data, we keep
only the elements that are contained in exactly one set.

The notation name1/name2 indicates interchangeable names for the
same operation. It follows from set operations that add, and, and xor are
commutative operations and sub depends on the order of the arguments.

We demonstrate the notations with several examples:

𝑐 = {1, 2, 3},
𝑑 = {3, 5}

=⇒

𝑐 + 𝑑 = {1, 2, 3, 5},
𝑐 − 𝑑 = {1, 2},
𝑑 − 𝑐 = {5},
𝑐 & 𝑑 = {3},
𝑐 ⊕ 𝑑 = {1, 2, 5}.

3.3.3 Metrics: Distance Functions

Given a sequence of lines 𝐿 = ⟨1, . . . , 𝑛⟩ for a software program 𝑃 and two
line coverage data files 𝑐1, 𝑐2 ⊆ 𝐿 representing the executed lines for two test
executions, we may ask how similar these two coverage files are. In the case
𝑐1 = 𝑐2, they are obviously very similar, in fact they are equal. In the case
when 𝑐1 is inverted to 𝑐2, i.e., every line that is executed in 𝑐1 is not executed
in 𝑐2 and vice versa, we could say the similarity is the lowest, in fact they
share not a single line with the same execution state. These corner case are
simple to illustrate. However, for all other cases the similarity depends on
of how define similarity. Mathematically, we can understand a line coverage
file that contains information about the execution of 𝑛 lines as a vector in
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B𝑛, where B = {0, 1}. We can define a metric (called distance) 𝑑 on the
described vectorspace [107]: Related work also uses distance metrics

for fault localization [111].
𝑑 : B𝑛 × B𝑛 ↦→ [0, ∞[, (3.22)

(3.23)

where

𝑑(𝑥, 𝑦) ≥ 0 (3.24)
𝑑(𝑥, 𝑦) = 0 ⇔ 𝑥 = 𝑦 (3.25)
𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥) (3.26)
𝑑(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑧) + 𝑑(𝑧, 𝑦) (3.27)

∀𝑥, 𝑦, 𝑧 ∈ B𝑛. (3.28)

We define several metrics to measure distances between coverage files.
They serve different purposes as we explain for each definition. We continue
to use 𝑥, 𝑦 for vectors in B𝑛 and 𝑐1, 𝑐2 for coverage files. Note that coverage
files do not contain lines that were not executed. Therefore, we must virtually
extend such a line in 𝑐1 if not contained in 𝑐1, but in 𝑐2 and vice-versa.

The Euclidean metric [11] 𝑑𝑒 measures the distance as a “straight line” Euclidean metric

between the two points indicated by the input vectors:

𝑑𝑒(𝑥, 𝑦) =

⎯⎸⎸⎷ 𝑛∑︁
𝑖=1

(𝑥𝑖 − 𝑦𝑖)2. (3.29)

Interpreted in the context of coverage, the Euclidean metric counts the
(square root of) number of times when the entries in the two coverage files
differ for any source code line:

𝑑𝑒(𝑐1, 𝑐2) =
√︀

|𝑐1 ⊕ 𝑐2|. (3.30)

The Unshared metric 𝑑𝑢 the Euclidean metric without the square root: Unshared metric

𝑑𝑢(𝑥, 𝑦) =
𝑛∑︁

𝑖=1
|𝑥𝑖 − 𝑦𝑖|. (3.31)

Interpreted in the context of coverage, the unshared metric counts the
number of times the two coverage files differ for a source code line:

𝑑𝑢(𝑐1, 𝑐2) = |𝑐1 ⊕ 𝑐2|. (3.32)

Several previous work utilize the Proportional Binary metric 𝑑𝑝 [74, 143, Proportional Binary metric

175]. We quote Leon and Podgurski: “(The proportional binary metric)
is a modified Euclidean distance formula that takes into account whether
an element was covered or not, and also the count of how many times
the element was executed, while adjusting for differences in scale between
counts.” [175]. Furthermore, they give the following definitions. First, they
introduce the functions 𝐶, 𝑃 , 𝐵:

𝐶𝑖,𝑗 = number of times element 𝑗 is executed for test run 𝑡𝑖 (3.33)

𝑃𝑖,𝑗 =
𝐶𝑖,𝑗 − min𝑘{𝐶𝑘,𝑗}

max𝑘{𝐶𝑘,𝑗} − min𝑘{𝐶𝑘,𝑗}
(3.34)

𝐵𝑖,𝑗 =

⎧⎨⎩0 if 𝑃𝑖,𝑗 = 0,
1 if 𝑃𝑖,𝑗 ̸= 0.

(3.35)
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Then, the proportional binary metric is:

𝑑𝑝(𝑥, 𝑦) =

√︃∑︁
𝑘

(𝑃𝑥,𝑘 − 𝑃𝑦,𝑘)2 + |𝐵𝑥,𝑘 − 𝐵𝑦,𝑘|. (3.36)

We adapted the metric name 𝑑𝑝(𝑥, 𝑦) to our naming schema, the original
definition uses 𝐷𝑛,𝑚. Interestingly, 𝑘 is not further defined in several previ- Inconsistencies in definitions.

ous work. Dickinson et al. do not provide any mathematical definition of the
metric at all [74]. Leon and Podgurski do not further define 𝑘 [175]. Jiang
et al. state that 𝑘 is the number of test cases in total [143]. However, we
can deduce that the 𝑘 in the definition for 𝑑𝑝(𝑥, 𝑦) (Eq. (3.36)) is different
to the 𝑘 in the definition of 𝑃 (Eq. (3.34)). The former seems to be the
number of coverable elements, the latter the number of tests.

We can show that the 𝑘 are different by type analysis on the definitions.
For 𝐶𝑖,𝑗 , the first index is of type test index, the second of type coverable
element. As 𝑃𝑖,𝑗 uses 𝐶 (Eq. (3.34)), we can conclude that the first index of
𝑃 must be of type test index, the second of type coverable element. Thus,
we can conclude that in the definition of 𝑑𝑝(𝑥, 𝑦) (Eq. (3.36)), the index 𝑘

of the sum, which is used as a second index to 𝑃 (and 𝐵) must be of type
coverable element. It also follows that 𝑘 cannot be the number of tests in the
definition of 𝑑𝑝(𝑥, 𝑦). Given these points, we adapt the definition to clarify
the ambiguity. First, we define the sequence 𝐶𝐸 of all coverable elements
(such as lines for line coverage) and the set of all coverage files 𝐶𝐹 . Then,

𝑑𝑝(𝑥, 𝑦) =

⎯⎸⎸⎷ 𝑛∑︁
𝑖=1

(𝑃𝑥,𝑖 − 𝑃𝑦,𝑖)2 + |𝐵𝑥,𝑖 − 𝐵𝑦,𝑖|, (3.37)

where

𝑛 = |𝐶𝐸| (the number of all coverable elements) (3.38)
𝑘 = |𝐶𝐹 | (the number of all coverage files) (3.39)

𝑃𝑖,𝑗 =
𝐶𝑖,𝑗 − min𝑘{𝐶𝑘,𝑗}

max𝑘{𝐶𝑘,𝑗} − min𝑘{𝐶𝑘,𝑗}
(3.40)

𝐶𝑖,𝑗 = number of times statement 𝑗 is executed for test 𝑡𝑖 (3.41)
min𝑘{𝐶𝑘,𝑗} = min{𝐶1,𝑗 , . . . , 𝐶𝑘,𝑗} (3.42)
max𝑘{𝐶𝑘,𝑗} = max{𝐶1,𝑗 , . . . , 𝐶𝑘,𝑗} (3.43)

𝐵𝑖,𝑗 =

⎧⎨⎩0 if 𝑃𝑖,𝑗 = 0,
1 if 𝑃𝑖,𝑗 ̸= 0.

(3.44)

Note that the denominator in Eq. (3.40) can be 0 if a specific coverable
element has the same state for all test executions. Previous work does not
address this issue. We assume that in such cases, the corresponding element
is not considered or 𝑃𝑖,𝑗 = 0.

In our analysis, we focus on line coverage that only indicates whether a
line is executed at all (and not the count). There,

𝑃𝑖,𝑗 =
𝐶𝑖,𝑗 − min𝑘{𝐶𝑘,𝑗}

max𝑘{𝐶𝑘,𝑗} − min𝑘{𝐶𝑘,𝑗}
=

𝐶𝑖,𝑗 − 0
1 − 0 = 𝐶𝑖,𝑗 . (3.45)
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This follows because min𝑘{𝐶𝑘,𝑗} must be 0, otherwise the denominator
would be 0. Conclusively, max𝑘{𝐶𝑘,𝑗} must be 1 to avoid 0 as denominator.
Based on Eq. (3.45) and Eq. (3.44), it follows that

𝐵𝑖,𝑗 = 𝐶𝑖,𝑗 , (3.46)

and therefore we can simplify Eq. (3.37) to

𝑑𝑝(𝑥, 𝑦) =

⎯⎸⎸⎷ 𝑛∑︁
𝑖=1

(𝐶𝑥,𝑖 − 𝐶𝑦,𝑖)2 + |𝐶𝑥,𝑖 − 𝐶𝑦,𝑖| =

⎯⎸⎸⎷ 𝑛∑︁
𝑖=1

2 × (𝑥𝑖 − 𝑦𝑖)2,

because |𝑥 − 𝑦| = (𝑥 − 𝑦)2 for 𝑥, 𝑦 ∈ 0, 1. Interpreted in the context of line
coverage, the proportional binary metric is similar to the Euclidean metric, Proportional binary metric is similar to

Euclidean metric.but uses a factor of
√

2 as a scaling difference:

𝑑𝑝(𝑐1, 𝑐2) =
√︀

2 × |𝑐1 ⊕ 𝑐2|. (3.47)

Furthermore, we define a Shared function 𝑓𝑠 as counting the number of Shared function

times the 𝑖-th index of each vector equals to one for both vectors:

𝑓𝑠(𝑥, 𝑦) =
𝑛∑︁

𝑖=1
𝑥𝑖 × 𝑦𝑖. (3.48)

Interpreted in the context of coverage, the shared metric counts the
number of lines that are marked as executed in both coverage files:

𝑓𝑠(𝑐1, 𝑐2) = |𝑐1 & 𝑐2|. (3.49)

We can verify that 𝑓𝑠 is not a metric, but is symmetric:

𝑐1 = {1} =⇒ 𝑓𝑚(𝑐1, 𝑐1) = 1 ̸= 0, and (3.50)

∀𝑥, 𝑦 ∈ B𝑛 : 𝑓𝑠(𝑥, 𝑦) =
𝑛∑︁

𝑖=1
𝑥𝑖 · 𝑦𝑖 =

𝑛∑︁
𝑖=1

𝑦𝑖 · 𝑥𝑖 = 𝑓𝑠(𝑦, 𝑥). (3.51)

Therefore, 𝑓𝑠 still allows us to compare the similarity of two coverage files
as a similarity measure, but not in the sense of a typical distance.

In addition to the shared function, we also define a Sub Function 𝑓𝑚 that Sub Function

counts the number of times the first index is 1 but the second is 0:

𝑓𝑚(𝑥, 𝑦) =
𝑛∑︁

𝑖=1
𝑥𝑖 × (𝑥𝑖 − 𝑦𝑖), (3.52)

where 𝑚 can be read as “minus”. Interpreted in the context of line coverage,
the sub function subtracts the second coverage from the first coverage and
counts the number of executed lines in the result:

𝑓𝑚(𝑐1, 𝑐2) = |𝑐1 − 𝑐2|. (3.53)

The function 𝑓𝑚 is useful to compare coverage data but is not a metric.
For instance, the symmetry (Eq. (3.26)) is not fulfilled:

𝑐1 = {1}, 𝑐2 = {} =⇒ 𝑓𝑚(𝑐1, 𝑐2) = 1 ̸= 0 = 𝑓𝑚(𝑐2, 𝑐1). (3.54)
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To conclude, we show examples for all metrics:

𝑐1 = {1, 3, 5, 6} =⇒ 𝑥 = (1, 0, 1, 0, 1, 1)𝑡 ∈ B6.
𝑐2 = {1, 2} =⇒ 𝑦 = (1, 1, 0, 0, 0, 0)𝑡 ∈ B6.

Then,

𝑑𝑒(𝑥, 𝑦) = 2, 𝑓𝑠(𝑥, 𝑦) = 1, 𝑑𝑢(𝑥, 𝑦) = 4,
𝑑𝑝(𝑥, 𝑦) =

√
2 × 2, 𝑓𝑚(𝑥, 𝑦) = 3, 𝑓𝑚(𝑦, 𝑥) = 1.

Note that we include line 4 in these examples, which is not executed in
any test execution related to coverage data 𝑐1, 𝑐2. As we can see, such lines
do not affect any metric. Therefore, we typically ignore lines that are not
executed by any test and exclude them in any analysis.

3.3.4 Set Cover Problems

We present the set cover problem and a variant of the set cover problem,
the weighted set cover problem. We first introduce the set cover problem Set cover problem

(SCP). Given a universe 𝑈 of 𝑛 ∈ N0 elements and a family 𝐹 of 𝑚 ∈ N0
subsets of 𝑈 so that the union of all subsets is the universe:

𝑈 = {𝑒𝑖, 𝑒2, . . . , 𝑒𝑛} (3.55)
𝐹 = {𝑆1, 𝑆2, . . . , 𝑆𝑚} (3.56)

𝑆𝑖 ⊆ 𝑈 and
⋃︁

𝑆∈𝐹

𝑆 = 𝑈 . (3.57)

The SCP asks to find a subset of 𝐹 whose union equals the universe and
the cardinality is minimal:

Find 𝑅 ⊆ {1, 2, . . . , 𝑚} (3.58)

such that
⋃︁
𝑖∈𝑅

𝑆𝑖 = 𝑈 (3.59)

and |𝑅| ≤ |𝑋| (3.60)

∀𝑋 ⊆ {1, 2, . . . , 𝑚} where
⋃︁
𝑖∈𝑋

𝑆𝑖 = 𝑈 . (3.61)

The set cover problem (and its variants) is intensively studied [251].
Strictly speaking, we differentiate between the decision version and the
optimization version of the SCP. The decision version asks whether there Decision version and optimization ver-

sionexists a solution with a given size, i.e., a fixed amount of sets. The optimiza-
tion problem asks to find a solution with the smallest size. The decision
version is NP-complete and is also one of the classical 21 NP-complete prob-
lems [148]. The optimization version is NP-hard [148, 162, 251]. We are The set cover problem is NP-complete.

only interested in the optimization version. Therefore, from now on, SCP
refers to the optimization version as given by the definition above.

We can relate the SCP to line coverage by a short transformation. Our SCP and line coverage

universe 𝑈 is a set of line numbers and the family of subsets 𝐹 represents
test executions where each set contains line numbers executed by a test.
Given these 𝑚 test executions, we can then ask to find the minimal amount
of test executions to cover all lines in 𝑈 (the union of all test executions).
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Practically, we ask for the minimal amount of tests to cover all (coverable)
lines. Note that such reductions may not be safe in terms of bug-finding
ability. Tests that execute the same lines may show different behavior.

The weighted set cover problem (WSCP) is a modification to the SCP. In Weighted set cover problem

addition to the definition of the SCP, we attribute weights (or “costs”) to
each subset of 𝑈 in 𝐹 . Let W : 𝐹 ↦→ N+ be a function that attributes a
weight 𝑤𝑖 to each 𝑆𝑖 ∈ 𝐹 , then the WSCP asks to find a subset of 𝐹 whose
union equals the universe and the sum of all associated weights is minimal:

Find 𝑅 ⊆ {1, 2, . . . , 𝑚} (3.62)

such that
⋃︁
𝑖∈𝑅

𝑆𝑖 = 𝑈 (3.63)

and
∑︁
𝑖∈𝑅

𝑤𝑖 ≤
∑︁
𝑖∈𝑋

𝑤𝑖 (3.64)

∀𝑋 ⊆ {1, 2, . . . , 𝑚} where
⋃︁
𝑖∈𝑋

𝑆𝑖 = 𝑈 . (3.65)

We can relate the WSCP to line coverage and tests execution time by using WSCP: line coverage and execution
timethe same transformation as for the SCP before and additionally associate

weights in terms of execution time (say, in minutes) to each test and therefore
to each set of covered lines.

The SCP and the WSCP are NP-hard. Therefore, we do not expect to SCP and WSCP are NP-hard

find an algorithm with a polynomial time complexity that guarantees to
find an optimal solution for all inputs. For example, simply enumerating
all combinations is not feasible in practice. For SAP HANA, the problem
size typically consists of 4 million elements (lines) within 2 000 subsets.
Enumerating all solutions is equivalent to setting bits in a binary number
with 2000 bits. Each bit represents whether a specific subset is included
or not. Therefore, enumerating all combinations would require calculating
22000 ≈ 10602 possible inputs. Furthermore, for each input, we must iterate
over 4 million elements. Given these points, it is not feasible to enumerate
all combinations for this problem size. However, even for large problem
instances, we can apply an approach consisting of the following steps:

• Apply logical reductions with polynomial time complexity to potentially
simplify a given problem instance, i.e., reduce the cardinality of 𝐹 and
the cardinalities of the elements in 𝐹 .

• Find an optimal solution by a full search for small problem sizes.
• Find a near-optimal solution with a heuristic, i.e., a polynomial time

greedy algorithm that achieves an approximation ratio of 𝐻(𝑛) where 𝑛

is the cardinality of 𝑈 . In this case, 𝐻(𝑛) is the 𝑛-th harmonic number,
i.e., 𝐻(𝑛) =

∑︀𝑛
𝑖=1 1/𝑖 ≤ 𝑙𝑛(𝑛) + 1.

We discuss these steps in the following sections. There is also a wide
range of research proposing different heuristics [30, 79, 161].

3.3.5 Logical Reductions for the SCP

We can apply several logical reductions for the SCP in a repeated approach,
namely duplicate removal, subset removal and must-have item identification.
Each of these reductions has an execution time that depends on the current
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problem size by a polynomial function. We also see that the effort to
parallelize these reductions is considerably low, therefore further reducing
the overall execution time. For the discussion of the worst-case algorithmic
time complexity, we assume that 𝑚 = |𝐹 | dominates the execution time. In
this case, 𝑚 is the amount of executed test suites and therefore the amount
of coverage data files. To simplify the presentation, we ignore 𝑛 = |𝑈 |.
While 𝑚 may vary for a test run, the source code 𝑈 does not.

For duplicate removal, we identify the sequence 𝑆𝑑 of all elements in 𝐹 Duplicate removal

that have identical elements:

𝑆𝑑 = ⟨𝑆𝑖 | ∃𝑆𝑗 ∈ 𝐹 : 𝑆𝑖 = 𝑆𝑗 and 𝑖 < 𝑗⟩. (3.66)

Note that formally, sets do not contain duplicates. We either assume that
𝐹 is a multiset or that each item in 𝐹 additionally has a label representing
the corresponding coverage file with operations adapted correspondingly.
We omit these details in favor of the brevity of the presentation.

In the duplicate removal step, we identify all tests that execute the same
set of lines. We then keep only a single representative of each group of
duplicates. This may seem ineffective because system tests, as explained
in Section 5.6.1, typically contain random coverage that prevents duplicate
detection. However, due to the repeated application of all logical reduc-
tions, the duplicate detection step is quite effective after the must-have item
identification (see later), which filters such random coverage. The implemen-
tation of duplicate detection is rather short and trivial, as shown by Fig. 3.6.
The algorithm can be trivially parallelized by using parallelStream, but
typically the execution time is less than a few seconds due to the efficient
hashcode utilization within the HashSet. HashSet provides (amortized)
linear time for adding elements, therefore the overall time is linear with Amortized linear time complexity

𝒪(𝑚) where 𝑚 = |𝐹 |, i.e., the number of test executions with coverage.

1 public List <Coverage > removeDuplicates (List <Coverage > cov) {
2 // we assume that :
3 // 1) Coverage implements hashCode () and equals ( Object )
4 // 2) Collectors . toSet () uses a HashSet
5 return cov. stream (). collect ( Collectors . toSet ());
6 }

Figure 3.6: Identification and removal
of coverage duplicates.

The subset removal extends the duplicate removal. We identify the set Subset removal

𝑆𝑢 of all elements that are subsets to any element in 𝐹 , more formally:

𝑆𝑢 = ⟨𝑆𝑖 | ∃𝑆𝑗 ∈ 𝐹 : 𝑆𝑖 ⊆ 𝑆𝑗 and 𝑖 < 𝑗⟩. (3.67)

Practically, we remove all test executions where the covered lines are also
executed by any other test execution. Subset removal includes duplicate
removal, because a set 𝑋𝑖 that is equal to set 𝑋𝑗 is also a subset in our
definition. The reason why we distinguish between subset removal and
duplicate removal is the algorithmic time complexity. Our implementation
for duplicate removal has a linear worst-case algorithmic time complexity.
However, depending on the implementation, the subset removal has a time
complexity 𝒪(𝑚2) where 𝑚 = |𝐹 |. It remains unclear whether an algorithm Quadratic time complexity

with linear time exists for this problem.
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A naive implementation for subset removal with time complexity 𝒪(𝑚2)

could utilize a matrix-based comparison where we compare each element in 𝐹

with all other elements in 𝐹 . Fig. 3.7 shows an implementation that improves
the naive matrix-based comparisons. Instead of comparing all tuples, we
only calculate comparisons for an upper triangle. For this purpose, we
sort the input by cardinality and then exploit the property that for two sets
𝑆1, 𝑆2, |𝑆1| > |𝑆2| =⇒ 𝑆1 ̸⊂ 𝑆2, because there must be at least one element
in 𝑆1 that is not in 𝑆2. Then, for a list of sets ordered by cardinality, we
can only find a superset for the set at index 𝑖 at an index 𝑗 > 𝑖. We cache
the cardinality calculation and calculate the subset detection in parallel

This implementation still has a computational complexity of 𝒪(𝑚2),
because the amount of operations depends on the number of elements in the
upper triangle (without the diagonal line) which is (𝑚2 − 𝑚)/2. However,
in practice, it requires less than half of the work compared to the naive
matrix-based comparison. We only visit the upper triangle and we can
abort the check if we found at least one superset. The implementation
shown in Fig. 3.7 typically executes within less than 10 s for the problem
sizes encountered at SAP HANA.

1 public List <Coverage > removeSubsets ( final List <Coverage > cov){
2 final List <Coverage > all = new ArrayList <>( cov);
3 // calculating the cardinality might be expensive , cache it
4 Map <Coverage , Integer > mapCovToCardinality = all. stream ().

collect ( toMap (i -> i, i -> i. getCardinality ()));
5 sort(all , Comparator . comparingInt ( mapCovToCardinality :: get));
6 final IntPredicate isNoSubSet = i -> isNoSubSet (all.get(i),

all. subList (i + 1, all.size ()));
7 Set <Coverage > ok = IntStream . range (0, all.size ()). parallel ()

. filter ( isNoSubSet ). mapToObj (all :: get). collect ( toSet ());
8 // keep original order
9 return cov. stream (). filter (ok :: contains ). collect ( toList ());

10 }
11 public boolean isNoSubSet ( Coverage set , List <Coverage > all) {
12 for ( final Coverage other : all) {
13 if (set. isSubSetOf ( other ))
14 return false ;
15 }
16 return true ;
17 }

Figure 3.7: Identification and removal
of coverage subsets.

For must-have item identification, we exploit Eq. (3.59) that the solution Must-have item identification

must contain all elements. For any element 𝑒 in our universe 𝑈 that exists
only in a single subset 𝑆𝑒 of 𝐹 , we can conclude that 𝑆𝑒 ∈ 𝑅, i.e., the
set 𝑆𝑒 must be included in the solution because it is the only option to
include 𝑒. Therefore, we can collect all sets of 𝐹 that contain such required
elements into a partial solution 𝑆𝑝 and reduce the problem size to 𝐹 ∖ 𝑆𝑝.
Furthermore, we know that 𝑆𝑝 ⊆ 𝑅. Therefore, we can conclude that not
only the original elements of interest, but all elements in

⋃︀
𝑆∈𝑆𝑝

𝑆 are already
covered for a solution. Thus, we can remove these elements from all sets in
𝐹 ∖ 𝑆𝑝 and thereby we can further reduce the problem size.

The implementation shown in Fig. 3.8 and Fig. 3.9 identifies all sets in
𝐹 that contain an element that appears only once in all sets. Practically,
the sets are tests and the elements covered lines. The implementation is
separated into several parts to facilitate parallelization:
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1. Calculate the universe 𝑈 , i.e., the set of all lines.
2. Create data structures for later use.
3. Use the data structures of the previous step to count the occurrence of

each line in all coverage data files.
4. Identify all coverage files that contain a line with a count of 1.

As all steps depend on the number of tests, the algorithmic time complex-
ity is 𝒪(𝑚), where 𝑚 = |𝐹 |. All steps, expect the data structure creation, Linear time complexity

use a parallel implementation. The creation of the data structures is faster
single threaded due to the synchronization overhead for parallelization.

1 /** Find all tests with lines that appear only once .*/
2 public Set <Coverage > getMustHaveItems (List <Coverage > cov) {
3 // plan : create map file ->line -># tests , filter for # tests =1
4 final Map <String , Map <Integer , AtomicInteger >>

mapSourceToTestCountPerLine = new HashMap < >();
5 // 1) get the sum to iterate over everything
6 final Coverage sum = parallelSum (cov);
7 // 2) we create our data structures
8 sum. getMapSourceToLhit (). entrySet (). stream (). forEach ( entry

-> mapSourceToTestCountPerLine .put( entry . getKey () ,
convertLinesToMapAtomicIntegers ( entry . getValue ())));

9 // 3) now we count in parallel
10 cov. parallelStream (). forEach (i->i. getMapSourceToLhit ().

entrySet (). stream (). forEach (e->e. getValue (). stream ().
forEach (l-> mapSourceToTestCountPerLine .get(e. getKey ()).
get(l). incrementAndGet ())));

11 // 4) identification
12 final Set <Coverage > result = ConcurrentHashMap . newKeySet ();
13 mapSource2TestCountPerLine . entrySet (). parallelStream ().

forEach (e -> find1Hit (e, cov , result ));
14 return result ;
15 }

Figure 3.8: Identification of must-have
items for the set cover problem, paral-
lelized.

1 public static Map <Integer , AtomicInteger >
convertLinesToMapAtomicIntegers (Set <Integer > lines ) {

2 return lines . stream (). collect ( toMap (i -> i, i -> new
AtomicInteger ()));

3 }
4 public static void find1Hit (Entry <String , Map <Integer ,

AtomicInteger >> sourceToTestCountPerLine , List <Coverage >
coverage , Set <Coverage > result ) {

5 final String source = sourceToTestCountPerLine . getKey ();
6 final Map <Integer , AtomicInteger > mapLineToTestCount =

sourceToTestCountPerLine . getValue ();
7 for ( final Entry <Integer , AtomicInteger > entryLineToCount :

mapLineToTestCount . entrySet ()) {
8 if ( entryLineToCount . getValue ().get () != 1)
9 continue ;

10 final Integer line = entryLineToCount . getKey ();
11 for ( final Coverage item : coverage ) {
12 if (item. isSourceLineHit (source , line)) {
13 result .add(item);
14 break ; // there can be only one item
15 }
16 }
17 }
18 }

Figure 3.9: Utility methods for must-
have item identification.

After the identification of must-have items, we reduce the problem as
shown by Fig. 3.10. We add all found items to the solution 𝑅. Then, we
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remove 𝑅 from 𝐹 and delete all elements in the union of 𝑅 from the universe
𝑈 . Finally, we remove all items in 𝑈 that are already in the solution 𝑅.
The algorithmic time complexity for the identification of must-have items
remains to be 𝒪(𝑚), where 𝑚 = |𝐹 |.

1 public List <Coverage > removeMustHaveItems (List <Coverage >
coverage , Set <Coverage > solution ) {

2 Set <Coverage > mustHave = getMustHaveItems ( coverage );
3 if ( mustHave . isEmpty ()) // no reduction found
4 return coverage ;
5 solution . addAll ( mustHave );
6 final Coverage sum = parallelSum ( mustHave );
7 Predicate <Coverage > notSelected = i->! mustHave . contains (i);
8 final Function <Coverage , Coverage > subSum = i->i.sub(sum);
9 final Predicate <Coverage > removeEmpty = i -> !i. isEmpty ();

10 return coverage . parallelStream (). filter ( notSelected ).map(
subSum ). filter ( removeEmpty ). collect ( toList ());

11 }

Figure 3.10: Removal of must-have
items for the set cover problem.

Finally, the repeated approach combines all previous reductions as shown Repeated approach

in Fig. 3.11. The combination of duplicate/subset removal and must-have
item identification and their repeated application results in an interesting
effect. Line coverage data is typically continuous. Therefore, subset removal
is effective in removing such chunks. However, a typical limitation case of
subset removal are lines contained only in a single set, because such sets
can never be a subset of any other set. For such cases, the must-have item
identification is effective because all such instances will be removed. Simi- Repeated application of logical reduc-

tions efficiently reduces the problem
size

larly, a typical limitation case of must-have item identification are elements
that are contained in a large number of sets. For this case again, the subset
removal is effective. Overall, each approach reduces the problem in such a
way that another approach can find new reductions.

After we finished the repeated approach phase, i.e., when find no further
reductions, we solve the remaining problem. For up to 15 elements, we
enumerate all possible solutions (up to 215 combinations), which typically
requires less than 1 min. In such a case, we can conclude that the solution
is optimal. The optimality is guaranteed by the properties of the logical
reductions and the full enumeration of all remaining cases. For problem
sizes with more than 15 elements, we apply a greedy approach (see later).
In this case, we are unable to make any statement about the optimality.

We use the following example to demonstrate the algorithm:

𝑈 = {1, 2, 3, 4, 5, 6, 7}
𝐹 = {𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5, 𝑆6, 𝑆7}

𝑆1 = {1, 2, 3, 4}
𝑆2 = {1, 3, 4, 5}
𝑆3 = {1, 2, 3}
𝑆4 = {1, 2, 4}
𝑆5 = {1, 5, 6}
𝑆6 = {1, 5, 7}
𝑆7 = {1, 5, 7}.
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1 public static final int THRESHOLD = 15; // <1 min with 40 cores
2 public static Set <Coverage > solve (List <Coverage > coverage ) {
3 final Set <Coverage > solution = new HashSet < >();
4 List <Coverage > rest = new ArrayList <>( coverage );
5 while (! rest. isEmpty ()) {
6 while (! rest. isEmpty ()) { // cheaper steps first
7 final int rest = rest.size ();
8 final int size = solution .size ();
9 rest = removeDuplicates (rest); // O(n)

10 rest = removeMustHaveItems (rest , solution ); // O(n)
11 if (rest == rest.size () && size == solution .size ())
12 break ; // nothing changed
13 }
14 final int restBefore = rest.size (); // O(n^2)
15 rest = removeSubsets (rest);
16 if ( restBefore == rest.size ())
17 break ; // no reduction possible anymore
18 }
19 if (! rest. isEmpty () && (rest.size () <= THRESHOLD ))
20 solution . addAll ( fullSearch (rest));
21 if (rest.size () > THRESHOLD ) // optimality not guaranteed
22 solution . addAll ( greedy (rest));
23 return solution ;
24 }

Figure 3.11: Algorithm to solve the set
cover problem starting with logical re-
ductions.

We follow the algorithm as shown in Fig. 3.11 and obtain the following
results after each step:

Step 1
𝑈 = {2, 3, 4}
𝐹 = {𝑆1, 𝑆2, 𝑆3, 𝑆4}

𝑆1 = {2, 3, 4}
𝑆2 = {3, 4}
𝑆3 = {2, 3}
𝑆4 = {2, 4}
𝑆𝑝 = {𝑆5, 𝑆6}⋃︁
𝑆𝑝

= {1, 5, 6, 7}

Step 2
𝑈 = {2, 3, 4}
𝐹 = {𝑆1}

𝑆1 = {2, 3, 4}

𝑆𝑝 = {𝑆5, 𝑆6}⋃︁
𝑆𝑝

= {1, 5, 6, 7}

Step 3
𝑈 = {}
𝐹 = {}

𝑆𝑝 = {𝑆1, 𝑆5, 𝑆6}⋃︁
𝑆𝑝

= {1, 2, 3, 4, 5, 6, 7}

In the first iteration of the logical reduction, we remove the duplicate 𝑆7
from 𝐹 and then identify the elements 6 and 7 as must-have items. We
include the sets with elements 6 and 7, i.e., 𝑆5 and 𝑆6, into the partial
solution 𝑆𝑝. Then, we also remove 𝑆5 and 𝑆6 from 𝐹 . Finally, we remove
all elements in sets in 𝑆𝑝, i.e., {1, 5, 6, 7} from 𝑈 and from all 𝑆𝑖 not in 𝑆𝑝.
Step 1 presents the reduced problem.

In the second iteration of the inner looper, we do not find any duplicates
or must-have items. Therefore, the program execution continues with the
detection of subsets. We identify 𝑆2, 𝑆3, and 𝑆4 as subsets of 𝑆1 and remove
them. Step 2 presents the reduced problem.

The next iteration of the inner loop identifies the elements 2, 3, and 4
as must-have items. We add 𝑆1 to 𝑆𝑝, remove 𝑆1 from 𝐹 and remove all
must-have items that we found from 𝑈 and from all 𝑆𝑖 not in 𝑆𝑝 (none in
this case). Step 3 presents the reduced problem. We notice that the problem
is now an empty problem and therefore we found an optimal solution. Due
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to limitations in space and brevity, we do not present an example where the
remaining problem size requires further enumeration or the greed approach.

In practice, we were able to solve all problem instances we encountered
with a (provable) optimal solution in a reasonable amount of time. Over a
time frame of 3 years, we encounter problem instance with sizes 3 000 000 ≤
|𝑈 | ≤ 5 000 000, 1 000 ≤ |𝐹 | ≤ 3 000, represented by 50 GB to 200 GB of
data. Even in larger instances, the execution time for an implementation Effective for large problem instances in

practiceof our approach is typically below 1 minute, and always below 5 minutes
(80 cores, 3 GHz, and 128 GB RAM) – for a provable optimal solution.

But even with these promising practical results, the overall problem
remains NP-hard. We can trivially construct a problem instance that we
are unable to reduce logically with our reduction steps. Assume that

𝑛, 𝑚 ∈ N+ with 𝑛 > 2, 𝑚 = 𝑛 − 1 (3.68)
𝑈 = {0, 1, 2, . . . , 𝑛 − 1} (3.69)
𝐹 = {𝑆0, 𝑆1, . . . , 𝑆𝑚} (3.70)

𝑆𝑖 = {𝑖 mod 𝑛, (𝑖 + 1) mod 𝑛, . . . , (𝑖 + 𝑚 − 1) mod 𝑛}. (3.71)

For such problem instances, it follows that:

∀𝑋, 𝑌 ∈ 𝐹 : 𝑋 * 𝑌 (3.72)
∀𝑒 ∈ 𝑈 : |{𝑆 | 𝑒 ∈ 𝑆, 𝑆 ∈ 𝐹}| = 𝑛 − 1 > 1. (3.73)

We can conclude that Eq. (3.72) prevents any reduction by duplicate/-
subset removal, and Eq. (3.73) prevents any reduction by must-have item
removal. Therefore, we cannot reduce such problems. With, say, 𝑛 > 100,
we are also unable to enumerate all solutions in a reasonable amount of time.
However, as previously noted, the structure of practical problem instances
is typically suitable for our approach.

The logical reductions we described are well-known in related work [161].
Our practical contributions in this case are:

1. An implementation utilizing efficient data structures and parallel algo-
rithms with polynomial worst-case algorithmic time complexities.

2. The repeated application of a combination of the reductions.
3. An evaluation and experience report with practical problem sizes that

contain millions of elements and thousands of sets.

We also considered an additional logical reduction, namely partition de- Partition detection

tection, where we partition the original problem in two separate smaller
problems if possible. This is possible if we can find 𝑈1, 𝑈2 ⊂ 𝑈 , 𝐹1, 𝐹2 ⊂ 𝐹

where 𝑈1 ∪ 𝑈2 = 𝑈 and 𝐹1 ∪ 𝐹2 = 𝐹 such that 𝑈1 ∩ 𝑈2 = ∅, 𝐹1 ∩ 𝐹2 = ∅,
𝑥1 ̸∈ 𝑆𝑖 ∀𝑥1 ∈ 𝑈1 ∀𝑆𝑖 ∈ 𝐹2, and 𝑥2 ̸∈ 𝑆𝑖 ∀𝑥2 ∈ 𝑈2 ∀𝑆𝑖 ∈ 𝐹1. Informally,
we search for non-overlapping partitions. We expect to find such partitions
in 𝒪(𝑚), where 𝑚 = |𝐹 |, with an algorithm that transforms the sets into
a graph and tests for graph connectivity. The graph consists of nodes that
are the elements of 𝑈 and edges that represent membership in a set 𝑆𝑖, i.e.,
if 𝑒1, 𝑒2 ∈ 𝑆𝑖 then we add an edge between the nodes for 𝑒1 and 𝑒2. In such
a graph, we can test for reachability by utilizing a visited attribute (see re-
lated work for graph connectivity [75]). However, we did not encounter any
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problem instance where we could test the usefulness of this additional step,
as the previous reductions already solved all practical problem instances.

We use an implementation for our approach in several cases where we can
transform a problem to the set cover problem, e.g., Section 4.4 or Section 5.3.

3.3.6 Greedy Algorithm

For problem instances of the SCP that cannot be solved by only logical
reductions, we need an additional approach. A simple, but effective approach
in terms of execution time and accuracy, is a greedy algorithm. It follows
the core idea that, given a problem instance with several sets, the algorithm
selects a set to include into the solution based on a heuristic. The most Select the next available set with the

highest gainsimple heuristic rates each set by the number of elements that are not yet
included within a (partial) solution. Based on this heuristic, the greedy
algorithm selects the set with the largest number of new elements. Fig. 3.12
shows an implementation.

1 /** Solves the SCP. Fast , but may not to be optimal . */
2 public List <Coverage > greedy ( final List <Coverage > cov) {
3 Coverage solution = Coverage . EMPTY ;
4 List <Coverage > all = copySort (all , sortByCardinalityDesc );
5 for (int i = 0; i < all.size (); i++) {
6 final Coverage currentItem = all.get(i);
7 if ( currentItem . isEmpty ())
8 break ; // sorted guarantees that rest is also empty
9 solution = solution .add( currentItem );

10 List <Coverage > subList = all. subList (i+1, all.size ());
11 subList . replaceAll (item -> item.sub( currentItem ));
12 Collections .sort(subList , sortByCardinalityDesc );
13 }
14 return convertSolution ( solution );
15 }

Figure 3.12: Greedy algorithm for the
set cover problem.

As already discussed, the greedy algorithm execution time is in 𝒪(𝑚)

where 𝑚 = |𝐹 | and the algorithm achieves an approximation ratio of 𝐻(𝑛)

where 𝑛 = |𝑈 | and 𝐻(𝑛) is the 𝑛-th harmonic number [48], i.e.

𝐻(𝑛) =
𝑛∑︁

𝑖=1

1
𝑖

≤ 𝑙𝑛(𝑛) + 1. (3.74)

3.3.6.1 Adaptations for the WSCP

Considering the weighted version of the set cover problem, all items have
an additional attribute, the weight (or “cost”). This requires several adap-
tations to the approaches for the SCP. However, the core concepts remain
the same. The logical reductions duplicate removal and must-have item
identification remain conceptually unchanged for the WSCP. The former
includes the weight in a duplicate check (i.e., keep the set with the smallest
weight) and the later only considers lines. Therefore, we can (with the help
of polymorphism in Java) continue to use the same source code as presented
in Fig. 3.6 and Fig. 3.10.

For the subset removal, however, the algorithm must consider the weight Subset removal must be adapted.

before removing a subset. Only in the cases where the weight of a subset
is not smaller than the weight of the superset, a subset can be removed
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without altering the original problem. The following example illustrates the
issue that arises if the subset has a smaller weight:

𝑈 = {1, 2} (3.75)
𝐹 = {𝑆1, 𝑆2, 𝑆3} (3.76)

𝑆1 = {1, 2} 𝑤1 = 3 (3.77)
𝑆2 = {1} 𝑤2 = 1 (3.78)
𝑆3 = {2} 𝑤3 = 1 (3.79)

Removing subsets 𝑆2 and 𝑆3 results in a solution 𝑆𝑙 = {𝑆1} with a total
weight of 3. However, the weight of 𝑆𝑙 is larger compared to the (minimal)
solution 𝑆𝑚 = {𝑆2, 𝑆3} with a total weight of 2.

Therefore, we adapt the isNoSubset function in Fig. 3.7 to verify the
weight condition as shown in Fig. 3.13. With these adaptations, we can
again combine all logical reductions as described in Section 3.3.5. Next, we
modify the heuristic of the greedy algorithm to consider weights.

1 public boolean isNoHeavierSubSet ( CoverageWithWeight set , List <
CoverageWithWeight > all) {

2 for ( final CoverageWithWeight other : all) {
3 if (( set. weight >= other . weight )&&( set. isSubSetOf ( other )))
4 return false ;
5 }
6 return true ;
7 }

Figure 3.13: Identification of coverage
subsets adapted for weights.

The greedy approach in Fig. 3.12 orders the list of unused items by
cardinality. However, for the weighted set cover problem, we adapt the
heuristic by considering the Weight of the items. An item 𝑖1 with cardinality
|𝑖𝑖| = 10 and weight 𝑤2 = 2 may be favored in comparison to an item 𝑖2
with |𝑖2| = 20 and 𝑤2 = 20. Therefore, we order the list of unused items by
the ratio of cardinality over weight. Fig. 3.14 shows an implementation of Adapt heuristic to use the ratio cardi-

nality over weightthis adapted approach.

1 /** Solves the WSCP . Fast , but may not to be optimal . */
2 public static List < CoverageWithWeight > greedy ( final List <

CoverageWithWeight > cov) {
3 CoverageWithWeight solution = CoverageWithWeight . EMPTY ;
4 List < CoverageWithWeight > all = copySort (all ,

sortByCardinalityOverWeightDesc );
5 for (int i = 0; i < all.size (); i++) {
6 final CoverageWithWeight currentItem = all.get(i);
7 if ( currentItem . isEmpty ())
8 break ; // sorted guarantees that rest is also empty
9 solution = solution .add( currentItem );

10 List < CoverageWithWeight > sub=all. subList (i+1, all.size ());
11 sub. replaceAll (item -> item.sub( currentItem ));
12 sort(sub , sortByCardinalityOverWeightDesc );
13 }
14 return convertSolution ( solution );
15 }

Figure 3.14: Greedy algorithm for the
weighted set cover problem.

Finally, we can conceptually use the same approach for the full solution
as in Fig. 3.11. We adapt the data type and use the algorithms provided by
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Fig. 3.13 and Fig. 3.14. We omit the presentation of the adapted implemen-
tation due to a large amount of redundancy with Fig. 3.11 and the absence
of any novel aspects in the adaption of the implementation.

The adaptations for the weighted version do not change the worst-case
algorithmic time complexity. In practice, similar to our approach for the
SCP, our adapted approach for the WSCP solves all instances we encoun-
tered in a short execution time with a provable optimal solution, i.e., the
logical reductions and enumerating the (small) problem sizes that were left
solved all instances we encountered. Therefore, we again did not investigate
further optimizations for the greedy approach. However, we also executed
the greedy approach for unreduced problems where we did not apply any
logical reductions to evaluate its effectiveness. Even in such large problem
instances with 2 000 coverage files (𝐹 ) and 5 × 106 lines of code (𝑈), the
greedy approach is quite effective. The execution time is below 10 s and the
optimality is in 9 out of 10 evaluation cases perfect. However, we would not
know that a solution provided by the greedy algorithm is perfect (or not)
without the additional information.

In conclusion, due to the fast execution times of our full approach and
the additional information gained about the optimality of the solution, we
prefer to use our full approach instead of only the greedy approach even if
the greedy approach is also rather effective. We continue to use the greedy
approach as a fall-back in cases our logical reductions are unable to reduce
a problem below our stated threshold.

3.3.7 Further Variants of the Set Cover Problem

For our work on large software projects, we encountered several other vari-
ants of the SCP. We discuss these variants of the SCP and show practical
approaches and implementations to solve them. The literature provides a
wide range of additional variants of the SCP. For example, Cohen and Katzir
provide a discussion of the generalized maximum coverage problem that in-
cludes several other variants of the SCP [50]. Also, the original work of
Karp serves as a suitable starting point to find additional related work [148].

3.3.7.1 Weighted Set Cover Problem with a Budget

The WSCP with a budget (BWSCP) is a further variant of the WSCP. In
contrast to the WSCP, a threshold limits the total weight of the solution. We WSCP with threshold

search for the subset that covers the largest amount of items with a weight
not exceeding the threshold. More formally, given a threshold 𝑡 ∈ N0, and
a universe 𝑈 of 𝑛 ∈ N0 elements, and a family 𝐹 of 𝑚 ∈ N0 subsets of 𝑈

with associated weights, so that the union of all subsets is the universe:

𝑡 ∈ N0 (3.80)
𝑈 = {𝑒𝑖, 𝑒2, . . . , 𝑒𝑛} (3.81)
𝐹 = {𝑆1, 𝑆2, . . . , 𝑆𝑚} (3.82)
W : 𝐹 → N+ is a weight function (3.83)

𝑆𝑖 ⊆ 𝑈 and
⋃︁

𝑆∈𝐹

𝑆 = 𝑈 . (3.84)



48 testing in very large software projects

The BWSCP asks to find a subset 𝑅 of 𝐹 where the sum of the weights
does not exceed the threshold 𝑀 and the amount of items in 𝑅 is maximal:

Find 𝑅 ⊆ {1, 2, . . . , 𝑚} (3.85)

such that
∑︁
𝑖∈𝑅

𝑤(𝑆𝑖) ≤ 𝑡 (3.86)

and |
⋃︁
𝑖∈𝑅

𝑆𝑖| ≥ |
⋃︁
𝑖∈𝑋

𝑆𝑖| (3.87)

∀𝑋 ⊆ {1, 2, . . . , 𝑚} where
∑︁
𝑖∈𝑋

𝑤(𝑆𝑖) ≤ 𝑡. (3.88)

The BWSCP solves the practical problem of selecting a set of tests that
execute within a given amount of time (a time budget) and provide the
highest amount of coverage in this time. Consider the following example:

𝑈 = {1, 2, 3, 4, 5}, 𝐹 = {𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5}, 𝑡 = 60 (minutes)

𝑆1 = {1, 2, 3, 4, 5} 𝑤(𝑆1) = 90 𝑆4 = {1} 𝑤(𝑆4) = 15
𝑆2 = {1, 2, 3} 𝑤(𝑆2) = 40 𝑆5 = {3, 5} 𝑤(𝑆5) = 15
𝑆3 = {4, 5} 𝑤(𝑆3) = 40

The test associated with 𝑆1 covers the complete universe, but the ex-
ecution time of 𝑆1 exceeds the threshold, and therefore the test cannot
be selected. Alternatively, the tests associated with 𝑆2 and 𝑆3 also cover
the complete universe, but the sum of the execution time also exceeds the
threshold. Therefore, the solution with the highest coverage is 𝑅 = {𝑆2, 𝑆5}
with

⋃︀
𝑖∈𝑅 𝑆𝑖 = {1, 2, 3, 5} and a total weight of

∑︀
𝑖∈𝑅 𝑤𝑖 = 55.

In contrast to the SCP and the WSCP, the logical reductions steps are
only partially applicable. The must-have item identification is not sound
due to the budget limitation, which can exclude a solution that contains all
elements. We can apply duplicate removal and subset removal from WSCP. Logical reduction are not effective for

BWSCP.However, without the iterative identification of must-have items, the impact
is rather limited for our practical test data. Due to randomness introduced
by the system itself, subset relations rarely occur in the full data.

To solve the BWSCP, we can adapt the greedy algorithm similarly as for
the WSCP. In contrast to Fig. 3.14, we skip items where the sum of the
weights would exceed the given threshold as shown in Fig. 3.15.

In contrast to the greedy approach for the WSCP, the approximation
factor of the greedy approach for the BWSCP is unbounded. To show
this, we follow an analysis for the budgeted maximum coverage problem
(BMCP)2 [156]. For this purpose, we use the adapted example: 2 The BMCP is in fact identical to the

BWSCP except that each element in 𝑈

has a specific weight (or benefit) where
for the SCP and BWSCP, each element
in 𝑈 has an uniform weight of 1 [156].

𝑡 = 𝑝 + 1, 𝑝 ∈ N+

𝑈 = {𝑥1, . . . , 𝑥𝑝, 𝑥𝑝+1}
𝐹 = {𝑆1, 𝑆2}

𝑆1 = {𝑥1, . . . , 𝑥𝑝}𝑤(𝑆1) = 𝑝 + 1

𝑆2 = {𝑥𝑝+1} 𝑤(𝑆2) = 1.

The greedy heuristic calculates |𝑆1|/𝑤(𝑆1) = 𝑝/(𝑝 + 1) = 𝑘1 < 1 and
|𝑆2|/𝑤(𝑆2) = 1 = 𝑘2. Based on 𝑘1 < 𝑘2, the greedy heuristic selects 𝑆2 and
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1 /** Solves the BWSCP . Fast , but may not to be optimal . */
2 public static List < CoverageWithWeight > greedy ( final List <

CoverageWithWeight > cov , final int maxWeight ) {
3 CoverageWithWeight solution = CoverageWithWeight . EMPTY ;
4 List < CoverageWithWeight > all = copyAndSort (cov ,

compareByCardinalityOverWeightDesc );
5 for (int i = 0; i < all.size (); i++) {
6 final CoverageWithWeight current = all.get(i);
7 if ( current . isEmpty ())
8 break ; // sorted guarantees that rest is also empty
9 if ( solution . getWeight ()+ current . getWeight () > maxWeight )

10 continue ;
11 solution = solution .add( current );
12 List < CoverageWithWeight > sub=all. subList (i+1, all.size ());
13 sub. replaceAll (item -> item.sub( current ));
14 sort(sub , sortByCardinalityOverWeightDesc );
15 }
16 return convertSolution ( solution );
17 }

Figure 3.15: Greedy algorithm for the
weighted set cover problem with a bud-
get.

reports the solution 𝑅2 = {𝑆2} with |𝑅2| = 1 where the optimal solution is
𝑅1 = {𝑆1} with |𝑅1| = 𝑝. The approximation is 𝑝 and unbounded.

Khuller et al. report two modified greedy algorithms, KA1 and KA2, with
approximation factors of (1 − 1/𝑒)/2 for KA1 and (1 − 1/𝑒) for KA2 [156].
Both KA1 and KA2 require additional calculations to improve the approx-
imation factor. KA1 calculate the best single-element solution over all
elements in 𝐹 and returns this solution if better than the greedy approach.
KA1 calculates |𝐹 | greedy results where each item in 𝐹 is pre-selected for
a calculation and then reports the best result. In practice, we did not
encounter any problem instance where KA1 or KA2 provided better re-
sults than our dscribed approach. Even more, the execution times of KA2
exceeded 10 min in several cases, making it uninteresting for practical cases.

3.3.7.2 Set Cover Problems With Multiple Buckets

Large projects utilizes multiple servers for test executions, say a set 𝑆𝑉 =

{𝑆𝑉1, . . . , 𝑆𝑉𝑛} of 𝑛 servers. This leads to the question of how to distribute
the test executions over the servers in 𝑆𝑉 . Our work does not focus on this SCP with multiple buckets

distributed aspect. However, to show that our algorithms can be adapted for
such cases, we present the ideas for two approaches, a first-come-first-serve
approach and a multiple bucket variant of the greedy approach.

For the first-come-first-serve approach (FCFS), we apply the greedy ap-
proach for the BWSCP to obtain a solution 𝑅 with an ordered sequence
of tests. Then, for each server 𝑆𝑉𝑖 in 𝑆𝑉 that is not executing a test, we
obtain the first test 𝑡top from 𝑅, remove it from 𝑅 and execute 𝑡top on 𝑆𝑉𝑖.
We repeat this approach until all tests in 𝑅 are executed.

For the multiple bucket variant of the greedy approach, we modify the
greedy algorithm for the BWSCP to include buckets as shown in Fig. 3.16.

The FCFS approach even supports a variable amount of servers. However,
the distribution can be unbalanced where one server executes a test with a
large execution time while all other servers are finished and idle. In practice,
parallel test runs mitigate this issue. The greedy with multiple buckets
approach aims to balance the test executions and therefore can reduce the
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1 /** Solves the BWSCP with buckets . Fast , but may not to be
optimal . */

2 public static List < CoverageWithWeight > greedy (List <
CoverageWithWeight > cov , int maxWeight , int buckets ) {

3 final List <T> solutions = new ArrayList <>( Collections .
nCopies (buckets , CoverageWithWeight . EMPTY ));

4 final List < CoverageWithWeight > all = copySort (cov ,
sortByCardinalityOverWeightDesc );

5 for (int i = 0; i < all.size (); i++) {
6 final CoverageWithWeight current = all.get(i);
7 if ( current . isEmpty ())
8 break ; // sorted guarantees that rest is also empty
9 for (int n = 0; n < solutions .size (); n++) {

10 CoverageWithWeight solution = solutions .get(n);
11 if ( solution . getWeight ()+ current . getWeight () > maxWeight )
12 continue ;
13 solutions .set(n, solution .add( current ));
14 List < CoverageWithWeight > sub=all. subList (i+1, all.size ());
15 sub. replaceAll (item -> item.sub( current ));
16 sort(sub , sortByCardinalityOverWeightDesc );
17 break ;
18 }
19 }
20 return convertSolutions ( solutions );
21 }

Figure 3.16: Greedy algorithm for the
weighted set cover problem with a bud-
get and buckets.

total idle times of all servers for a single test run. This typically also results
in a shorter test execution time. However, the planning for parallel test
runs gets rather complex with such an approach and therefore the FCFS
approach is preferred in practice for SAP HANA.

We visualizes the differences by an example. Given 10 tests with test
execution times {1, 4, 9, 5, 1, 6, 6, 9, 10, 4} (in this order), we apply both ap-
proaches to distribute the tests over 4 servers. For the greedy algorithm, we
assume a maxSize = 15. Fig. 3.17 shows the results. We measure the total
execution time 𝑇𝑚, which is the maximum of all bucket sums and represents
the time until the test run is finished. The FCFS approach then results in a
distribution with 𝑇𝑚 = 1 + 1 + 6 + 10 = 18. However, the greedy approach
finds 𝑇𝑚 = 1 + 4 + 9 + 1 = 15.

Figure 3.17: A comparison between
two approaches for distributing tests
with different execution times over mul-
tiple servers.

The theoretical problem behind finding a distribution of 𝑛 tests, each with
an execution time 𝑡𝑖, over 𝑚 servers that satisfies predefined requirements
is a variant of the bin packing problem [162] (BPP) and the multiprocessor Bin packing problem
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scheduling problem [97]. The BPP consists of 𝑛 ∈ N+ items with associated
sizes 𝑎1, . . . , 𝑎𝑛 and a set 𝐵 of 𝑘 ∈ N+ bins {𝐵1, . . . , 𝐵𝑘} with the same size
𝑏 ∈ N+. Then, for a solution, all items must be distributed over all bins
without violating anysize constraints. More formally:

∃ 𝑓 : {1, . . . , 𝑛} → {1, . . . , 𝑘} : ∀ 𝑗 ∈ {1, . . . , 𝑘} :
∑︁

𝑖:𝑓 (𝑖)=𝑗

(𝑎𝑖 ≤ 𝑏) ? (3.89)

In our case, the bins represent servers and the items with sizes are tests
with execution times. Also, the bin size is variable, but the amount of bins is
bounded. We can map our problem to the BPP by introducing a threshold
for execution times. Then, our greedy approach is identical to the first-fit
algorithm with an approximation factor of 2 of related work [162].

3.3.8 Coverage Compaction

Epitropakis et al. propose an algorithm to compact coverage [85]. The
algorithm is lossless, i.e., it allows us to reconstruct the original data. Hence, Lossless compaction

we can use compacted coverage used instead of the original data. The
compaction reduces space requirements, and can potentially reduce the
execution time of any algorithm working on coverage data.

The main idea for the algorithm is to identify two parts of the code that
show exactly the same behavior in terms of coverage for all test executions.
We can then remove one of these parts because its behavior is determined
by the other part. More formally, given the set of all tests 𝑆𝑇 , the set of
all source code lines 𝑆𝐿 and the coverage function 𝑐𝑜𝑣𝑖(𝑙) that reports the
coverage of a source code line 𝑙 ∈ 𝑆𝐿 for the execution of 𝑖 ∈ 𝑆𝑇 , then:

Find pairs (𝑘, 𝑙) ∈ 𝑆𝐿 × 𝑆𝐿 : 𝑐𝑜𝑣𝑖(𝑘) = 𝑐𝑜𝑣𝑖(𝑙) ∀ 𝑖 ∈ 𝑆𝑇 . (3.90)

If such a pair exists, we say that 𝑘 relates to 𝑙, or 𝑘 ∼ 𝑙. The set of all
such pairs represent a binary relation 𝑅𝐶 :

𝑅𝐶 = {(𝑘, 𝑙) | 𝑐𝑜𝑣𝑖(𝑘) = 𝑐𝑜𝑣𝑖(𝑙) ∀ 𝑖 ∈ 𝑆𝑇 with 𝑘, 𝑙 ∈ 𝑆𝐿}. (3.91)

We can see that 𝑅𝐶 is reflexive, symmetric and transitive. Hence, 𝑅𝐶 is Equivalence relation

an equivalence relation [230]. We can partition 𝑅𝐶 into a set of equivalence
classes 𝐸𝐶𝑅𝐶 = {[𝑎1], ..., [𝑎𝑛]}, where [𝑎𝑖] = {𝑥 | 𝑥 ∼ 𝑎𝑖, 𝑥 ∈ 𝑆𝐿}. Then,
[𝑘] = [𝑙] ⇐⇒ 𝑘 ∼ 𝑙 and we select [𝑚𝑖𝑛(𝑘, 𝑙)] as the canonical representa-
tive for the equivalence class. Given these definitions, we can understand
the compaction algorithm as selecting representatives of the equivalence
classes produced by the relation 𝑅𝐶 and thereby reducing 𝑆𝐿 to 𝐸𝐶𝑅𝐶 with
|𝐸𝐶𝑅𝐶 | ≤ |𝑆𝐿|. In practice, |𝐸𝐶𝑅𝐶 | << |𝑆𝐿|, i.e., the set of representatives
is smaller by a large factor than the set of all lines.

We highlight two improvements for the original “Algorithm 1” (𝐴𝐿𝐺𝑐𝑐𝑒)
by Epitropakis et al. [85]. First, the description of 𝐴𝐿𝐺𝑐𝑐𝑒 has a small
flaw in line 7. The delete operation invalidates the index. This is easily
fixed by a temporary variable. Most likely, the authors implemented this
fix for their evaluation. Second, the worst-case time complexity for 𝐴𝐿𝐺𝑐𝑐𝑒

is quadratic: 𝒪(𝑛2) where 𝑛 = |𝑆𝐿|, i.e., the number of lines. For practical
cases with several million lines, the quadratic complexity results in infeasible
execution times. Therefore, we use hash-based filtering which leads to an
amortized [241] linear time complexity 𝒪(𝑛) as shown in Fig. 3.18.
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1 public List <Coverage > compactCoverage (List <Coverage > all) {
2 Coverage sum = parallelSum (all);
3 List < SourceLinePair > slps = sum. getSourceLinePairs ();
4 Set <BitSet > unique = slps. parallelStream ().map(slp ->

getEcForCoveragesAndSlp (all ,slp)). collect ( toSet ());
5 // # unique : unique . size () , # redundant : slps . size () - unique
6 return convert (all , unique ) // converts the result to list
7 }
8 public BitSet getEc (List <Coverage > all , SourceLinePair slp) {
9 final BitSet result = new BitSet (all.size ());

10 for (int i = 0; i < all.size (); i++) {
11 if (all.get(i). isSourceLineHit (slp))
12 result .set(i);
13 }
14 return result ;
15 }

Figure 3.18: Hash-based compact cov-
erage algorithm.

1 int f(int a, int b) {
2 int c = a + b; // line 1
3 int d = a - b; // line 2
4 return c*d; // line 3
5 }
6 // ... line 4,5,6

Figure 3.19: Example where executions
result in redundant line coverage.

Fig. 3.20 presents an example. The first three lines in Fig. 3.20a may
represent code as shown by Fig. 3.19. Fig. 3.20 also shows multiple variants.
The variant selection depends on the requirements of the next step. For
example, our approaches to the set cover problem presented in Section 3.3.4
do not require the identification of specific lines. Therefore, we can utilize
Variant B as presented in Fig. 3.20c where we re-label the lines with a new
counter and further reduce the coverage data size compared to variant A.

Lines

Test 1 2 3 4 5 6

A x x x x x
B x x x x
C x x x

(a) Original coverage data.

Lines A B C

1, 2, 3 → 123 3 3
4, 6 → 46 2 2
5 → 5 1 1

(b) Compacted coverage variant A.

Lines A B C

1, 2, 3 → 123 x x
4, 6 → 46 x x
5 → 5 x x

(c) Compacted coverage variant B.

Figure 3.20: Example for coverage com-
paction. Table (a) indicates for 3 tests
which of 6 lines are executed (“x”). Ta-
ble (b) shows the compacted version
where 3 lines are removed, but all in-
formation is preserved. Each number
indicates how often the corresponding
group of lines (indicated by the label)
is executed. Table (c) shows a further
simplified variant, where only a single
bit for the execution state is required
instead of the execution count. The la-
bel for the lines may be used to extract
all required information to reconstruct
the original state. Finally, we may also
replace the labels with a new counter
if reconstruction is not required.

3.4 Summary

We introduced the concept of coverage and defined all related terms. The
exact definitions of coverage are important because the term is used in
literature with different meanings. In our work, we focus on line coverage
data. However, several of our approaches also support other variants.

We also presented approaches for several algorithmic problems when work-
ing with coverage data. We will use them as building blocks for advanced
approaches. One of the design goals is scalability for large projects. Based
on practical experience and evaluations, this design goal is achieved. We
can run our analysis, experiments, and algorithms on coverage data in short
times. This allows a practical adoption and rapid exploration of new ideas.



4 On the Relationship Between Coverage and Faults

Code coverage data for a test execution provides information about the
executed parts of a software 𝑃 . This means that we can derive from coverage
data which parts of the source code were executed by a test and which parts
were not. We also discussed in Chapter 2 that one of the purposes of testing
is to show the presence of defects in source code1. As both concepts provide 1 It is worth mentioning that testing

does not show the absence of defects –
a quote attributed to Edsger W. Dijk-
stra.

information about source code, we can consequently ask whether coverage
data provides any additional information on faults.

To understand this question, we first discuss the essence and limitations
of information gained by coverage data. We then discuss related work and
possible implications. Finally, we contribute two empirical studies with new
insights on the relationship between coverage and faults. More specifically,
our contributions are:

• A study that investigates the impact of coverage on the distribution of
defects for a large industrial system (Section 4.2).

• A study that investigates Granger-causality between coverage and defects
for a large industrial system and an open-source project (Section 4.3).

• An approach to combine coverage-based input partition and combinatorial
testing to increase coverage (Section 4.4).

4.1 Discussion

Code coverage measures to which degree a software under test (SUT) is
executed by software tests. For instance, a set of software tests may execute
80 % of a SUT and therefore the SUT has 80 % test coverage. What do we
learn from such a number? It would be a fallacy to conclude that 80 % of
this SUT is free of faults. In fact, tests are unable to prove the absence of Tests are unable to prove the absence

of faults, they only prove their presencefaults, they only prove their presence. We have no information about the
total amount of faults in a software project, therefore we cannot conclude
whether we found all failures. Furthermore, it may not be possible to derive
the total number of faults. Typically, faults exist because we are not aware
of them. Otherwise, we would just correct them. To derive the number of
all faults, we would require to have information about the information we do
not know. Without an external source of information, this seems infeasible.

Practically speaking, it is a typical experience of every developer that
faults reveal at surprising and unexpected places. For example, binary search
is a fundamental algorithm [53] for which it seems to be a rather simple task
to create, understand, and verify an implementation. Yet, it took 20 years
to detect a fault in the implementation for the Java standard library [227].
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Fig. 4.1 shows the original Java code containing the fault caused by an
integer overflow [227]. As this example already shows, most likely no person
with experience in software engineering would claim that software contains
no faults based on a set of (succeeding) tests.

1 int bins(int [] a,int key){
2 int low = 0;
3 int high = a. length - 1;
4 while (low <= high) {
5 int mid = (low+high)/2;
6 int midVal = a[mid ];
7 if ( midVal < key)
8 low = mid + 1
9 else if ( midVal > key)

10 high = mid - 1;
11 else // key found
12 return mid;
13 }
14 return -(low +1);// no key
15 }

Figure 4.1: Faulty binary search im-
plementation. Original version of Java
standard library before 2006.

Therefore, we cannot make a statement about the number of faults for
the 80 % of covered source code. However, for 20 % of the SUT, we can
clearly state that we know nothing. These 20 % were not executed at all
and, therefore, they are not tested. This statement seems to be trivial and
obvious. However, it provides value for our testing process. We can conclude

Coverage can guide testing activities.

that this 20 % of the source code can contain any fault — the code may
not work at all. Therefore, we potentially have a clear sequence of steps to
improve the quality. Investigating the unknown 20 % can already improve
the quality of the software by only adding information about these 20 % of
the software.

After investigating the tested and untested parts of the software inde-
pendently, we can also try to compare both parts by various metrics. By
comparing the tested part of the software to the untested part of the software,
we can create the hypothesis that the tested part of the software contains a
lower amount of failures compared to the amount of failures in the untested
part of software. At first, it seems plausible that this hypothesis is true. Has tested code fewer faults compared

to untested code?Software testing is an activity that typically results in quality improvements,
therefore we would expect that the tested part of a software has a higher
quality compared to the untested part of a software. However, this argument
can be misleading for the following reasons:

• The untested part of the software could already have a high quality
ensured by other measures than test executions. The testing process
could use a risk-based approach [89] and therefore targets only the parts
of the software with a high risk.

• The untested part could contain functionality that is not relevant for the
product. There could be failures, but they would not appear to users.
Therefore, the quality of the product is not affected by the untested part.

• The number of known failures might not be distributed evenly. Typically,
we might find more failures in these parts of the software that are more
frequently used. This follows by a statistical argument. The more users
that use a specific functionality, the higher the chance they encounter a
defect in some usage scenarios. Therefore, even if the untested part of
the software is infrequently used by users, the total amount of defects
encountered can be lower compared to the more frequently used (and
tested) parts of the software.

Altogether, we conclude that the existence of causality between tested
code and code quality remains unclear. We only know that the properties
encoded in the tests and checked by the tests hold if the tests succeed. If no causation, is there a correlation?

However, in practice, code coverage is used to guide testing activities and
as a metric to measure the quality of a test suite (or the program itself).
Therefore, we can ask whether there is a correlation between coverage or
the degree of coverage and quality2. There is a wide range of related work 2 Reminder: Correlation does not im-

ply causation.investigating these questions. In addition to the existing work, we also
conducted several studies on SAP HANA.
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4.1.1 Prior Work on Benefits of Code Coverage

There are several studies that analyze whether the existence of code coverage
itself and coverage goals are beneficial for measuring and improving software
quality. The general hypothesis that a high test coverage results in a low
amount of defects might sound trivial. Test coverage represents the execution
of tests. Therefore, if a large amount of the source code is tested by tests,
then it should have a low amount of defects. In fact, that is one of the
reasons why we test – to detect and remove defects. While it seems to be
obvious, we argue that it is in fact not. We discuss two cases: a relative
comparison, and an absolute statement.

In the relative case, we argue that it is unclear whether an increase of 𝑋%
in test coverage results to a decrease of 𝑌 % in defects. It may happen that An increase in coverage must not re-

duce the number of defects.𝑋 occurs at trivial places (say, trivial getter/setter methods for objects) and
therefore it has no implications on the number of defects. Then we could
ask how large has 𝑋 to be that 𝑌 will be influenced? Presumably, there
are diminishing returns – if not, all defects would be found at 𝑋 = 100.
Maybe there is even a global maximum or plateau. In a more extreme case,
we could add tests that execute the software but do not verify the results
(i.e., they do not contain a test oracle). This would increase coverage, but
clearly provide little benefit for finding defects. We conclude that it requires
further empirical analysis to draw any conclusion in this case.

In the absolute case, we argue that it is unclear how to interpret a ratio
of 𝑋% in test coverage regarding the number of defects. In fact, how should A coverage ratio does not provide infor-

mation about the number of defects.we draw any conclusion at all? The total number of defects is not known.
Maybe the number of defects found is known (although we see later that
even this is typically not known), but even then how should we correlate
both numbers, coverage and defects? We could try to start with the most
simplified case where 𝑋 = 0. As we discussed in Chapter 3, the only valid
conclusion we can make in this case is that the number of defects is unknown.
It might be 0 or any other number. Conclusively, it requires further empirical
analysis to draw any conclusion in this case.

Given these arguments, we conclude that the question of whether a high
test coverage results in a low amount of defects is in fact not trivial to answer.
A sound answer requires empirical research and statistical arguments.

4.1.2 Results Supporting Benefits of Code Coverage

These publications often study the correlation between code coverage ratio
and the number of bugs in different test subjects. For example, Mockus et
al. investigate the correlation between coverage ratio and the probability
of defects affecting a component on two industrial software projects and
the effort required to increase the coverage ratio [194]. They find that an
increase in coverage leads to a proportional decrease in defects.

Ahmed et al. analyze 49 projects to understand the correlation between
coverage and bugs [3] (see also Section 4.2.2.1). They analyze different
variants of coverage and find a weak but significant correlation between
statement coverage and the number of bug-fixes as a proxy for bugs.

Kochhar et al. investigate two large software systems to investigate and
compute correlations between coverage, test suite size, and test suite effec-
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tiveness. They find a moderate to strong correlation between coverage and
test suite effectiveness [158]. A metastudy conducted by Inozemtseva et
al. shows that 8 out of 12 previous studies confirm a positive correlation
between coverage and test suite effectiveness [130].

4.1.3 Results Contradicting the Benefits of Code Coverage

While other work also use correlation analysis, other authors consider ad-
ditional variables in extension to only coverage and bugs. For example,
Inozemtseva et al. study correlation between coverage and test suite effec-
tiveness in five open-source systems, but they also control the test suite size
for their experiments [130]. They find that it is generally not safe to assume
test suite effectiveness is strongly correlated with coverage. In fact, their
results indicate that test suite size is correlated with test suite effective-
ness and code coverage does not show a strong correlation with test suite
effectiveness when the suite size is controlled. In other words, larger test
suites with more coverage can find more defects. Namin et al. find similar
results for smaller study subjects and investigate multiple models for the
correlation to explain such findings [199]. Groce et al. provide an extensive
overview of existing work that highlights several limitations [110].

Mark Seemann claims that coverage is a “useless target measure”3. Mar- 3 http://blog.ploeh.dk/2015/11/16/
code-coverage-is-a-useless-
target-measure/

tin Fowler states that “Test coverage is of little use as a numeric statement
of how good your tests are.”4. Both practitioners argue in favor of using 4 https://martinfowler.com/bliki/

TestCoverage.htmlcoverage as a helpful metric to identify untested parts of a software, but the
absolute numbers have no relevance or meaning. This also implies that we
would not be able to draw any conclusions regarding the number of defects.

4.1.4 Mixed Results Regarding the Benefits of Code Coverage

Some work claim that the answer depends on the exact question, definitions
of the terms, and potentially on more variables [110, 199, 232, 270]. For
example, Groce et al. argue in their survey that there is uncertainty as to
what exactly measuring code coverage should achieve, as well as how we
would know if it can, in fact, achieve it. They develop a strong and weak
coverage hypothesis to provide a meaningful context for further discussion
and experiment design [110].

4.1.5 Interpretation of Results Regarding the Benefits of Coverage

The results of related work are partially contradicting each other. While
some studies show the coverage has a benefit on code quality in terms of
number of defects, other studies doubt this benefit. Several studies show that
the correlation seems to be spurious, i.e., there are confounding variables.
In addition, some studies use only surrogates for defects, such as mutants.
Therefore, we can only conclude that there is no accepted result. More studies required to investigate

complex factors.This unclear result, to our belief, reflects the complexity of practical
software engineering. As discussed in Chapter 2 and Chapter 3, there are
several complex factors that might be hard to measure precisely:

1. The definition of a defect depends on the opinion of persons that classify
an issue. In addition, studies typically do not investigate the impact of

http://blog.ploeh.dk/2015/11/16/code-coverage-is-a-useless-target-measure/
http://blog.ploeh.dk/2015/11/16/code-coverage-is-a-useless-target-measure/
http://blog.ploeh.dk/2015/11/16/code-coverage-is-a-useless-target-measure/
https://martinfowler.com/bliki/TestCoverage.html
https://martinfowler.com/bliki/TestCoverage.html
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defects, i.e., whether they, for instance, crash an application, alter data or
only misrepresent a visual element. It remains unclear how defects could
be classified and analyzed with rigor. Even if such a classification exists,
the task to re-classify existing study subjects seems to be challenging. In
addition, there might be several defects that exist or get fixed which are
never monitored within a bug tracker or a version control system because
developers fix the issue during development before integrating the source
code into the main code line.

2. There are several coverage variants and it remains unclear which to
investigate and how to interpret changes. Coverage might change due to
several reasons such as new code, new tests, or flakiness.

3. Not all code, and therefore, not all coverage is equal. Some parts of the
code might be important for a software product and are frequently used,
other parts are rarely or never used. It might not be a fair comparison to
investigate the complete code base assuming that all code lines are equally
treated. For example, more frequently executed code has a higher chance
to reveal defects compared to code that is never executed. It remains
unclear how this effects a relationship between coverage and defects.

4. The programming language might influence the results. Different lan-
guages support different tooling and philosophies for software creation.
While it might be simple to write unit tests and measure code coverage
in Java, the same task can require considerably more effort in C++ .

5. There might be a large number of possible confounding variables, i.e.,
a third variable that explains the changes in coverage and defects. An
example is the software development method5. In addition, the charac- 5 Although it even remains unclear

which effects different software devel-
opment methods have on the amount
of defects.

teristics of developers affect the correlation. More experienced developers
are most likely better at preventing and detecting defects. Also, they
might be more motivated to write tests and to aim for test coverage.

6. The project size might influence the results. While a large project might
be favorable because the results can be statistically more significant, the
effort to find and analyze large projects reduces the number of large
studies. Even more, large projects with over 1 000 000 lines of code and
over 10 years existence might not be freely available for research.

Given these arguments, we expect that authors of a study will encounter a
well-known problem of empirical studies in software engineering [91, 108, 196,
216]. Either they strictly control all variables and achieve a high construct
(and internal) validity but low practicability and generalizability (i.e., low
external validity), or they achieve the opposite of each. Both variants may
not allow drawing practical conclusion and it remains unclear how to tackle
such complex research questions.

Therefore, we follow a general approach also used in other fields. We
provide additional results for the same question. This allows us to collect
several such results and conduct a meta-analysis to acquire new insights
and possibly draw conclusions with high construct validity but also with
high external validity. To this aim, we investigate SAP HANA as a large
industrial system and, in a second study, we also investigate an open-source
system. In two studies, we analyze the relationship between coverage and
defects for these systems.
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4.2 The Impact of Coverage on Bug Density

Measuring the quality of test suites is one of the major challenges of software
testing. To approximate test suite quality, code coverage is frequently used
because it identifies tested and untested parts of the code.

Multiple previous studies have investigated the relationship between cov-
erage ratio and test suite quality, without a clear consent in the results. We
study whether covered code contains a smaller number of future bugs than
uncovered code (assuming appropriate scaling). If this correlation holds Contains covered code fewer bugs com-

pared to uncovered code?and bug density is lower in covered code, coverage can be regarded as a
meaningful metric to estimate the state of testing.

To this end, we analyze 16 000 internal bug reports and bug-fixes of
SAP HANA, a large industrial software project. We found that the above-
mentioned relationship indeed holds, and is statistically significant. Contrary
to most previous work our study uses real bugs and real bug-fixes. Further- Real bug data instead of mutants.

more, our data is derived from a complex and large industrial project.

4.2.1 Introduction

Software testing is a crucial and widely deployed tool for ensuring software
quality. One of the practical challenges for software testing is measuring
the quality and effectiveness of test suites. Measures for the adequacy
of testing are typically used to identify whether a software artifact is not
tested sufficiently well, and where improvement is needed. They also play
an important role to indicate that a sufficient amount of testing has been
done, and resource costs for testing eventually surpass the expected savings
from reductions in the amount and impact of defects.

One of the most widely-used measures for the adequacy of testing is
statement coverage. Its direct use is to identify uncovered parts of code
that potentially contain further bugs, not caught by existing test code. The
code coverage (ratio), i.e., ratio of covered lines to all lines, is frequently
interpreted as a metric of test quality, with numerous organizations using
it to set testing requirements. However, some studies question the very
existence of a relationship between coverage and test suite effectiveness [130].

If a positive correlation between coverage ratio and test suite effectiveness
exists, we expect to find a smaller number of future bug-fixes in the covered
parts of code, see Fig. 4.2. Ahmed et al. [3] design a schema to verify the
benefits of coverage as a test quality measure. Essentially, they identify the
number of bugs found in covered and not covered code. If the coverage ratio Does coverage change the distribution

of bugs?is meaningless, then we expect that future bugs are distributed uniformly in
covered and uncovered parts of the source code. However, if coverage ratio
is meaningful, then the percentage of all future bugs found in the covered
parts of the code should be smaller than the coverage ratio. We illustrate
the binary testedness approach of Ahmed et al in Fig. 4.3.

While Ahmed et al. [3] use mutations as surrogates for bugs, we use
records of real bugs and their bug-fixes. Another essential difference is
that we collect our data from a very large industrial application with high
quality requirements. Our work improves the data collection process and
data evaluation by introducing multiple collection points instead of using
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a single snapshot like the previous study of Ahmed et al. [3]. This reduces
the risk of losing track of code changes over time and increases the size of
the data set for more robust evaluation.

Figure 4.2: Exemplary coverage and
bug distributions. Scenario 1 describes
a situation where coverage ratio is
meaningless for future code quality
measured by the amount of bugs. Sce-
nario 2 shows a situation where cover-
age is meaningful.

Following the binary testedness approach, we investigate the following
research question for our study subject, SAP HANA:

RQ1 Does coverage have an impact on the distribution of detected defects?

For this purpose, we analyze how many bugs occur in covered and un-
covered parts of the source code of SAP HANA. Our findings show that
indeed there are fewer bugs in the covered parts of the source code than
expected from a uniform distribution. This effect is visible in 70 out of 72 Covered code has fewer bugs compared

to uncovered code.time segments of our data, and is statistically significant for the mean. This
indicates for our test subject, that increasing coverage ratio and enforcing
high coverage goals can reduce the number of defects.

4.2.2 Approach

We describe the binary testedness approach from Ahmed et al. [3], describe
the SAP HANA bug tracking process environment, and outline the method-
ology for data collection and processing of our analysis.
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4.2.2.1 Binary Testedness Approach

The binary testedness approach proposed by Ahmed et al. [3] separates the
source code in two (binary) groups: Covered and uncovered parts of the
source code. Based on this separation at a given time 𝑇 , all future bugs
and the corresponding bug-fixes after 𝑇 are checked if they occur in the
covered or the uncovered group, see Fig. 4.3. A lower amount of bugs in
covered parts (found covered bugs) compared to coverage ratio times all
bugs (expected covered bugs) would indicate that coverage is meaningful.

Figure 4.3: The binary testedness ap-
proach [3] separates the source code
in two (binary) groups and counts the
number of bugs in the covered and un-
covered group. In this example, 170
bugs occurred in the covered part of
the source code, 24 in the uncovered
part and 6 are undecided.

Ahmed et al. use the GumTree Differencing Algorithm to identify the GumTree Differencing Algorithm

position of the original source code elements at time 𝑇 for a bug-fixing
commit after 𝑇 , even if the source code and position of the elements changed
between 𝑇 and the bug-fixing commit. For this purpose, GumTree utilizes
an abstract syntax tree [87], see Fig. 4.4 (upper part).

Figure 4.4: The GumTree approach [3]
tracks the nodes of an abstract syntax
tree (AST). This can reduce the accu-
racy for consecutive changes. For com-
mit 3, change 1 is uncovered, deleted
and inserted nodes are unknown and
change 2 is covered, but it is, in fact, un-
clear due to intermediate changes. Our
approach accurately maps change 1, 2
and the deletion from commit 3.

Instead of using coverage data for a single point 𝑇 in history, our approach
utilizes the data of multiple coverage runs distributed from 𝑇 until the last
observed bug-fixing commit. This partitions the measurement period into
multiple, non-overlapping time segments. Fig. 4.4 (lower part) visualizes the
concept and shows an example of the accuracy improvements in terms of
a more robust mappings between changed source code and coverage data.
Simplified, shorter time segments provide more information.



on the relationship between coverage and faults 61

Increasing the number of coverage runs shortens the time segments, and
therefore reduces the likelihood of intermediate conflicting commits between
a coverage run and a bug-fix. For our study, we found that 72 time segments
(roughly two coverage runs per week) ensured a mismatch rate below 1 %
for all file modifications. A mismatch occurs if the original source code state
of the bug-fixing commit is not equal to the state of the coverage run. The
accuracy can be further improved by shortening the time segments between
test runs at the cost of a higher resource investment.

4.2.2.2 Bug Tracking Process of SAP HANA

Section 2.2.2 describes the quality assurance process for SAP HANA. We
focus here on the bug tracking process of SAP HANA.

SAP uses a bug tracking tool to maintain defect history. For the purpose
of this study, we classify defects by their detection time into early detected
and late detected defects. Defects found before a change is merged into
the source code repository are classified as early. Defects found later are
classified as late. Early defects are detected, e.g., during development, by Bug detected late: after code is merged

into main code line.peer reviews or by pre-commit test runs. Late defects are detected, e.g.,
by extended continuous automatic regression testing, by manual testing, by
internal usage of SAP HANA (“self-hosting”), by automatic tools, e.g., fuzzy
testing, or even by customer reports. This study focuses on late defects,
which tend to have a higher cost impact [28] and better documentation
compared to defects during early local development. In the following, we
use the term bug synonymous with late detected defects.

This classification of the terms early and late bugs is a proprietary def-
inition, which is different from common terminology, e.g., ISTQB test lev-
els [139]. The ISTQB classification of test levels is linked to the responsibili-
ties in a project. The distinction by responsibilities is not always possible in
our case project. For instance, one test suite can contain component tests,
integration tests, system tests, and regression tests. We classify bugs on the
time of identification and distinguish between bugs that were detected by
the current set of programmatically executed tests and bugs that were not
detected by these set of tests. This allows us to apply the binary testedness
approach from Ahmed et al. as described in Section 4.2.2.1.

4.2.2.3 Data Collection and Processing

Our experiment setup requires coverage data, bug data, and a link between
bugs and coverage. As described in Section 4.2.2.2, line-based coverage
data is collected regularly. Each coverage-execution of a test suite creates
a distinct coverage data file, which is aggregated with all other distinct
coverage data files to a combined coverage data file.

For the bug data, we collect bugs as described in Section 4.2.2.2 and
we assume that each entry in the bug tracking tool indicates a bug. Each
bug entry either contains a link to one or multiple bug-fixing source code
changes (“bug-fixing commit”), or the bug-fixing commit message contains
the id of the bug. SAP engineers have collected, maintained, and used this Accurate information about bugs and

bug-fixing changesinformation for many years within the SAP HANA project, and so we can
assume that the results are reliable.
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This allows us to accurately identify related code changes for each bug.
Conclusively, we expect our classification to be more accurate than ap-
proaches that identify such changes based on change information alone [231].

4.2.2.4 Classifying Bug-Fixes by Coverage

For each bug, we classify the corresponding bug-fixing as covered, uncovered
or undecided. For this purpose, we use the decision graph shown in Fig. 4.5,
which we explain in the following paragraphs.

Figure 4.5: The process of classifying a
bug-fixing Git commit as covered, un-
decided, or uncovered.

The source code of SAP HANA is maintained in a Git version control Git

system [14]. Each Git commit corresponds to a source code change. Tech-
nically, a Git commit consists of sections that represent files. Each section
consists of chunks that represent a set of lines added or deleted.
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A commit is considered covered if at least one chunk is covered and we
call it covered bug-fix. This implies that the original version of these covered Covered bug-fix

chunks was executed by at least one test, but the test did not detect the
bug. We consider at least one covered chunk as sufficient to classify the
commit as a covered bug-fix, because a single covered chunk implies that
the corresponding bug could have been possibly detected by at least one
test. This definition can result in a larger set of covered bug-fixes than a
manual decision by experts, because our covered bug-fixes may not contain
covered parts of the source code which are relevant to the bug.

Analogously, if none of the existing tests executed any part of the original
code of the bug-fixing commit, we call it an uncovered bug-fix. We use a Uncovered bug-fix

third category for unclear cases and call a commit an undecided bug-fix if we Undecided bug-fix

cannot use any of the two previous categories. This occurs in corner cases
where a bug-fix introduces new code. For example, lines 1 to 10 in a file are
covered by a test and lines 11 to 20 are not covered. A bug-fixing change
introduces 5 new lines after the original line 10. It remains unclear whether
these new lines should be classified as covered or not.

We ignore file additions, deletions, and moves. If any modification on
file level occurs, say a new file is introduced, we expect a change at any
other point in the source code reflecting these modifications (e.g., class
instantiation, function usage). We only classify this other change and ignore
the file modification. There are counterexamples for this reasoning, but we
did not find any occurrence in practice. Additionally, the frequency of file
moves is less than 1 % and the classification is complex, therefore we decided
to ignore them for any classification.

Line additions are only classified as covered if the original lines before
and after the addition point are covered. We found several counterexamples
for a less strict approach that classifies line additions as covered if only
one of the stated conditions. For instance, in the case new code is inserted
between an uncovered and covered block of code, it remains unclear whether
the execution of the new block belongs to the covered block (and the defect
could have been detected by a test) or the following uncovered block (where
a defect was not detectable by any test execution). For our strict approach,
we only expect errors if the source code is badly formatted, e.g., there is no
space between two functions and a new function is inserted between or goto
is used. We did not find such counterexamples.

Typically, a bug-fixing change also introduces a new (regression) test to
verify the absence of this bug. We classify a bug-fix according to coverage
before the corresponding regression test is executed and measured in coverage
runs. Therefore, such tests do not influence the classification of the related We ignore regression tests introduced

together with a bug-fix.commit. They can influence the classification of future commits, e.g., if a
second patch is necessary to fully fix a bug.

4.2.3 Empirical Results

This section presents the results of data processing and attempts to answers
our main research question on the impact of code coverage. We first discuss
the results and implications and then highlight possible threats.
Data processing. For the time frame from May 2016 to April 2017, we
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Metric Number

Lines of executable code Several millions
Number of source files > 25 000
Full coverage runs 72
Bug-fixing commits 16 215

For bug-fixing commits:
Diff sections 76 979
Sections covered 24 571
Sections uncovered 15 210
Sections undecided 7 483
Files added 5 595

Lines in new files 1 044 451
Files deleted 1 156

Lines in deleted files 279 674
Files moved 89
Files with content changes 70 139

Lines added in changes 770 325
Lines deleted in changes 471 926

Files with coverage information 47 264
Files without coverage information 22 875

For sections:
Diff chunks 376 364

Average number of chunks per section 4.89
Average number of chunks per commit 23.21

Skipped chunks source mismatch 4 482
Percentage 0.01 %

Chunks with coverage information 239 119
Chunks covered 94 891
Chunks uncovered 101 907
Chunks undecided 37 839

Table 4.1: Preprocessing statistics for
the bug-fixing Git commits collected
from May 2016 to April 2017 (1 year).
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collected 72 coverage runs and 16 215 bug-fixing commits which represent
the same amount of bugs. For these bug-fixing commits, we extracted 76 979
sections from the diff output from Git with cumulatively 376 364 chunks.
Among them, 239 119 chunks modify files contained in the coverage data.
4 482 chunks cannot be used because of source mismatch (it remains unclear
which file is addressed by the chunk). We found that 94 891 chunks occur in
covered parts of the source code, 101 907 chunks occur in uncovered parts of
the source code, and for 37 839 chunks it cannot be decided. Based on these Summary of Table 4.1.

results, we identified 24 571 sections as covered, 15 210 sections as uncovered,
and 7 483 sections as undecided.

As shown in Table 4.2, cumulatively 8 348 (or 51.48 %) of all bug-fixes
occurred in covered parts of the source code, 6 171 (38.06 %) are uncovered,
and 1 696 (10.46 %) of all bug-fixes are of type undecided.

Metric Number Percentage

Total number of bug-fixes 16 215 100.00 %
Bug-fixes in covered source code 8 348 51.48 %
Bug-fixes in uncovered source code 6 171 38.06 %
Bug-fixes with undecided coverage 1 696 10.46 %

Table 4.2: Numbers of bug-fixing com-
mits (bug-fixes) in our data set by cat-
egories defined in Section 4.2.2.4.

Testedness results. We compare the observed number 𝑁𝑜𝑏𝑠 of bugs found
in tested code against the expected number 𝑁𝑒𝑥𝑝 of bugs within the covered
code. We compute 𝑁𝑒𝑥𝑝 under the assumption that coverage level is mean-
ingless (null hypothesis), therefore 𝑁𝑒𝑥𝑝 is the number of all found bugs
times the coverage ratio. In our example Fig. 4.2, Scenario 2 has 𝑁𝑜𝑏𝑠 = 3 Null hypothesis: Coverage has no im-

pact on defect distribution.and 𝑁𝑒𝑥𝑝 = 10 × 0.8 = 8. When 𝑁𝑜𝑏𝑠 is lower than 𝑁𝑒𝑥𝑝, we can conclude
that the existence of coverage correlates with higher software quality (i.e.,
fewer bugs) in our test subject.

We approximate the location of bugs in the source code by the location of
bug-fixing commits. Furthermore, we conservatively assume that undecided
bug-fixes are covered bug-fixes. In other words, we compute 𝑁𝑜𝑏𝑠 as the
sum of covered bug-fixes and undecided bug-fixes.

Contrary to Ahmed et al. [3], we perform this comparison for each of
the 72 time segments described in Section 4.2.2.1, and not only for a single
version of the source code. For each segment we use “local” coverage ratio
(and local numbers of covered / uncovered / undecided bug-fixes). For
confidentiality reasons, we cannot explicitly state these coverage ratios.

Fig. 4.6 shows a comparison of the numbers of covered bug-fixes plus
undecided bug-fixes (sums 𝑁𝑜𝑏𝑠,𝑖) versus the numbers 𝑁𝑒𝑥𝑝,𝑖 of covered bug-
fixes expected under the null hypothesis, for each segment 𝑖 = 0, 1, . . . , 70.
Only the first 71 segments are shown for presentation reasons. Fig. 4.7 shows
the differences 𝑁𝑒𝑥𝑝,𝑖 − 𝑁𝑜𝑏𝑠,𝑖 in greater detail.

For 70 of 72 time segments, we have 𝑁𝑜𝑏𝑠,𝑖 < 𝑁𝑒𝑥𝑝,𝑖, i.e., fewer bugs than
expected. The relative reduction of the number of bug-fixes per segment is
not large. However, this can be in part attributed to our conservative way
of treating undecided bug-fixes as covered bug-fixes.

We also apply the Wilcoxon signed-rank test to reject the null hypothesis
that the mean of expected numbers of covered bug-fixes 𝑁𝑒𝑥𝑝,𝑖 and the mean
of numbers of covered plus undecided bug-fixes 𝑁𝑜𝑏𝑠,𝑖 are equal. The test We can reject the null-hypothesis.
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confirms this with 𝑝-value less than 2.20 × 10−16, and effect size 𝑟 = 0.612
which is considered as large (𝑟 > 0.5).

This non-parametric test is a paired difference test, i.e., we assume that
the samples of covered bug-fixes and uncovered bug-fixes are dependent.
This is quite likely and indicated by Fig. 4.6. However, we also apply
the Wilcoxon-Mann-Whitney-Test which assumes two independent samples.
Also here the null hypothesis is rejected (𝑝-value 0.06) but with small to
medium effect size (𝑟 = 0.13).

Answer RQ1
The number of bugs (represented by bug-fixes) in covered code is smaller
than expected if code coverage would have no impact. This holds for 70
ouf of 72 time segments and is statistically significant for the means.
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Expected num. of covered bug-fixes 𝑁𝑒𝑥𝑝,𝑖
Covered plus undecided bug-fixes 𝑁𝑜𝑏𝑠,𝑖
Differences 𝑁𝑒𝑥𝑝,𝑖 − 𝑁𝑜𝑏𝑠,𝑖

Figure 4.6: Expected numbers of bug-
fixes 𝑁𝑒𝑥𝑝,𝑖, numbers of covered plus
undecided bug-fixes 𝑁𝑜𝑏𝑠,𝑖, and their
differences for the time segments 𝑖 =
0, . . . , 70.
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Figure 4.7: Differences 𝑁𝑒𝑥𝑝,𝑖 − 𝑁𝑜𝑏𝑠,𝑖
for 71 time segments. 𝑦-values > 0
indicate that less bugs occurred than
expected.

4.2.4 Discussion of the Results

Our results provide a fairly good support for the thesis that higher coverage
levels imply lower levels of future bug-fixes for our test subject. This is
in particular strengthened by the fact that in 70 out of 72 time segments
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the results agree with the hypothesis. In other words, the positive effect
could be observed consistently over time, for large variations of bug numbers.
This supports the argument that setting (and reaching) goals for coverage
ratio can have a positive effect on the overall quality of our test subject by
reducing the number of future bugs.

There are multiple possible explanations for these results. Of course, the Covered code represents code that is
tested.most plausible and widely assumed one is that the tests covering code detect

bugs often, and since most of these defects are fixed, fewer of them remain.
We also consider an alternative interpretation of the results: that un-

covered parts of the source code might include code for which it is difficult
to achieve coverage. One well-known example is execution paths in face of
rare error conditions, e.g., if malloc returns a null pointer. Such return
values might not be checked correctly in code because they are not trivial
to test, leading to failures if these rare error conditions occur during produc-
tion usage. A second example is code with a high amount of dependencies.
This code requires additional effort to test because all of the dependency
interaction must be simulated. A third example comprises code handling
external input, e.g., SQL queries. In this case, is it not feasible to test all
possible valid and invalid input combinations and fuzzing techniques can
require high time and resource costs.

Understanding the relevance of these theories requires further work.

4.2.5 Threats to Validity

Possible threats to our results contain (non-)causality, bad bug classification,
wrong coverage granularity and low diversity.

Based on our results, we conclude that fewer bug-fixes occurred in cov-
ered parts of the source code than expected. However, we cannot confirm
causality, i.e., we cannot conclude that testing caused the reduction of bugs.

We used an existing bug database to retrieve all bugs. These bugs rep-
resent only late defects (see Section 4.2.2.2). We argue that these bugs are Only bugs for code in version control

system.the more interesting defects because they are more expensive to fix [28], and
apparently harder to detect. Analyzing all defects could generate different
results for our research question. However, from our experience, it seems im-
practical to log all early defects during the development, and distinguishing
between early and late bugs is hardly possible for young projects.

The bug classification within the bug tracking tool could be wrong. De- Bug classification.

velopers could falsely use the bug category for enhancements or other tasks.
The bug tracking tool contains different categories for entries, therefore
we do not expect that developers mislabel entries intentionally. But their
decision could be wrong. 88 % of all entries are bugs, the remaining 12 %
consists of the categories feature, enhancement, and performance. In addi-
tion, SAP enforces a strict policy of bug-labeling. These measures reduce
the likelihood of this mislabeling to happen.

We also investigated the possibility that a bug-fixing commit does not only
contain the bug-fix, but also unrelated code changes. Herzig et al. found
that 15 % of all bug-fixes in five open-source projects contain unrelated
changes [119]. One of the reasons why such unrelated changes happen Tangled code changes.

is the boy scout rule: “Leave the campground cleaner than you found
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it” [187]. According to SAP engineers, unrelated changes rarely happen,
because developers focus on fixing the bug and avoid introducing unrelated
regressions in the same bug-fixing commit. Enforced commit based code
reviews also reduce the probability that unrelated changes are introduced in
the same commit as the bug-fixing change. We investigated a subset of 20
bug-fixes and found no changes unrelated to the bug-fix. In the context of
our study, such unrelated changes could only increase the number of bugs
in covered code due to our conservative classifying approach.

Our coverage data is line-based. A finer granularity (e.g., statement
coverage) could produce different results for our research question. However,
we would only expect a minor effect.

Coverage from different test types is mixed. The test suites for coverage
creation contain a mix of, e.g., integration tests, regression tests, system
tests, or performance tests. It remains unclear how this affects the result.

Finally, we only investigate one large industrial system. We do not have Only one study subject.

access to a second industrial software project with this size, and similar test
environment and test data. It is unclear if our results can be reproduced in
other large industrial software systems.

4.2.6 Conclusions

We applied the binary testedness approach from Ahmed et al. [3] to SAP
HANA, a large industrial software project. Instead of using mutants, we used
a large set of real bugs and bug-fixing commits. In addition, we introduced
multiple data collection points to reduce the risk of losing track of code
changes over time. Our results show that a significantly lower number of
bugs occur in covered parts of the source code than expected if coverage
would be meaningless. For practitioners, our results suggest that setting
(and reaching) goals for coverage ratio has a positive effect on the overall
quality of our test subject in terms of the amount of future bugs. This
confirms previous conclusions from Ahmed et al. [3] and Mockus et al. [194]
that show similar effects for coverage.

For SAP engineers, our results confirm the expectation of engineers and
management, that measuring coverage and enforcing coverage goals can be Measuring coverage and enforcing cov-

erage goals can be beneficialbeneficial to the quality of SAP HANA. We are unable to measure the
internal impact of this study, because changes to QA policies require rather
complex and lengthy processes.

There are several directions to extend our results in future work. Similar
to work of Mockus et al. [194], the binary testedness approach could be
used on a component level instead of a system level. A component level
analysis could produce comparable results between the components in SAP
HANA and could reveal positive or negative correlation factors. Also, a long
term experiment over different release cycles of a software project might
disclose whether different goals for coverage have an impact on the number
of bugs. Mockus et al. [194] found that “there is no indication of diminishing
returns (when an additional increase in coverage brings smaller decrease in
fault potential)”. It would be interesting to replicate our study on large
open-source projects to investigate whether similar findings can be observed
for the distribution of bugs and bug-fixing commits.
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4.3 Granger-Causality between Coverage and Faults

Testing is an integral part of software development to ensure the quality of
software as it evolves over time. As the size and complexity of software in-
crease, testing often becomes even more important with developers spending
a significant amount of time and resources on it. Coverage is often used by
developers to gauge the effectiveness of testing. Developers use coverage to
find parts of code not tested that may require their attention. Previous stud-
ies analyzed the correlation between coverage and test suite effectiveness by Correlation between coverage and test

suite effectivenessusing real bugs as well as mutants, i.e., artificially injected faults. However,
these studies only focus on measuring correlations between coverage and
bugs (or mutants) instead of studying Granger-causal relationship between
them. Essentially, Granger-causality is given if future values of a time series
(here number of bugs) can be better predicted using prior values of another
time series (here change in coverage percentage). It is argued that in some
domains the Granger-causality test is a more reliable indicator of causality
than a mere correlation [106]. Also, most of prior studies only consider small
open-source projects rather than large industrial systems.

To complement prior work, we analyze SAP HANA and React, an open-
source system from Facebook, to uncover Granger-causal relationship be- Granger-causal relationship

tween change in coverage and number of future bug fixes found in each
system. For each system, we collect a longitudinal dataset spread over one
year containing records of code coverage from test runs and bug. We col-
lect data at the file level and use Granger-causality test, which evaluates
Granger-causal relationship between two variables, to analyze the relation-
ship between change in coverage and bug-fixes. After filtering constant and
non-stationary files, we find that 29 % and 33 % of the files show Granger-
causality between change in coverage and number of bug-fixes for SAP
HANA and Facebook React, respectively. For these Granger positive files,
we find that the impact of change in coverage on bug fixes affects a majority
of the files after a lag of 3 to 4 observation units (i.e., around 2 weeks).

Complementing prior studies, our study provides added empirical evi-
dence that coverage, as a proxy for testing, has an impact on the number of
future bug-fixes. This is the case especially for files exhibiting certain char-
acteristics such as higher lines of code churn and larger amount of commits.
Thus, we recommend developers to test these files as they will likely have
an impact on the number of bug-fixes.

4.3.1 Introduction

Testing is paramount to ensure a high quality software and is considered
an integral part of the software development process. With the increasing
size and complexity of software, there is a need to improve testing. More
so because inadequate testing can cause millions of dollars [242]. While
testing itself does not produce quality, it can help detect faults that can be
corrected to improve quality. However, complete testing is often infeasible
considering the trade-off between the cost of testing and the number of faults
it can detect. As such, developers often make use of measures such as code
coverage as a proxy for the adequacy of testing.
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In this work, we consider the line coverage ratio, i.e., the percentage of
lines executed during testing. Line coverage has been shown to produce
better results than more expensive measures like path coverage [103]. Line
coverage gives an idea of the adequacy of testing by measuring the number
of lines of code executed by the test suite. These results can be used by
developers to study the untested parts of the source code and write test
cases to potentially reveal undiscovered bugs. Often organizations set testing
requirements related to coverage levels and allow committing code only after
the code has passed the coverage criteria.

Several related work investigated the question of whether coverage is
useful or not. In general, there are two schools of thought on this important
yet unsolved question. On the one hand, one group claims that coverage
has merit and can lead to an improvement in software quality [194]. This is
shown by studies that claim software projects which have higher coverage
also have lower bugs in the future. While the other group claims that
coverage is a “useless target measure”6,7 and does not help developers 6 http://blog.ploeh.dk/2015/11/16/

code-coverage-is-a-useless-
target-measure/
7 https://martinfowler.com/bliki/
TestCoverage.html

much. Furthermore, some studies fail to come to a conclusion regarding the
relationship of coverage and test suite effectiveness [130]. While this topic
has received significant attention, studies are mostly concentrated on finding
a correlation between coverage and test suite effectiveness. Gopinath et al.
analyze hundreds of projects and measure different coverage criteria, such as
statement, branch, path and block coverage, to understand which coverage
criteria perform the best [103]. They use test cases from the projects as
well as generate test cases using Randoop [209]. Inozemtseva et al. analyze
five large systems to understand the relationship between coverage, test
suite size and test suite effectiveness [130]. A recent study by Ahmed et al.
analyzes the correlation between testedness of an element and the number
of future bug-fixes using coverage and mutation score [3].

While these studies tackle an important problem, there are several issues:

1. They measure the correlation between various metrics. However, correla- Limitations of previous work: mutants,
only open-source system, single snap-
shot.

tion does not imply causation, which measures the impact of one event
on the occurrence of an other event (cause and effect). Without studying
causation, it is difficult to see the impact of coverage on bugs.

2. The majority of the above studies use mutants, i.e., artificially injected
bugs and measure the ability of test suite to kill mutants. However, there
are studies that show that mutants may not be representative of real bugs
and are sensitive to external threats [104, 200].

3. They use open-source software that might not have rigorous quality as-
surance processes compared to industry programs. More than 80% of the
open-source developers agree that their projects lack testing plans [269].

4. They only consider a snapshot and measure coverage to measure test
suite effectiveness. However, testing is a continuous process and measures
such as source code, number of test cases, coverage, or number of bugs,
evolve over time as the project matures [264]. Furthermore, as per the
survey conducted by Runeson [222], newly added functionality should be
tested as soon as possible to provide quick feedback to the developers. As
such, studying a single version or snapshot may not be an appropriate
imitation of the real-world environment as faced by developers.

http://blog.ploeh.dk/2015/11/16/code-coverage-is-a-useless-target-measure/
http://blog.ploeh.dk/2015/11/16/code-coverage-is-a-useless-target-measure/
http://blog.ploeh.dk/2015/11/16/code-coverage-is-a-useless-target-measure/
https://martinfowler.com/bliki/TestCoverage.html
https://martinfowler.com/bliki/TestCoverage.html


on the relationship between coverage and faults 71

These factors motivate us to perform a longitudinal study where we
measure change in coverage and its effect on the number of bug-fixes over a
long time period. Our study uses bug-fix instead of mutants.

We investigate a large industrial system SAP HANA to analyze the
Granger-causal relationship [106] between changes in coverage and number
of bug-fixes. In addition, we complement our analysis with an open-source
system Facebook React8. Our core hypothesis is that if coverage changes, 8 See:

https://facebook.github.io/react/then it should create an impact on the number of bug fixes — i.e., the
number of bug fixes should change too.

Figure 4.8: Process steps for data col-
lection and evaluation.

To test our hypothesis, we implement the process of data collection and
evaluation as shown in Fig. 4.8. We collect over one year (2016-05 - 2017-
04 for SAP and 2016-09 - 2017-06 for Facebook) of data consisting of 72 Time frame of one year.

test runs with coverage data and corresponding bug-fixes for each run. We
investigate a time frame of one year to reduce the effects of singular events,
such as testing phases before releases or development freezes.

We compute the coverage ratio and the number of bug fixes at the file
level. For each test run, we first collect all the files in the system and
then compute all the lines that are covered by test cases. We measure line
coverage and aggregate the values of line coverage over all the lines in a
particular file. For each bug-fix, we calculate all the files that are changed.
We aggregate the number of bug-fixes that touch a file. In the end, for each
file, we have two time series: coverage and bug-fixes collected over the whole
observation period. x We use the Granger-causality test which measures the
causal relationship between two time series [106]. In the Granger-causality
test, the hypothesis is to test if a variable 𝑦 can be better predicted by using
the historical values of 𝑥 and 𝑦 compared to using the values of 𝑦 only. In
our case, variable 𝑥 is coverage and variable 𝑦 is the number of bug-fixes.

The contributions of our work are as follows:

1. The adaptation of Granger-causality test to check whether change in
coverage Granger-causes change in number of bug-fixes.

2. Results for a large industrial project with accurate information for 16 000
bugs and bug-fixes over a time frame of one year and results for a large
open-source project with 100 bug-fixes over a time frame of one year.

https://facebook.github.io/react/
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4.3.2 Granger-Causality

In this section, we describe the details of Granger-causality [106]. We
first start with a definition and discussion of stationary time series as a
requirement for the Granger-causality test. We then describe the test itself
and conclude with interpretations of possible results.

4.3.2.1 Stationary Time Series

Forecasting techniques for time series often have a precondition, the time
series must have a stationary behavior [31, 96, 179]. Stationary time series Stationary behavior

sample values from a stochastic process whose unconditional joint proba-
bility distribution does not change when shifted in time. For stationary
time series, values such as mean and variance are constant over time. The
values of coverage and bug-fixes, when represented as a time series, are
often not stationary. This is expected, because the size and complexity of
systems typically grows over time as described by Lehman’s Law of software
evolution [173]. Often, test suites evolve simultaneously with the change
in source code [212]. However, this is similar to using Granger test for its
original domain, i.e., to track entities such as the values of prices or inflation
that all tend to grow over time.

(a) Non-stationary (Original) (b) Stationary (First Differences)

Figure 4.9: Coverage ratio of an ex-
ample file from SAP HANA over time
with non-stationary (original) and sta-
tionary (first differences) behavior.

When using time series which are not stationary, one possible approach to
make them stationary is to not consider the absolute values of variables, but
rather the “first differences” between two consecutive periods [31, 105, 179].
For a time series 𝑥(𝑡), the first difference is defined as 𝑥′(𝑡) = 𝑥(𝑡)− 𝑥(𝑡 − 1).
Fig. 4.9 shows an example of coverage distribution with mean and error bars,
i.e., (𝜇+ 𝜎) and (𝜇 − 𝜎) of XYZ file (name withheld for confidentiality) over
the entire time period. We apply Augmented Dickey–Fuller test adf.test()9 9 https://www.rdocumentation.org/

packages/tseries/versions/0.10-
42/topics/adf.test

provided by tseries package10 in R11 to check for stationary behavior. Aug-
10 https://cran.r-project.org/web/
packages/tseries/index.html
11 https://www.r-project.org/

mented Dickey–Fuller test (ADF) tests the null hypothesis that a unit root
is present in a time series sample. A unit root (also called a unit root process
or a difference stationary process) is a stochastic trend in a time series and
unit roots can cause unpredictable results in time series analysis.

Fig. 4.9a shows that the coverage value is increasing over time and the
distribution shows a non-stationary behavior (p-value > 0.05). To make the
distribution stationary, we take the first differences of values 𝑥(𝑡)− 𝑥(𝑡 − 1)
and then compute adf.test(). For adf.test(), we use the default value of
lag12 as 𝑛𝑙𝑎𝑔 = 𝑓𝑙𝑜𝑜𝑟(4 × (𝑙𝑒𝑛𝑔𝑡ℎ(𝑥)/100)(2/9)). The second distribution 12 https://www.rdocumentation.org/

packages/aTSA/versions/3.1.2/
topics/adf.test

https://www.rdocumentation.org/packages/tseries/versions/0.10-42/topics/adf.test
https://www.rdocumentation.org/packages/tseries/versions/0.10-42/topics/adf.test
https://www.rdocumentation.org/packages/tseries/versions/0.10-42/topics/adf.test
https://cran.r-project.org/web/packages/tseries/index.html
https://cran.r-project.org/web/packages/tseries/index.html
https://www.r-project.org/
https://www.rdocumentation.org/packages/aTSA/versions/3.1.2/topics/adf.test
https://www.rdocumentation.org/packages/aTSA/versions/3.1.2/topics/adf.test
https://www.rdocumentation.org/packages/aTSA/versions/3.1.2/topics/adf.test
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(Fig. 4.9b) shows a stationary behavior (p-value ≤ 0.05). We then use the
stationary time series for every file as an input to the Granger-causality test
to examine Granger-causal relationship between coverage and bug-fixes.

An analysis of the first difference gains us the same insights with the
Grange-causality test as for the original series [31, 105, 179]. Granger and
Newbold recommend the first difference approach13[105]. 13 Although they note that they do

“not advocate first differencing as a uni-
versal sure-fire solution”, therefore we
complemented our approach with the
ADF test

4.3.2.2 Granger-Causality Test

The Granger-causality test is a statistical hypothesis test to determine if one
time series can be useful in forecasting another ([106]). According to the Can one time series be useful in fore-

casting another?Granger-causality test, if a signal 𝑥 Granger-causes 𝑦, then past values of 𝑥

should contain information to help predict 𝑦, which is beyond the information
contained in the previous values of 𝑦 alone. To test the causality between
two time series 𝑥 and 𝑦, Granger makes use of a statistical test called F-Test
to check if 𝑥 can help predict 𝑦. In our study, 𝑥 is the coverage time series
and 𝑦 is the bug-fix time series. The Granger-causality test uses bivariate
and univariate autoregressive models. A bivariate model includes values
from dependent variable 𝑦 and independent variable 𝑥, whereas a univariate
model only considers prior (lagged) values of variable 𝑦.

For the Granger-causality test, we use the bivariate autoregressive model:

𝑦𝑡 = 𝑎0 + 𝛼1𝑦𝑡−1 + 𝛼2𝑦𝑡−2 + ... + 𝛼𝑝𝑦𝑡−𝑝

+ 𝛽1𝑥𝑡−1 + 𝛽2𝑥𝑡−2 + ... + 𝛽𝑝𝑥𝑡−𝑝 + 𝑢𝑡

(4.1)

and the following univariate autoregressive model:

𝑦𝑡 = 𝑎0 + 𝛼1𝑦𝑡−1 + 𝛼2𝑦𝑡−2 + ... + 𝛼𝑝𝑦𝑡−𝑝 + 𝑒𝑡 (4.2)

where p is the autoregressive lag length, u𝑡 and e𝑡 are the error terms [160].
The lag value is used as an input parameter to the test. As per [113], the lag
value can be estimated via various criteria. The lag length is defined as the
number of past values of 𝑥 and 𝑦 that are considered in the model. Eq. (4.1)
and Eq. (4.2) are also called the unrestricted and restricted regression model,
respectively. To test whether 𝑥 Granger-causes 𝑦, the corresponding null Null hypothesis

hypothesis (𝐻0: 𝑥 does not Granger-causes 𝑦) is defined as:

𝐻0 : 𝛽1 = 𝛽2 = ... = 𝛽𝑝 = 0. (4.3)

In such a case, the lagged values of 𝑥 do not add predictive power to the
regression equation (Eq. (4.1)). To check this, we compute F-statistic:

𝑓 =
(𝑅𝑆𝑆𝑅 − 𝑅𝑆𝑆𝑈𝑅)/𝑝

𝑅𝑆𝑆𝑈𝑅/(𝑇 − 𝑘)
, (4.4)

where 𝑘 is number of explanatory variables in the unrestricted regression
model (including the intercept), 𝑇 is the number of observations, 𝑅𝑆𝑆𝑈𝑅

and 𝑅𝑆𝑆𝑅 are the residual sum of squares, i.e., sum of the squares of the
predicted and actual values for the unrestricted and restricted model:
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𝑅𝑆𝑆𝑈𝑅 =
𝑇∑︁

𝑡=1
𝑢𝑡

2 𝑅𝑆𝑆𝑅 =
𝑇∑︁

𝑡=1
𝑒𝑡

2. (4.5)

If the value of F-statistic 𝑓 is greater than F-critical value at 5 % signifi-
cance level, the null hypothesis is rejected. In this case, the bivariate model
is better than the univariate model and 𝑥 Granger-causes 𝑦.

4.3.2.3 Interpretation of Results

Suppose we have two time series 𝑇1 and 𝑇2. After carefully checking all
preconditions and the application of a Granger-causality test, we can hypo-
thetically obtain the following results:

1. 𝑇1 Granger-causes 𝑇2.
2. 𝑇1 Granger-causes 𝑇2 for multiple lags. Multiple causalities can exist.
3. 𝑇2 Granger-causes 𝑇1.
4. 𝑇2 Granger-causes 𝑇1 for multiple lags. Multiple causalities can exist.
5. There is no Granger-causality from 𝑇1 to 𝑇2.
6. There is no Granger-causality from 𝑇2 to 𝑇1.

We use the term unidirectional if only one direction of causality exists Unidirectional

and the term bidirectional if both directions show causality. For instance, Bidirectional

finding results Item 1 and Item 6 indicates a unidirectional causality. In
contrast, finding results Item 1 and Item 3 indicates a bidirectional causality.

The variable lag value (p in Eq. (4.2)) is responsible for Item 2 and
Item 4. In such cases, 𝑇1 and 𝑇2 can have multiple Granger-causalities Multiple Granger-causalities

𝑐1 to 𝑐𝑛. W.l.o.g. 𝑐1 may have a lag value of 1 and 𝑐4 may have a lag
value of 10. In this example, 𝑐1 indicates a short term effect and 𝑐4 may
indicate a long term effect. As a practical example, Hu et al. mention in
their work [127](Section 1) the work of Freiwald et al. [95] that “revealed the
existence of both unidirectional and bidirectional influences between neural
groups”. As we see later, our analysis suggests that we also found multiple
Granger-causalities (see Table 4.8).

A bidirectional causality can have multiple interpretations and it is im-
portant to differentiate such a bidirectional causality from the effects of
confounding variables. Maziarz categorizes different interpretations for uni-
directional and bidirectional results of Granger-causality analysis [189]. A
bidirectional causality may indicate “an instant Granger-causality between
the time series”. An instant Granger-causality would require a non-existent Instant Granger-causality

or minimal lag value. For example, our analysis later shows that for SAP
data, lag value 3 has the largest amount of Granger-positive files. In such a
case, we can reject the existence of an “instant” Granger-causality.

We may also be able to reject confounding variables if we can reduce
the Granger-causality to a real causality. For instance, based on procedures
at SAP HANA, bug-fixes influence coverage. SAP developers add new
regression tests for fixed bugs. Therefore, two effects occur:

1. A bug-fix modifies source code and therefore may influence coverage.
2. A regression test may execute code that was not tested before and there-

fore may influence future coverage values.
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Hence, we have a causality, and we expect that this causality also results
in a Granger-causality of type Item 3. Furthermore, as shown later, there
exists also Granger-causality of type Item 2 from coverage to bug-fixes.
Conclusively, the causality is bidirectional. Regarding the categorization of
Maziarz [189], the bidirectional causality is neither an “instant” Granger-
causality, nor a Granger-causality based on the same effect.

We would like to explain such cases of bidirectional Granger-causality
with a simplified analogy in economics. Let 𝑇1 be the time series (say, yearly) Analogy in economics

of the gross domestic product (GDP) for country 𝐶1, and 𝑇2 the time series
of the GDP for country 𝐶2. 𝐶1 and 𝐶2 are neighbors and have a large
number of exports and imports between both countries. We further assume
that these exchanges positively influence the GDP. In such a situation, we
would see a Granger-causality of 𝑇1 for 𝑇2 and a Granger-causality of 𝑇2 for
𝑇1. Do we observe a bidirectional Granger-causality or two unidirectional
Granger-causalities in this case? In our understanding, it is a bidirectional
Granger-causality [31, 179]. Furthermore, the differentiation between these
two cases is not relevant for the question whether 𝑇1 influences 𝑇2, because
𝑇1 influences 𝑇2 in both cases. Given these points, we conclude that the
presence of unidirectional or bidirectional Granger-causality can both show
that a time series 𝑇1 influences a time series 𝑇2.

4.3.3 Methodology

In this section, we describe the software artifacts used in this study, and
give overview statistics on collected data. We describe our data collection
and its preprocessing. Finally, we introduce the process of data filtering and
processing required for applying the Granger-causality test.

4.3.3.1 Software Subjects and Data Statistics

We analyze the data of two large software systems. SAP HANA as an
industrial system and Facebook React as an open-source system.

Data statistics: Table 4.3 gives overview statistics of our data sets. The
commit statistics are collected from the version control system Git [14]. For
our purpose, we analyze so-called Git diffs. A Git diff for a commit consists Git diffs

of 𝑛 ≥ 0 sections. Each section represents a file and contains 𝑚 ≥ 0 chunks.
A chunk identifies 𝑑 ≥ 0 deleted lines and 𝑎 ≥ 0 added lines, where 𝑑+ 𝑎 > 0.
We analyze the same time period with the same segmentation for both the
projects as we aim to have a comparative analysis and see the impact of
Granger-causality of coverage on bugs for both projects.

Note that the development of SAP HANA follows a so-called feature
branch workflow and a pre-commit review tool is used. Therefore, the pure
number of commits is not a suitable activity metric and we have calculated
a comparable number for SAP HANA based on other metrics. Consequently,
we only provide an approximation.

Coverage for SAP HANA: SAP engineers collect line coverage data
for all relevant tests (on average) two times a week as discussed in Chapter 3.
In the following, we refer to the event of coverage data collection as test run
with coverage analysis, or simply as a test run or coverage run. A test run Coverage run

may consist of several coverage files that we aggregate to a single file.
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Metric SAP HANA Facebook React

Test runs with coverage analysis 72 72
Number of source files 26,578 262
Bugs 16,757 100
Bug-fixing commits 18,677 100
Total commits ≈ 210,000 1,606
New files added 5,595 572
Lines added in chunks 1,044,451 138,502
Lines deleted in chunks 471,926 132,849
Observation Period May’16 - April’17 Sep’16 - Jun’17

Table 4.3: Statistics on the coverage
data and bug-fixes collected for SAP
HANA and Facebook React.

In this study, we use the coverage ratio of a file, that is, the number of Coverage ratio

executed lines over the number of all executable lines in a file. For example,
a file with 100 lines and 20 executed lines has a coverage ratio of 0.20.

We also experimented with an alternative (and abandoned) file coverage
metric where a file was considered as covered if any line inside the file was
hit. We found that nearly all C++ source files were marked as hit because the
compiler generates executable code for each namespace that is executed by
all tests independent of the source file content. The majority of files contain
namespace because in a large C++ project as SAP HANA, namespaces are
necessary to organize and structure all functionality.

SAP measures the coverage for each test suite. This study focus on
coverage for the whole project, we did not investigate coverage per test suite
or coverage per test. Therefore, the line-based coverage of a file can contain
the coverage of multiple tests and multiple test suites. For instance, if source
code lines 1 and 2 are covered by test 𝑡𝑎, and lines 3 and 4 are covered by
test 𝑡𝑏, then we only measure that lines 1,2,3, and 4 are covered.

Defects for SAP HANA: We classify defects by the time of their
detection into early detected and late detected. Our study focuses on the Early and late detected defects.

latter type of defects, which tend to have a higher cost impact [28, 226]. In
the following, we use the term bug to refer to such late detected defects.

We classify a defect as early detected if it is found by a developer before
a commit, or found by any quality assurance activity before a commit is
merged into the main branch. Such activities include local test runs, peer
reviews, and automatic test runs within the continuous integration process.

Defects detected late are discovered at later QA steps, or might even
escape the in-house testing. Examples of such later QA steps are additional
integration testing, component tests, manual testing, fault discovery during
internal usage of SAP HANA (“self-hosting”), or fuzz testing.

Facebook React: Facebook React is an open-source JavaScript library
to build user interfaces. React is managed by Facebook and is hosted on
GitHub14. According to the GitHub page, React is a “declarative, efficient, 14 Full project details can be found at

https://github.com/facebook/reactand flexible JavaScript library for building user interfaces”.
Coverage for React: Coverage data for React is openly available on

Coveralls.io15. Coveralls.io provides several features for a repository such as 15 See for details https://coveralls.
io/github/facebook/reacttotal percentage of coverage, individual file coverage, line coverage, coverage

trend over time, change in coverage due to commits, integration with GitHub,
and various continuous integration services.

https://github.com/facebook/react
https://coveralls.io/github/facebook/react
https://coveralls.io/github/facebook/react
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Defects for React: As React is hosted on GitHub, we use Git logs to
obtain the history of commits and then filter out commits that are related to
bug-fixes based on keyword analysis. This keyword-based approach results
in a less accurate data set than our data set for SAP HANA. However, the
approach is commonly used in related work [231].

4.3.3.2 Data Processing

In this subsection, we describe our data collection procedures.
Coverage data for SAP HANA: Our study comprises coverage data

over one year (from May 2016 until April 2017) with results of 72 valid test
runs with coverage analysis. Chapter 3 describes the format of coverage
data and the processing details.

Bug Data for SAP HANA: Each of the bugs (i.e., late detected
defects as defined in Section 4.3.3.1) is stored in a bug tracking tool. For our
study, we link each bug record to a Git commit. This can be done in both
directions: each bug record contains a reference to the commit with the bug-
fix (typically this reference is a Git commit hash). Conversely, a separate
database contains for each bug-fixing commit a reference to a corresponding
bug record. Consequently, we know for each bug (i.e., bug record) its bug-
fixing commit, and vice versa. SAP engineers have collected, maintained,
and used this information for many years within the HANA project, and
so we can assume that the results are reliable. The above-described data Reliable data provided by a bug track-

ing tool of SAP.allows generating, for each bug, the list of files changed by the corresponding
bug-fixing commit, including the list of lines changed in each file.

Note that for each bug there can be multiple bug-fixing commits, and
vice versa. However, for the purpose of this study, we assume a one-to-one
relationship and ignore additional relations if they exist.

 

Bug reports 

Test runs R 1 , R 2 , … 

… … 

Bugfixing commits Segment 1; all commits in this  
segment are associated with R 1 

R 1 R 2 R 3 

Figure 4.10: Time segments, test runs,
and bug-fixing commits.

Moving time window for SAP HANA: Intermediate code changes
between a est run with coverage and a bug-fixing commit 𝑐 prevent us from
directly applying the coverage information to 𝑐. Previous work by Ahmet
el at. [3] proposed to solve this problem with elaborated change tracking
approaches like a GumTree Differencing Algorithm [87]. We propose a GumTree Differencing Algorithm
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simpler approach resembling a moving window analysis on time series as Moving window analysis

shown by Fig. 4.11. We expect that our approach allows more accurate
mapping of bug-fixes to coverage data compared to the GumTree approach
at the cost of considerable higher analysis effort. In addition, we are able
to deploy analysis techniques for time series.

Figure 4.11: The GumTree [87] ap-
proach tracks the nodes of an abstract
syntax tree (AST). This can reduce ac-
curacy for consecutive changes. For
commit 3 in this example, change 1 is
accurately mapped as covered. Change
2 is unclear due to intermediate deleted
and inserted nodes. The new node and
the deleted node in commit 3 cannot be
mapped. Our approach can accurately
map these examples.

For our moving time window approach, we split our data into consecutive
time segments, and measure the line coverage and the number of bug-fixing
commits separately for each of these segments. In detail, we divide our
data into time segments with boundaries determined by the test runs with
coverage analysis. Within each such a segment, each bug-fixing commit is
associated with the closest preceding test run. To illustrate how we divide
the data into time segments, we have plotted Fig. 4.10. To read this figure,
consider R1 as the first test run that outputs coverage information for each
source code file in the system. We then calculate the number of bug-fixes
made between R1 and the next test run R2 by using the timestamps of test
runs (R1 and R2) and comparing them with the timestamps of bug-fixes
from the log files. In Fig. 4.10, both bug-fixing commits in the Segment 1
are associated with the test run 𝑅1.

For each of these bug-fixes, we have information about the files that
are changed and the corresponding lines added, deleted or modified. We
aggregate the number of times a file is changed by counting different bug-fix
commits. Thus, for each test run R𝑖 and for each source code file, we have
corresponding coverage value and the number of bug-fixes applied on that
file. We repeat this procedure for all the test runs in our dataset. Our
analysis considers only the “local” relations within a single segment, i.e.,
relations between a test run and (only) the associated bug-fixing commits
within the same segment. Due to the limited time span of a segment, the risk
of encountering a code change between a test run and a bug-fixing commit
is low. Even if the relations test run vs. commits are considered only per
segment, the Granger-causality test incorporates data over all segments,
which allows us analyzing data over arbitrary time spans.
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In comparison to the GumTree approach, our approach reduces the
chances of conflicting intermediate commits between a test run with coverage
analysis and a bug-fixing commit. Such conflicting intermediate commits
can result in an inaccurate mapping of the bug-fixing commit to coverage
data. We highlight two examples in Fig. 4.11. The new node in commit Moving time windows is more accurate.

3 cannot be mapped to the original coverage because there is no AST in-
formation available. Change 2 in commit 3 may be unclear because of the
intermediate commits. Our approach, in this example, accurately maps all
changes to the most recent coverage data.

Coverage Data for React: To select builds to be analyzed, we first
extract those builds on “master” branch that were done between September
2016 to June 2017 from Coveralls.io. In addition to general information of
the builds, we also extract information of individual files in each build (both
changed and unchanged) from the respective builds’ detailed report locations
in Coveralls.io. The time period of September 2016 – June 2017 was chosen
since the entries in this period have a relatively stable reported number of
files, as well as small intervals between entries (typically multiple builds
per day). We subsequently prune build reports with anomalous numbers of
reported files; for example, an entry with 0 reported files between a series
of entries reporting 246 files each. The rationale here is that they are likely
to result from wrong configuration or other errors. After this pruning, we
find 1563 builds with numbers of files ranging between 219 and 262.

Bug Data for React: We identify bug-fixing commits by applying
keyword search on the commit log messages using a set of keywords (“error”,
“bug”, “fix”, “issue”, “mistake”, “incorrect”, “fault”, “defect”, “flaw”) that
have shown to achieve high accuracy [217, 218]. We associate each bug-fixing
commit with its nearest earlier build, using the commit file list to create
counts at file level granularity.

Moving time window for React: See description for SAP HANA.

4.3.3.3 Applying the Granger-Causality Test

To apply the Granger-causality test we need to check if future values of
coverage and bug fixes depend on their previous values as Granger-causality
can be applied to stationary multivariate autoregressive processes. To check
this, we compute autocorrelation, i.e., the correlation between current and Autocorrelation

previous values. We calculate Spearman’s correlation for all the lag values
1 to 10, i.e., the correlation between 𝑖 and 𝑖 + 1, 𝑖 and 𝑖 + 2 and so on. For
SAP HANA, we find a strong correlation for both coverage and bug fixes
with Spearman’s correlation varying from 0.94 to 0.97 for coverage and 0.85
to 0.98 for bug-fixes, all with significant p-values. For Facebook React, we
find a strong correlation for coverage ranging from 0.93 to 0.99, and a weak
correlation for bug fixes 0.07 to 0.13. However, the p-values are significant
for both coverage and bug fixes. Thus, we find that future values of coverage
and bug fixes depend linearly on their past values.

To apply the Granger-causality test to find out causal relationships be-
tween the time series of coverage and the number of bug-fixes, we need to
check for several preconditions. For each file f, the coverage time series Check for several preconditions

Coverage time seriesCoverage[f] is a sequence of coverage values for f over the consecutive time
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segments. Similarly, the bug fix time series Bug-fixes[f] is a sequence of Bug fix time series

numbers of bug fixes related to f over the consecutive time segments. We
have a coverage time series and a bug-fix time series for each file. Note
that in Eq. (4.1), Coverage[f] corresponds to the independent variable 𝑥 and
Bug-Fixes[f] corresponds to the dependent variable 𝑦. Algorithm 1 describes
the steps to check for the fulfillment of preconditions and run grangertest. In
this algorithm, F𝑖 is the set of all input files of the system, and 𝑐𝑜𝑣_𝑣𝑒𝑐(𝑡),
𝑏𝑢𝑔_𝑣𝑒𝑐(𝑡) denote the 𝑡𝑡ℎ element of a respective time series. We apply
c_check1 (line 3) to check the following preconditions:

• P1: The coverage time series for a file must be present 30 % of the whole
observation period. A time series that is present only for a short period of Coverage time series must be present

at least 30 %.time is called dayfly classes and might not be useful for prediction [170].
We need a considerable history of coverage values to help detect Granger-
causal relationship with bug-fixes. We discard files that do not satisfy
this criterion. Previous studies also ignore such classes [54, 55].

• P2: The coverage time series must not be constant. We found that for Coverage time series must not be con-
stantsome files the values of coverage do not change over the whole observation

period. As changes to independent variables are important to observe
variations in the dependent variable for the Granger-causality test, we
discard files for which coverage remains the same.

Algorithm 1: The Granger-causality test.
Input : F𝑖: Set of input files

n: Lag value for grangertest
Output : F𝑜: Set of output files for which Granger-causal

relationship is observed
1 for all f ∈ F𝑖 do
2 cov_vec = Coverage[f];
3 if c_check1(cov_vec) then
4 cov_vec𝑓𝑑(t) = 𝑐𝑜𝑣_𝑣𝑒𝑐(𝑡) − 𝑐𝑜𝑣_𝑣𝑒𝑐(𝑡 − 1)
5 if c_check2(cov_vec𝑓𝑑(t)) then
6 bug_vec = BugFixes[f];
7 bug_vec𝑓𝑑(t) = 𝑏𝑢𝑔_𝑣𝑒𝑐(𝑡) − 𝑏𝑢𝑔_𝑣𝑒𝑐(𝑡 − 1)
8 if b_check(bug_vec𝑓𝑑(t)) then
9 grangertest(bug_vec𝑓𝑑(t) ∼ cov_vec𝑓𝑑(t), order = n)

10 end
11 end
12 end
13 end

For every file 𝑓 that pass 𝑃1 and 𝑃2, we compute the first differences
cov_vec𝑓𝑑(t), i.e., the difference between coverage values at time 𝑡 and 𝑡 − 1
(line 4). Then, we apply c_check2 (line 5) to check precondition P3:

• P3: The coverage time series must be stationary (see Section 4.3.2.1), Coverage time series must be station-
arywhich is a precondition for applying the Granger-causality test. To test

for stationary behavior, we apply adf.test(vec) provided by tseries package
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in R, where vec is a time series. The null hypothesis is that time series
is non-stationary whereas the alternate hypothesis is that time series is
stationary. The function implements Augmented Dickey-Fuller test to
check for stationary behavior [96].

For every file 𝑓 that satisfies 𝑃1, 𝑃2 and 𝑃3, we obtain its corresponding
bug-fix time series (i.e., BugFixes[f]). Similar to coverage time series, we
compute first differences, bug_vec𝑓𝑑(t) = 𝑏𝑢𝑔_𝑣𝑒𝑐(𝑡)− 𝑏𝑢𝑔_𝑣𝑒𝑐(𝑡 − 1) (line
7) for the bug time series. We then apply b_check (line 8) to ensure that
the following pre-condition is met:

• P4: Similar to P3, bug-fix time series must be stationary. The null Bug-fix time series must be stationary

hypothesis is that time series is non-stationary whereas the alternate
hypothesis is that time series is stationary. We apply adf.test(vec), where
vec is a time series of bug-fixes, and discard files that are non-stationary.

After the above checks, the time series cov_vec𝑓𝑑(t) (coverage) and
bug_vec𝑓𝑑(t) (bug-fixes) pass preconditions P1 to P4. We then apply
grangertest16 provided by lmtest17 package in R: 16 https://www.rdocumentation.org/

packages/lmtest/versions/0.9-
35/topics/grangertest
17 https://cran.r-project.org/web/
packages/lmtest/index.html

𝑔𝑟𝑎𝑛𝑔𝑒𝑟𝑡𝑒𝑠𝑡(𝑏𝑢𝑔_𝑣𝑒𝑐𝑓𝑑(𝑡) ∼ 𝑐𝑜𝑣_𝑣𝑒𝑐𝑓𝑑(𝑡), 𝑜𝑟𝑑𝑒𝑟 = 𝑛) (4.6)

where order is the lag value that needs to be specified as an input parameter.
Lag value is defined as the number of past values of the independent variable
that will be considered to predict the current value of the dependent variable.
We run the Granger-causality test with order value from 1 to 10 and take
the union of files that return significant results for the test. Similar to
related work [56], we assume here that for a file to be Granger positive it
is sufficient that it passes the test at any of these lag values. We consider
files as Granger positive and Granger negative if they show significant and Granger positive

Granger negativeinsignificant results for the Granger-causality test, respectively.

SAP HANA Facebook React

Preconditions % Files % Files

Start 100.00 26 578 100.00 562
P1 96.20 25 567 47.51 267
P1+P2 56.26 14 952 43.06 242
P1+P2+P3 51.30 13 635 21.53 121
P1+P2+P3+P4 20.92 6 428 9.43 53

Table 4.4: Percentage and absolute
number of files that satisfy precondi-
tions P1, P2, P3 and P4.

Table 4.4 shows the percentage and the absolute number of files that
satisfy P1 to P4. Initially, there are 26 578 files for SAP HANA. After
filtering out files that are present in at least 30% of the time series (P1),
we have 25 567 files, or 96.20 % of the original data. We then perform a
stationarity test on both the coverage and bug-fixes time series and also
filter out files with no changes in the coverage value over the whole period
(P3, P4, and P2, respectively). In the end, 5 560 files satisfy all criteria.
These files are then used to run the Granger-causality test.

For Facebook React, we have 562 files initially. We apply the same steps
as for SAP HANA and get 53 files that to run the Granger-causality test.

https://www.rdocumentation.org/packages/lmtest/versions/0.9-35/topics/grangertest
https://www.rdocumentation.org/packages/lmtest/versions/0.9-35/topics/grangertest
https://www.rdocumentation.org/packages/lmtest/versions/0.9-35/topics/grangertest
https://cran.r-project.org/web/packages/lmtest/index.html
https://cran.r-project.org/web/packages/lmtest/index.html
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4.3.4 Findings

In this section, we answer the following research questions (RQ) for our two
study subjects, SAP HANA and Facebook React:

RQ2 How many files show a Granger-causal relationships between time series
with coverage and bug-fixing commits (BFC)?

RQ3 How many files show a Granger-causal relationships between time series
with coverage and non-bug-fixing commits (NBFC)?

RQ4 How does the lag value affect the results?
RQ5 What are differences between files with positive and negative results for

the Granger-causality test?

4.3.4.1 RQ2 Granger-Causality Between Coverage and BFC

Motivation: We want to analyze the causal relationship between coverage
and the number of bug-fixes. This tells us if coverage has an impact on the
number of bug-fixes, i.e., whether covered program elements show a higher
or lower number of bug-fixes. Our hypothesis is that a program element
with changes in coverage over time should also show changes in number of
bug-fixes over time, i.e., in number of bugs over time.

Methodology: After filtering out files which do not satisfy the station-
arity test, we perform the Granger-causality test in R using grangertest
function (see Section 4.3.2.2). We perform the Granger-causality test for
every file, i.e., for every time series of coverage and bug-fixes.

Category SAP HANA Facebook React

Number of Files 6 428 53
GPF1−10 1 893 18
Bug-Fixes 18 677 100
Bug-Fixes𝐺𝑃 𝐹 5 866 97
No. of Files/Bug-Fixes 34.42 % 53.00 %
GPF/Bug-Fixes𝐺𝑃 𝐹 32.27 % 18.56 %

Table 4.5: The results of running the
Granger-causality tests for both appli-
cations. The row names denote: No.
of Files - Total number of files that
are used for the Granger-causality test,
GPF (Granger Positive Files) - Files
that return significant result for the
Granger-causality test, Bug-Fixes - To-
tal number of bug-fixes, Bug-Fixes𝐺𝑃 𝐹

- Total number of bug-fixes applied to
files that satisfy the Granger-causality
test.Findings: Table 4.5 shows the results of running the Granger-causality

test on our dataset. We find that 1 893 files (29.45 %) return significant
results for the Granger-causality test for SAP HANA. Similarly, for Facebook
React 33.96 % of the files (18/53) return significant results.

We use a significance level of 95 % (𝛼 ≤ 0.05) for the Granger-causality
test. Table 4.6 shows the number of Granger positive results at intervals of
the significance level separated by 1 %. We observe that more than 68 % of
the 1 893 files have p-value less than 0.01 for SAP HANA and more than
88 % of the files have p-value less than 0.01 for Facebook React.

Answer RQ2
29.45 % (1 893/6 428) and 33.96 % (18/53) of the files show positive result
for the Granger-causality test for SAP HANA and Facebook React, re-
spectively. 68.83 % and 88.88 % of all files with significant results have
p-value less than 0.01 for SAP HANA and Facebook React, respectively.
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Number of Files

Significance Range SAP HANA Facebook React

0.04 < 𝑝 − 𝑣𝑎𝑙 ≤ 0.05 97 0
0.03 < 𝑝 − 𝑣𝑎𝑙 ≤ 0.04 140 1
0.02 < 𝑝 − 𝑣𝑎𝑙 ≤ 0.03 142 0
0.01 < 𝑝 − 𝑣𝑎𝑙 ≤ 0.02 211 1
0.00 < 𝑝 − 𝑣𝑎𝑙 ≤ 0.01 1 303 16

Table 4.6: Granger positive p-values
for files.

4.3.4.2 RQ3 Granger-Causality Between Coverage and NBFC

Motivation: The answer to this research question provides insights into
the significance of the results for RQ2. There might exist a general Granger-
causality between coverage and (all types of) commits. In this case, there
would exist a similar Granger-causalities for BFC and NBFC. To investi-
gate this possible scenario, we perform additional experiments and test two
hypotheses for bug-fixing and non-bug-fixing commits:

1. There is no difference in the number of Granger positive files between bug-
fixing and non-bug-fixing commits or there are more Granger positive
files for non-bug-fixing commits than for.bug-fixing commits.

2. For a Granger positive file f such that the difference of f’s line coverage
in between test runs Granger-causes a difference in the number of f’s bug
fixing commits in between test runs, the difference of f’s line coverage in
between test runs also Granger-causes a difference in the number of f’s
non-bug-fixing commits in between test runs.

Methodology: Compared to our methodology for bug-fixing commits,
we must now filter for non-bug-fixing commits. However, this results in a
different population for our experiment as these commits vary by several
characteristics. Therefore, we enumerate each issue and state how we control
for these variations in our methodology.

• The statistics for number of files changed per commit is different for
non-bug-fixing-commits (median 2, mean 7.52) and bug-fixing commits
(median 2, mean 5.02). We control this variable by selecting non-bug-
fixing commits in such a way that the mean and median are similar
to bug-fixing commits. Otherwise, we would have more candidates for
Granger-causality which would impact the results.

• A non-bug-fixing commit can include non-relevant files such as files that
are not required for the product SAP HANA. We control this variable
by selecting only commits that change files contained in the set of all
files contained in coverage results. Otherwise, unrelated files, such as a
documentation files or sources files for other products, would impact the
results because there cannot be any Granger-causality for such files.

• The number of non-bug-fixing commits is larger than the number of bug-
fixing commits. We control this variable by selecting (randomly) the
same number of non-bug-fixing commits as we found bug-fixing commits.
Otherwise, the population would be different for both experiments.

For the analysis of the bug-fixing commits in Facebook React, we use all
non-bug-fixing commits due to the small number of commits.
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For both SAP HANA and Facebook React, we determine the number of
common files by calculating the intersection between the set of files that
show Granger-causality for bug-fixing commits and the set of files that show
Granger-causality for non-bug-fixing commits.

Findings: From Table 4.7, we find for SAP HANA 697 GC-positive files
for non-bug-fixing commits compared to 1893 GC-positive files for bug-fixing
commits. Therefore, we can reject the null hypothesis 1 for SAP HANA as
there is a factor of 2.7 less GC-positive files for non-bug-fixing commits. For
Facebook React, we find 57 GC-positive files for non-bug-fixing commits
compared to 18 GC-positive files for bug-fixing commits. Therefore, we can
not reject the null hypothesis 1 for Facebook React. The small sample size
for Facebook React leads to inconclusive results, i.e., we can neither reject
the null hypothesis nor accept the null hypothesis.

Granger Positive Files

Bug-Fixing Commits Non-Bug-Fixing Commits

SAP HANA 1 893 697
Facebook React 18 57

Table 4.7: Granger positive files for
bug-fixing and non-bug-fixing commits.

We found that for SAP HANA and Facebook React, 319 files and 13 files
are common between bug-fixing commits and non-bug-fixing commits that
are GC-positive, respectively. This shows that the percentages of files that
are GC-positive for both experiments (bug-fixing/non-bug-fixing commits)
are rather low (17 %/46 % for SAP HANA, 72 %/23 % for React). We
conclude that we find different files that are GC-positive for each experiment.

Given these numbers, for SAP HANA, in 1 574 files, we can reject the null
hypothesis 2 and in 319 cases, we cannot reject the null hypothesis 2. We
did not further investigate whether the 319 cases contain cases where the lag
value for a file in the bug-fixing analysis is different from the lag value of a file
in the non-bug-fixing analysis. We would expect that such differences exist
and therefore the amount of files with identical results is lower. However,
we did not calculate the exact number because the comparison on this level
is rather complex (a file can have multiple lag values) and provides limited
insights. For Facebook React, in 5 files we can reject the null hypothesis
2 and in 13 files we cannot reject the null hypothesis 2. We argue that
the number of cases is too small to draw any conclusion. We speculate
that the lower number of cases where we can reject the null-hypothesis
happens because of the low amount of files and the different characteristics
for Facebook React compared to SAP HANA as shown by Table 4.9. In
addition, for React, we use a heuristic to detect bug-fixing commits and
such bug-fixing commits may contain changes unrelated to the bug-fix. The
analysis for SAP HANA does not share these issues.

Answer RQ3
For SAP HANA, there are a factor 3 more Granger positive files for bug-
fixing commits than for non-bug-fixing commits. Furthermore, for the
majority of the cases in SAP HANA and Facebook React, files that show
Granger-causality on bug-fixing commits are different from files that show
Granger-causality on non-bug-fixing commits.
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4.3.4.3 RQ4 Analysis of Lag Values

Motivation: The Granger-causality test is sensitive to the lag selection.
The lag corresponds to a delay, which is unknown before. Due to the practical
and large scale development process at SAP, it is plausible that different
delays occur. As such, we want to investigate which value of lag can return
the most positive results. This will be helpful for developers to know the
amount of time that is likely to pass before they observe Granger-causality
between coverage and bug-fixes.

Methodology: Originally, we fixed a single value of lag. In this ex-
periment, we change the value of lag from 1 to 10 for each pair of series
of coverage and bug-fixes. If one of the lag returns a significant result
(𝑝 ≤ 0.05), we consider this case as existence of Granger-causality.

SAP HANA Facebook React

Lag Files Files(%) Files Files(%)

1 583 30.80 7 13.21
2 749 39.57 11 20.75
3 779 41.15 14 26.42
4 774 40.89 9 16.98
5 689 36.40 6 11.32
6 684 36.13 5 9.43
7 705 37.24 5 9.43
8 708 37.40 5 9.43
9 712 37.61 5 9.43
10 731 38.62 7 13.21

Table 4.8: Granger positive files over
different lag values for both projects.
Highest values are higlighted.

Findings: Table 4.8 shows the lag values and the number of Granger
positive files for each lag value and each study subject. For each lag value,
there are certain number of files that show Granger-causality. For example in
SAP HANA, for lag value 1, 583 (out of 6,428) files show Granger-causality,
whereas 749 files show causal relationship for lag value 2. When multiple
lags show Granger-causality for a particular file, we take the one with the
lowest p-value. For SAP HANA, we observe that lag value 3 returns 779
files, which is the highest number of files with Granger-causality among
all the lag values. Similarly, for Facebook React, lag value 3 returns the
highest number of files with Granger-causality. Furthermore, there is not
a substantial change in the number of Granger positive files between lag
values 6 and 9 for both SAP HANA and Facebook React. The results for
lag value 10 show a small increase in number of Granger positive files for
both SAP HANA and Facebook React. However, the small number of files
for Facebook React may lead to artificial and insignificant results.

Answer RQ4
The number of files that show Granger-causality varies across different lag
values. For both SAP HANA and Facebook React, the lag value 3 shows
the highest number of Granger positive files with 41.20 % and 26.42 % of
the files that exhibit a Granger-causal relationship. There is no significant
change in the number Granger positive files between lag value 6 and lag
value 9 for both the projects.
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4.3.4.4 RQ5 Characteristics of Granger Positive Files

Motivation: We want to understand the characteristics of the files for
which Granger-causality is observed in comparison to those files for which
Granger-causality is not observed.

Methodology: For SAP HANA, we compare the 1 893 files for which we
observed Granger-causality against the 4 535 files that satisfy pre-conditions
for the Granger-causality test but for which Granger-causality is not ob-
served. Similarly, for Facebook React, we compare 18 files with Granger-
causality against 35 files for which Granger-causality is not observed. For
each file, we compute the LOC churn, i.e., the number of lines added and
deleted over the time series. This estimation will help us understand the
number of changes that are made to these files over 1 year period and over
many successive test runs. Further, we compute all the number of commits
made to each file and the number of developers who have contributed to each
file during the whole observation period. We run Mann-Whitney Wilcoxon
one-tailed test [185] to compare the mean values of different metrics for
Granger positive and negative files. We use one-tailed test to determine
if the difference between the two groups is in a specific direction, whereas
two-tailed test is used to determine if there is any difference without giving
any specific direction as to which is bigger or smaller.

Findings: The null hypothesis is that there is no difference in LOC
churn, i.e., the number of lines added and deleted, for Granger positive files
and negative files. The alternative hypothesis is that Granger positive files
have higher LOC churn than Granger negative files. The mean values of
LOC churn for Granger positive and negative files for SAP HANA are 472.41
and 442.64, respectively and the median values are 111 and 96, respectively.
We observe that p-value is 0.004 which shows that Granger positive files have
significantly higher LOC churn than Granger negative files. For Facebook
React, while the mean and median values are higher for Granger positive
files than Granger negative files, we do not observe a significant difference
between these two groups. This is possibly due to a limited number of data
points for Facebook React.

Similar to above, we compute the number of commits affecting a file over
the entire time period and compare Granger positive and Granger negative
files. The null hypothesis is that there is no difference in the number of
file changes for Granger positive and Granger negative files, whereas the
alternative hypothesis is that Granger positive files have a higher number
of file changes than Granger negative files. Using Mann-Whitney Wilcoxon
one-tailed test, we observe that there is a significant difference (p-value
= 0.003), i.e., Granger positive files have a significantly higher number
of changes than Granger negative files for SAP HANA. For SAP HANA,
the mean and median values for changes in files with significant Granger-
causality are 12.69 and 7, whereas the corresponding values for Granger
negative files are 12.88 and 6, respectively. For Facebook React, the mean
and median for Granger positive files are 32.33 and 18, whereas those for
Granger negative files are 20.77 and 9. Different from the results we observed
for SAP HANA, we do not observe a significant difference between the two
groups for Mann-Whitney Wilcoxon test for Facebook React.
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Furthermore, we analyze the difference between the mean values for the
number of developers who have contributed to Granger positive files against
those who have contributed to Granger negative files. For SAP HANA, we
do not observe a significant difference in the number of developers between
Granger positive and Granger negative files. The mean values for these files
are 4.58 and 4.67, respectively, with a median value of 3 for both groups. For
Facebook React, while the values of mean and median are higher for Granger
positive files over Granger negative files, the difference is insignificant. This
is probably due to the limited number of data points for Facebook React.
Table 4.9 shows the mean and median values for different metrics for Granger
positive and negative files for SAP HANA and Facebook React, respectively.

Granger Positive Granger Negative

Metric Mean Median Mean Median

SAP HANA
LOC difference* 472.41 111 442.64 96
Number of commits* 12.69 7 12.88 6
Number of developers 4.58 3 4.67 3

Facebook React
LOC difference 168.17 29.50 134.40 29
Number of commits 32.33 18 20.77 9
Number of developers 8.06 6.50 6.74 6

Table 4.9: Mean and median values of
different metrics for Granger positive
and negative files for SAP HANA and
Facebook React. A * indicates 𝑝 <
0.05. The lack of statistical significance
for React may be due to limited data
points.

Thus, the result for SAP HANA shows that coverage Granger-causes bugs.
The result for Facebook React is inconclusive (i.e., it is not statistically
significant). The two results are not contradictory. We cannot ascertain
whether the results for React support or refute the relationship observed for
SAP. The size of the React dataset could cause the inconclusive result.

Answer RQ5
For SAP HANA, files that show positive results for the Granger-causality
test exhibit a significant difference from files that show Granger negative
results in terms of LOC churn and number of commits affecting them.
For Facebook React, we do not observe a significant difference between
Granger positive files and Granger negative files, possibly due to a limited
number of data points for Facebook React.

4.3.5 Discussion

In this section, we discuss our findings and their implications. We also state
and discuss possible threats to the validity of our work.

4.3.5.1 Implications

In this study, we highlight the Granger-causality between coverage and
bug-fixes. We find Granger-causal relationship for over 29 % of the files for
SAP HANA and over 33 % of the files for Facebook React. Based on the
categorization in Section 4.3.2.3, these are of type Item 2. This shows that
coverage has an impact on bug-fixes but only for certain files.
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Not all files show Granger-causal relationship. However, we argue that
this is expected because not all files are modified equally over time. In our
experiment, we analyze the Granger-causality of coverage changes over time
(time series 𝑇1) to bug fixes (time series 𝑇2) on file level. Due to the file
level context, we have in fact multiple time series 𝑇1𝑎𝑙𝑙 = {𝑇11, . . . , 𝑇1𝑛}
where 𝑛 is the number of files. Therefore, our experiment consists of, in
fact, 𝑛 Granger-causality measurements. We do not expect, and it is in One time series for each file.

fact not possible, that all time series in 𝑇1𝑎𝑙𝑙 show Granger-causality. There
are multiple time series in 𝑇1𝑎𝑙𝑙 where no bug fix occurs and, therefore, we
cannot conclude any information about the changes or Granger-causality
(that acts on changes) for such time series. In addition, based on an intuitive
understanding of the appearance of bugs, not all bugs are found by tests and
not all places and files have the same probability to contain bugs. Therefore,
it is expected that not all time series in 𝑇1𝑎𝑙𝑙 show Granger-causality.

Our results show Granger-causality for some time series in 𝑇1𝑎𝑙𝑙. The
importance of our result is not the percentage of time series that show
Granger-causality, it is the fact that there exist such series and the number
of such series is larger compared to time series without bug-fixes. In addi- There exist several time series that

show Granger-causality.tion, we cannot conclude that files that show no Granger-causality would
contradict our hypothesis, that coverage changes influence bug fixes. There
can be several reasons why the Granger-causality test was not positive in
these cases. A better understanding of these reasons requires further work.

Our results are also significant for SAP HANA as our comparison against
non-bug-fixing-commits shows. The number of Granger-causalities on file
level found for non-bug-fixing-commits is a factor 2.7 lower compared to
the number of Granger-causalities found for bug-fixing commits. Therefore,
we conclude that our result depends on the characterization of bug-fixing
commits and therefore coverage Granger-causes bugs.

Our study complements previous studies [3], which show that testing
and coverage have an impact on the improvement of code quality and the
amount of code tested can be helpful in predicting which program element
will require more bug-fixes. However, previous studies only highlight a cor-
relation between coverage and bug-fixes (or mutants), whereas our findings
show Granger-causality between these two variables. Further, our findings
provide evidence of this relationship over a time period of 1 year instead of
using only one snapshot. Thus, we have an empirical finding that supports
the benefit of improving test coverage in the long run.

Our results also show that the impact of coverage is not seen immediately.
The impact will become more prominent only after a certain lag. Our
analysis of different lag values shows that the Granger-causality between
coverage and bug-fixes is more significant after lag 3 or 4, i.e., approximately
two weeks considering that coverage is created twice a week.

We further perform experiments to compare the files that show Granger-
causality and are changed by bug-fixing and non bug-fixing commits. For
SAP HANA, we find that the number of Granger positive files changed in
bug-fixing commits is higher than Granger positive files in non bug-fixing
commits. Furthermore, we observe a difference in the files that show Granger-
causality changed in a bug-fixing commit against files with Granger-causality
changed in a non bug-fixing commit.
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On further investigation of the files which show Granger positive results
and comparing them with the Granger negative files, we observe that the size
of Granger positive files changes more in the time period under observation.
This suggests that developers may want focus on adding test cases (and
thus increasing coverage) for files whose size is likely to substantially change
in the near future; such files are likely to be prone to bugs and adding test Files with large changes have higher

chances for defects.cases can prevent these bugs from being detected late. Furthermore, we
observe files that show Granger-causality have a higher number of commits
affecting them in the observation period.

Thus, developers may want to focus testing effort on such files, since
such effort is more likely to have an impact on future bug-fixes affecting
those files. All these above factors also point out that such files would be
popular and indeed more testing is required, as they would have a bigger
impact on the project. Granger-causality confirms that files with such
characteristics indeed need to be tested more often. We do not observe
significant relationships for the above metrics for Facebook React. This
could possibly be due to the small number of files, i.e., 53 files that satisfy
all the preconditions and 18 files that are Granger positive compared to
the larger number files for SAP HANA. Nonetheless, our results for both
the studied subjects show that for a substantial portion of files analyzed, a
Granger-causal relationship is observed between coverage and bug fixes.

Finally, we observe that a small number of files show Granger-causality
for Facebook React. In Section 4.3.3.3, React shows a weak correlation
for bug fixes and this doesn’t show if the assumptions of Granger-causality
are violated. Once we perform the whole cycle analysis on React data, we
find that the Granger-causality results are insignificant, and they do not
contradict the SAP HANA results. Given that React is an open-source
project, we believe that it can help other researchers replicate our study and
also perform complementary studies.

4.3.5.2 Threats to Validity

We discuss a list of possible threats to the validity of our work.
Identification of Bugs: One possible threat relates to the completeness

of identified bugs, and whether the identified bugs are really bugs. We focus
on bugs that are detected late after code is committed to a version control
system. We rely on classification maintained by SAP and on keyword-based
classification for Facebook React. For SAP HANA, this data is likely to
be complete and correct (i.e., an identified bug is a real bug) due to the
rigorous quality assurance activities done in SAP. SAP has been using this
data internally for years and thus we can assume high reliability. We have
also verified manually a sample of identified bugs to be valid. For Facebook
data, we use Coveralls.io which is being used by several large organizations
to find out uncovered parts and given that data is updated frequently.

There are two additional threats for the bug identification for Facebook
React. To identify bug-fixing commits, we used a classification approach, Bug classification for React.

which might not classify all bug-fixing commits correctly [117]. In addition,
bug-fixing commits can contain unrelated changes the actual bug [118]. Our
analysis for SAP HANA is not affected by these threats. As described in
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Section 4.3.3.1, the bug-fixing commit identification is very accurate. In
addition, the development processes of SAP ensure that bug-fixing commits
with such unrelated code would be rejected. Each bug-fix will be reviewed
by at least one other person who would reject unrelated code changes. In
addition, unrelated code changes increase the probability that a bug-fix
would trigger other test failures or automated static code tests on code
changes report additional problems. Therefore, developers have a strong
incentive to avoid such unrelated changes for bug-fixes. The average size
of a bug-fixing commit in terms of lines changed is quite low (less than
10) and also suggests that this is not an issue. To verify our assumptions,
we manually checked a sample of bug-fixing commits and did not find any
counterexamples with tangled code changes.

We identify bugs by bug-fixing commits. However, the time for the
revelation of a fault and the time of the corresponding bug-fix may be
different with an unknown gap between. For the industrial project, we
expect that the length of the gap is low on average because of customer
requirements. For Facebook React, we do not have additional data to
estimate the length of the gap.

Mapping between Bugs and Coverage: Ahmed et al. [3] use the
GumTree Differencing Algorithm [87] to determine when a program element
was changed and track its history. In our analysis, we divide our observation
period into multiple segments and use a moving time window approach and
also explain the advantages of our approach compared to GumTree (see
Section 4.3.3.2). However, it is not guaranteed that all bugs can be mapped
to coverage. Note that due to the specific requirement of our approach
that we map a bug to coverage on a file level, we do not need to track
line differences accurately. In the case of multiple relocations of source
code between different files within a single segment, our approach might be
inaccurate. For SAP HANA, in 99.70 % of all bugs, our approach could map
the corresponding bug-fixing commits accurately to coverage.

Flakiness of Tests: A flaky test shows both passing and failing results
for the same code. Luo et al. provide an empirical analysis of flaky tests [181].
We derive our coverage data from tests. Therefore, flaky tests affect our
coverage data. A flaky test might abort early and therefore produce different
coverage data for multiple runs. We also observed that generating coverage
itself increases the flakiness. We expect that flakiness affects all tests in a
similar way and therefore does not affect our results.

Granger-Causality: In this study, we use Granger-causality which is
used between two variables as - a variable 𝑥 is said to Granger-cause an-
other variable 𝑦 if past values of 𝑥 help predict the current level of 𝑦. While
Granger-causality does not represent true causality, it can help understand
the relationship between coverage and the number of bug-fixes. As ex-
pressed by Geweke, Granger-causality is not identical to causation in the
classical philosophical sense, but it does demonstrate the likelihood of such
causation or the lack of such causation more forcefully than does simple
contemporaneous correlation [99]. Stern reiterates that “Two variables may
be contemporaneously correlated by chance but it is unlikely that the past
values of 𝑥 will be useful in predicting 𝑦, given all the past values of 𝑦, unless
𝑥 does actually cause 𝑦 in a philosophical sense” [239].
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Related work states that Granger-causality only gives whether the rela-
tionship between variables is significant or not. It does not give the strength
of causality, i.e., we do not gain information whether a specific time series 𝑇1
may have a greater or smaller influence than another time series 𝑇2 [126–128].
However, there is also a critical discussion about whether this is true [24].
We do not contribute to this dispute. Our experiment does not analyze the
strength, our experiment only analysis the existence. Therefore, our results
are not affected by this potential threat.

Furthermore, we investigate the relationship between coverage and bug-
fixes. It is possible that other variables also correlate with bugs or coverage Confounding Variables

(e.g., we would expect that coverage correlates with test suite size). We plan
to investigate such a relationship in future work.

Generalizability: Our work focuses on two different types of software
project, however, we can not conclude that the results can be generalized.
Still, to diversify our data we select both closed-source and open-source
projects developed by large organizations, SAP and Facebook. Moreover,
our study complements the existing body of work that has investigated the
relationship between coverage and bugs. To the best of our knowledge, we
are the first to analyze the Granger-causal relationship between coverage
and bug-fixes in two large industrial systems. The systems that we analyze
are also very large — much larger than the systems analyzed by prior
work (e.g., systems analyzed by Inozemtseva and Reid are of 280K LOC
on average [130]). Previous studies have also focused on one industrial
system [198, 271]. Gaining access to large industrial system is a non-trivial
task and we welcome future research to complement our study by replicating
it on additional software systems.

4.3.6 Related Work

We summarize related work on testing, coverage, and studies investigating
the existence of Granger-causal relationships in software engineering.

Coverage and Defects: Mockus et al. study the importance of test cov-
erage as a measure for test effectiveness on two industrial software projects
and analyze the required test effort with different levels of test coverage [194].
For the two study objects, they find that an increase in coverage reduces
the number of post-release defects but requires an increase in the amount
of effort on testing. Ahmed et al. analyze several open-source programs to
understand the correlation between coverage and bug-fixes [3]. The main
hypothesis of their study is that if an element is well-tested at a given point,
it should have fewer bug-fixes in the future than a poorly tested element.
They find a weak yet significant correlation between statement coverage
and the number of bug-fixes and program elements covered by any test case
have half as many bug-fixes as those not covered. Kochhar et al. investigate
two large systems to compute correlations between coverage, test suite size
and test suite effectiveness using real bugs and find a moderate to strong
correlation between coverage and test suite effectiveness [158].

The above studies show the need for achieving good test coverage to
improve the reliability of systems. In this work, we investigate the Granger-
causal relationship between test coverage and bug-fixes in a very large,
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real-world software project. While the above studies analyze the correlation
between coverage and test suite effectiveness and make use of mutation
testing (or real bugs) for a single snapshot, we analyze Granger-causal
relationship between these variables over a 1 year time frame. Furthermore,
we make use of real bug-fixes instead of injecting mutants.

Coverage and Killing Mutants: There are several work investigating
the correlation between test coverage and its effectiveness in killing mu-
tants [3, 37, 103, 130]. Gopinath et al. experiment on hundreds of projects
from GitHub [103]. They analyze manually and automatically generated
test cases with mutation analysis. Manually generated test cases are col-
lected from the projects and Randoop produces automatically generated test
cases. They found that statement coverage is a good indicator of test suite
effectiveness. Inozemtseva and Reid study five open-source systems and
generated 31 000 test suites by randomly selecting a subset of existing JUnit
tests identified using Java’s reflection API [130]. They measure statement,
decision, and modified condition coverage and perform mutation testing to
measure test suite effectiveness. They conclude based on the results that
code coverage is not strongly correlated with test suite effectiveness. Instead
of mutants, we use real bugs in a large number. Several previous studies
show that mutants can be used in substitution to real bugs as they are
similar to real faults [8, 147], while other studies show that mutants may not
be representative of real bugs [104, 200]. Furthermore, there are limitations
and problems like the ease of detection [8] and issues related to subsuming
and subsumed mutants [210]. Considering the differing views for the rela-
tionship between mutants and real faults, we use real faults as reported in
the issue tracking system. This can help prevent any threats that might
affect a study due to the usage of mutants.

Other Studies: Kochhar et al. investigate over 300 large open-source
projects from GitHub to analyze the correlations between coverage and
metrics such as lines of code, cyclomatic complexity and the number of
developers [159]. Tengeri et al. propose an approach for test suite assessment
and improvement based on code coverage and use it for purposes such as
removal, refactoring and extension of test cases [243]. In this study, we
analyze a very large software project which is developed closed-source by
SAP to understand Granger-causality between coverage and bug-fixes.

Studies on Causal Relationship: Couto at el. study the Granger-
causality between software metrics and software defects [54–56]. They apply
the Granger-causality test (see Section 4.3.2.2) as a statistical hypothesis test
to investigate whether past variations in source code metrics can forecast
changes in defects. They analyze four Java projects and collect various
types of metrics such as CK metrics, LOC, number of methods (NOM).
They identify bugs by linking issue tracking system entries to commit logs
by finding references of commit hashes in issues and vice versa. They first
check for stationary time series and then apply the Granger-causality test
to measure the impact of metrics on the number of bugs. They further
compute threshold values of different metrics and use that as an input to a
defect prediction model to provide recommendations to developers on files
that are likely to have bugs in the future. They were able to find causes for
64 % to 93 % of the defects. Canfora et al. analyze four open-source Java
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and C systems and apply the Granger-causality test to understand whether
a change in a software artifact is related to changes occurred in some other
artifacts [39]. They find that a hybrid recommender using combinations of
association rules and Granger-causality can achieve higher recall than the
two techniques used individually. Different from above studies, we examine
Granger-causality between coverage and the number of bug-fixes.

Studies on Industrial Systems: Studies on industrial systems are
important for practitioners and researchers to identify new problems and
gain new insights. To our knowledge, there does not exist a previous study
on Granger-causality for a very large industrial system. Memon et al. study
continuous integration (CI) at Google [191]. They focus on analysis and
improvements for the CI system at Google, but also provide results about
relationships among frequency of changes, file types, number of authors and
test results. For example, their data shows that a single file with many
changes by different authors has an almost 100 % probability to cause a fail-
ure. Zimmerman et al. investigate how dependencies correlate with defects
and use this to predict defects for binaries in Windows Server 2003 [271]. Our
study complements these studies by analyzing Granger-causal relationship
between coverage and bug-fixes in a large industrial system.

4.3.7 Conclusion and Future Work

Testing, being an integral part of software development, is a continuous
process that helps improve the quality of the underlying system. Code cov-
erage metric is often used as a proxy for the amount of testing. Past studies
have analyzed coverage and test suite effectiveness, however, those studies
are mostly limited to analyzing correlation, using mutants and collecting
a single snapshot. Different from previous studies, we investigate the ex-
istence of Granger-causal relationship between change in coverage and the
number of bug-fixes by collecting longitudinal data over 1 year time period
for SAP HANA and Facebook React. For every source file, we compute
coverage for regression test runs made in the observation period, and the
number of bug fixes made between regression test runs. After performing
several preprocessing steps, we apply the Granger-causality test and further
examine the characteristics of files that show Granger-causal relationship
between change in coverage and the number of bug fixes.

Our empirical study leads to the following findings:

1. 29.45 % of the files (1 893/6 428) for SAP HANA and 33.96 % of the files
(18/53) for Facebook React exhibit Granger-causality between coverage
ratio time series and number of bug-fixes time series.

2. The effect of coverage changes on bug-fixes does not show immediately.
The impact becomes significant after a certain delay. For lag values of 3 to
4, the number of files showing Granger-causality is the highest compared
to all other lag values from 1 to 10.

3. For SAP HANA, the Granger-positive files are statistically significantly
different from the Granger negative files in several aspects. These files
have a higher churn during the observation period and more commits
affect them. We obtain non-conclusive results for Facebook React likely
due to the small number of data points available for analysis.
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Future work could investigate a larger dataset of projects to reduce threats
to external validity. Furthermore, it could be interesting to investigate dif-
ferences between Granger positive and negative files in terms of additional
factors such as the size of project, development environment, team compo-
sition, company culture, programming languages, or project domain. It is
unclear to us whether such factors could be confounding variables.

In our work, we utilized historical information about bugs and bug-fixes.
As explained in our introduction, it is unclear to us whether mutants could be
a suitable replacement for such bug data. An analysis of Granger-causality
for mutants and coverage could provide further insights into the question of
how suitable mutants are as a replacement for bugs.

4.4 Combinatorial Testing

Test suites in complex software projects might grow over time to consider-
able sizes. This results in incurring high maintenance effort and prolonged
execution times. Maintaining their quality and efficiency requires pruning
of redundancies while increasing, or at least retaining their coverage levels.

We propose a lightweight method to tackle these problems with a focus on
condition/decision coverage (C/D coverage). First, we describe a method to
reduce the size of unit test suites while preserving their C/D coverage degree.
We then introduce an approach which combines combinatorial testing and Combine combinatorial testing with

equivalence partitions.input space modeling to further increase the degree of the C/D coverage.
Our semi-automated method works even in the absence of models or

documentation and produces a low number of new test cases that require
the creation of new test oracles. We also do not use symbolic execution
techniques. These properties make our approach practically applicable for
industrial projects and simpler to implement.

We evaluate our approach on selected examples from SAP HANA. We
demonstrate that it is possible to generate from integration tests new suites
of unit tests with high C/D-coverage but with only a few test cases. At the
same time, the human effort of creating such suites is moderate.

4.4.1 Introduction

Researchers have proposed a wide range of techniques to automatically
create tests covering untested code. These techniques can be summarized
as coverage-adaptive test creation. One family of techniques for coverage-
adaptive test creation regards application code as a black-box and, after test
creation, verifies whether test coverage within the black-box has increased
or not. Another option is to analyze the source code as a white-box, and to
create suitable tests based on knowledge of the code that reach uncovered
parts of the source code. A popular technique for the latter group utilizes
constraint solvers or SAT solvers to determine the inputs that trigger the
execution of certain parts of the code. However, such approaches have prac- Creating new tests is a complex task.

tical limitations due to highly structured inputs, external libraries, and large
complex program structures. These factors pose considerable challenges for
obtaining solutions in an effective way — despite the NP-completeness of
the underlying decision or constraint satisfaction problems.
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We propose to use combinatorial testing as a technique for the auto-
matic generation of minimal amount of new tests needed to increase the
condition/decision coverage of an existing test suite. Our approach first
trims the number of test cases in the suite while maintaining the degree
of condition/decision coverage. It then collects the input values used in
the remaining tests and uses them as input levels in the combinatorial test
generation. In other words, we do not assume the availability of a model or
even documentation while applying combinatorial testing.

We further reduce the covering arrays created by combinatorial testing
techniques to a minimal test set that enhances the condition/decision cov-
erage of an existing test suite. Based on the assumptions that existing test
inputs have some purpose and new combinations of them consist of partly
meaningful input, we expect that these newly generated tests have an ad-
vantage compared to random tests. In particular, they can cover untested
parts of the source code, because the original tests already contain some
domain knowledge about the internal behavior of the system under test.

Our technique has fewer requirements than approaches based on symbolic
execution. We only require test inputs and coverage data. In comparison, Simpler than symbolic execution

symbolic execution requires a complex analysis of the SAT problem and a
precise syntactic understanding of the source code.

We show the results of a preliminary evaluation of our approach on two
examples from SAP HANA. The evaluation indicates that our technique
can improve existing test suites in terms of condition/decision coverage.
However, it is not able to create full coverage in all scenarios. For such cases,
we revert to the manual design of input levels with additional insights from
previous steps of our technique.

Our contributions are the following ones:

• A method for improving the level of condition/decision coverage of an
existing test suite via combinatorial testing while maintaining small suite
size and requiring only a few test oracle queries that is is independent of
the source code of the system under test.

• A preliminary evaluation of our approach on functions from SAP HANA.

4.4.2 Methodology

In this section, we first describe a method for reducing the size of unit
test suites while maintaining their degree of condition/decision coverage
(Section 4.4.2.2). In Section 4.4.2.3 we then show how the level of the
condition/decision coverage can be increased by exploiting combinatorial
testing and input space modeling. Fig. 4.12 gives an overview of the complete
approach. The major processing steps are:

1. Reducing the original test suite 𝐵 to 𝐵𝑟 by solving with our implementa-
tion from Section 3.3.4 a set cover/hitting set problem (Section 4.4.2.2).

2. Generating new tests for 𝐵𝑟 by combinatorial testing using projections
of input tuples (Section 4.4.2.4).

3. Optional: Generating combinatorial tests with the support of input space
modeling if required (Section 4.4.2.5).

4. Reducing the test suite again (Section 4.4.2.6).
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Figure 4.12: Overview of the process-
ing flow of the complete approach.

4.4.2.1 Definitions and Conventions

In the following, we assume that we start with a given suite of unit tests
for a target function 𝑓 . By analyzing (or instrumenting) these tests we can
collect for each execution of 𝑓 the values of all arguments passed to 𝑓 , and
the return value of 𝑓 . We call such a record an input/output pair and call Input/output pair

the group of input values an input tuple.
We analyze these input/output pairs and retain only those which are

unique in terms of the input tuples (i.e., after this step each input tuple for
𝑓 occurs only once). Since the considered functions are deterministic, this is
equivalent to computing unique elements over the input/output pairs. We
write 𝐵(𝑓) or just 𝐵 for the resulting set of pairs.

Note that each element of 𝐵 completely characterizes a unit test for 𝑓

(including the expected test result). In the following, we use the notions
input/output pair and unit test interchangeably for the elements of 𝐵.

For the terms related to coverage, the definition we use follows Sec-
tion 3.1.5. However, we reiterate it and provide additional examples to
highlight specific attributes of the definitions. A Boolean expression in any
branch or a loop condition of the considered code is called a decision. A Decision

condition is a leaf-level Boolean expression that cannot be broken down into Condition

simpler Boolean expressions. Thus, a decision is either a condition, or it
consists of several conditions and Boolean operators. For example, a decision
like y < y1 || y == y1 gives rise to two conditions: y < y1 and y == y1.
Fig. 4.14 and Table 4.10 illustrate this further. For example, decision 𝐷2
(line 5) generates conditions 𝐶2, 𝐶3, and 𝐶4.

We call a combination of a decision or a condition 𝑋 with an outcome
𝑦 a expression-outcome pair and write 𝑋 = 𝑦 for it. When a test executes Expression-outcome pair

a decision (or condition) 𝑋 and the outcome of the evaluation is 𝑦, we say
that this test case covers the expression-outcome pair 𝑋 = 𝑦. In Fig. 4.13,
test 𝑈1 covers 𝐷1 = 𝑓 , 𝐷2 = 𝑓 , and four other expression-outcome pairs.

For a set 𝑆 of tests and an expression-outcome pair 𝑋 = 𝑦, let 𝑐𝑜𝑣𝑋=𝑦(𝑆)

be a set of those tests in 𝑆 which cover 𝑋 = 𝑦. For example, for a condition
𝐶1 with outcome true the collection 𝑐𝑜𝑣𝐶1=𝑡(𝑆) contains all tests from 𝑆



on the relationship between coverage and faults 97

Cover. Expr. … 

� D1, f 1 1 1 … 1

� D1, t 1 1 1 …

� D2, f 1 - - 1 - …

� D2, t 1 - - - … 1

� D3, f - - - 1 … -

� D3, t - - 1 1 - … -

� C1, f 1 1 1 … 1

� C1, t 1 1 1 …

� C2, f - - - …

� C2, t 1 1 - - 1 - … 1

� C3, f - - - …

� C3, t 1 1 - - 1 - … 1

� C4, f 1 - - 1 - …

� C4, t 1 - - - … 1

� C5, f - - - 1 … -

� C5, t - - 1 1 - … -

1

1

-
-
1

1

1
1

-
-

1

1
-
-
1

1

1

1
-
-

1
-
-

1

1
-
-
-
-
-
-

1

1
-
-
1

1
-
-
-
-
-
-
1

Figure 4.13: An illustration of the
expression-outcome pairs, their cover-
age, and a minimum hitting set 𝐵𝑟 for
the function 𝑓1 in Fig. 4.14. A row 𝑋, 𝑦
corresponds to an expression-outcome
pair 𝑋 = 𝑦, and a column 𝑈𝑖 to a unit
test from 𝐵. An entry 1 for row 𝑋, 𝑦
and column 𝑈𝑖 means that a condition
or decision 𝑋 is executed and evaluated
to 𝑦 under test 𝑈𝑖. Column “Cover.”
indicates whether test suite covers (X)
the expression-outcome pair 𝑋 = 𝑦, or
not (X). The set 𝐵𝑟 = {𝑈1, 𝑈2, 𝑈4, 𝑈6}
is a minimal hitting set.

which execute 𝐶1 and evaluate it to true. In Fig. 4.13, the set 𝑐𝑜𝑣𝐷1=𝑓 (𝐵)

are all the unit tests 𝑈𝑖 (columns) which have a 1 in their first row.
A test suite achieves a full condition/decision coverage if (while executing Condition/decision coverage

all test cases in the suite) “every point of entry and exit in the program
has been invoked at least once, every condition in a decision in the program
has taken all possible outcomes at least once, and every decision in the
program has taken all possible outcomes at least once” [45, 46, 145]. See also
Section 3.1.5 for further discussion of various coverage variants.

4.4.2.2 Test Suite Reduction with Unchanged C/D-Coverage

The purpose of the following approach is to identify a minimal (or at least
a small) subset of unit tests from 𝐵 which (cumulatively) have the same
condition/decision coverage (C/D coverage) as 𝐵.

Our approach works in the following steps:

1. We first identify all decisions 𝐷1, . . . , 𝐷𝑘 in the target function 𝑓 and Obtain decisions and conditions.

split each of these decisions into conditions 𝐶1, . . . , 𝐶𝑙. Currently, this
step is performed manually but can be automated by using a parser.

2. For each condition and each decision, we instrument the source code to Obtain coverage.

collect data whether this expression has been evaluated and if yes, what
was the Boolean result. This step is only necessary to compensate that
our dynamic code analysis tool DynamoRio is currently not configured
to collect condition and decision coverage data.

3. For each input/output pair in 𝐵 we generate a corresponding unit test
and subsequently execute it. At each execution, we collect data for all
conditions and decisions described in the previous step.
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4. For each expression-outcome pair 𝑋 = 𝑦 in the target function 𝑓 we
identify from data generated in the previous step all unit tests in 𝐵 which
cover 𝑋 = 𝑦. In other words, we compute the sets 𝑐𝑜𝑣𝑋=𝑦(𝐵) over all Obtain mapping.

expression-outcome pairs in 𝑓 .
The outcome of this step is a collection of 𝑘 ≤ 2𝑝 sets of tests, where 𝑝 is
the total number of identified decisions and conditions in a target function
𝑓 . If any of the computed sets is empty (i.e. 𝑘 < 2𝑝), the corresponding
expression-outcome pair is not covered. Fig. 4.13 illustrates that for
Example 1 the original unit tests have already covered 𝑘 = 14 out of
2𝑝 = 16 expression-outcome pairs, and thus only two sets 𝑐𝑜𝑣𝐶2=𝑓 (𝐵)

and 𝑐𝑜𝑣𝐶3=𝑓 (𝐵) are empty.
5. Finally, for the test suite reduction we compute an exact or approximate

minimal hitting set 𝐵𝑟 [148]. Here 𝐵 is the universe and the subsets to Reduce tests.

be “hit” are the 𝑆1, . . . , 𝑆𝑘 (non-empty) sets 𝑐𝑜𝑣𝑋=𝑦(𝐵) computed in the
previous step. By the definition of the minimal hitting set problem, 𝐵𝑟

has at least one element in each subset 𝑆𝑖 (this element “hits” 𝑆𝑖), and
has the smallest size among all subsets of 𝐵. In other words, a test suite
induced by 𝐵𝑟 is guaranteed to have the same C/D-coverage as the full
test suite 𝐵. Typically, 𝐵𝑟 has substantially less elements than 𝐵.
In Fig. 4.13, set 𝐵𝑟 = {𝑈1, 𝑈2, 𝑈4, 𝑈6} is a minimal hitting set for the
universe 𝐵 and the sets to be hit being all non-empty sets 𝑐𝑜𝑣𝑋=𝑦(𝐵)

(i.e., all except for 𝑐𝑜𝑣𝐶2=𝑓 (𝐵) and 𝑐𝑜𝑣𝐶3=𝑓 (𝐵)).

To compute the minimal hitting set we convert the problem to an equiv-
alent set cover problem and use the approach presented in Section 3.3.4.

The resulting test suite 𝐵𝑟 is possibly not achieving the full C/D-coverage,
if 𝐵 was not fully covering. To increase the degree of coverage we apply
combinatorial testing enhanced by input space modeling.

4.4.2.3 Improving C/D-Coverage via Combinatorial Testing

For a set 𝑆 of input/output pairs, let 𝑃𝑖(𝑆) denote the set of all unique
values encountered as the 𝑖-th component of any input tuple from 𝑆. In other
words, such a projection on 𝑖-th argument is the set of all different values
used as 𝑖-th input argument for a target function 𝑓 while executing test
suite corresponding to 𝑆. For example, if 𝑓 has 3 arguments 𝑥, 𝑦, 𝑧 and 𝑆

contains the input/output pairs ((1, 2, 3), 6), ((5, 2, 1), 8), and ((10, 3, 7), 20),
the projection 𝑃1(𝑆) is {1, 5, 10} and the projection 𝑃2(𝑆) is {2, 3}.

By examining the original 𝐵 or the reduced test suites 𝐵𝑟 we observed
that expression-outcome pairs 𝑋 = 𝑦 are more frequently not covered if
𝑋 is a condition and not a decision (the higher decision coverage can be
attributed to the high line coverage in our samples). Among the uncovered
expression-outcome pairs with conditions we identified two types:

1. A “complex” condition like b <= (to - from + 1), where two or more
input arguments are involved directly or indirectly (i.e., if one of the
variables is derived from arguments but not an argument itself). In such
a case, there is no coverage because in 𝐵𝑟 there is no suitable combination
of input values for involved arguments. Our approach (Section 4.4.2.4)
attempts to solve this issue by using combinatorial testing to create more
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combinations of values for these arguments. For each argument, we use as
values only the projections of 𝐵𝑟 (i.e., original values for this argument).
If this is not sufficient, we proceed as in Section 4.4.2.5.

2. A “simple” condition like variable == val (or e.g., variable < val),
where variable is a function argument or a variable derived from a single
function argument. In such a case the condition is not fully covered
because there is no appropriate value in the projection of 𝐵𝑟 on the
argument relevant for variable. In this case, combinatorial testing based
on projections of 𝐵𝑟 cannot help and we need to introduce new values
for the relevant argument (Section 4.4.2.5).

4.4.2.4 Generating Combinatorial Tests From Projections

Our scenario does not assume knowledge about a model for a target func-
tion 𝑓 , which makes the traditional model-based input space modeling not
applicable. Instead, we derive levels for each argument of 𝑓 (i.e., concrete
values for this argument used in the combinatorial test suite generation) as
follows: levels for 𝑖-th argument are exactly all different values used for this
argument in the test set 𝑆. In other words, the levels for the 𝑖-th argument
of 𝑓 are the projections 𝑝𝑖(𝑆) of 𝑆 on 𝑖-th argument.

We then check whether there are any uncovered complex conditions and
for each such a condition we determine the number 𝑚 of involved input
arguments. For the subsequent test generation, we then set the interaction
level 𝑡 as the maximum of all uncovered complex conditions. To obtain Generate new tests from new combina-

tions of existing values.a combinatorial test suite, we generate a covering array with a tool like
ACTS [262] with a pre-computed interaction level 𝑡.

Note that this method works with the original set 𝐵 of all logged unit
tests and the reduced suite 𝐵𝑟 maintaining the original C/D-coverage level.
Since 𝐵 is likely to have larger projections per argument, we only generate a
combinatorial test suite over 𝐵𝑟. Given a fixed interaction level 𝑡, we write
𝑐𝑡𝑡(𝐵𝑟) or just 𝑐𝑡(𝐵𝑟) for the set of generated unit tests in this step.

In the subsequent step, we check the C/D coverage of the generated
combinatorial suite. If some conditions or decisions are still not covered, we
additionally execute the steps described in the next subsection.

4.4.2.5 Input Modeling for Combinatorial Tests

To improve the coverage of uncovered decisions/conditions, it can be neces-
sary to perform manual input space modeling prior to generating a combi-
natorial test suite. We collect the identical levels 𝑝𝑖(𝑆) as in Section 4.4.2.4. Enhance input values manually or with

symbolic execution.Then, for each uncovered simple condition (e.g., variable == val) we add
a level which evaluates this condition to the missing true/false outcome.

For complex conditions, we consider the projections for all involved input
arguments, and then add level(s) such that at least one combination (of
original and new levels) evaluates the condition to a missing true/false value.
We also set the minimum interaction level 𝑡 to the number of involved input
arguments. A similar approach is taken for the decisions.

Overall, there is no guarantee that suitable levels will be found and
this process is highly manual. In future work, we plan to use constraint
satisfaction methods to automatize this part.
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After the levels for all arguments are fixed, we generate a combinatorial
test suite (with pre-specified interaction level 𝑡) similarly as in Section 4.4.2.4.
We designate it by 𝑐𝑡+𝑡 (𝐵𝑟), or just by 𝑐𝑡+(𝐵𝑟).

4.4.2.6 Reducing Combinatorial Test Suites

A combinatorial test suite 𝑇 (either 𝑐𝑡(𝐵𝑟) by method in Section 4.4.2.4 or
𝑐𝑡+(𝐵𝑟) by method from Section 4.4.2.5) typically has more test cases than
the original set 𝐵𝑟. Moreover, most of the combinatorial unit tests have
input combinations not in 𝐵, and thus require queries to a test oracle.

Therefore, we apply again the test suite reduction technique described in
Section 4.4.2.2, Step 5. However, the universe is now the set of input tuples Test reduction repeated.

corresponding to the tests in the test suite 𝑇 and the sets 𝑆1, . . . , 𝑆𝑘 to be
“hit” correspond only to the conditions and decisions not covered (not “hit”)
by the reduced test suite 𝐵𝑟.

For example, 𝑓 has the three decisions 𝐷1, . . . , 𝐷3 and the five conditions
𝐶1, . . . , 𝐶5. 𝐵𝑟 (or, equivalently 𝐵) does cover neither of the two cases
𝐶2 = 𝑓𝑎𝑙𝑠𝑒 and 𝐶3 = 𝑓𝑎𝑙𝑠𝑒. We would perform here the test suite reduction
only with 𝑐𝑜𝑣𝐶2,𝑓𝑎𝑙𝑠𝑒(𝑇 ) and 𝑐𝑜𝑣𝐶3,𝑓𝑎𝑙𝑠𝑒(𝑇 ) (i.e., computed over 𝑇 ) as sets to
be hit. This ensures that the resulting reduced test suite (𝐵𝑎𝑑𝑑, say) contains
only unit tests which handle condition/decision and outcome combinations
which are not yet covered by 𝐵𝑟.

The overall output of our approach is a test suite with all the tests from
𝐵𝑟 and additional tests from the just reduced suite 𝐵𝑎𝑑𝑑. The earlier tests
cover the same expression-outcome cases as 𝐵 while the latter attempt to
cover additional cases. Note that we need to query the test oracle for all
new tests in 𝐵𝑎𝑑𝑑, but not those from 𝐵𝑟.

4.4.3 Experiments and Evaluation

We evaluate our technique on example functions of SAP HANA (see Sec-
tion 2.2). Due to the large size of SAP HANA, we have a large set of tests
we can use to extract input values for our approach (see Chapter 6).

4.4.3.1 Improvements of C/D-coverage

We evaluate our approach on several examples from the SAP HANA test
suite, and discuss here two of them. For reasons of confidentiality, we
partially obfuscate the source code and the variable names.

Example 1: The first example is a function 𝑓1 shown in Fig. 4.14. We
identify three decisions and five conditions as shown in Table 4.10.

1 size_t f1( size_t from , size_t to , size_t a, size_t b){
2 if (from == 1) {
3 return (b < to) ? b : a;
4 }
5 if (b > 0 && b <= (to - from + 1) && (a < from + b)) {
6 return from + b;
7 }
8 return a;
9 }

Figure 4.14: Source code of Example 1,
partially obfuscated.
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C/D Name Expression C/D Name Expression

𝐷1 (Line 2) 𝐶2 b > 0
𝐷2 (Line 5) 𝐶3 b <= (to - from + 1)
𝐷3 (Line 3) 𝐶4 a < from + b
𝐶1 from == 1 𝐶5 b < to

Table 4.10: Conditions and decisions
in Example 1; “(Line 𝑘)” indicates that
the decision can be found in line 𝑘 of
Fig. 4.14.

Table 4.11 shows intermediate results after five essential phases of the
algorithm. Phase a refers to analyzing the original tests and the correspond-
ing column shows statistics for the test suite 𝐵. There are 171 unit tests
but two expression-outcome cases are not covered, namely 𝐶2 = 𝑓𝑎𝑙𝑠𝑒 and
𝐶3 = 𝑓𝑎𝑙𝑠𝑒 (see e.g. row 𝐶2, where only 19 from 171 unit tests execute this
condition, and all outcomes are true).

Phase a b c d e

Name 𝐵 𝐵𝑟 𝑐𝑡(𝐵𝑟) ∪ 𝐵𝑟 𝑐𝑡+(𝐵𝑟) ∪ 𝐵𝑟 𝐵𝑎𝑑𝑑

#tests 171 4 36 38 2
#oracle 0 0 32 34 2

#missing 2 2 1 0 0

𝐷1 152/19 2/2 28/8 5/33 -
𝐷2 6/13 1/1 4/4 10/23 -
𝐷3 131/21 1/1 22/6 4/1 -
𝐶1 152/19 2/2 28/8 5/33 -
𝐶2 19/0 2/0 8/0 27/4 1/1
𝐶3 19/0 2/0 5/3 17/12 0/1
𝐶4 6/13 1/1 4/1 10/7 -
𝐶5 131/21 1/1 22/6 4/1 -

Table 4.11: Intermediate results of the
approach for Example 1 for the phases
a to e described in text. In row Name,
#tests states the number of test cases
in the suite, #oracle gives the num-
ber of tests which need an oracle query,
#missing states the number of uncov-
ered expression-outcome pairs. Each
of the remaining rows corresponds to
a decision or a condition 𝑋, and for
each phase the entry 𝑝/𝑞 says that the
suite had 𝑝 tests which covered the
expression-outcome pair 𝑋 = 𝑡𝑟𝑢𝑒 (i.e.,
|𝑐𝑜𝑣𝑋=𝑡| = 𝑝), and there were 𝑞 tests
which covered the expression-outcome
pair 𝑋 = 𝑓𝑎𝑙𝑠𝑒 (i.e., |𝑐𝑜𝑣𝑋=𝑓 | = 𝑞).

Phase b refers to the first reduction (Section 4.4.2.2) and shows numbers
for 𝐵𝑟. The four tests in this suite have the same C/D-coverage as 𝐵. Yet,
both 𝐶2 = 𝑓𝑎𝑙𝑠𝑒 and 𝐶3 = 𝑓𝑎𝑙𝑠𝑒 are still not covered. Phase c is the
combinatorial test generation from projections (see Section 4.4.2.4).

To ensure that this step does not reduce the total coverage, we add the
tests from 𝐵𝑟 to the union 𝑐𝑡(𝐵𝑟) ∪ 𝐵𝑟. This is necessary because the
generated suite of the combinatorial tests might not contain the tests from
which projection is taken. In this step, combinatorial testing indeed manages
to increase the C/D-coverage. Out of 32 tests found by combinatorial testing
for 100% 2-way coverage [262], 3 tests cover 𝐶3 = 𝑓𝑎𝑙𝑠𝑒.

Phase d refers to input modeling for combinatorial tests (Section 4.4.2.5).
We provide statistics for 𝑐𝑡+(𝐵𝑟)∪ 𝐵𝑟. By adding a new level 0 for argument
𝑏 we can cover 𝐶2 = 𝑓𝑎𝑙𝑠𝑒 (since condition 𝐶2 is “b > 0”). After this
phase, all conditions and decisions are covered, but there are too many
(combinatorial) tests - 34 new tests.

In phase e we reduce these new CT-generated tests (i.e., 𝑐𝑡+(𝐵𝑟)) as
described in Section 4.4.2.6, but only for the following two sets to be hit:
𝑐𝑜𝑣𝐶2=𝑓 (𝐵𝑟) and 𝑐𝑜𝑣𝐶3=𝑓 (𝐵𝑟). The result is a test suite 𝐵𝑎𝑑𝑑 with two test
cases, which covers both 𝐶2 = 𝑓𝑎𝑙𝑠𝑒 and 𝐶3 = 𝑓𝑎𝑙𝑠𝑒.

Note that the final test suite contains 6 test cases. 4 test cases (in 𝐵𝑟)
have already test results and 2 (in 𝐵𝑎𝑑𝑑) require queries to test oracle.
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We conclude that for example 1, the derived unit tests already produced a
high C/D-coverage with 14 of 16 expression-outcome pairs covered. The re-
duced test suite features the same C/D-coverage but has only 4 (down from
171) unit tests. “Basic” combinatorial testing (Section 4.4.2.4) covers one
more expression-outcome pairs. Further input modeling (Section 4.4.2.5)
allows covering the last open case. We conclude that both coverage en- Combinatorial testing improves C/D

coverage.hancement via “basic” combinatorial testing and in combination with input
modeling are useful in this case. They offer a trade-off between the degree
of human involvement (for input modeling) and level of the C/D-coverage.

Example 2: The second example is a function 𝑓2 that essentially consists
of a single decision using short circuit evaluation as shown in Fig. 4.15. We
identify a single decision with nine conditions as shown in Table 4.12.

1 bool f2(int y1 , int m1 , int d1 , int h1 , int mi1 ,
2 int y2 , int m2 , int d2 , int h2 , int mi2) {
3 return y1 < y2 ||
4 (y1 == y2 && (m1 < m2 ||
5 (m1 == m2 && (d1 < d2 ||
6 (d1 == d2 && (h1 < h2 ||
7 (h1 == h2 && mi1 < mi2)))))));
8 }

Figure 4.15: Source code of Example 2,
partially obfuscated.

C/D Name Expression C/D Name Expression

𝐷1 (Lines 3-7) 𝐶5 d1 < d2
𝐶1 y1 < y2 𝐶6 d1 == d2
𝐶2 y1 == y2 𝐶7 h1 < h2
𝐶3 m1 < m2 𝐶8 h1 == h2
𝐶4 m1 == m2 𝐶9 mi1 < mi2

Table 4.12: Conditions and decisions in
Example 2. Decision 𝐷1 can be found
in lines 4 to 8 of Fig. 4.15.

Table 4.13 shows intermediate results for 𝑓2 (same format as Table 4.11).
The extracted unit tests (i.e., 𝐵) cover all expression-outcome pairs except
for 𝐶9 = 𝑡𝑟𝑢𝑒. Unfortunately, none of the two variants of coverage enhance-
ment was successful in this case. However, there is an input tuple (unit test)
that covers this case, which we derive manually (see below).

First, we discuss the input modeling step (Section 4.4.2.5). With the levels
for mi1 and mi2 derived from 𝐵𝑟 it is not possible to evaluate condition 𝐶9
(mi1 < mi2) to true, as all levels for mi1 are larger 0 and mi2 is always 0.

Therefore, we add 10 as a new level for mi2 to the input set for combinato-
rial testing. We calculate new result sets for 100% 2-way coverage and 100%
4-way coverage. Both result sets did not cover 𝐶9 = 𝑡𝑟𝑢𝑒. We expect that
(at latest) a test suite with a full 10-way coverage should contain a suitable
input, but the tool which we use does not allow to use an interaction level 𝑡

larger than 6 (and could output at most 10 000 test cases).
Instead, we manually derive an input tuple which satisfies 𝐶9 = 𝑡𝑟𝑢𝑒

by modifying the input tuple in 𝐵𝑟 which covers 𝐶9 = 𝑓𝑎𝑙𝑠𝑒 (namely
2008, 10, 5, 2, 5, 2008, 10, 5, 2, 0): we replace the last argument value 0 by 10 Manual enhancement required.

(any value larger 5 would work). Obviously, such cases can be solved by a
constraint solver by seeding it with the additional information we already
have from execution. We plan to investigate this option in our future work.
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Phase a b c d e

Name 𝐵 𝐵𝑟 𝑐𝑡(𝐵𝑟) ∪ 𝐵𝑟 𝑐𝑡+(𝐵𝑟) ∪ 𝐵𝑟 𝐵𝑎𝑑𝑑

#tests 256 9 56 57 0
#oracle 0 0 47 48 0

#missing 1 1 1 1 1

𝐷1 113/143 5/5 34/22 34/22 -
𝐶1 12/244 1/8 28/28 28/29 -
𝐶2 194/50 7/1 10/18 11/18 -
𝐶3 51/143 1/6 3/7 4/7 -
𝐶4 96/47 5/1 6/1 6/1 -
𝐶5 27/69 1/4 2/4 2/4 -
𝐶6 46/23 3/1 3/1 3/1 -
𝐶7 23/23 1/2 1/2 1/2 -
𝐶8 17/6 1/1 1/1 1/1 -
𝐶9 0/17 0/1 0/1 0/1 -

Table 4.13: Intermediate results of the
approach for Example 2 for the phases
a to e described in text. The val-
ues have the same meaning as in Ta-
ble 4.11.

4.4.4 Related Work

Our work is broadly related to test amplification, symbolic execution, test
coverage, and combinatorial testing. Test amplification describes a set of
approaches targeting improving test quality [60]. Related terms are test
augmentation and test enhancement.

Our approach creates new tests to maximize condition/decision coverage
and can be interpreted as an alternative to symbolic execution. The latter Symbolic execution.

technique is one of the most frequently mentioned techniques for test cre-
ation since 2000 [208]. However, despite the excitement and amount of novel
research, symbolic execution has practical limitations due to highly struc-
tured inputs, external libraries, and large complex program structures [208].
Our approach has fewer limitations for practical applications and utilizes
combinatorial testing as an alternative to symbolic execution techniques to
tackle complex program structures.

Work of Bloem et al. [26] is probably closest related to our study. In fact,
they apply similar algorithmic steps as our approach. They utilize a set of
existing test cases to iteratively create new test cases until a termination
criterion is met. They generate a new test case with a backtracking con- Backtracking constraint solver

straint solver that iterates over all possible execution paths until it reaches a
desired branch of the source code. The evaluation shows that this approach
can create up to 100% branch coverage. However, their approach is applica-
ble only under certain preconditions. For example, changes to source code
should be possible and long execution times acceptable.

Coverage criteria in general and C/D coverage used in our work can be
automatically measured and compared for different approaches leading to a
plethora of studies [115, 211]. However, Staats et al. point out that coverage Usefulness of coverage.

criteria such as MC/DC coverage can be ineffective for determining test suite
adequacy [236]. Inozemtseva et al. conclude that coverage is not strongly
correlated to test suite effectiveness when test suite size is controlled [130].
In contrast, our work on the correlation between coverage and bugs in
Section 4.2 shows that coverage correlates to future bugs [17]. Therefore, it
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may be beneficial to create tests for uncovered and therefore untested parts
of the source code – at least for our system under test.

Several research work analyze combinations between combinatorial testing
and coverage. Choi et al. study the code coverage (line, branch) effectiveness Combinatorial testing and coverage.

of combinatorial 𝑡-way testing with small 𝑡 for grep, make, and flex in
different versions [47]. They found that 𝑡-way testing creates already an
efficient coverage compared to exhaustive testing for 𝑡 < 5. Czerwonka
investigates the effects of combinatorial testing on coverage for several utility
programs in Microsoft Windows [59]. Czerwonka concludes that full 𝑡-way
coverage can lead to test suites with same 𝑡-way coverage but different
(line, statement) code coverage. We can confirm this observation from our
experience with the examples. However, we expect this effect to decrease
when the interaction level 𝑡 becomes comparable to the number of arguments.

4.4.5 Summary Combinatorial Testing

We propose an approach to reduce the size of test suites and enhance them
with new tests created by combinatorial testing techniques. Our prelimi-
nary evaluation shows that our method can improve the condition/decision
coverage for two examples while reducing the size of the test suite. Addi-
tionally, only a few new tests require test oracle queries. Our approach has
lower technical requirements compared to symbolic or concolic execution.
However, our approach has also limitations. For example, in some scenarios,
it could not generate additional test cases to achieve full C/D coverage.

Understanding the robustness and applicability of the proposed technique
requires further analysis such as an evaluation on multiple projects and a
larger set of functions. As discussed in Section 4.4.3, we also see potential
benefits of approaches that combine measuring code coverage, combinatorial
testing, and symbolic execution.

4.5 Conclusions

Our work adds additional data points to the question of the relationship
between coverage and defects. We have shown for a large industrial project
that the amount of defects within the source code areas covered by tests
is less than we would expect if they would follow a uniform distribution.
Additionally, we have shown for a large industrial project that coverage time
series and defect time series show Granger-causality. Finally, we have shown
how we can combine coverage and combinatorial testing to increase the test
coverage of a program with less effort than other test creation techniques.

In conclusion, we believe that measuring and using code coverage can
be beneficial for various activities in software engineering. Therefore, we
partially answered the starting question of this chapter whether coverage
data provides any additional information on faults.

However, even with considering our results, we do not claim a final answer
to this question. We strongly believe that further studies are required to
increase construct validity and generalizability of results due to a large
amount of possible confounding variables.



5 Analysis of Approaches for Test Cost Reduction

Test cost reduction is important for large software projects as discussed in
Chapter 2. Consequently, there exists a wide range of research work on this
subject. However, previous work typically targets small- to medium-sized
projects. Approaches for test cost reduction that work for such smaller
projects may not be effective for large projects. Even more, issues that are
not visible or ignored for smaller projects can be amplified by the size of
large projects to considerable problems that affect test costs significantly as
discussed in Section 2.2.3. In this chapter, we present and analyze several
approaches to tackle these issues. The main contributions are:

• An approach for test cost reduction that tackles the superlinear increase
of test costs over time.

• An analysis of a test case prioritization approach based on coverage and
test execution times for a large project.

• An evaluation of redundancy removal on coverage data for a large project.
• Multiple approaches for shared coverage detection and test core identifi-

cation and their evaluation.
• A discussion of unsolved problems such as random coverage and flakiness.

5.1 Background

As discussed in Section 2.1.4, there is a wide range of research for test cost
reduction. However, we faced multiple challenges in applying them for our
study subject SAP HANA. We briefly discuss challenges for the categories
introduced in Section 2.1.4: test case prioritization (TCP), regression test
selection (RTS)/test case selection(TCS), and test suite reduction (TSR).

Approaches that reduce test cost by identifying a fraction of tests that
can be removed (category TSR) or skipped (category TCS) do not scale
for large projects. Even if 10 % of all tests can be skipped for a test run,
the remaining 90 000 might still be too large. Even more, in the case the
amount of tests continues to grow over time, such a constant reduction
cannot provide sufficient reductions over time. Therefore, it is necessary to
find techniques that tackle the growth of tests over time.

Approaches that prioritize tests (category TCP) provide little usefulness
in practice for large projects. While it sounds tempting to prioritize tests in
such a way that tests finding defects execute first and test runs will abort
after finding the first defect, the practical savings are low. First, the savings
only apply in negative cases, i.e., if a change introduces a defect. In a positive
case, all test cases are executed (in a specific order). Second, flaky tests
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invalidate the underlying assumptions that a test failure indicates a defect.
In fact, in large projects, each test run can contain several hundred tests
that failed due to flakiness. Aborting a test run after the first failure would
result in a state of staleness. Therefore, it is required to design approaches
that are not affected by flakiness or find ways to reduce flakiness.

As we conducted our research on a large software project, we encountered
several additional issues for existing approaches:

1. Approaches that expect frequent coverage information cannot be applied
in practice. Generating coverage for a large number of tests is time-
consuming and costly in terms of the required hardware.

2. Examining a source code repository for historical data can be a complex
task due to a rather complex development process.

3. The choice of algorithms for TCP/TCS has a large impact on the results. Choice of algorithms for TCP/TCS

4. Shared coverage complicates the analysis of coverage data. Shared cover- Shared coverage

age are parts of the software executed by all or nearly all tests.
5. The coverage size is rarely considered in the design of algorithms working

with coverage data. With coverage data size of 1 GB to 100 GB, algo-
rithms that require an execution time that depends superlinearly or even
exponentially on the size of coverage are not practical anymore.

6. Random coverage does not allow precise analysis.
7. Flakiness affects any approach that assumes the correctness of test results.

We elaborate on several of these issues in the following subsections.

5.1.1 Algorithms and Study Subject Sizes

As stated in Chapter 2, TCP and TCS optimize for fault detection. As it is
a priori unknown where to find faults and by which tests, it is a standard
approach to use coverage as a surrogate for faults [208], i.e., to optimize
or select tests for high coverage. This assumes that a test suite with high
coverage, i.e., a test suite with a broad execution of the software is more
likely to find faults compared to a more narrow test suite.

Based on related work, we identify two groups of algorithms that tackle
TCP and TCS problems with coverage based approaches. The first group,
traditional algorithms, contains algorithms that use only the set of available Traditional algorithms

tests to propose the next test to execute. The second group, overlap-aware Overlap-aware algorithms

algorithms, contains algorithms that consider additionally the existing state,
i.e., the set of already selected tests, as input for the next decision. For
example, in terms of coverage, they consider the currently already covered
code as input for the decision of the next test to select.

We show the difference by an example. Let tests A, B, C execute the sets
of lines 𝐿𝐴, 𝐿𝐵 , 𝐿𝐶 with 100, 90, and 50 lines of code (LOC), respectively.
A traditional algorithm might propose to run first A and then B (TCP),
or select A and B (TCS). However, if 𝐿𝐵 ⊆ 𝐿𝐴, and 𝐿𝐴 ∩ 𝐿𝐶 = ∅, then
the more efficient choice is A and C because they cover 150 LOC, but A
and B only 100 LOC. This choice requires overlap-aware algorithms as these
consider the sizes of intersections between 𝐿𝐴, 𝐿𝐵 , and 𝐿𝐶 . Overlap-aware
algorithms are also known in the literature as additional statement coverage
algorithms, or additional greedy heuristics, among others (Section 5.1).
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As we see later, several related work propose greedy algorithms similar
to Section 3.3.6 for coverage-based TCS and TCP. However, there are also
alternative heuristics proposed such as evolutionary algorithms and meta-
heuristic optimizations [178, 257]. In our case, an overlap-aware greedy
approach shows a good trade-off between precision and execution time.

Some approach do not only optimize for high coverage but also optimize
for low test execution time. Such time-aware approaches assume that given Time-aware

two test suites with the same coverage, the one with the lower execution
time is preferred. Previous work [261] claims that time-aware TCP makes
no significant difference in terms of fault detection compared to standard
TCP. Other work [77, 254] conclude that considering historical time data
improves TCP techniques. It remains unclear whether the results for small
projects can be generalized to large projects. For our project, feedback from
developers is positive, but the results are not rigorously checked.

Work Size Term

[5] 5 classes to 22 classes overlap-aware
[266] 53 testcases to 209 testcases additional
[178] 374 LOC to 11 148 LOC additional
[261] 500 LOC to 9 564 LOC additional
[265] 2 kLOC to 80 kLOC additional
[77] 7 kLOC to 80 kLOC feedback technique
[82] 7.50 kLOC to 300 kLOC additional
Our work > 3.50 MLOC overlap-aware

Table 5.1: Related work comparing
overlap-aware and non-overlap-aware
solvers for TCS or TCP. The column
“Term” indicates which term is used for
“overlap-aware”. Sizes in lines of code.

Several previous work compare overlap-aware algorithms to traditional
ones, i.e., non-overlap-aware algorithms. Sometimes, the attribute “addi-
tional” is used instead of overlap-aware, e.g., “additional greedy”. Table 5.1
provides an overview of related work. In the following, we discuss details of
related work and also indicate the terminology with: (term: “name”).

Zhang et al. [265] (term: “additional”) analyze the gap between additional
and standard greedy approaches for software with 2 kLOC to 80 kLOC and
propose several strategies to combine or outperform both greedy approaches.
The advantage of overlap-aware algorithms is an indirect conclusion.

Li et al. [178] (term: “additional Greedy”) compare greedy, metaheuristic,
and evolutionary search algorithms for six programs, ranging from 374 LOC
to 11 148 LOC. Their results show the strengths of the overlap-aware greedy
approach compared to the standard greedy. In terms of execution time, they
conclude that the overlap-aware variant should be used.

Elbaum et al. [82] (term: “additional statement coverage”) compare mul-
tiple prioritization techniques by controlled experiments and case studies
(sizes: 7 451 LOC, 9 153 LOC, 300 kLOC). They conclude that “techniques
with feedback (addtl)” produce better results for two programs.

Zhang et al. [266] (term: “additional”) evaluate linear programming for
time-aware test-case prioritization on two programs with 53 test cases (2 s
execution time) and 209 testcases (6 s execution time). Their results indicate
that additional techniques are superior to other techniques.

Alspaugh et al. [5] (term: “overlap-ware”) compare an overlap-aware
greedy algorithm with different solvers for the standard knapsack problem



108 testing in very large software projects

(greedy in multiple variants, dynamic programming, core, random) for two
programs with 5 classes and 22 classes. They conclude that “overlap-aware
solver achieves the highest overall coverage for each testing time constraint”,
but suggest studies on larger applications.

Do et al. [77] (term: “feedback techniques”) compare “no order”, “random
order”, the standard and overlap-aware variants greedy approaches, and
Bayesian network algorithms for programs with 7 kLOC to 80 kLOC.

You et al. [261] (term: “additional”) compare random, greedy for coverage,
time-aware greedy, and time-aware integer linear programming. All three
algorithmic variants in both versions overlap-aware and standard. The
analysis includes eight software projects, seven with up to 500 LOC and one
with 9 564 LOC, total test execution times up to 33 s.

Walcott et al. [254] compare a genetic algorithm with “normal” order
and reverse order. They also use very small study subjects. They do not
compare to a standard greedy approach.

In conclusion, there is a wide range of previous work on coverage-based
TCP and TCS. However, the study subjects are typically rather small in
terms of lines of code. Such studies may lack generalizability for large
projects. Therefore, we compare several proposed approaches in Section 5.3.

5.1.2 Shared Coverage, Randomness, and Flakiness

Our large study subject shows several phenomena rarely addressed in prior
work. One of them is that coverage for system tests contains a large share of
code from shared functionality such as startup code or internal libraries. This Shared functionality

makes it harder to distinguish tests based on coverage and poses problems
for, e.g., change-centric testing. To the best of our knowledge, this problem
is not studied so far. We assume that this phenomenon becomes visible only
in larger software projects. We address this issue in Section 5.5.

Partly related to the previous issue, the coverage data of our study subject
shows a high redundancy of (line) coverage data. This means that e.g., High redundancy of coverage data

either all or none of the lines in a group of lines are covered by a test. Such
redundancy offers opportunities to significantly reduce the size of coverage
data. Epitropakis et al. propose an algorithm to filter such redundancy in
line coverage [85]. We analyze and extend this algorithm in Section 3.3.8.

Finally, we also observe randomness in terms of test results (i.e., flaky Randomness

tests [181]) as well as in terms of covered code. Such randomness occurs
frequently for our study subject and is a threat to the effectiveness of prior
approaches. We further discuss these issues in Section 5.6.2.

5.1.3 Conclusion

As shown by our discussion, there are several reasons why approaches pro-
posed for test cost reduction by previous work may not be effective for large
projects. In the rest of this chapter, we propose an approach for test cost
reduction adapted for the specific characteristics of a large project, we will
investigate the effectiveness of multiple coverage-based algorithms for large
projects and we will further analyze the specific issues related to randomness
in large projects. Finally, we also discuss how our work is affected by various
issues found in large projects.
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5.2 An Economic Approach for Test Cost Reduction

Extensive testing in large projects can lead to tremendous test costs with
superlinear growth over time. Researchers have proposed several techniques
to tackle this problem [208]. However, the practical effects of these tech-
niques on the asymptotic behavior of test costs growth in large industrial
software projects remain poorly characterized.

We introduce and analyze a fixed time budget for test executions for Fixed time budget for test executions

SAP HANA. Our approach assigns a global fixed time budget to several
components of SAP HANA that are development units within SAP HANA.
Each component can only execute tests within its budget, which can change
only by transferring time budget between components. This limits the
number of test executions for each test run to a constant, thus reducing the
asymptotic growth of test costs.

Budget transfers and test optimizations adhere to balances between value
and costs, thus creating an economic environment for test case selection and Economic environment for test case se-

lection and reductionreduction. Specifically, this creates incentives to remove unnecessary tests
and to optimize test execution times.

For SAP HANA, our approach leads to effective test case selection and
reduction, and reduces test execution times by 105 years in a time frame of
four months with a negligible effect on quality. The trade-off between test
execution time savings and failure detection is 1.83 years/failure.

5.2.1 Introduction
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Developers Commits TE TEFB Tests Figure 5.1: Model of the test execu-
tion growth in logarithmic scale. The
number of developers (𝐷𝑒𝑣𝑒𝑙𝑜𝑝𝑒𝑟𝑠) in-
creases by one every seven days. Each
developer increases the number of ex-
isting tests (𝑇 𝑒𝑠𝑡𝑠) by four per day and
the number of commits (𝐶𝑜𝑚𝑚𝑖𝑡𝑠) by
five code changes per day, each initi-
ating a test run. The number of test
executions (𝑇 𝐸) is equal to 𝑇 𝑒𝑠𝑡𝑠 ×
𝐶𝑜𝑚𝑚𝑖𝑡𝑠 and grows superlinearly over
time due to the linear increases of
𝑇 𝑒𝑠𝑡𝑠 and 𝐶𝑜𝑚𝑚𝑖𝑡𝑠. A fixed time bud-
get for test executions effectively limits
the number of executed tests to a con-
stant 𝑐. Therefore, the number of test
executions with a fixed budget (𝑇 𝐸𝐹 𝐵)
is equal to 𝑐 × 𝐶𝑜𝑚𝑚𝑖𝑡𝑠 and grows lin-
early over time.

As discussed in Chapter 1, it is important to reduce test costs in large
projects. In large projects, the time spent on test execution can contribute
substantially to the test costs. These test execution times increase superlin-
early over time due to the typical characteristics of large software projects Test executions increase superlinearly

over time.that affect the number of test executions 𝑇𝐸. 𝑇𝐸 depends on two factors:

1. The number of tests 𝑇 that are executed, and
2. The frequency 𝐹 the tests are executed.
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𝑇 increases linearly over time as developers add more tests but rarely
delete tests. 𝐹 increases linearly over time because a successful project
has an increasing number of developers making changes to the code. Each
change initiates a new test run and thus increases 𝐹 . The multiplication
of the two linear factors 𝑇 and 𝐹 lead to a superlinear increase for 𝑇𝐸

over time. The model of Fig. 5.1 demonstrates the superlinear increase of
𝑇𝐸. After one year, 53 developers have produced 39 004 tests, and create
265 code changes per day, resulting in more than 10 million test executions
per day. This model already shows that even with relatively small input
variables, the resulting test costs are large.

In addition to this general issue, there are at least two other aspects with
a considerable effect on test costs. For long term projects as SAP HANA,
there exist multiple product versions for their customers that require parallel Multiple product versions

test executions due to differences in features and code state. The leads to
an additional constant or potential linear factor of test executions. Flaky
tests increase costs for all test stages due to additional required inspections
and reruns for misleading test results (See Section 5.6.1).

Overall, we expect that test executions and test costs increase superlin-
early in large projects. For SAP HANA, Fig. 5.2 confirms the superlinear
growth for test executions between 2010 and 2017. Section 5.2.5 highlights
other work that confirm the superlinear growth.
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Figure 5.2: SAP HANA test executions
with a quadratic curve fit. The dataset
contains all centralized automated test
executions since 2010.

For the development of SAP HANA, SAP adopted a fixed time budget
for test executions to reduce test costs. The fixed time budget implements
TCS and TSR techniques (see Chapter 2). Periodic test runs with all tests
in later testing stages prevent the potential loss of quality. We analyze the
effects of this approach after four months. Our contributions are as follows:

• An approach to reduce test costs that changes the superlinearly increase
over time to a linear increase.

• An analysis of this approach for a large industrial project.

Section 5.2.3 introduces the testing environment of SAP HANA. We
describe our approach in detail in Section 5.2.3. Section 5.2.4 contains our
research questions, results and discussions. Section 5.2.5 briefly highlights
related work. We conclude in Section 5.2.6.
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5.2.2 Testing of SAP HANA

Section 2.2 provides a general introduction to SAP HANA. Here, we focus
on the practical testing process.

Figure 5.3: Simplified summary of test
stages for SAP HANA. For the imple-
mentation of our fixed test budget ap-
proach, we replace the (full) integra-
tion testing stage with two new stages.
The two new stages consist of a test
run with a fixed time budget for each
code change and a daily full test run.
The fixed time budget for test execu-
tions reduces the growth of the costs
at the integration testing stage. The
daily test run ensures the same quality
level as before the replacement.

Testing of SAP HANA contains several stages as shown by Fig. 5.3 and Testing stages

involves a continuous build environment (CB). At the first stage, developers
execute tests during software development on their own workstation. This
can include manual tests, a subset of test suites from later testing stages
or developer-specific test suites. The second stage incorporates the CB to
automatically execute integration tests of a component. This stage executes
a set of tests decided by a component, i.e., a set of functionalities.

Stage three includes the integration and regression testing for all SAP
HANA components and causes the majority of the test costs because of
the superlinear cost increase explained in Section 5.2.1. Fig. 5.2 shows the
current trend of test executions for SAP HANA. Stage three implements
pre-commit testing, i.e., a software change is only accepted and merged into
the repository if it passes all tests. Even more, in the case a failure is found,
each adaption may require to re-execute all tests.

Within testing stage four, the CB system runs different combinations and
configurations of tests (test profiles) after code changes have been submitted
to the repository. The execution frequency for these profiles reaches from
several times a day to once per release. Stage four includes long-running
tests, randomized and stress testing, or recovery testing like out of memory
or crash tests. The test profile for releases contains over 900 000 single test
cases and would run for 23 days if executed sequentially on an average server About one million test cases

with 40 CPU cores, 3 GHz frequency, and 256 GiB of memory. Although
SAP utilizes a large hardware pool of test servers in parallel mode, the
execution time for a test run is rather large with several hours. Within the
test suites of a database, it is not uncommon to have long-running, complex
and distributed queries to test database functionality. Performance and load
tests contribute to long-running tests as well.

Whereas the stages one to four focus on SAP HANA in an isolated
environment, stage five and six perform end-to-end testing, i.e., testing the
same scenarios as user would use the final product. These later stages
contain automatic, but also manual tests that are performed by separate
teams within the company and thus decrease testing biases.
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5.2.3 Fixed Test Budget Approach

To limit the execution time of the integration stage, we introduced a fixed
time budget for tests where each component of SAP HANA receives a budget
of test execution time. The component team can select the tests to run by
their own criteria if the cumulative execution time fits into the budget. Time
budgets can be shifted between components to cope with changing priorities
and quality requirements within SAP HANA development. These budget Components can shift budget.

redistributions allow the component team members to focus resources in
areas of special interest. In addition, SAP also expected that the fixed time
budget would benefit them in the following ways:

1. Tests with low bug-finding abilities will move to later testing stages (by
manual or automatic techniques).

2. Execution times for tests will be analyzed and optimized, especially for
long-running and distributed tests.

3. Test scope will improve. A test suite for a component should only include
necessary tests for the quality assurance of this component. This could
require modifications of the test suite or the component structure.

To implement our approach, we need to specify the total time budget and
the distribution to all components. This task is particularly difficult in the
context of SAP HANA. We first evaluated distributions based on empirical
data about test executions. However, this requires a complex methodology
for the collection process as it has to account for several practical challenges.
For example, a long period would not include recent changes, a short period
would not include long term trends and a weighted mix would be difficult to
understand by all developers. In addition, test ownership is not well defined
if multiple components use the same tests in their component test suites.

We decided to devise a simple model that accounts for the team sizes
to output the budget cost. Albeit simple, this model is easy to explain Initial budget based on component

team sizesto Stakeholders. The simple model might have inaccuracies, but after the
initial distribution, the possibility to transfer test budgets between different
components allows a flexible redistribution of time budgets.

The component teams were responsible for the process of test selection and
reduction to fulfill the test budget constraint for their respective component.
To support the component team members with test case selection and test
suite reduction, we created an extensive statistics of execution times and Extensive statistics

failure rates for the tests contained in the integration stage over a time frame
of 6 months. For example, we found that 17 % of all tests had a failure rate
less than 0.01 % and 11 % indicated no failure at all for the observation
time. The criteria for test selection and reduction which were used by the
component teams were not evaluated. We expect the teams used a mix of
domain knowledge and empirical data. A future study could investigate if
these criteria can be utilized for an automated approach.

The introduction of a fixed time budget for integration tests can reduce
the test quality because only a subset of tests is executed. To avoid quality
degradation in later testing stages, a daily test run executes the original set Daily test run

of integration tests. This daily test run effectively moves the complete test
run from pre-commit to post-commit testing.
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Altogether, the introduction of the fixed time budget for the integration
test stage changes the asymptotic behavior of the number of test executions
𝑇𝐸 over time. Before the introduction, 𝑇𝐸 increased superlinearly over
time, as discussed in Section 5.2.1. After the introduction, 𝑇𝐸 increases only
linearly over time on both new integration test stages. For the integration The fixed time budget reduces the

growth of test executions from super-
linear to a linear.

testing with a fixed budget, the test budget limits the maximum execution
time of tests. 𝑇𝐸 depends on a fixed maximum time (i.e., a constant) and
a variable number of commits over time, resulting in a linear growth for 𝑇𝐸

over time. For the daily full test run, the frequency is fixed. 𝑇𝐸 depends on
a variable number of tests over time and a fixed execution frequency (i.e., a
constant), resulting in linear growth of 𝑇𝐸 over time.

5.2.4 Results

We investigated the following research questions (RQ) in the context of the
large-scale software project SAP HANA:

RQ6 How does the distribution of the fixed test budget for test executions
change over time?

RQ7 How did execution times for integration tests change after the introduction
of the fixed time budget?

RQ8 How is the testing quality affected by the introduction of the fixed test
budget for test executions in terms of failures that pass the reduced test
suite, but appear in the full integration test suite?

RQ6 analyzes whether component teams redistributed test budget be-
tween components. This indicates whether the economic aspect of benefits
and costs lead to re-prioritization of testing efforts. RQ7 investigates the di-
rect effects on developer processes and hardware costs and analyzes whether
test execution times were reduced. RQ8 analyzes the impact of the fixed
time budget on the quality of code change testing. A significant increase in
the number of defects in later testing stages could imply that the fixed test
budget for code changes has a strong negative impact on the product quality.
This would question the usefulness of the approach. On the other hand, a
low increase in defects in later testing stages (or none at all) would indicate
that the trade-off between test execution times and quality is acceptable. In
addition, we quantify the trade-off between execution time and failures in
later test stages in terms of time saved per failure.

5.2.4.1 RQ6 Budget Redistribution

Fig. 5.4 visualizes how the time budget of each component changed between
𝑡0 (introduction of the fixed time budget for test executions, 2017-08) and
𝑡1 (2017-12). Unfortunately, for budget redistributions, we do not have the
source and target components for all changes. Therefore, we cannot show
an alluvial diagram to illustrate the fine-grained changes. We rescaled the
unchanged budget part because it does not provide further information. The
percentage of the unchanged part differs in 𝑡0 and 𝑡1 due to an increase in the
total time budget. The total time budget increased due to readjustments
after the initial introduction. In total, the time budget increased for 18
components and decreased for 27 components between 𝑡0 and 𝑡1.
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Fig. 5.4 shows that time budget transfers occur in practice to optimize
benefits and costs. This is an indicator that the expected economic effect
exists in practice. Further investigations of single cases show that there are
multiple reasons such as:

• SAP split some components to narrow down their test scope, which
increased test efficiency.

• Component team members adapted their requirements and free test bud-
get was reallocated to other components.

• SAP identified and improved or removed tests with long execution times.
• SAP reallocated tests with long execution times to later stages of the

testing process with decreased execution frequency.

Overall, the distribution of the fixed test budget changed over time which
indicates that component teams trade test budgets. Our analysis indicates
that this can lead to positive effects for the state of test suites due to an
incentive to maintain the test suite from a cost and benefit perspective.

Answer RQ6
The changes over time for the distribution of test budgets reflect different
priorities and increased awareness of costs associated to test activities.
Overall, economic effects affect the management of test suites.

5.2.4.2 RQ7 Changes in Test Execution Times

Within the testing process of SAP HANA (Section 5.2.2), the fixed test
budget affects only integration testing for the main product line. Other
integration stages have different policies for test selection. We analyze the
test cost changes in terms of execution times for the integration testing to
the main product line and for all integration testing.

The fixed test budget defines the maximum threshold of execution time for
integration tests to the main product line. At the point of the introduction
𝑡0 (August 2017), the difference between budget and actual execution times
was a factor of 4. After 𝑡0, the actual execution times are nearly equal to the
budget with some deviation. Deviations occur because of re-adjustments,
fluctuations in test execution time, and variations in infrastructure workload
because several projects share the available resources. Fig. 5.5 shows the
execution time statistics for multiple product lines. 𝑀 represents the main
product line. Fig. 5.5 shows that the total execution time for 𝑀 decreased
from August to September by a factor of 2. Based on further analysis, we
conclude that the reasons for the smaller than expected reduction are test
overheads like compile times, binary redistribution, database install and
setup times, and test setup times.

Fig. 5.5 shows that the fixed time budget for test executions saved hard-
ware resources, but the figure also shows that additional product versions
counterbalance the savings. As a result of this study, SAP engineers intro-
duced the fixed time budgets also for other product lines.

The overall average execution times for all integration tests exhibit a
more complex pattern. Fig. 5.6 visualizes the state before and after the
introduction of the fixed test budget. Due to confidentiality reasons, we
cannot provide the exact numbers. Therefore, Fig. 5.6 only shows the scaled
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data. The average test execution times 𝑅𝑎𝑣𝑔 decreased after the introduction
of the fixed test budget in August 2017. This leads to an increase in test
runs 𝑇𝑅, which is explained by hardware limitations. 𝑇𝑅 multiplied with
𝑅𝑎𝑣𝑔 cannot exceed the capacities of the existing hardware. Therefore, if
the product is fixed, 𝑇𝑅 must increase if 𝑅𝑎𝑣𝑔 decreases. The increase in
𝑇𝑅 and decrease in 𝑅𝑎𝑣𝑔 result in an increase by factor two for the quotient
test runs per hour which represents efficiency.

Overall, Fig. 5.5 and Fig. 5.6 indicate that the fixed test budget has a
positive effect on test execution times and the efficiency. It is unclear whether
the current trend continues and if yes, why. We would expect that after the
introduction of the test budget, there would be a sharp decline of a factor
4 in the test execution time which would then stay nearly constant. Our
data shows that this factor is not fully reached. We assume that previously,
developers reduced the testing to cope with waiting times. The ongoing
changes could indicate that component teams are continuously improving
their tests and therefore optimizing their test budgets.

Answer RQ7
The fixed test budget reduced the average execution times of test runs by
a factor of 2.5 and the total time spent on testing by a factor of 2.

5.2.4.3 RQ8 Changes in Quality

We analyze all internal bug reports for valid test failures and counted them
over time (this excludes flaky test results). Fig. 5.7 shows the results. Statis-
tically, there are on average 3.2 failures per week. This number is remarkably
low for a large project such as SAP HANA.

In addition, we compare the results from Section 5.2.4.2 (changes in
execution times) and Section 5.2.4.3 (changes in quality) to quantify the
trade-off between execution time savings and failures in later test stages in
terms of time saved per failure. We estimate time savings 𝑅𝑠 by interpolating
of test execution times without the fixed time budget 𝑅𝑖 and subtracting
of the actual test execution time 𝑅𝑎. In Fig. 5.5, the last known test
execution time 𝑅 before the introduction of the fixed test budget is shown
by the datapoint 2017-08 for 𝑀 . We multiply 𝑅 by 5 for 5 months. We can
determine 𝑅𝑎 by the sum over all actual test execution times in 𝑀 for the
last 5 months. Now, we can calculate the time savings 𝑅𝑠 = 𝑅𝑖 − 𝑅𝑎.

Finally, we obtain the result that SAP saved 104.50 years of test execution
time due to the fixed time budget. With the average of 3.2 failures per week
indicated by Fig. 5.7, we can calculate a quotient of 1.83 years/failure. This
implies that SAP traded in average a test execution time of 1.83 years against
one additional failure in a later test stage. This number only provides an
approximation of the trade-off and does not necessarily reflect the reality
precisely due to the interpolation and the low number of data points.

Answer RQ7
On average, 3.2 failures per week are only detected by the next testing
stage. This implies that, on average, a test execution time reduction of
1.83 years is achieved for one additional failure in the next testing stage.
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Figure 5.7: Failures undetected by the
reduced test suite but within the full
test run. Aggregated by calendar week
due to the different behavior of week-
days and weekends. Average: 3.2 fail-
ures per week.

5.2.5 Related Work

Yoo et al. provide a survey about test case selection and test suite reduc-
tion [257]. A recent systematic literature review about test case selection
by Kazami et al. highlights different trends and results in this area [150].
Blondeau et al. analyze test case selection within several industrial projects
[27]. Their work focuses on change-based testing, our approach does not
depend on dependencies between changes and tests.

Our approach shares characteristics with risk-based testing. Although, as
explained in Section 5.2.3, we mitigate risks by a daily full test run. Felderer
and Schieferdecker provide a taxonomy of risk-based testing [89]. Risk-based
test planning subsumes techniques that select or prioritize test cases based
on a risk analysis of their costs and value.

Memon et al. study the same problem of polynomial growth for test
executions at Google [191]. The approach used by Google utilizes a manual
dependency list for each product to collect all required test runs for a source
code change. The test framework collects these required test runs over a
period of four hours and runs each required test only once. An automatic
backward analysis identifies failure-introducing commits. This approach
reduces the linear growth of test executions by commit frequency to a
constant factor due to the fixed number of executions per day. However,
our fixed test budget creates additional incentives for developers to reduce
and improve existing test suites. Additionally, our multi-stage separation
enables faster individual feedback times fo developers.

5.2.6 Conclusions

We described an approach to use a the fixed time budget for testing that
is adapted by SAP to limit the test execution growth. We analyzed the
initial effects on execution times and quality in terms of failures that pass
the reduced test suite, and we analyzed the economic effects. Our analysis
indicates that there are positive effects on execution times and test suite
efficiency, while the negative effects on quality are low.

Although the current observations show possible trends, we cannot con-
clude statistical significance due to limited data. Further work would require
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an observation time of at least one year to improve the statistical signifi-
cance. One year would cover periodic variations, which can be observed for
example at the end of the year due to vacations or directly before and after
releases of new major software versions.

Based on internal discussions, the results of our analysis are plausible
and the impact on test execution times and failure detection is reasonable.
Surveys or questionnaires with developers would provide further insight on
the impact of the fixed time budget on the individual developer. These
findings could support further refinements of our approach. As a direct con-
sequence of this work, the fixed time budget for test executions is introduced
for parallel product lines, as explained in Section 5.2.4.2.

5.3 Test Case Selection and Prioritization

As we have shown in Section 5.1, existing evaluations of overlap-aware
algorithms were conducted on comparatively small projects. Our study for
SAP HANA in Section 5.3.2 shows that overlap-aware algorithms provide
considerable improvements in terms of potential time savings. This high
impact is related to the large amount of shared coverage for the test suites
of SAP HANA, which can be less pronounced in other projects. Considering
the fast execution times, we argue that only overlap-aware algorithms should Overlap-aware algorithms should be

preferred.be used for coverage-based TCP and TCS optimization problems.

5.3.1 Approach

Test case selection. We focus first on the issue of reducing cumulative time
required for test runs and consider two alternative problem formulations:
(i) Given a fixed time budget for the execution of tests we attempt to find
a subset of tests with maximum coverage, and (ii) we try to find a subset
of tests with minimal execution time which cumulatively achieves the best
possible coverage (understood as cumulative coverage by all available tests).

More formally, let 𝑅 be the set of all available coverage files 𝑐1, . . . , 𝑐𝑛

(with 𝑐𝑖 corresponding to a test 𝑖) that contain the set of covered lines for
all source code files. For 𝑃 ⊆ 𝑅 let 𝑡𝑖𝑚𝑒(𝑃 ) denote the cumulative time
to execute all tests specified by 𝑃 . Furthermore, let 𝑇 be a time budget
(threshold), and assume the add (+) operation according to Section 3.3.2.
Then the test case selection (TCS) problem can be expressed in either one
of the following dual formulations:

TCSa Maximize |
∑︀

𝑐∈𝑃 𝑐| with 𝑡𝑖𝑚𝑒(𝑃 ) ≤ 𝑇 and 𝑃 ⊆ 𝑅,
TCSb Minimize 𝑡𝑖𝑚𝑒(𝑃 ) with

∑︀
𝑐∈𝑅 𝑐 =

∑︀
𝑐∈𝑃 𝑐, 𝑃 ⊆ 𝑅.

𝑡1 (16 s) 𝑡2 (15 s) 𝑡3 (15 s)

L1 x x
L2 x x
L3 x x
L4 x x
L5 x x

Table 5.2: Example coverage data. x
denotes that a test executes (“hits”) a
line.
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In both cases, we optimize over the set 𝑃 ⊆ 𝑅 which translates to finding
an optimal set of tests. Table 5.2 shows an example. For TCSa, a subset
with maximal coverage for a time budget of 15 s is {𝑡2}, for a time budget
of 20 s it is {𝑡1}, and it is {𝑡2, 𝑡3} for a time budget of 30 s. For TCSb, the
subset with full coverage and minimal time is {𝑡2, 𝑡3}.

TCSa is a variation of the general 0/1 knapsack problem [151]:

maximize

⃒⃒⃒⃒
⃒⃒ 𝑛∑︁
𝑗=1

𝑝𝑗 × 𝑥𝑗

⃒⃒⃒⃒
⃒⃒ (5.1)

subject to
𝑛∑︁

𝑗=1
𝑤𝑗𝑥𝑗 ≤ 𝑇 (5.2)

where:

𝑥𝑗 ∈ {0, 1}, 𝑗 = 1, . . . , 𝑛

𝑇 : budget on weights (i.e., time budget)
𝑀 : {1, . . . , 𝑛} set of items (i.e., tests)
𝑝𝑗 : "profit" of item 𝑗 ∈ 𝑀 (i.e., coverage file)
𝑤𝑗 : weight of item 𝑗 ∈ 𝑀 (i.e., execution time).

In Eq. (5.1) we use (with 𝑃 = {𝑝1, . . . 𝑝𝑘}):

𝑝𝑖 + 𝑝𝑗 : as defined in Section 3.3.2
𝑝𝑖 × 𝑥𝑖 : ∅ if 𝑥𝑖 = 0, 𝑝𝑖 otherwise (𝑥𝑖 ∈ {0, 1}).

Note that 𝑥𝑗 indicates whether a test 𝑗 was selected (𝑥𝑗 = 1) or not
(𝑥𝑗 = 0). In Eq. (5.1), we can see that TCSa is similar to the 0/1 knapsack
problem, but the major difference is the overlap of coverage elements 𝑝𝑗 .

Problem TCSb is known as the Weighted Set Cover Problem (WSCP).
Section 3.3.6.1 discusses the WSCP and algorithms to solve it. Similarly, we
address problem TCSa and describe an algorithm to solve it in Section 3.3.7.1.
Dynamic programming (DP) is a typical textbook approach for knapsack
problems [151]. However, DP assumes that a solution for a large problem Approaches based on dynamic pro-

gramming might not be suitable.instance consists of solutions for smaller instances and solutions with the
same weight and profit are equal. This property does not hold for sets, i.e.,
two solutions with the same weight and profit can lead to different results
if re-used later because the set of existing elements in the current solution
affects the weight of newly added items. Therefore, such DP approaches as
used in related work [5] should not be used to solve the WSCP.

Note that both test case selection strategies are not safe, i.e., they can
omit test cases that would otherwise have detected faults. This must be
considered during a risk analysis of the costs and benefits. Related work
provides more information about safe selection strategies [257].

Test case prioritization (TCP). We can use the solution set from
TCS as input for the TCP problem. This requires test reordering so that
tests with the best ratio of code coverage over execution time run first. This
is also called time-aware test suite prioritization [254, 261].
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Note that in the general case we can only find (any of) the best order
if the exact amount of time (or tests) is fixed. We illustrate this with the
example shown in Table 5.2. We run 𝑡1 with 4 s/line first. This is the best
solution for a solution set with only one element, because 𝑡2 and 𝑡3 have
5 s/line. The next test to add to the existing solution set must be either 𝑡2
or 𝑡3 which gives us a total execution time of 31 s for 5 lines. But we have
done overall better if we choose {𝑡2, 𝑡3} with a total execution time of 30 s
for 5 lines. This example shows that we cannot find the best solution for all
cases (without a fixed time budget or a fixed amount of tests).

5.3.2 Evaluation

We investigate the following research question (RQ) for SAP HANA:

RQ9 Does an overlap-aware heuristic solver for TCS produce better results
than non-overlap-aware solvers?

To answer RQ9, we compare the effectiveness of the overlap-aware greedy
(OAG) approach outlined in Section 5.3.1 against a standard greedy (SG)
implementation. We apply all algorithms on the same coverage data with
different time budgets (increased in 1h steps). For each time budget, we get
a solution in terms of the total number of covered lines (“sum of lines hit”)

— the higher the sum, the better. The execution time of all algorithms is
less than 10 seconds, therefore we do not report these times.

Fig. 5.8 shows the results for one coverage run, while Table 5.3 exhibits
the results of different coverage runs over one year. OAG converges to
high coverage and reaches the maximum significantly faster than SG. The
evaluation shows that SG has similar behavior to a random shuffle and in
some cases, it is even worse than a random guess. OAG is significantly
better, with a factor of 1.40 up to 1.50 for a time budget of up to 30 hours.

Req. Time Budget (hours) for
Coverage Run Greedy Variant 90 % 99 % 100 %

2015-11-15
standard 74 137 137

overlap-aware 19 57 123

2016-05-19
standard 110 182 191

overlap-aware 25 70 173

2016-10-25
standard 108 193 219

overlap-aware 24 72 196

Table 5.3: Required time budgets for
BMCP to reach different percentages
of total coverage (cases span one year).

A comparison between OAG and SG for TCP leads to nearly identical
results. We also evaluated the impact of parallelization as described in
Section 5.3.1 with parallelization factors ranging from 𝑝 = 1 up to 𝑝 = 50.
The relative savings are almost identical, the differences are less than 0.01 %.

Answer RQ9
Compared to a non-overlap-aware approach, an overlap-aware heuristic
solver is substantially better, with a factor of 1.40 up to 1.50 for a time
budget of up to 30 hours. A non-overlap-aware approach performs similarly
to an approach based on random decisions.
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Figure 5.8: Exemplary comparison of
different algorithms for the maximum
budgeted coverage problem. Higher is
better.

5.4 Size of Coverage Data

A problem less pronounced in the literature is the size of the coverage
data. In the case of SAP HANA, the cumulative size of coverage data for
one coverage run has reached 130 GB in 2016 and 162 GB in 2019. The Over 150 GB data for a single coverage

runevolution of this size over one year is shown in Fig. 5.9. For more advanced
analysis such as the discovery of trends and comparative studies, several
months worth of data is stored. The total storage size is 14 TB as of 2016.
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Figure 5.9: Growth of data size for cov-
erage runs over one year.

Despite the storage requirements, processing of such data requires higher
computational capacities. Analyzing the results of a single coverage run can
require a matrix with more than 109 entries (with an observed density of
9 % to 12 %). Therefore, we investigate methods to reduce the data size.

5.4.1 Approach

We apply several techniques to reduce the coverage data size:

1. Remove uninteresting data such as lines that were not executed.
2. Use space-efficient data structures such as a bitset.
3. Use dictionary compression to replace long strings with short identifiers.
4. Remove redundancy by exploiting the inherent structure of coverage data.
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Technique 1 is rather simple. In all cases where we only require informa-
tion about executed lines, we can discard all other lines. We can later restore
them if required. For technique 3, we utilize a dictionary that translates long
words, filenames in our case, into short identifier, such as a number [201].
In our case, the dictionary d is a mapping 𝑑 : 𝑆− > N0 where 𝑆 represents
any string. Each time we process a string 𝑠, we either look up the number in
the dictionary 𝑑(𝑠) if the key exists or, if not, we assign 𝑠 the next smallest
integer that is not used, i.e., 𝑑(𝑠) = 𝑚𝑎𝑥(𝑑.𝑣𝑎𝑙𝑢𝑒𝑠) + 1. We then store the
dictionary for later usage and use only the identifier instead of the filenames.
Technique 2 uses 𝑛 bits to encode for 𝑛 lines whether each line was executed
or not. For example, a single 64 bit integer can then represent 64 lines, see
Section 3.2.5 for implementation details. For technique 4, we create equiv-
alence classes (EC) over coverage sets and use only a single representative
line for each EC. The last technique requires further discussion.

When we execute a software, a computer interprets and executes a se-
quence of instructions 𝑆instr. Simplified, the CPU executes the instruction at
position IP in 𝑆instr, increases IP, and repeats these steps until a termination
condition. We call IP the instruction pointer. IP increases linearly until the
program ends or a control flow instruction (CFI) modifies IP. For example, Control flow instruction

statements such as if/then/else, loops, or function calls translate to CFI.
Let 𝑆𝐼𝐷 be a subsequence of consecutive instructions in 𝑆instr where

𝑆𝐼𝐷 contains no CFI. A CPU will either execute all instructions in 𝑆𝐼𝐷

or none of the instructions in 𝑆𝐼𝐷. Therefore, given coverage data for the
instructions in 𝑆𝐼𝐷, the coverage state of the first instruction (i.e., executed
or not executed) determines the coverage state of all other instructions in
𝑆𝐼𝐷. Hence, we only need the coverage state for one instruction in 𝑆𝐼𝐷, Coverage of a single instruction deter-

mines coverage for a block.the coverage data for all other instructions is redundant. Fig. 5.10 shows an
example where either each line in the body of the calc function is executed
or none of the lines are executed. Furthermore, the coverage state of the calc
function also determines the coverage states of the sum and mul function
(assuming no other functions call sum or mul). This shows that redundancies
can even span over multiple subsequences of instructions.

1 int sum(int a, int b) {
2 int sum = a + b;
3 return sum;
4 }
5 int mul(int a, int b) {
6 int mul = a * b;
7 return mul;
8 }
9 int calc(int a, int b) {

10 int x = sum(a, b);
11 int y = sum(a, -b);
12 int binom = mul(x, y);
13 return binom ;
14 }

Figure 5.10: An example where either
all lines are executed or none.

Such redundancies in coverage data occur quite often, because control
flow instructions appear only in comparatively few cases. Akshintala et
al. report for x86-64 in C/C++ programs that only 22 % of all instructions
are control flow instructions (such as CALL, JE, JMP, CMP, JNE, TEST ).

CFI occur rarely.

Removing CALL reduces the percentage to 16 % [4].
Furthermore, even in the cases where a CFI is executed, there might still

exist redundancies in coverage data:

• A control flow statement can result in the same execution flow for all
executions and therefore generate redundant coverage data. For example,
an if statement always executes the else branch. Conceptually, we can
remove the instructions that were never executed to obtain a consecutive
sequence of instructions without CFI.

• A function call may always follow the same control flow and therefore
generate redundant coverage data. Conceptually, we can integrate the
function body at the current place of our instruction sequence to obtain
a consecutive sequence of instructions without CFI.
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• Even in the case where multiple executions of a CFI result in differ-
ent execution flows, the instructions before and after the instructions
affected by the CFI may generate redundant coverage data. For exam-
ple, an if/then/else block may have distinct coverage data for multiple
executions, but the code before and after this block is always executed1. 1 It may not happen that these code

blocks were not executed, otherwise the
if/then/else block would always have
the same coverage: none.

Conceptually, we remove instructions with different coverage data for
multiple executions and track them separately.

Given the diverse list of possible redundancies, we do not identify each
instance separately but apply a general approach to detect all redundancies.
The coverage data for two lines 𝑙1, 𝑙2 is redundant if the coverage data for 𝑙1
is equal to the coverage data 𝑙2 for all executions of the software, i.e., both
lines have the same coverage state in all coverage data of all test executions.
In such a case, the state of 𝑙1 determines the state of 𝑙2. Section 3.3.8
describes the details of the algorithm and shows an implementation.

5.4.2 Evaluation

We investigate the following research question (RQ) in the context of the
large-scale software project SAP HANA:

RQ10 To what degree does each size reduction technique reduce the size of
coverage data?

RQ11 How high is the redundancy of coverage data (in terms of source code
lines with equal behavior) for all tests in a large industrial project, and
does it change over time?

To answer RQ10, we start with the set of all coverage files that contain
line coverage data for all tests within a test run (Section 3.2.5 describes the
format). For this initial set of files, we apply the techniques described in
Section 5.4.1 in the following order:

1. Uninteresting data. For each file, we remove all information about
lines that are not executed and further remove all source files that do not
contain at least one executed line.

2. Bitset. For each file, we use a bitset to store the line numbers, see
Section 3.2.5. For practical reasons, we also store the data now in a
binary format via Java serialization.

3. Dictionary compression. We create a dictionary, which is a bidirec-
tional mapping from filenames to N+. We implement this mapping by
a map where the keys of type string are unique and the value for a new
key is the current size of the map. Given such a dictionary, we use it
to replace all filename strings in all files, i.e., we replace them by the
corresponding number. We then store the dictionary in a separate file.

4. Coverage compaction. We apply the algorithm described in Sec-
tion 3.3.8 for all coverage files.

Table 5.4 presents the results for each step. The results show that each
step reduces the size of coverage data by 35 % to 80 %. The actual savings
may depend on the order of the techniques. However, as our main interest
is the final result, we did not investigate all possible order-combinations.
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Comparison in Percent

Step Size in GB To Base To Previous Line

Base (initial size) 80.53 100.00 100.00
Keep only executed lines 20.00 24.84 24.84
BitSet utilization 5.10 6.33 25.48
Dictionary compression 3.27 4.06 64.10
Coverage compaction 1.25 1.55 38.12

Baselines
GZIP level 6 (default) 15.45 19.18
GZIP level 9 13.95 17.33
xz/LZMA level 6 (default) 6.11 7.59

Table 5.4: Results of several size reduc-
tion techniques for line coverage data
from 2019-12. Techniques applied con-
secutively from top to bottom.

The exact savings may also depend on the format that is used for the data.
For example, we use the Java HashMap and Java serialization that both
require more space compared to a custom format. Even considering such
limitations, we still conclude that each technique provides a valuable size
reduction because the effort to implement each of them is rather low. We also
consider a final size of less than two gigabytes acceptable for practical use,
even if there might be still a wide range of possible compression techniques
that could be applied for further savings.

Answer RQ10
Each technique reduces the size of coverage data by 35 % to 80 %. The
total size is reduced from 80.53 GB to 1.55 GB, or by 98.45 %.

To answer RQ11, we apply the algorithm described in Section 3.3.8 for
coverage data of different coverage runs. A coverage run consists of a set
of tests that are executed with coverage measurement enabled. These tests
than produce coverage files that we use as an input for our algorithm.

For each coverage run, we calculate the number of executed lines (lines
hit) for this run. We then use all coverage data files and apply the algorithm
for coverage compaction as described in Section 3.3.8. We then calculate
the number of lines hit after the coverage compaction. We call these lines
hit line groups to distinguish them from the lines hit in the unmodified
source. Finally, we calculate the redundancy by dividing the number of line
groups by the number of lines hit. For each coverage run, we calculate the
redundancy, which is the number of redundant lines over total lines.

Table 5.5 presents the results. The results show that the number of
line groups is only 3 % of the number of all executed lines. This ratio is
rather stable over time, i.e., within the time frame of one year, the factor
between the smallest and largest ratio is nearly 1. We also see that in
2019, although the number of lines hit has increased, the number of line
groups grows nearly proportional, therefore resulting in a similar redundancy
compared to the year 2016. We assume that this could be correlated to the
distribution of x86/x64 instructions. The study of Akshintala et al. shows
that several projects have similar distribution for different types of x86/x64
instructions [4]. Based on this empirical evidence, we can assume that the
binaries of SAP HANA in 2015 and 2019 also have a similar distribution of
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Coverage Run Lines Hit Line Groups Redundancy

2015-11-15 2 901 575 79 741 97.25
2016-05-19 3 172 337 93 162 97.06
2016-08-04 3 371 109 97 368 97.11
2016-10-25 3 510 727 104 764 97.02
2016-10-27 3 501 611 104 355 97.02
2016-10-29 3 422 442 107 402 96.86
2016-11-01 3 421 780 104 837 96.94
2016-11-03 3 399 853 104 638 96.92
2016-11-05 3 424 585 109 338 96.81
2016-11-07 3 413 424 105 235 96.92
2016-11-10 3 405 657 105 361 96.91
2016-11-12 3 391 712 108 754 96.79
2016-11-15 3 436 853 106 030 96.91
2019-09-18 5 111 926 189 863 96.29

Table 5.5: Coverage redundancy for dif-
ferent coverage runs.

instruction types and therefore show a similar ratio of redundancy.
Epitropakis et al. report similar results for smaller software [85]. They

report a redundancy of 86.30 % to 99.80 % for 6 programs with 5 689 to
1 283 504 lines of code. They found the largest redundancy for the largest
program. Because our study project is also rather large, we assume that
larger programs provide a higher percentage of coverage compaction. We
argue that this is reasonably caused by the statistically higher chance of
possible redundancies due to the larger amount of lines.

Answer RQ11
For SAP HANA, 96.29 % to 97.25 % of the coverage data is redundant.
The ratio seems to be constant over a time frame of 4 years.

5.5 Shared Coverage: Test Core Identification

Integration tests typically execute frequently-used program code to perform
application startup, tear-down, and a set of core application functions (e.g.,
parsing of SQL, query execution). Furthermore, both system tests and unit
tests call code from many project-internal libraries, e.g., memory manage-
ment subsystem or string manipulation. This gives rise to the concept of
shared (functionality) coverage. We define shared coverage informally as line Shared coverage

coverage information corresponding to code that is executed by multiple
tests. Such code typically includes functionality related to startup/tear-
down, common application and utility routines and frequently used data
structures for, e.g., memory or string handling. Technically, the shared
coverage can be identified as a set of source lines covered by at least 𝑘 tests,
with parameter 𝑘 depending on the project (see Section 5.5.5).

In general, shared coverage blurs the differences between tests in terms
of their coverage, creating several detrimental effects. First, it reduces the
specificity of the coverage information, making it more difficult for developers
to decide which tests address which parts of code. Analogously, this creates
barriers to utilize techniques such as change-centric testing. In the context
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of test clustering, shared coverage can pose a challenge for common distance
metrics (e.g., Jaccard’s similarity metric [141, 263]) as large shared coverage
might dominate more subtle coverage differences. Another problem caused
by shared coverage is the increased size of coverage data.

In the context of SAP HANA, we observe a large amount of shared
coverage: 20 % of the covered lines can be found in 80 % of all test suites.
Consequently, identification and removal of shared coverage is an important
processing step to improve coverage-based characterization of tests.

By removing shared coverage and increasing the specificity, we can im- Removing shared coverage

prove the understanding of the relationship between test and parts of the
code that are targeted by the test. Removing shared coverage is highly ben-
eficial for further methods like test prioritization, clustering, or the analysis
of test quality. Furthermore, such processing can significantly reduce the
size of coverage data. We present approaches for filtering shared coverage
in Section 5.5.4, and evaluate them in Section 5.5.5.

Finally, removing shared coverage gives rise to another concept, the test Test core

core. A test might execute a large amount of code although the purpose of
the test is to verify only a specific functionality. For instance, a test executes
500 000 lines of code, but the tested functionality consists of only 50 lines of
code. In such a case, we call these 50 lines of code the test core. We further
investigate this concept in the following sections.

5.5.1 Examples

We show the practical impact of shared coverage by two types of examples.
First, we use a heatmap to visualize the distances between coverage files.
Second, we aggregate and analyze the distances analytically.

5.5.1.1 Heatmaps of Distances

We apply the following methodology for the visualization and the analysis:

1. Load a set 𝑆𝐶𝐹 of coverage data files.
2. Sort them by a sort criteria 𝑆𝐶 descending, i.e., transform 𝑆𝐶𝐹 into a

sorted list 𝐶 where 𝑒𝑖 ≤ 𝑒𝑗 ∀𝑒𝑖, 𝑒𝑗 ∈ {𝑒1, . . . , 𝑒𝑛} = 𝐶 with 𝑖 ≤ 𝑗.
3. Create a matrix 𝑀 of size |𝐶| × |𝐶| where the rows represent 𝐶 and the

columns represent 𝐶. The matrix values represent the results of 𝑑(𝑟, 𝑐)

where 𝑑 is a distance function, 𝑟 is the current row and 𝑐 is the current
column, i.e., 𝑟, 𝑐 are two coverage files and the value is the distance
between these two coverage files.

4. We transform 𝑀 into an image where each element 𝑚𝑖𝑗 of 𝑀 is repre-
sented by a pixel with a color. We select the color by a gradient so that
min(𝑚𝑖𝑗):color1 and max(𝑚𝑖𝑗):color2. More specifically, based on the
distinct values of 𝑀 , create a gradient from color 𝑐1 to color 𝑐2 where
𝑐1 represents the smallest value of 𝑀 and 𝑐2 represents the largest value.
For this purpose, we order the list of distinct values of 𝑀 from smallest
to largest into the list 𝐿𝑀 . We then associate each item 𝑖 ∈ 𝐿𝑀 the
(normalized) position 𝑝𝑖 = index(𝑖)/|𝐿𝑀 | with 0 ≤ 𝑝𝑖 ≤ 1. We use 𝑝𝑖 as
a factor for our gradient to calculate the final color. For instance, given
𝑀 with element 𝑚𝑖𝑗 , we calculate a black-white gradient in a RGB color
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system with rgb(𝑝𝑚𝑖𝑗 × 255, 𝑝𝑚𝑖𝑗 × 255, 𝑝𝑚𝑖𝑗 × 255) for each value in 𝑀 .

The steps contain several variables that we will explain next. Table 5.6
provides a summary of the following discussion.

• 𝑆𝐶𝐹 : The set of coverage files. For our examples, we use 2613 coverage
files of a coverage run from 2019-09-18, each containing information about
5 500 000 executed lines. We use 𝑆𝑎 to denote the set of all coverage files
for the specific test run of 2019-09-18. Additionally, we investigate the
subset 𝑆𝑠 ⊂ 𝑆𝑎 that only contains coverage files related to system tests.

• 𝑆𝐶: We use multiple sort criteria. Namely, we order by name 𝑆𝐶name,
by number of executed lines 𝑆𝐶lhit, by sum of a column 𝑆𝐶columnSum,
and by differences 𝑆𝐶diff. Note that we apply 𝑆𝐶columnSum = 𝑆𝐶cs and
𝑆𝐶diff not on the set of coverage files 𝑆𝐶𝐹 , but on the matrix 𝑀 , i.e.,
both criteria operate on columns. In the case of 𝑆𝐶cS, we calculate the
sum for each column and order all columns by their sums. In the case
of 𝑆𝐶diff, starting with the first column 𝑐1 with the smallest sum, we
set the next column 𝑐𝑛+1 = 𝑚𝑖𝑛(|𝑐𝑛 − 𝑐𝑖|, . . . , |𝑐𝑛 − 𝑐𝑗 |) where 𝑐𝑖, . . . , 𝑐𝑗

represent all columns that are not yet selected.
• 𝑑: We use the metrics defined in Section 3.3.3. Namely, the Euclidean

metric 𝑑𝑒, the unshared metric 𝑑𝑢, the proportional binary metric 𝑑𝑝 and
also, although they are not a metric, we investigate the shared function
𝑓𝑠 and the sub function 𝑓𝑚.

Coverage Files 𝑆𝐶𝐹 Sort Criteria 𝑆𝐶 Metrics 𝑑

𝑆𝑎 All tests 𝐶𝑙 Lines hit 𝑑𝑒 Euclidean
𝑆𝑠 System tests 𝐶𝑛 Name 𝑑𝑝 Proportional Binary

𝐶𝑐 Column sum 𝑓𝑠 Shared (not a metric)
𝐶𝑑 Differences 𝑓𝑚 Sub (not a metric)

𝑑𝑢 Unshared

Table 5.6: Options for several vari-
ables.

As we can deduce from Table 5.6, there are 40 combinations. Fig. 5.11
shows a heatmap for each combination. The heatmap pictures have sizes of
up to 2613 × 2613 pixels and therefore cannot be presented without loss of
details, even considering showing only one image per full single page. Hence,
we reduce the sizes of the images even further as shown in Fig. 5.11.

We can see several interesting patterns in Table 5.6. We can recognize
multiple black squares within the heatmap of Fig. 5.11.5 (and several other
heatmaps). In fact, there are three black squares, due to the scaling the
smaller one between the upper-left and bottom-right is not clearly visible.
These black squares represent test executions that have a low amount of
“unshared” lines, i.e., lines that are only executed in one test, but not the
other. These three black squares represent the subgroups of test suites that Black squares represent subgroups of

test suitescontain (a) system tests, (b) component tests (not further defined) and (c)
unit tests. These patterns are not visible for sorting criteria 𝐶𝑛 as the (start
of the) name of a test does not allow to differentiate such tests. Given these
insights, we further analyze only system tests, i.e., the group of 𝑆𝑠 (which
is at the lower part of Table 5.6 and separated by a horizontal line).

Focusing on system tests (𝑆𝑠), we can recognize a large amount of white
values in Fig. 5.11.3. In this case, white means that tests share a large
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(1) 𝑆𝑎, 𝐶𝑙, 𝑑𝑒 (2) 𝑆𝑎, 𝐶𝑙, 𝑑𝑝 (3) 𝑆𝑎, 𝐶𝑙, 𝑓𝑠 (4) 𝑆𝑎, 𝐶𝑙, 𝑓𝑚 (5) 𝑆𝑎, 𝐶𝑙, 𝑑𝑢

(6) 𝑆𝑎, 𝐶𝑛, 𝑑𝑒 (7) 𝑆𝑎, 𝐶𝑛, 𝑑𝑝 (8) 𝑆𝑎, 𝐶𝑛, 𝑓𝑠 (9) 𝑆𝑎, 𝐶𝑛, 𝑓𝑢 (10) 𝑆𝑎, 𝐶𝑛, 𝑑𝑢

(11) 𝑆𝑎, 𝐶𝑐, 𝑑𝑒 (12) 𝑆𝑎, 𝐶𝑐, 𝑑𝑝 (13) 𝑆𝑎, 𝐶𝑐, 𝑓𝑠 (14) 𝑆𝑎, 𝐶𝑐, 𝑓𝑚 (15) 𝑆𝑎, 𝐶𝑐, 𝑑𝑢

(16) 𝑆𝑎, 𝐶𝑑, 𝑑𝑒 (17) 𝑆𝑎, 𝐶𝑑, 𝑑𝑝 (18) 𝑆𝑎, 𝐶𝑑, 𝑓𝑠 (19) 𝑆𝑎, 𝐶𝑑, 𝑓𝑚 (20) 𝑆𝑎, 𝐶𝑑, 𝑑𝑢

(21) 𝑆𝑠, 𝐶𝑙, 𝑑𝑒 (22) 𝑆𝑠, 𝐶𝑙, 𝑓𝑠 (23) 𝑆𝑠, 𝐶𝑙, 𝑑𝑝 (24) 𝑆𝑠, 𝐶𝑙, 𝑓𝑚 (25) 𝑆𝑠, 𝐶𝑙, 𝑑𝑢

(26) 𝑆𝑠, 𝐶𝑛, 𝑑𝑒 (27) 𝑆𝑠, 𝐶𝑛, 𝑑𝑝 (28) 𝑆𝑠, 𝐶𝑛, 𝑓𝑠 (29) 𝑆𝑠, 𝐶𝑛, 𝑓𝑚 (30) 𝑆𝑠, 𝐶𝑛, 𝑑𝑢

(31) 𝑆𝑠, 𝐶𝑐, 𝑑𝑒 (32) 𝑆𝑠, 𝐶𝑐, 𝑑𝑝 (33) 𝑆𝑠, 𝐶𝑐, 𝑓𝑠 (34) 𝑆𝑠, 𝐶𝑐, 𝑓𝑚 (35) 𝑆𝑠, 𝐶𝑐, 𝑑𝑢

(36) 𝑆𝑠, 𝐶𝑑, 𝑑𝑒 (37) 𝑆𝑠, 𝐶𝑑, 𝑑𝑝 (38) 𝑆𝑠, 𝐶𝑑, 𝑓𝑠 (39) 𝑆𝑠, 𝐶𝑑, 𝑓𝑚 (40) 𝑆𝑠, 𝐶𝑑, 𝑑𝑢

Figure 5.11: Heatmaps representing
distances between coverage files. Gra-
dient from black (min) to white (max),
calculated for each image separately.
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amount of executed lines. This represents the shared coverage as explained
in our introduction. The rather large amount confirms our hypothesis that Large amount of white values that rep-

resent shared codeshared coverage occurs frequently and therefore provides us an opportunity
for savings. The heatmap Fig. 5.11.38 shows large rectangles of connected
white values, showing that 𝐶𝑑 provides rather good results at clustering
such areas. However, such clustering has always local optimums and finding
a global “best” clustering is rather difficult.

We can also see that heatmaps for 𝑑𝑒 and 𝑑𝑝 are identical. The difference
between these two metrics is only a constant factor that does not affect the
gradient. The heatmaps for 𝑑𝑢 are similar to the heatmaps of 𝑑𝑒, but the
gradient has a slightly different distribution due to the square root in 𝑑𝑒.
Due to this difference, the sorting criteria 𝐶𝑐 and 𝐶𝑑 result into different
heatmaps for 𝑑𝑢 and 𝑑𝑒 as they sort based on the results of the metrics.

Comparing heatmaps for 𝐶𝑙 and 𝐶𝑐 shows two interesting aspects. First,
the result for both sorting criteria is rather similar for 𝑆𝑠, i.e., for system tests.
For 𝑆𝑎, i.e., all tests, the placement of the black squares is on the opposite
side in a direct comparison. This is expected due to the implementation of
𝐶𝑐. We start with the “largest” column. The largest column represents the
difference with the most “unshared” lines, i.e., lines that are only executed
in one test. We find the largest such differences by comparing the execution
of test suites with unit tests to the execution of test suites with system tests.
Therefore, such unit test suits will be placed at the top-left for 𝐶𝑐.

Note that for several heatmaps, we can see a special pattern for the Special pattern for the diagonal

diagonal. This represents the property of metrics, that 𝑑(𝑥, 𝑦) = 0 ⇔ 𝑥 = 𝑦.
For 𝑓𝑚, which is not symmetric, we do not see such pattern and for 𝑓𝑠 we
see a white diagonal because the diagonals represent the maximum values
when a coverage file shares all content with itself.

In summary, the examples show us that the test executions exhibit a
rather large amount of shared coverage and, by comparing coverage files, we
can analyze and detect the shared coverage. In fact, the heatmap analysis
detected several tests that were nearly identical and some of them were then
removed by SAP engineers. Furthermore, we also identified groups of test
suites that covered similar functionality (showed as a rectangle of the same
color on the diagonal). Such groups were combined into single test suites.
Therefore, we conclude that such an analysis can already reduce test costs.

5.5.1.2 Analysis of Distances

Our methodology for the analysis contains the following steps:

1. Load a set 𝑆𝐶𝐹 of coverage data files.
2. Create the set of pairs 𝑆𝑝 = {(𝑥, 𝑦) | 𝑥, 𝑦 ∈ 𝑆𝐶𝐹 , 𝑥 ̸= 𝑦, (𝑦, 𝑥) /∈ 𝑆𝑝}, i.e.,

all pairs without symmetry (and without self-reflexive pairs).
3. Use 𝑆𝑝 to calculate the set of distances 𝑆𝑑 = {𝑑(𝑥, 𝑦) | (𝑥, 𝑦) ∈ 𝑆𝑝}.

Then, we calculate min, arithmetic mean and max for 𝑆𝑑.

The steps contain two variables:

• 𝑆𝐶𝐹 : The set of coverage files. For our examples, we use 2613 coverage
files of a coverage run from 2019-09-18, each containing information about
5 500 000 executed lines. We use 𝑆𝑎 to denote the set of all coverage files
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for the specific test run of 2019-09-18. Additionally, we investigate the
subset 𝑆𝑠 ⊂ 𝑆𝑎 that only contains coverage files related to system tests.

• 𝑑: We use the metrics defined in Section 3.3.3. Namely, the Euclidean
metric 𝑑𝑒, the unshared metric 𝑑𝑢, the proportional binary metric 𝑑𝑝 and
also, although not a metric, we investigate the shared function 𝑓𝑠. We
do not investigate the sub function 𝑓𝑚 because 𝑓𝑚 is not symmetric.

Metric Min Average (AM) Max

𝑆𝑎 (all tests)
𝑑𝑒 Euclidean 9.1 489.8 1 066.5
𝑑𝑝 Proportional Binary 12.9 692.7 1 508.3
𝑑𝑢 Unshared 83.0 279 443.8 1 137 522.0
𝑓𝑠 Shared (not a metric) 1 432.0 555 347.9 1 051 630.0

𝑆𝑠 (only system tests)
𝑑𝑒 Euclidean 25.1 393.8 784.0
𝑑𝑝 Proportional Binary 35.4 556.9 1 108.7
𝑑𝑢 Unshared 628.0 163 555.9 614 651.0
𝑓𝑠 Shared (not a metric) 503 361.0 696 897.4 1 051 630.0

Table 5.7: Results of distance calcula-
tions for coverage files of all test execu-
tions.

Table 5.7 presents the results of our analysis. The results show that
focusing on system tests indeed increases the shared part as the arithmetic
mean (AM) of 𝑑𝑢 is larger for 𝑆𝑎 compared to 𝑆𝑠. Also, the AM of 𝑓𝑠 is
larger for 𝑆𝑠 compared to 𝑆𝑎. Even more, the min, in this case, is larger
by a factor of 350. This means that there is no combination of two system
tests that do not share at least 500 000 executed lines.

We also see that min, AM and max of 𝑑𝑒 and 𝑑𝑝 always differ by a
factor of

√
2. The expected factor by definitions of 𝑑𝑒 and 𝑑𝑝. The factor

propagates to the result due to the distributive property of arithmetic.
In summary, the calculations show that there exists a large amount of

shared coverage between all coverage files. Focusing on system tests, this
shared part is a significant proportion of the overall execution. Even more,
some test executions differ by less than 1 % of their execution.

5.5.2 Execution Frequency

Software typically has common and specialized functionality. The common
functionality is reused several times by different parts of the software. Typi-
cal examples for common functionality are input parsing, output formatting
or memory and string management in C++ and other languages. In the
broader sense, a language standard library also provides common function-
ality such as data structures like lists or maps. Specialized functionality
typically represents a specific requirement or use case for a software project.

In practice, we differentiate common and specialized functionality by the Common and specialized functionality

frequency of their execution, where the frequency of a line is defined as
the number of tests that execute this line. This differentiation is based
on the hypothesis that common functionality is called in more tests com-
pared to specialized functionality. This hypothesis is reasonable, as we call
functionality common if it is reused several times by different parts of the
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software and therefore it should be used by more tests compared to special-
ized functionality. Note that we do not define a priori an exact threshold
for the frequency separating between common and specialized functionality.
Instead, we investigate possible values for this threshold later empirically.

Line coverage data allows us to analyze the execution frequency for each
line. More formally, for 𝑛 coverage data files 𝐶 = {𝑐1, . . . , 𝑐𝑛} representing
𝑛 test executions, each line 𝑙 ∈

⋃︀
𝑐∈𝐶 𝑐 has a frequency 𝑓𝑙:

𝑓𝑙 =
|{𝑐 | 𝑙 ∈ 𝑐 and 𝑐 ∈ 𝐶}|

𝑛
∈ { 𝑖

𝑛
| 0 ≤ 𝑖 ≤ 𝑛, 𝑖 ∈ N0}. (5.3)

To simplify the discussion, we may omit the denominator and will only
use the (unreduced) execution count in all cases where the denominator does
not change. We call this number (i.e., the nominator) the testcount as it Testcount

counts the number of tests that execute a specific line.
The following example shows frequencies for several coverage data files:

𝐶 = {𝑐1, 𝑐2, 𝑐3, 𝑐4}
𝑐1 = {1, 2, 5}
𝑐2 = {1, 2, 4, 5}
𝑐3 = {1, 2, 4, 5, 6}
𝑐4 = {1, 5}

=⇒

𝑓1 = |{𝑐1, 𝑐2, 𝑐3, 𝑐4}|/4 = 4/4
𝑓2 = |{𝑐1, 𝑐2, 𝑐3}|/4 = 3/4
𝑓3 = |{}|/4 = 0/4
𝑓4 = |{𝑐2, 𝑐3}|/4 = 2/4
𝑓5 = |{𝑐1, 𝑐2, 𝑐3, 𝑐4}|/4 = 4/4
𝑓6 = |{𝑐3}|/4 = 1/4

In this example, line 6 may represent specialized functionality and lines
1 and 5 may represent common functionality. However, due to the small
number of lines, the distinction may be artificial in this specific example.

5.5.3 Test Core Identification

Testing a certain functionality within a program 𝑃 may require executing
other functionality that is not supposed to be tested by the test. For instance,
testing a function isPrime that checks whether a number given by a single
string argument is a prime number will probably also execute a string to
integer conversion. On the system test level, a large fraction of a program
could be executed although only a small part of it is tested by the test. For
the isPrime function, a test might only test the prime functionality, but
cannot avoid executing the string conversion (given the source code is fixed).
We use the term test core of a test to indicate the part of the software that Test core

is indented to be tested by a test. In some cases, more likely for unit tests,
the test core can be identical to the complete execution. In the case of SAP
HANA, the difference between the test core and the execution of the test
can be several 100 000 lines of code.

Theoretically, the full coverage data can be separated into shared coverage
and the test core. In practice, the distinction between shared coverage and
the test core may not be a binary classification due to unclear test intentions,
imprecise tests or an insufficient amount of tests to identify the shared part.
For instance, the execution of a single test may not allow identifying shared
coverage and the test core based on the test execution.
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5.5.4 Shared Coverage Removal Approaches

As explained in the previous section, shared coverage, i.e., common function-
ality, is typically not of our interest. We want to identify the test core, i.e.,
the specialized functionality that is intended to be tested by a test. Thus,
to obtain the test core, we must filter out the shared coverage.

To filter out shared coverage, we have to identify and then remove it. The
latter step is a technical detail using the sub operation from Section 3.3.2,
therefore we focus on the identification of shared coverage. We investi-
gate three different approaches: differential analysis, baseline removal, and
feature extraction.

5.5.4.1 Differential Analysis

Our main idea is based on the fact that shared coverage lines are hit by
more tests than other lines. We can thus proceed in two steps:

1. Compute the testcount for each line 𝑙 (the number of tests executing 𝑙).
2. Mark (or immediately remove from coverage data) all lines with a higher

testcount than a given threshold.

For small threshold values, e.g., a threshold of 1, the algorithm removes
all shared coverage lines. For high threshold values, this will remove only
lines that are covered by nearly all tests. Both extremes are not optimal.

An example of removing too much are two tests that cover two branches
of an if statement in a function. We cannot prevent that both tests cover the
condition of the if statement. However, a removal is probably not desired
because the condition is part of the if statement.

On the other hand, if the threshold value is too high, we do not remove
anything. We could set the threshold to the number of tests (minus 1) to
filter all common functionality. However, a test for an exception could abort
the execution before reaching such common functionality. In such a case,
although expected, the common functionality would not be filtered.

Therefore, we must identify a reasonable threshold. We find this threshold Threshold identification

by analyzing the distribution of the different testcount values versus the
number of lines with the given testcount. We then either manually conclude
a threshold based on a visual analysis of the graph, or we implement an
algorithmic approach that automatically detects changes in the slope within
a sequence of such distribution data.

5.5.4.2 Baseline Removal

Our main idea in this variant is the assumption that shared coverage occurs
because part of the code has to be executed for all or most inputs. This
gives rise to creating a test that executes only such code.

We implemented it as a test with only the most fundamental functionality.
In our case (SAP HANA is a database system) this is a test with only sim-
ple create, insert, select, delete, and drop statements. The coverage
collected for this test is the baseline and can be removed from all other
coverage files. As an alternative for creating the baseline test manually, it is
also possible to find a suitable candidate automatically with a combination
of the previous approach based on testcounts.
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5.5.4.3 Feature Extraction

A typical software project has a hierarchical directory structure based on
conventions on how to organize related files. Therefore, each directory may
represent a set of features. In our case, the common and auxiliary function-
ality (e.g., memory or string handling) have own directories. Therefore, we
can remove all coverage for files in these directories. We do not provide an
evaluation for this approach, because the effect is obvious and the removal
of a predefined set of directories only solves the problem partially.

5.5.5 Evaluation

We investigate the following research question (RQ):

RQ12 How does the removal of shared coverage improve the specificity of code
coverage data in the context of SAP HANA?

We answer RQ12 in 3 steps:

1. We identify shared coverage with the following two approaches from
Section 5.5.4: differential analysis, and baseline removal.

2. We remove the shared coverage.
3. We analyze test specificity before and after the removal of shared coverage.

Step 1: For the approach based on differential analysis, we need a
threshold for removing lines with a high testcount. To find this threshold, we
analyze the distribution for testcounts per source code lines, see Fig. 5.12 for
the data of 2017-01. We select the threshold 𝐷𝐵80 at 80 % which corresponds
to 238 test suites, i.e., every line hit by more than 238 test suites is removed.
We select two additional thresholds for our evaluation below and above
𝐷𝐵80: 𝐷𝐴60 and 𝐷𝐶90. To automate the threshold selection, it is possible
to utilize the slope of the distribution curve.

Fig. 5.13 shows the distribution plot for the data of 2019-11. The shape
of the distribution plot is similar to Fig. 5.12 and remains over time.

For the baseline removal approach, we manually chose the baseline test
suite in consultation with SAP engineers.
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Figure 5.12: Distribution plot for test-
count versus the relative amount of cov-
ered lines. Data of 2017-01. E.g., 80 %
of all lines hit are covered by ≤ 238
test suites and 31 % of all lines hit are
covered by ≤ 1 test suite.
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Figure 5.13: Distribution plot for test-
count versus the relative amount of cov-
ered lines with at most testcount value
of tests based on data of 2019-11.

Step 2: After the identification step, the removal step uses the sub
operation (See Section 3.3.2), either with the baseline test suite or with an
artificial coverage file made of all lines with a testcount above the current
threshold. Table 5.8 shows the size reduction after the sub operation. The
baseline removal reduced the coverage size to 36.01 % of the original coverage.

Threshold [%] Testcount Size Left [%]

0 0 0.00
30 0 0.00
60 7 1.93
70 25 4.64
80 238 15.06
90 954 58.44
99 1 046 95.13

100 1 065 100.00

Table 5.8: Relative size of coverage
data (2017-1) after removal of lines
with certain testcounts. E.g., lines hit
by ≤ 238 test suites represent 80 %
of all lines. Removal of lines with
testcount > 238 reduces the data to
15.06 % of the original size.

Step 3: After the removal, we measure the test specificity before and
after applying our approaches. We evaluate the specificity by counting the
number of lines hit in source code located in different (component-specific)
subdirectories and asking SAP engineers to verify whether the directory
relates to the test intent or not.

We select 20 test suites randomly and compute the top five coverage
directories for each test suite. These are the directories with the highest
number of lines hit for all files in the directory. Under the assumption that
the directory layout represents a coupling between source files and modules,
we should see an increase in specificity for the top directories.

We represent the 20 test suites and five directories for each test suite
by a 20 × 5 matrix. We create this matrix for six configurations. For each
threshold 𝐷𝐴60, 𝐷𝐵80, 𝐷𝐶90 (see Fig. 5.12), and for each version with the
original data and after the removal of lines with high testcount.

We showed these six matrices to developers of SAP and asked them to
select 10 test suites where they can judge which directories are specific to
this test. They should highlight all specific directories within the top 5
directories in green, the unspecific directories in red and the rest in yellow.
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After this manual task, we attribute the following scores to the classifi-
cations. A green field gets +1, a red field −1, and a yellow field gets 0. In
addition, we add a top score for the first 𝑛 correct top directories: If the top
𝑛 directories are green, we add additional 𝑛 points; for red, we substitute 𝑛

points. For instance: (g,g,r,y,y) gets +2 for green, −1 for red, 0 for yellow
and +2 for top-2 green, in total: 2 − 1 + 0 + 2 = 3 points; (y,r,r,r,g) gets
(1 − 3) + 0 + 0 = −2 points.

Case Correct Dir. Score Lines Hit

Differential analysis

𝐷𝐴60
before 1/10 (7 wrong) −28−25=−53 2 737 700
after 8/10 (0 wrong) 5+10=15 37 848

𝐷𝐵80
before 3/10 (7 wrong) −35−26=−61 3 811 208
after 8/10 (1 wrong) −16+9=−7 292 087

𝐷𝐶90
before 0 (10 wrong) −46−46=−92 3 038 125
after 1/10 (9 wrong) −30−20=−50 1 178 414

Baseline removal 4/10 (6 wrong) −24−6=−30 728 794/3 811 208

Table 5.9: Evaluation of test specificity
changes for shared coverage removal.
The score depends on manual evalua-
tion (see Section 5.5.5), higher is bet-
ter. Correct dir. indicates the amount
of correctly identified directories.

Table 5.9 shows the results of our evaluation. The shared coverage removal
based on differential analysis improves the specificity of the coverage. The
highest increase in test specificity was possible with the highest testcount
removal. This is expected since the highest specificity would be reached
if we only keep lines that are hit by exactly one test. But as discussed in
Section 5.5.4, this is not desired. This choice would remove all covered lines
with multiple tests, but some of them are still interesting for further analysis.
In summary, the 80 % threshold provides a good increase in test specificity
but still guarantees multiple test coverage for most code parts.

We evaluate the baseline removal in the same way. We select a baseline
test that covers only the basic functionality create table, insert, select,
delete, drop table. The score for the baseline removal is −30. Therefore,
the test specificity is lower compared to the results for 𝐷𝐵60 and 𝐷𝐵80.

Answer RQ12
Both approaches, differential analysis, and baseline removal, improve the
specificity of code coverage and allow identification of the test core. In a
direct comparison, differential analysis correctly identifies a larger amount
of source code as a test core compared to the baseline approach.

5.6 Nondeterminism in Testing

5.6.1 Random Coverage

We understand by random coverage the phenomenon that a line of code is
sometimes executed, and sometimes not executed (and thus covered or not)
in multiple executions of the same test with the same state of the software.
Thus, we see randomness at the level of coverage data. Other work already
observed the effect of random coverage [186]. Apart from obtaining less
reliable data, random coverage creates issues for test similarity metrics, and
in general for all techniques that depend on accurate coverage data.
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Previous work already mentions several sources of random coverage [186].
For SAP HANA, we have detected the following sources of random coverage:

• functions providing random numbers,
• time/date creation,
• multi-threaded execution,
• memory handling,
• scheduling,
• file system interactions,
• errors of coverage tools.

For some test suites of SAP HANA, we found differences of covered lines
for two identical coverage runs from 50 to several hundred lines. This is
only a small fraction of the total number of lines covered by a test suite
which typically ranges (after shared coverage removal) from 10 000 to 200 000.
However, if line coverage of two such test suites differ by, e.g., only 100 LOC,
the random coverage becomes critical, as we do not know which fraction of
this difference can be attributed to randomness. Fig. 5.14 shows that the
same test can generate different coverage for multiple executions. These
different coverage data appear to have no relation, i.e., the underlying causes
of the differences appear to be random.

A B C D
A 0 2 266 2 579 2 963
B 426 0 747 967
C 476 484 0 801
D 1 205 1 049 1 146 0

(a) Number of executed lines. Values cal-
culated by row−column.

A B C D
A 0 138 158 182
B 75 0 95 100
C 74 75 0 83
D 115 103 101 0

(b) Number of source files left. Values cal-
culated by row−column.

Operation #Executed Lines #Source Files Left

𝐴 + 𝐵 + 𝐶 + 𝐷−
(𝐴 & 𝐵 & 𝐶 & 𝐷)

4 777 316

𝐴 − (𝐵 + 𝐶 + 𝐷) 2 101 106
𝐵 − (𝐴 + 𝐶 + 𝐷) 125 28
𝐶 − (𝐴 + 𝐵 + 𝐷) 262 35
𝐷 − (𝐴 + 𝐵 + 𝐶) 869 70
𝐵 + 𝐶 + 𝐷 − 𝐴 1 642 166
𝐴 + 𝐶 + 𝐷 − 𝐵 3 482 222
𝐴 + 𝐵 + 𝐷 − 𝐶 3 745 243
𝐴 + 𝐵 + 𝐶 − 𝐷 3 400 231

(c) Results for several operations.

Figure 5.14: Effects of random cover-
age. Line coverage data A,B,C,D are
the result of repeated executions of the
same test. The test executes about
40 000 source code files and 4 000 000
lines of code. For Tables (a) and
(b), the entries represent results of
(row−column), i.e., row 2, column 1
shows the results for B−A. Operations
as defined in Section 3.3.2.

5.6.1.1 Approach

Randomness in coverage data is a threat to the soundness of any further
analysis on coverage data. For instance, approaches that assume exact
coverage for change based testing may produce different results depending
on the effects of the observed randomness. The best approach to remove
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random coverage would be to remove all sources of randomness. However,
this is typically not feasible in a large project for multiple reasons:

• Identifying all sources of randomness and replacing them with a deter-
ministic behavior is difficult and rather time consuming.

• Introducing implementations that are only used for testing creates a
special test-state of the software. Test executions would therefore not
test the behavior of a productive environment.

• Removing all sources of randomness would require disabling concurrent
execution. This would not only increase the time for test execution
tremendously but also prohibit any testing of concurrent behavior.

Given these points, the removal of all sources of randomness is not a
feasible approach. Therefore, we consider the following strategies:

1. We design any of our approaches that utilize coverage data in such a way
that random coverage is either not a threat or we control the effect.

2. We detect all lines of source code that show random behavior and mark
them for deletion or for future analysis.

3. We rerun a test multiple times to harmonize the different sets of lines
hit created by randomness. We can either create the union of coverage
data for all runs (which contains all randomly covered lines) or create the
intersection for all runs (which does not contain any randomly covered
lines). Manual evaluation of this approach for single test suites showed
reasonable results. However, we skipped an evaluation on a larger scale
due to the constraints on execution time and resource costs.

Strategy 3 increases the time for test executions by the rerun factor. We
may have to run all tests multiple times (with coverage-enabled overhead).
Therefore, in practice, we apply it only for a small, selected subset of tests.

Regarding strategy 1, the approaches presented in Section 5.5 for shared
coverage removal control the effect of random coverage by design. As ran-
domness may be encountered by all tests, each test may have a percentage
to execute a specific line. For some lines, this percentage is 100 %, for other
lines, it is lower. Thus, statistically, the randomness modifies the number
of tests that execute a line (the testcount) by the percentage factor. As a
result, shared coverage removal typically also removes random coverage.

To handle edge cases of random coverage, such as a single line that is only
executed by a specific single test in only 5 % of all executions, we can use the
strategy 2. We can interpret multiple coverage runs as a set of time-series
over source code lines, i.e., we create for each line a binary sequence of ones
and zeros that represent, over time, whether this line was executed or not.
We can create these time-series either per test run or per test. Per test run
may allow fast detection of lines that show a low probability of execution.
Per test allows identifying randomly executed lines for each test. Although
we expect this approach to be promising, we did not evaluate it due to
practical issues. Tracking code (and test executions) over time in a large
project is a rather complex tasks as shown by Sections 4.2 and 4.3.

For the rest of this work, if not specified otherwise, we assume that the
effects of random coverage are mitigated by shared coverage removal. To
our experience, this assumption is typically true in practice.
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5.6.2 Flaky Tests

We call a test flaky if the test shows different results (pass/fail) in multiple
runs under the same conditions (inputs, local environment, software ver-
sion) [181]. The reasons for such behavior are diverse and include issues
with the test environment (e.g., file servers), performance impact of other
applications, “junk” data created by previous tests, timing/async issues,
resource leaks, and randomness due to concurrency issues in the application
or the operating system [169, 181].

Empirical data from Google indicates that up to 16 % of all tests at Google
show flaky behavior [193]. Microsoft reports that 14 % to 52 % of all builds 10% to 20% of all tests show flakiness

show flaky test failures [169]. A study on 61 Java projects found that “18 %
of test suite executions fail and that 13 % of these failures are flaky” [168].
Similarly, the Firefox testing process also contains a considerable amount
of flaky tests [215]. This number is similar for SAP HANA, where we also
find a non-negligible number of flaky test results.

Flaky tests create a threat to the validity of results for approaches ex-
ploiting historical test results, and to a certain degree also for research based
on coverage data. A large amount of previous work in this domain assume
perfectly stable test conditions, and repeatable, deterministic test results.
This might not be the case for projects above a certain size, which calls for
an evaluation of such approaches for very large projects.

To eliminate the impact of flaky tests on results in this work, we run a
test up to four times if a previous run fails, and we keep the coverage of
failed test runs. There are several projects in the context of SAP HANA that
attempt to classify test results as correct or erroneous utilizing techniques
from machine learning (specifically, scalable SVMs).

5.7 Threats to Validity

We discuss possible threats to the validity of our work.
Test Suites Granularity: Our coverage data is based on test suites

that include a set of tests. However, in practice, even single test cases call
complex logic and include several checks.

Flaky Tests: As explained in Section 5.6.2, flaky tests influence all
analyses based on test success. Therefore, we avoid any approaches that
rely on the correctness of a test result.

Safeness of TCS: Our TCS strategies are not safe. They can omit test
cases that would otherwise have detected faults. This must be considered
during a risk analysis of the costs and benefits as we show in Section 5.2.

Random Coverage: We observed random coverage. The amount is
rather low compared to the total coverage size. Hence, the impact on our
results is marginal. In practice, shared coverage removal typically removes
random coverage and further approaches were not required.

Relation between Coverage and Bug-Finding Ability: Some ap-
proaches may assume that the bug-finding ability of a test suite 𝑇𝑆1 and a
𝑇𝑆2 is similar, if coverage(𝑇𝑆1) = coverage(𝑇𝑆2) (without further defining
the similarity here). This seems to be an undecided research question, see
Chapter 4 fur further details and discussions.
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A Database Is a Special Environment: By design, every call of a
database executes a large shared part of the database stack. We argue
that this shared design applies in fact to a wide field of software branches.
Software following the MVC pattern, such as any software with a GUI, has
a large shared part. Software with a single entry point is another common
example, such as parsers, I/O software or command line tools.

Tests Are Not Independent The test independence assumption does
not always hold [267]. We also observed this for SAP HANA. This does not
affect our work, because we use coverage on a test suite level. Test suites
are independent because each test suite is executed completely separated.

Definition of Line Coverage:
We defined line coverage in Section 3.1.5. This definition also defines a

“line” as a sequence of characters followed by a line break. However, the
position of a line break is decided by a developer and can therefore be at
arbitrary places. This can lead to several effects:

• All source code is written in a single line without line breaks.
• The amount of line breaks depends on the developer.
• The position of line breaks depends on the developer.

In the first case, line coverage will be meaningless. In practice, this
extreme case does not occur because the resulting source code is considered
unreadable for humans and not maintainable.

In the other cases, if the amount and positions depend on the developer, a
style guide may formally decide the placement of such line breaks [152] and
therefore reduce the ambiguity. Such a style guide can be automatically en-
forced by tools. Even then, developers can choose different implementations
for the same task which results in a varying amount of lines.

We conclude that it may not be possible to strictly control this threat.
However, this threat may not affect results in a large corpus because we do
not expect large deviations. In our work, we typically compare line numbers
only by their magnitude. For instance, if a program 𝑃𝐴 contains 212 374
lines of code (LOC) and a second project 𝑃𝐵 contains 5 312 413 LOC, then
we conclude that 𝑃𝐵 is “larger” by a magnitude. However, a third project
𝑃𝐶 with 5 313 880 LOC would be of the same size as 𝑃𝐵 . The difference of
fewer than 5 000 lines is not significant.

5.8 Conclusions

We described and discussed several techniques for test cost reduction in large
projects. Our presentation shows that large projects exhibit several specific
characteristics that are often not considered in related work for test cost
reduction. Conclusively, it is important to design approaches for test cost
reduction in large projects that are tailored to the specific characteristics
of large projects. This motivates our main contribution, dynamic unit test
extraction in Chapter 6, which is focused on reducing the negative effects
generated by system tests with large execution times.

We also presented several approaches that target the characteristics of
large projects, such as multiple testing stages or test core identification. We
use these approaches as building blocks for our dynamic unit test extraction.
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In this section, we introduce our main contribution, a practical approach
to reduce test costs by reducing the time spent on executing tests without
negative effects on the overall quality of the software. The approach is
practical because it is implemented for a large real-world software application
and it is designed in such a way to fulfill several requirements of practitioners
regarding the maintainability of tests and overhead for practical usage.

As we discussed in Chapter 1, tests with large execution times, say 30
minutes or more, contribute substantially to the test costs of large projects.
Therefore, we aim to reduce costs created by such tests. The core technology
to tackle this problem is dynamic unit test extraction, i.e., we analyze the Dynamic unit test extraction

execution of tests with large execution times and use this information to
extract one or multiple smaller tests.

This technique combines several aspects of this work. We use static
analysis provided by our own Clang compiler plugin (Section 6.1.4.2 and
Section 6.2.5) and test core detection (Section 5.5) based on coverage data
(Chapter 3) to identify the part of a test execution that is important to ex-
tract. We then monitor the execution of a test and use time-travel debugging
(Section 6.1) and object creation techniques (Section 6.2) to dynamically
extract source code for C++ unit tests. We optionally reduce the number
of unit tests by coverage-based test suite reduction (Section 3.3.4). Finally,
we use a multi-stage testing strategy (Section 5.2) to efficiently reduce test
costs while maintaining the same level of quality for the software under test.

Previous work on extracting behavior from system tests use terms such
as test extraction/factoring [123, 224, 225], carving [80, 81], capture and
replay [142, 146, 207], or codelet extraction [42].

A large fraction of related work proposes to store the recorded information
in a binary format [80, 81, 123, 146]. This has several practical drawbacks. Disadvantages of binary formats

A binary format is neither human-readable nor maintainable, resulting in
tests with very limited value in practice according to the feedback of our
industry partner. Developers strongly advocate having tests that can be
understood and maintained by humans.

Our work is, to the best of our knowledge, the first effort to investigate
dynamic unit test extraction for C++ . We believe that C++ proposes several Different approaches for various pro-

gramming languages.challenges t be handled separately compared to other languages such as
Java, Python or R. Related work investigated test extraction for R [167],
Java [146, 224], LLVM-IR [42], or FORTRAN [123, 157]

We provide further details about related work within the corresponding
sections for our approaches, see Sections 6.1.8 and 6.2.8.
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We focus in this chapter on our approach for dynamic unit tests extraction
and its requirements. We first introduce our approach based on time-travel
debugging and then describe a technique that finds options to create objects.
Finally, we also discuss an approach for automated mock proposal.

6.1 Dynamic Unit Test Extraction via Time-Travel Debugging

Compared to system tests, unit tests execute faster and allow more precise
fault localization. Consequently, it can be beneficial to replace a system test
by an equivalent suite of unit tests. However, writing unit tests for complex
applications can require more development effort. Hence, techniques have
been proposed to extract unit tests from system tests. However, these
approaches have limitations such as serialization of object states that causes
hard-to-maintain and partially incomprehensible test code, scalability issues
due to a whole project approach, or missing support for C++ .

We address these issues by an adaptive approach for extracting code-only Code-only unit tests

unit tests. As a central technical element we exploit time-travel debugging Time-travel debugging

for efficient and accurate reconstruction of object states. The extracted unit
tests mimic relevant parts of the system tests, and, by displacing the latter
in early testing stages, save resources and facilitate fault localization.

Our evaluation on SQLite and SAP HANA indicates that there is a
large potential for test cost reduction with our technique. The extraction
process overhead is feasible, with an average slowdown factor of 14 for SAP
HANA. The acceptance of generated tests is high for SAP HANA, as all
of 789 extracted unit tests have passed code reviews and were accepted by
developers. Finally, compared to automatic unit test generation via symbolic
execution, our technique can achieve higher line coverage in specific cases.

6.1.1 Introduction

We focus on reducing the costs associated with regression tests. Such tests
are re-run after essential code changes to ensure that previously developed
and tested software keeps its behavior. Within the workflow of continuous
integration, regression tests are executed for every change that is merged
to the main code line which can result in frequent executions. This is still
acceptable for fast running unit tests, yet for long-running system tests, a
high execution frequency can be prohibitive in terms of waiting time and
hardware usage. In addition, system tests typically make fault localization Disadvantages of tests with large exe-

cution times.more difficult and are more likely to exhibit non-deterministic behavior [181].
Table 6.1 summarizes our observed differences. Thus, if a system test focuses
on a particular functionality or a code region, a suite of equivalent unit tests
might be a better choice instead.

System Test Unit Test

Coding effort low high
Execution time medium to very large short
Fault localization difficult precise
Test flakiness frequent rare

Table 6.1: Contrasting unit tests and
system tests based on the observations
for SAP HANA.
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In complex software projects, the effort of coding a system test (in par-
ticular when targeting a small part of the code) can be much lower than
writing a suite of equivalent unit tests. We observed this phenomenon in
the development process of SAP HANA. In this project, system tests lever-
age a Python framework and typically consist of a simple SQL statement
that is executed and the result is checked for correctness. Such new system Creating unit tests can require more

effort than creating system tests.tests are simple to write and to maintain. In contrast, coding a single unit
test (which is written in C++ ) may require multiple hours. This can be
attributed to several factors: a complex process of setting up the compi-
lation targets, manually writing unit tests in a test framework (involving
preprocessor macros), identification of object creation steps, and, for legacy
code, modifications to a complex C++ codebase to make it testable.

Consequently, developers are more inclined to write system tests even
if they want to test only a specific functionality of the product. However,
the resource demand incurred by the system tests is substantial. Therefore,
we propose dynamic unit test extraction, or test carving [81, 167] to reduce Dynamic unit test extraction

the resource consumption. To this end, a system test is executed in an
instrumented environment, and values of input arguments and outputs for
targeted functions are recorded. Then, we use this data and a template
framework to generate the source code of the unit tests.

Prior work on carving targeted Java [81], FORTRAN [123], or R [167].
However, these techniques have limitations for large projects such as:

1. object serialization in a custom format,
2. missing support for C++ ,
3. scalability issues for large projects with millions of lines and functions.

We address these issues by proposing a scalable approach for extracting
“source-code-only” unit tests in C++ . Our method utilizes time-travel de- Time-travel debugging

bugging [84, 250], i.e., reverse-execution of a program flow to reconstruct
object creation and modification. Therefore, only source code is generated,
and any “non-code” representation (e.g., binary data, XML) is not required
for the unit test setup. This improves the maintainability of the extracted
tests ([220]) and increases their acceptance by developers at SAP HANA.

Moreover, we specifically target C++ . Several approaches for Java [81,
224] require substantial modifications to work in C++ regarding the memory
model and availability of runtime information about internal program state.
Moreover, authors of previous work for FORTRAN and R question whether
their approaches can be transferred to C++ [123, 167]. Finally, we use
differential analysis on coverage data to identify test intentions and reduce
the number of generated unit tests. Our contributions are:

• An approach based on time-travel debugging for generating maintainable
C++ code for unit test setup.

• A prototypical implementation for extracting maintainable unit tests in
C++ source code by capturing data from executions of system tests.

• A process for reducing test costs by combining a differential analysis on
coverage data, unit test extraction, and a multi-stage testing strategy.

• An evaluation of our approach in terms of potential test time savings, ex-
traction overhead, developer acceptance, and coverage comparison against
test generation via symbolic execution.
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6.1.2 Motivation

In this section, we illustrate via examples how time-travel debugging is
leveraged to extract maintainable unit tests. For confidentiality reasons, we
cannot show source code of SAP HANA. Therefore, we use examples from
SQLite [121]. SQLite provides 1 000 <name>.test files implementing 40 000
test cases for the publicly available test suite (so called TCL Tests) [121].
For instance, main.test tests main.c and contains tests such as:

1 do_test main -1.8 {
2 db complete {DROP TABLE "xyz ’;}
3 } {0}

An analysis reveals that a large amount of test cases in main.test test
the function int sqlite3_complete(const char *zSql) in complete.c,
a function with 158 lines and 41 executable lines of code (Section 6.1.3.2).
While executing main.test, we record the values of arguments and return
values for sqlite3_complete, and generate 52 unit tests with distinct sets
of arguments for this function. These test cases can be reduced to only 4
tests with identical cumulative line coverage (Section 6.1.3.5):

1 TEST( SimpleExample , test1 ) { // default template
2 int expected = 0; // extracted oracle
3 int result = sqlite3_complete ("DROP TABLE \" xyz ’;");
4 EXPECT_EQ (expected , result );
5 }
6 TEST( SimpleExample , test2 ) { // short version
7 EXPECT_EQ (0, sqlite3_complete ("\n /* */ EXPLAIN -- A comment

\n CREATE /**/ TRIGGER ezxyz12 AFTER DELETE backend BEGIN \
n UPDATE pqr SET a=5;\n"));

8 }
9 TEST( SimpleExample , test3 ) {

10 EXPECT_EQ (0, sqlite3_complete ("\n CREATE TRIGGER xyz AFTER
DELETE [; end ;] BEGIN \n UPDATE pqr ;\n"));

11 }
12 TEST( SimpleExample , test4 ) {
13 EXPECT_EQ (1, sqlite3_complete ("\n CREATE -- a comment \n

TRIGGERX tangentxx AFTER DELETE backend BEGIN \n UPDATE
pqr SET a=5;\n"));

14 } // we omit repeated whitespaces for brevity

These 4 tests execute 10 times faster than main.test without reducing line
coverage. As one of the main purposes of main.test is testing the complete
function, we could probably run the extracted tests instead of the large
test suite (Section 6.1.3.6). This example shows the overall process and
illustrates potential test costs savings.

Since the function is fairly simple and the tests in main.test are probably
already designed as unit tests, we also provide a more complex example that
involves object creation. We identify a central function of SQLite in hash.c
and trace its arguments in order to extract a unit test:

1 * sqlite3HashInsert (Hash *pH , const char *pKey , void *data)
2 // example data when we execute table . test :
3 pH: 0x16327e8 ->{ htsize =0, count =1, first =0 x15bcd10 , ht =0 x0}
4 pKey: 0 x153f678 -> " NOCASE "
5 data: 0 x153f600 -> ?

The function requires object pH of type Hash, a pointer to a string, and
an argument data of an void type pointer. For a developer who aims to
create an unit test, creating code for correct instantiation and initialization
for the arguments pH and data might require a lot of effort. By leveraging
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a time-travel debugger (active during execution of a system test), we can
“execute backward in time” to reveal the construction of object pH: Reverse execution

1 -> reverse execute
2 Hardware access watchpoint 6: *0 x16327e8
3 Value = 0
4 sqlite3HashInit (pNew= pNew@entry =0 x16327e8 )
5 { htsize = 0, count = 0, first = 0x0 , ht = 0x0}
6

7 -> reverse execute
8 Hardware access watchpoint 6: *0 x16327e8
9 Value = 0

10 0 x00007fd19f2eaa2b in __memset_sse2 () from ...

Based on this data, we can construct pH by allocating memory for it and
subsequently calling sqlite3HashInit. To finalize the initialization of pH,
we must set count to 1 and construct the object referenced by first. To
create the third argument data, we perform another reverse execution:

1 -> reverse execute
2 Hardware access watchpoint 7: *0 x1632890
3

4 Old value = 23275784
5 New value = 0 // rev. exec . => old/ new switched
6 findCollSeqEntry ( create =1, zName =0 x52e828 " NOCASE ", db =0

x16325e0 ) at ...
7 165 pColl [0]. zName = ( char *)& pColl [3];

The construction of data requires object db, which is a central sqlite3
data structure, that can be created by the same recursive process.

The extracted unit tests could replace a system test as in table.test,
resulting in a time reduction by a factor of 100. In the case of SAP HANA,
the execution times of system tests vary between 30 minutes to several
hours. Replacing them by unit tests can result in a speedup factor of up to
10 000. Therefore, extracting unit tests from system tests is beneficial and
time-travel debugging allows us to extract maintainable unit tests.

6.1.3 Approach

Figure 6.1: Overview of our approach
for test cost reduction via dynamic unit
test extraction.

The examples in Section 6.1.2 show that several challenges must be solved
to dynamically extract unit tests from system tests if the unit tests should be
maintainable and the collection process should be feasible for large projects.
This section explains the details of our approach to solve these challenges.
Fig. 6.1 presents an overview of the individual steps of our approach.
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6.1.3.1 Definitions

We use the definition of (line) coverage as provided in Chapter 3. We use the
term unit test to describe a test that tests only a small unit of the code, and
the term system test to describe a test that executes the complete system.
Note that in practice developers do not always adhere to these definitions.

6.1.3.2 Preprocessing

In this step, we gather information about the C++ source code.
Static Analysis: We gather accurate information about the C++ source

code, notably a list of all types, functions, and arguments. Later steps
require such information as a binary-only analysis would not be sufficient
to create the C++ source code for the extracted unit tests.

Test Core Detection: We define the core of a test to be the part of
the source code that is intended to be tested by the test. We focus on a
function level, and so our test core is always a set of functions 𝐹 . For unit
tests, the test core typically contains exactly one function. For system tests,
the test core can contain a large number of functions.

We identify the test core by analyzing the coverage data as explained in
Section 6.1.4.2. Alternatively, a developer can manually specify a function
to investigate to reduce time for manual investigation and test code writing.

For SAP HANA, system tests typically execute more than 700 000 lines
of code. However, we noted that frequently, the purpose of a system test is System tests execute over 700000 LoC.

not to test all of these lines, but to test for some specific functionality that
comprises only a small subset of all lines, the test core. A calculation of test
similarities (Table 6.2) supports this argument.

6.1.3.3 Dynamic Test Data Extraction

In this step, we execute the set of functions 𝐹 identified by the previous step
to dynamically extract all required data for the generation of unit tests.

Conceptually, we want to log arguments and return values for each call
of a targeted function 𝑓 . Section 6.1.4.3 provides a brief discussion of
multiple approaches we investigated and partially adapted. In practice, our
implementation is adaptive to the types of arguments for 𝑓 , i.e., a function
with only arguments of type fundamental ([138], 6.9) requires less effort than
a function with complex objects as arguments. In this section, we focus only
on the most advanced approach for complex objects.

We use time-travel debugging [22, 23, 84, 155, 205, 206, 250, 253] to follow Time-travel debugging

the creation and modification of complex objects backward in execution time.
Time-travel debugging allows us to interrupt the program execution at the
entry of a specific function and for each function argument of type object, we
can follow the execution flow of the program in a reverse manner and watch
the object modification and creation. This approach provides an accurate
but also fast way to observe all required steps for the object setup.

To execute the functions in 𝐹 , we execute the original system test, or,
based on coverage data, all tests that execute a function in 𝐹 . During the
test execution, we record for each function in 𝐹 the argument and return
values, and, if required, more data such as the corresponding objects.
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6.1.3.4 Unit Test Creation

In this step, we use the results of the dynamic test data extraction and a
template framework to generate the source code for the unit tests. We use
the observed argument values to execute the function in a unit test and
we use the observed return value (and more data depending on the specific
function details) as a test oracle. We assume that the system test success
implies the successful execution of all intermediate functions.

6.1.3.5 Test Suite Reduction

In this optional step, we reduce the amount of extracted unit tests. We
apply coverage-based reduction as explained in Section 6.1.4.5. Our work
does not focus on this optional aspect since we received mixed feedback
from developers of SAP HANA about the benefit of this step. One group of
developers suggested keeping all tests because the generation is automated
and the execution time is very low. Another group suggested keeping the
number of unit tests “reasonably” low to support further maintenance.

6.1.3.6 Test Cost Reduction

In this step, we reduce the test costs by replacing the original system tests
with the extracted unit tests for the test core. We assume here that the
extracted unit tests evaluate the test core similar to the system test.

Under this assumption, the unit tests can replace the system test or, more
realistically, the system test can be executed less frequently, i.e., moved to a
later testing stage. A testing strategy that involves multiple stages provides Unit tests displace system tests.

a solution to reduce test costs in a safe way, i.e., the costs of frequent
system test runs are reduced by the dynamically extracted unit tests and
infrequent system test runs prevent any loss of quality for the final project.
See Section 5.2 for further details about the multi-stage testing strategy.

6.1.4 Implementation

We highlight in this section several key aspects of our implementation.

6.1.4.1 Static Analysis

We implemented a Clang [171] plugin for performing the static analysis. For
the complete C++ source code of SAP HANA with several million lines of
code, we gather 1.60 TiB of information about:

• Functions (≈ 3.20 million), e.g., source file, line numbers, signature, re-
turn type, namespace, visibility

• Types (≈ 600 000), e.g., source file, line numbers, inheritance, namespace,
constructors, member functions, friends, members

• Arguments of functions (≈ 3 million), e.g., name, type, modifiers

As Clang successfully compiles the source code of SAP HANA, we assume
that information provided by the Clang plugin is accurate and complete. For A Clang compiler plugin provides accu-

rate information.instance, Clang resolves type aliasing, handles preprocessor macros trans-
parently, supports templates, informs about inlined functions and implicitly
generated functionality, or recognizes class hierarchies and object members.
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6.1.4.2 Test Core Detection

We collect coverage data for all system tests as described in Section 6.1.3.1
and apply differential analysis as follows. For a test suite 𝑆 with a system
test 𝑇 ∈ 𝑆 and line coverage data 𝐶 for 𝑇 , we remove each line in 𝐶 that
is also covered by other tests in 𝑆. The result of this process is the subset
𝑈 ⊆ 𝐶 that is tested only by 𝑇 . Alternatively, we calculate 𝑈 so that 𝑈 ⊆ 𝐶

contains only these code fragments that are covered by the smallest subset of
other tests. We map 𝑈 to the corresponding functions within the source code,
resulting in a set of functions 𝐹𝑢. We have to adjust for randomness, i.e.,
remove all functions that are known to exhibit nondeterministic execution.
We identify such functions by comparing multiple coverage runs. The process
results in a set of functions 𝐹 . The cardinality of 𝐹 depends on the system
test characteristics. Based on our experience, the cardinality very low,
typically reaching a value of 1. Fig. 6.2 shows an example where test 1 is
the only test to cover fragment 6, in contrast to code fragment 2 that is
executed by all tests. In this case, fragment 6 could be the core of test
1 and fragment 2 could implement functionality that is shared by all test
executions, e.g., memory management.

Source Code Fragment (𝑆𝐶𝐹 )

Test 1 2 3 4 5 6 7 8 9

Test 1 x x x x x x x
Test 2 x x x x
Test 3 x x x x x x
Test 4 x x x x
Test 5 x x x x x x

Figure 6.2: Example of code fragments
executed by multiple tests. A green
color with 𝑥 indicates that a test exe-
cutes the corresponding fragment. By
differential analysis, we can identify
that only test 1 covers 𝑆𝐶𝐹 6 and 𝑆𝐶𝐹

2 is covered by all tests.

6.1.4.3 Dynamic Test Data Extraction

We extract input and output data for a function call. More precisely, we
monitor the values of arguments of a function as the execution calls the func-
tion and we monitor the return values. In either case, we will obtain memory
content in a binary format. However, we aim to generate a developer-friendly
presentation in terms of typical source code, i.e., instead of using a binary
representation for memory state, we want to provide the source code that
is required to obtain the desired state.

We propose the use of an adaptive approach for dynamic unit test extrac-
tion depending on the function arguments:

• Extract argument and return values using a debugger (Section 6.1.4.3) if
the types are fundamental or enum.

• Extract argument and return values, and object members with a debugger
if the types are object-type with only public members of type fundamental
or enum and a default constructor.

• For other object types, apply time-travel debugging (Section 6.1.4.3) to
trace object creation/modification.

• For member functions, use any of the previous methods to extract the
corresponding object and dependent objects.
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Debugger: A debugger allows investigating data and execution flow
of a function without recompilation. We use GDB [237] which provides a
convenient Python interface for automation and handles a wide range of
C++ and x64 specific behavior. We also developed tools for GDB which
support additional features such as handling recursive function calls beyond
the capabilities of the GDB finish command.

We use GDB without time-travel debugging for types fundamental or
enum. For complex types, such an approach is not suitable. They may have
private fields or constructors with additional dependencies. Tracking the
creation of such complex objects with GDB leads to impractical overheads
for our application. The overheads are due to the need for multiple test
executions or extensive debug monitoring.

Time-Travel Debugger: A time-travel debugger enhances a debugger
with the ability to execute a program backward. In practice, the execution
does not strictly flow backward. Instead, state snapshots are used to simulate
a backward execution. For our implementation, we use UndoDB [250]. UndoDB

UndoDB analyzes the binary that is executed and determines all sources of
nondeterministic data such as system calls. These sources of nondeterminism
will be captured during runtime. In addition, UndoDB creates copy-on-
write snapshots of the program state during execution. UndoDB then allows
reverting the execution flow to a historical state 𝑆 of the process image.
The program continues from 𝑆 and executes all deterministic operations. In
the case of nondeterministic operations, the captured events are replayed.
When reverting to a program state between two memory snapshots, UndoDB
identifies the closest snapshot and forwards the execution to the desired state.

Figure 6.3: Using time-travel debug-
ging to identify how object 𝐶 is created
and modified. In this example, 𝐶 is cre-
ated in steps 𝐶1/𝐶2, and modified in
steps 𝑀1 to 𝑀3.

The authors of UndoDB state that nondeterministic operations represent
only a small fraction of a typical software program execution [250]. Hence,
UndoDB works even for large programs such as SAP HANA. UndoDB
extends GDB [237], resulting in effortless migration between both tools.

Time-travel debugging provides an accurate and fast approach to identify
the construction of complex objects because it allows following the execution
flow backward until a point of interest. Fig. 6.3 visualizes the concept.
Assume that the first argument of a function 𝑓 is a complex object 𝐶. We
start reverse execution at time 𝑡2 corresponding to an invocation of 𝑓 . We
watch the memory address 𝑀1 of 𝐶 for a write access backward in time.
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Our watchpoint is triggered at 𝑡0; here the innermost frame is a constructor
(static analysis (Section 6.1.4.1) provides this information). By comparing
the state of 𝐶 at 𝑡0 and 𝑡2 we detect that a member variable 𝐴 has a different
content. We go back to 𝑡2 and watch the memory address 𝑀2 of 𝐴 for a
write access backward in time until 𝑡1. For a unit test, we combine the
source code for the object construction at 𝑡1 with the source code for the
object modification at 𝑡2 to create 𝐶2, and call 𝑓 with 𝐶2. 𝐶2 is in the same
state as 𝐶 for the system test. The test oracle is either the result of 𝑓 or
the state of 𝐶 after the function call.

Alternative Approaches: We also investigated other techniques to
monitor a function during execution such as binary instrumentation frame-
works, source code level instrumentation or switchable monitoring state-
ments. Due to limitations in terms of runtime and compile time overhead
we refrained from further considering them.

An instrumentation framework (e.g., Intel Pin [71, 180]) can modify the bi- Instrumentation framework

nary representation of a program and inserted statements to collect function
arguments and return values. In general, such tools support modifications
for all functions identified by a search pattern and the performance overhead
can be small if used sparsely. However, for complex arguments, the setup
process requires recursive dependency tracking which can lead to a large
amount of instrumentation and considerable resource consumption overhead.
In addition, a precise understanding of x64 calling conventions and their
register placement is required to monitor function calls.

Another approach is instrumentation on the source code level before or Instrumentation on the source code
levelas part of the compilation. This allows the compiler to optimize the modi-

fications resulting in reduced performance overhead. In addition, it is not
necessary to have a good understanding of calling conventions for functions,
because the compiler transparently applies them. However, complex argu-
ments can require several recompilations to recursively track their creation,
which results in a large time overhead. For instance, recompilation times
can range from seconds to a single full recompilation of SAP HANA, which
requires on a system with 40 cores (3 GHz CPU clock rate) up to 3 hours.

A project can be enhanced with switchable monitoring statements, de- Switchable monitoring statements

pending, e.g., on environmental variables. This avoids the re-compilation
overhead and is likely to have low runtime overhead due to CPU branch pre-
diction. However, we found considerable runtime overheads in performance-
critical code sections due to different decisions for alignment and inlining.
Multiple test reruns can still be required to identify the placement of all
switches for gathering all required setup steps for complex objects.

6.1.4.4 Unit Test Creation

We convert the extracted data into unit tests via configurable templates.
The only limitation we faced is the integration within the build system.
Selecting the correct minimum amount of header files, dependencies, linking
options, or test file placement, is currently done manually. Our work did
not focus on this aspect and we argue that it could be solved by including
all header files based on static analysis, linking the whole project to satisfy
all possible dependencies, and using a single directory for test files.
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We also filter all duplicates when we convert the extracted data into unit
tests, i.e., we select only one test for each distinct combination of argument
and return values. In an extreme case, this reduces the number of unit tests
for a function of SAP HANA from 3 224 680 to 256.

6.1.4.5 Test Suite Reduction

In this optional step, we apply coverage-based reduction, i.e., we keep only
the subset 𝑆𝑇 of tests 𝑇 such that 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒(𝑆𝑇 ) = 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒(𝑇 ) and the
cardinality |𝑆𝑇 | is lower or equal to the cardinality of any other subset with
the same coverage. More precisely, we utilize a heuristic solver for the mini-
mum set cover problem [53]. For the example mentioned in Section 6.1.4.4
with 256 distinct tests, only 7 tests remain after this step.

6.1.5 Evaluation

We investigate the following research questions (RQ):

RQ13 What reduction of test costs associated with frequent system test execu-
tions can we expect by applying our technique?

RQ14 How large is the overhead of recording data for unit test extraction during
system test execution?

RQ15 How does our approach compare to tests generated by symbolic execution
(in particular, KLOVER [258]) in terms of line coverage?

RQ16 To what degree the developers of SAP HANA accept the extracted unit
tests, and what is their feedback?

6.1.5.1 Environment

We use a workstation with 1 TiB RAM, 160 cores (2.10 GHz clock frequency),
and Linux (SLES 12). The state of our study projects is as of 2018-08.

6.1.5.2 RQ13 Test Cost Reduction

We analyze the potential test cost reductions in two ways:

1. We measure the test time reductions achieved by replacing system tests
via suites of unit tests.

2. We measure the overlap between lines covered by different system tests.

Test Time Reductions: We analyze the potential test cost reductions
on SQLite and SAP HANA. For SQLite, we measure the original time 𝑇𝑂

for system test executions, and we measure the time 𝑇𝑈 for the execution of
the corresponding unit tests. We generate the corresponding unit tests for
SQLite by our approach. We verify manually whether our unit tests reflect
the content of the system test and remove all cases where not.

For SAP HANA, we estimate the potential test cost reduction by a
comparison of existing system tests against existing unit tests. This is
possible in 107 cases. Note that the existing unit tests are only proxies for
the potential time savings, as we cannot assume that they cover the same
functionality as the system tests. However, due to the large number of tests,
we expect that the magnitude of our measurements is reasonable.
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We also analyze a second scenario where we include the setup times for
the system tests. They consist of compilation times and system preparation
(e.g., installation and startup). In this with setup scenario, we measure the
time 𝑇𝐶 from compilation start until the end of a system test execution.
The setup time for SQLite are very low, therefore we omit the results.

For each time measurement, we calculate the arithmetic mean of 20 single
measurements. We report the ratios 𝑇𝑂/𝑇𝑈 and 𝑇𝐶 /𝑇𝑈 in Fig. 6.4.

10 15 20 25 30

SQLite

0 100 200 300 400 500 600

SAP HANA

0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000

SAP HANA
with setup

Figure 6.4: Potential test time reduc-
tions due to replacing system tests by
unit tests (as ratios of system test ex-
ecution time to unit tests execution
time). Factors for SQLite based on
extracted unit tests, results for SAP
HANA based on existing unit tests.

For SQLite, the ratios are rather small. We attribute this fact to:

1. The small code size of SQLite with less than 150 000 lines of code. SQLite
starts an empty database in less than a second.

2. SQLite TCL tests mix SQL system tests and unit tests.

It is therefore unclear, whether a project such as SQLite would benefit
from our approach. We expect that for projects with a fast test suite, the
test cost savings could be too small to justify the required time investment
to apply our technique. However, such projects still benefit from other
advantages of unit tests such as more precise error localization

For SAP HANA, the results reflect our initial assumption that system
tests have considerably higher test costs compared to unit tests. The addi-
tional setup costs for system tests increase the total time cost by approx-
imately a factor of 10. However, in practice, the factor depends on the
configuration of the test framework and the testing strategy, which are both
rather complex for large projects.

Coverage Overlap: To show that there is indeed a considerable overlap
between sets of lines covered by different system tests, we use distance
functions to calculate test execution similarities between two coverage data.
As defined in Section 3.3.3, we use 𝑑𝑢 (the number of lines executed by only
one test) and 𝑓𝑠 (the number of lines executed by both tests).

For SQLite, we consider the set of coverage data 𝑆𝐶𝑆 for all test suites
represented by .test files, but we do not include fuzzy tests or tests only
relevant for special configurations (testing nothing). For SAP HANA, we
consider the set of coverage data 𝑆𝐶𝑃 for all system test suites. We cal-
culate 𝑑𝑢, 𝑓𝑠 for all elements in {(𝑥𝑖, 𝑥𝑗) | 𝑥𝑖, 𝑥𝑗 ∈ 𝑀 and 𝑖 > 𝑗} where
𝑀 represents 𝑆𝐶𝑆 or 𝑆𝐶𝑃 , i.e., we consider the “upper triangle” of the
Cartesian product 𝑀 × 𝑀 . We then report the minimum, maximum and
arithmetic mean (AM). Table 6.2 presents the results.
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Covered Lines 𝑑𝑢 𝑓𝑠

Name # Min AM Max Min AM Max Min AM Max

𝑆𝐶𝑆 721 8 670 11 626 19 822 40 3 974 11 833 8 058 9 639 17 677
𝑆𝐶𝑃 1 874 15 221 703 419 1 095 506 428 274 412 1 131 136 471 566 214 1 038 969

Table 6.2: Distance metrics for cover-
age data of all test suites 𝑆𝐶𝑆 (SQLite)
and 𝑆𝐶𝑃 (SAP HANA). 𝑑𝑢 repre-
sents the “unshared” part, and 𝑓𝑠 the
“shared” part.

For SQLite, all tests execute the same set of 8 085 lines, because, to
our understanding of the source code, the test environment always starts an
empty database. For both projects, the percentage of the same lines that are
(on average) executed by all tests is fairly high (83 %, 80 %). This indicates
a large number of redundant test executions and therefore potential test
cost reductions. The minimal difference of two test suites is in both cases
comparatively low indicating that it would also be possible to replace two
system test suites by one system test accompanied by unit tests that cover
the differences between the original two system tests. We conclude that both
projects show the characteristic that system tests cover to a large fraction
similar code and the test core may only be a small fraction.

Answer RQ13
For projects with a fast test suite such as SQLite, the possible test cost
savings are comparably low with a factor less than 20. For SAP HANA,
the possible test cost savings can be up to a factor of 1 000. For both
projects, we expect that, in average, the test core is rather small and the
redundancy in terms of executed lines is rather large. Therefore we expect
considerable test cost reductions for both projects with our technique.

6.1.5.3 RQ14 Overhead

We investigate 50 system test suites for SAP HANA and 879 test suites
for SQLite. For each test suite, we measure the arithmetic mean of the
execution times for 20 executions in three configurations:

1. 𝑇𝑂 for the original configuration without modification,
2. 𝑇𝑆 for our approach using regular debugger (see Section 6.1.4.3),
3. 𝑇𝑇 for our approach with time-travel debugging (see Section 6.1.4.3).

We calculate the overhead factors 𝐹𝑆 = 𝑇𝑆/𝑇𝑂 and 𝐹𝑇 = 𝑇𝑇 /𝑇𝑂 and
present them in Fig. 6.5. For SQLite, the mean overhead factors are 17.86
for 𝐹𝑆 and 136.56 for 𝐹𝑇 . For SAP HANA, the mean overhead factors are
1.03 for 𝐹𝑆 and 13.43 for 𝐹𝑇 . Note that for SQLite, 𝑇𝑆 is within a range of
0.30 s to 140 s and 𝑇𝑇 within 0.60 s to 194 s.

Due to the lack of execution progress, we had to abort the measurements
for 𝑇𝑇 for SQLite in 1 case and for SAP HANA in 7 cases. This shows that
time-travel debugging currently does not support all scenarios. The root
causes remain unclear, we assume that frequent occurrence of nondetermin-
ism resulted in large runtime overheads.

We did not measure the memory overhead. The methodology to measure
varying memory usage within a shared memory system is very complex.
Furthermore, we never experienced memory issues during our experiments.
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Figure 6.5: Runtime overhead factors
for system test executions with record-
ing via regular debugger (𝐹𝑆) and time-
travel debugger (𝐹𝑇 ).

We identify the startup time of our approach as a major cause of the
large factors of SQLite. Most of the SQLite test suites run in less than a
second, therefore a fixed time for the startup can considerably increase the
overhead factors even when the execution time of the tests is similar.

For SAP HANA, the small overhead factors for 𝐹𝑆 follow our expecta-
tions for GDB with hardware breakpoints as they should have a negligible
overhead to the execution time of the application. For 𝐹𝑇 , the overhead
is still in a practical range for large projects. However, the large standard
deviation and several timeouts indicate that the behavior of the test has a
large influence on the actual overhead.

Answer RQ14
Dynamic unit test extraction via time-travel debugging leads to an average
factor for runtime overhead of 13.43 for SAP HANA. For SQLite, this
average factor is 136.56. Nevertheless, the approach is still feasible as test
extraction is performed rarely.

6.1.5.4 RQ15 Comparison against KLOVER

KLOVER is one of the few recent research tools for to automatically gener-
ates tests in C++ [258]. However, the purpose is different to our approach
as we aim to extract unit tests and KLOVER generates new unit tests via
symbolic execution. However, we still compare to KLOVER in terms of num-
bers of lines executed by the generated tests (i.e., line coverage) too obtain
additional information on how both approaches handle complex situations

We identify several files of SQLite where the line coverage of KLOVER is
reported ([258], Fig. 4, values extracted automatically [221]). We select the
files hash.c with the highest and vdbe.c with the lowest manual coverage
(we skipped random.c because unit tests for randomness require a different
methodology). In addition, we also analyze complete.c.

We manually setup memory management. SQLite dynamically initializes
memory management functions such as malloc during startup and fails with
nullpointer function access if they are not initialized. We categorize this as
a static access, a limitation described in Section 6.1.6. We expect that the
authors of KLOVER implemented the same adaptation.

For each file, we identify the set of functions by static analysis. For each
function 𝑓 in a file, we find all tests 𝑇𝑓 that test this function by using our
test core approach. Then, we execute each test in 𝑇𝑓 and dynamically extract
unit tests for 𝑓 . We skip the test reduction step. We only investigate the
final line coverage which is not changed by the coverage based test reduction.
Fig. 6.6 reports the results for all study cases.
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Line Coverage [%]

KLOVER

File Manual Automatic Our Approach

complete.c 82% 56% 78%
hash.c 98% 65% 100%
vdbe.c 1% 2% 1%

Figure 6.6: Results reported by the au-
thors of KLOVER [258] and our ap-
proach.

In the case of complete.c, the unit tests extracted by our approach cov-
ered all executable lines except for a function with a void pointer argument:
function int sqlite3_complete16(const void *zSql). We do not have
information about the void pointer and reverse execution lead to the external
TCL library where our analysis aborted. In fact, the argument is extracted
by a TCL function call: Tcl_GetByteArrayFromObj(objv[1], 0). Our
implementation does not support such external code.

In the case of hash.c, our approach creates a large amount of tests
for unsigned int strHash(const char *z), a function calculating hash
values. This set of tests likely has limited value because the distribution
of return values is a more interesting property to check for a hash function
than verifying hashes of individual inputs.

For vdbe.c, our approach was not able to extract the state for the argu-
ments of the sqlite3VdbeExec(Vdbe *p) function that represents a large
part of this file. The argument is a rather complex object that represents
a virtual machine with its own state and contains the state of the global
database via a pointer. We extracted several instances of this object that
passed a manual inspection for correctness but resulted in segmentation
faults when executed. We assume that KLOVER was also not able to gener-
ate this complex object, which would explain the low coverage of KLOVER.

We are not able to identify the strengths and weaknesses of our approach
against KLOVER in terms of line coverage due to the unavailability of the
source code for the tests generated by KLOVER. However, we expect that in
all cases when we successfully extract the state of arguments and therefore
call a function, we benefit from a large system test suite and can reach a high
coverage. In contrast, KLOVER not only has to construct an argument to
be able to call a function but must also resolve all conditions and branches
within the function to reach a high coverage.

Answer RQ15
For source code covered by system tests, our approach results in higher
coverage compared to KLOVER when arguments can be successfully mon-
itored. However, there are also cases where we are unable to extract unit
tests with our approach resulting in lower coverage compared to KLOVER.

6.1.5.5 RQ16 Developer Acceptance and Feedback

Developers of SAP HANA used a prototype implementing our approach to
extract 789 distinct unit tests for multiple C++ files. These unit tests were
submitted (as source code) to the central repository where a mandatory
code review is required for acceptance. All 789 unit tests were accepted by
developers with a positive code review.
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Since we do not focus on a detailed user study, we only briefly summarize
the feedback from code reviews. Some developers appreciated the number
of tests, some favored to reduce the number of tests with a test suite reduc-
tion approach (see Section 6.1.4.5). Some developers pointed out that the
extracted tests should be extended with more input values based on their
code understanding. We conclude that the extracted unit tests can provide
a better understanding of the test coverage compared to system tests. Some
developers have shown interest in applying our tool to more functions.

Based on the acceptance rate and feedback, we assume that develop-
ers generally accept maintainable unit tests with test oracles that provide
additional unit test coverage if they do not require additional effort.

Answer RQ16
Developers of SAP HANA accepted all of 789 extracted unit tests. The
corresponding code reviews provided positive feedback.

6.1.6 Limitations and Threats to Validity

6.1.6.1 Conclusion validity

Due to the size of the projects, we decided to evaluate only samples. A more
comprehensive study is required to improve the confidence in our results.
However, the existence of results shows that our approach is practically
feasible, it is only unclear to which extent. In Section 6.1.8, we discuss the
work of Křikava and Vitek where they show the feasibility of dynamic unit
test extraction in a large evaluation for R.

6.1.6.2 Construct validity

Our definition of a test core may lack generalization. Based on discussions
with our industry partner, there are cases where the results for test core
identification are confirmed unanimously, but in other cases, there are dis-
cussions whether error checking code, utility code or pre/postprocessing
code should be involved. Therefore, the final decision of whether to displace
a system test is currently done by developers.

6.1.6.3 Internal validity

Due to test flakiness, we are unable to evaluate the effectiveness of our
approach in terms of failure detection rate. When we analyze the failure
detection rate on historical data, the analysis is biased by a large percentage
of flaky system tests. For SQLite, we found a flakiness rate of 0.60 % for
test executions as we measured execution times. The flakiness rate for SAP
HANA is also larger than 0. Therefore, we would not know whether a test
failure indicates flakiness or limitations in our approach. However, we argue
that our approach does not reduce the quality for the final product due to
the multiple testing stages.

To the best of our knowledge, mutations would not provide further in-
sights, because when a system test execution can detect a mutation in a
function 𝑓 , our extracted unit tests for 𝑓 can detect the mutation, too.

Our current implementation does not support all the functionality pro-
vided by C++ . The most important issues are:
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1. We do not fully support calls to static methods that change global state,
such as file system read and write calls or network read and writes. For
manual unit tests, the typical solutions in C++ involve rewriting the source
code or introducing a completely new implementation with preprocessor
or a linking order approach. It is unclear to us how to provide a general
automatic and maintainable solution for this problem. Related work also
report this problem as unsolved.

2. We do not fully support implicit C++ code such as generated constructors
or several variants of template instantiations.

3. Pointers with void types require manual intervention. When a function
requires a pointer to a memory region as an argument, the caller typically
provides a second argument size. This is a frequent pattern in C code but
also appears in C++ code. We may identify simple cases with a heuristic.
However, complex cases require human intervention.

4. We do not support several specific corner cases or surprising usage of
the C++ standard [138], i.e., code that uses infrequently used idioms. We
attribute their presence to the size and age of the studied industry project.

System tests have several purposes. It is unclear whether our approach
would be beneficial for, e.g., performance, security, or usability tests.

We cannot prove the correctness of the extracted tests. We assume that
a successful system test execution implies a correct behavior of the called
functions. However, two functions could produce wrong results, but the
combination of them might mask the failure in a system test. Fault masking
is a widely known phenomenon, but we did not encounter such a case.

6.1.6.4 External validity

SAP HANA has several specific properties. It is

1. a database system,
2. an industrial project,
3. a large project,
4. tested by a large set of system tests.

The database context could affect the expected cost savings because
software in other areas might have a different proportion of system tests to
unit tests (see Section 6.1.7). The incentive for developers to minimize time
and effort for test writing (and so prefer to code system tests instead of unit
tests) could be affected by the industry setting. However, we observed a
similar pattern in SQLite. For small projects, where all tests execute in less
than a minute, further test cost reduction might not be beneficial. Finally,
our approach requires an existing suite of system tests.

6.1.7 Generalization and Utility

We expect that our approach or parts thereof can be used in other program-
ming languages. Related work already targeted Java, R or FORTRAN.

Our approach can considerably reduce test costs when system tests ex-
ecute to a large degree some common code (e.g., startup/teardown code).
Database systems show this characteristic, but it is also present in compilers,
GUI applications, or data analysis software.



158 testing in very large software projects

Dynamic unit test extraction can also be useful in cases where no system
tests exist, but any other form of execution is possible. For example, a
developer can manually execute the program and extract unit tests for a
specific part with less time effort than manual unit test creation.

We expect that dynamically extracted unit tests can be used as input for
other techniques such as test case amplification, test case reduction, program
analysis, or automated fault localization. Differential analysis on coverage
data or time-travel debugging could improve other research techniques in
terms of accuracy and execution time.

6.1.8 Related Work

Previous work on extracting behavior of system tests use terms such as test
extraction, carving, capture and replay, or codelet extraction.

Křikava and Vitek propose automatic unit test extraction for R [167],
which is to our knowledge the closest related work. Their tool Genthat
extracts unit tests from execution traces of R programs provided by existing
tests and so-called vignettes, runnable examples within the documentation
of R packages. They instrument functions to record arguments and return
values which are used to create source code for unit tests. Genthat extracts
≈ 1.30 million unit tests (26 838 without redundancy) for 1 545 R packages.
We improve their work by reducing the problem size with a coverage based
analysis and the utilization of time-travel debugging to recreate the source
code for objects and their state. The authors also state that it is unclear
“whether (their) approach would yield reasonable results in C or C++ (...).”

Elbaum et al. use the term test carving to extract differential unit tests [80,
81]. Their approach captures the program state immediately before (𝑠𝑏) and
after (𝑠𝑝) the execution of a target unit 𝑚. They instantiate 𝑠𝑏 and compare
the modified 𝑚 with 𝑠𝑝. Their approach serializes objects into XML [33].
Such a representation has low developer acceptance in industrial projects
due to maintainability issues. Our approach recreates source code required
to reproduce the state of objects, and we support C++ instead of Java. Also,
we apply differential analysis on coverage data to reduce the problem size.

Saff et al. propose automatic dynamic test factoring [224, 225]. Given a
system test that executes a subsystem 𝑇 and interacts with other components
𝐸, their approach generates unit tests for 𝑇 and introduces mock objects
for all interaction with 𝐸. For this, they record a transcript that contains
all procedure names and their arguments and return values. After the
subsystem 𝑇 is changed to 𝑇 ′, the transcript is used to verify that the
behavior did not change for any interaction of 𝑇 ′ with 𝐸.

Orso and Kennedy propose to record and replay all interactions with a
subsystem of interest within a software program [207]. They employ an
elaborated algorithm to reduce the size of the captured state by recording
only these parts that are required for the replay and recoding events that
recreate state to further reduce the state size. Joshi and Orso report on the
SCARPE tool that implements this technique [146]. In comparison to their
work, we target methods proposed by coverage based differential analysis
and we aim to recreate source code for the unit tests instead of serialized
object states and events. In addition, we support C++ .
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Hovy and Kunkel propose a technique to generate unit tests for legacy
FORTRAN code [123]. Their technique extracts data while running the
original application and uses this data for test inputs. This requires the
modification of the original application based on a static analysis with regular
expressions. Our approach uses precise information provided by our compiler
plugin and does not modify the source, therefore avoiding recompilation. In
addition, they state as a limitation that “we don’t believe that our analysis
approach with regular expressions would work for C or C++ ”. For objects,
they use serialization (although they consider “plain FORTRAN”) while we
recreate the C++ source code for the object creation.

Castro et al. propose CERE [42], a sophisticated tool for performance
benchmarks and optimizations that supports all languages supported by
LLVM [171]. CERE extracts a codelet, a specific part of the source code
such as a function, and creates a dump of the memory and cache dur-
ing program execution to allow codelet replay. Altogether, their approach
and implementation is promising but creates a binary state and LLVM-IR.
Although the textual IR could be an option for readable tests, it would intro-
duce a LLVM dependency and create additional complexity for translations
between LLVM-IR and C++ . Lee and Hall proposed a technique similar to
CERE but less sophisticated [172]. Kim et al. report on KGEN, a Python
tool that extracts FORTRAN kernels to standalone executables [157].

Jaygarl et al. propose to capture objects during execution and mutate the
states of these objects for test generation with high coverage [142]. Their
tool, OCAT, serializes objects in a global map during test executions and
mutates these objects in later steps to reach a high coverage level. Our
approach targets the extraction of maintainable unit tests and does not aim
to generate new tests. OCAT could be used to extend our approach.

KLOVER, developed by Fujitsu, targets C++ [177, 258] and extends the
basic concepts of KLEE [36] (a tool for C). They use symbolic execution to
automatically generate tests with high code coverage. Symbolic execution
solves constraints that are required to reach specific parts of the source code.
However, such tests lack a test oracle. Therefore, such tests typically search
for the violation of implicit test oracles such as assertions or exceptions. Our
approach aims to generate unit tests with test oracles derived from system
tests. However, both approaches could be combined, i.e., the results of our
approach could provide inputs to improve the results of symbolic execution.

Yoo and Harman provide a survey of techniques to reduce regression test
costs [257] and Kazmi et al. for regression test case selection techniques [149].
Garg et al. investigate concolic execution for C/C++ [98].

6.1.9 Conclusions

We propose dynamic unit test extraction to reduce the cost of regression tests
in large C++ projects. Our approach combines several techniques, namely
differential analysis of coverage data to reduce the problem size, time-travel
debugging for accurate and fast extraction of complex object states, and
multiple-stage testing strategy for safe test cost reduction. We address
several limitations of previous research, such as limited maintainability of
unit tests, limited support for large projects or missing C++ support.
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Our evaluation shows that there is a large potential for test cost reduc-
tion with our technique. The runtime overhead of time-travel debugging is
feasible, and the code coverage of extracted tests can be higher compared to
other state-of-the-art tools. After applying our techniques to SAP HANA,
developers accepted in code reviews all of 789 extracted unit tests.

There are several directions for future work. Additional engineering work
is required to support more practical use cases, as a large project and C++ in
general provide complex challenges. A comprehensible empirical study is
required to better understand the strengths and weaknesses of our approach
compared to other existing work for C++ or for Java.

6.2 Object Creation

Unit tests in object-oriented programming languages must instantiate ob-
jects as an essential part of their set-up. Finding feasible method-call se-
quences for object creation and selecting a most desirable sequence can be
a time-consuming challenge for developers in large C++ projects. This is
caused by the intricacies of the C++ language, complexity of recursive object
creation, and a large number of alternatives.

To address this problem, we propose an approach that supports developers
by suggesting code with desired characteristics. We confirm the significance
of the problem by analysis of 7 large C++ projects and a survey with 143 Survey with 143 practitioners

practitioners. Based on gathered data we design an approach for recom-
mending optimized method-call sequences for object creation. Our approach
exploits accurate and efficient compiler-based source code analysis to build
an object dependency graph used for graph traversals.

An evaluation on a large industrial project shows that, given criteria
collected from developers, our tool proposes method-call sequences with a
higher or equal ranking for 99% of 1104 cases compared to manually crafted
solutions. Developer feedback and manual analysis confirm these results.
Moreover, sequences proposed by our approach are considerably shorter
than those found by approaches from previous work.

6.2.1 Introduction

In object-oriented programming languages [41, 52, 100], unit tests need to
initialize objects under test (or objects used as parameters) as an initial
part of the test set-up. This is typically achieved by appropriate sequences
of method-calls that create and mutate such objects. In programming lan-
guages with a rather strict type system like C++ , it is already a challenge to
find suitable method-call sequences to only create an object. For example,
constructors in C++ may be private and only accessible to friend classes.
Constructors might have parameters that require recursive creation of addi-
tional objects. Such dependencies can give rise to complex sequences with
many intermediate objects. Moreover, there can be a significant variety
of such sequences as for each (intermediate) object multiple constructors
and/or (static) factory methods might be available.

Developers must analyze the dependency hierarchy for a targeted object Dependency hierarchy

to (i) find out a set of feasible method-call sequences (in short sequences) for
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creating it, and then (ii) select an “optimal” sequence, if multiple options
exist. Focusing only on instantiating objects, we call the challenges (i) and
(ii) the object creation problem (OCP). For (i), it is not required to find all Object creation problem

feasible sequences, as typically a subset is sufficient for designing a unit test.
In the context of unit testing, a wide range of research work proposed

techniques for generating method-call sequences to set-up objects into a
desired state [92, 142, 182, 209, 228, 247, 249, 268]. In addition to these
sequence generation methods, there are also direct construction methods [32].
These work focus primarily on achieving a desired object state, assuming
that finding suitable code for object creation is trivial. However, through Related work assumes that the OCP is

trivialour discussions with developers in SAP HANA, we noticed a high devel-
opment effort for solving the OCP. They have reported that finding and
implementing object creation code as a part of unit test writing consumes a
considerable amount of time. Interestingly, setting up an object state after
its creation was typically considered a simpler task by these developers. We
attribute the neglecting of the OCP in the literature to the relatively small
project sizes that are used in evaluations and to the prevalence of other
programming languages such as Java or C# in these previous work.

In this work, we first study the significance of the OCP and characteristics
of suitable solutions by analyzing the code of large C++ projects and by
conducting a survey with practitioners. Based on these results, we propose
and evaluate an approach that suggests sequences of method-calls for object
creation in C++ according to desired criteria. Our contributions are in detail:

• Confirming the significance for the OCP in 7 large C++ projects via static
code analysis, and via a survey with 143 professional developers.

• Characterizing preferences of developers for object creation code based
on the above-mentioned survey.

• An approach for suggesting method-call sequences for object creation
that considers the identified preferences.

• An evaluation on 7 large C++ projects analyzing the effectiveness and
demonstrating the improvements compared to previous work.

6.2.2 Motivation

The OCP can be difficult in C++ even for short programs. Large projects
are likely to have recursive dependencies that need to be fulfilled when
creating complex objects. With several constructors at each recursion level,
the number of options for creating such objects can be huge. Consequently,
the difficulty of OCP is likely to increase with project size.

6.2.2.1 Constructors

1 class CA {
2 public :
3 int a;
4 CA(int a)
5 :a(a){}
6 };
7

8 struct CB {
9 int a;

10 };
11

12 class CC {
13 int& a;
14 };

Figure 6.7: Three simple classes.

In Fig. 6.7 we can create an object of type CA by calling the public constructor.
We can instantiate CB by calling the public default constructor, which is
implicitly generated ([138], Clause 15). Hence, a developer must know the
criteria for implicitly-defined C++ default constructors, which can be non-
trivial in some cases. CC shows such a case. The object cannot be created
with normal language constructs. CC has no default constructor (the member
a is a reference), and list-initialization is not possible (a is private) [138].
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6.2.2.2 Derived Class 1 class Base{
2 protected :
3 Base(int m) {/* ... */}
4 };
5

6 class Derived : Base{
7 public :
8 Derived (int n) {
9 /* ... */

10 }
11 Derived ( ClassX & x) {
12 /* ... */
13 }
14 };

Figure 6.8: Object creation and inheri-
tance.

In Fig. 6.8, an object of type Base cannot be created directly due to the non-
public visibility of the constructor and absence of a default constructor [138].
However, inheritance allows us to use Derived for Base. We have two options
to create an object of type Derived. We might select the Derived(int)
constructor because the second constructor depends on additional objects.

6.2.2.3 Factory Pattern

1 class P {
2 friend class PF;
3 P(int id) {/* ... */ }};
4 class PF {
5 public :
6 PF(int id) : id(id) {}
7 PF( Classx & x) : id(x.id)
8 {/* ... */}
9 unique_ptr <P> createP (){

10 return unique_ptr <P >(
new P(17));

11 }
12 };

Figure 6.9: Object creation via simpli-
fied factory pattern.

In Fig. 6.9, we are unable to create an object of type P directly as the
only constructor is private. However, the class P declares PF as a friend.
Therefore, the private constructor of P can be called from PF. Hence, to
create an object of type P, we must discover the friend relationship to PF,
identify and call PF::createP(), and recognize that the return type, a
smart pointer, provides access to the desired object.

6.2.2.4 Summary

The wide range of patterns in C++ to provide objects can result in a large
search space for developers that require an object of a specific type. Even
more in large projects, a desired object can require additional objects as
dependencies which further increases the search space. Therefore, automated
recommendations for object creation can support developers.

6.2.3 Collecting Data from Users

We describe here the conducted interviews and a survey.

6.2.3.1 Methodology

Exploratory Interviews: We conducted the following experiment with 3
developers for 90 min each. In the first half, we observed the developers while
they create real-world unit tests. We noted their steps, and we qualitatively
assessed the amount of time required by each step. In the second half, we
interviewed the developers whether our observations were correct. Based
on this data we created a list of their distinct activities with associated
(relative) time requirements. The survey described below uses this list. We
omit further descriptions of the interviews because they were only explorative
while the survey provides the empirical foundation for our work.

Survey: We designed an electronic survey [163] and conducted a trial run
with 10 participants. Based on the results of this trial run and discussions
with the participants we selected the specific formulations of the questions
and the scale of the rating. For example, the trial group preferred the
−3 . . . + 3 rating scale over an initially proposed ranking.

The electronic survey contains two questions shown in Table 6.3. Each
question has multiple items with 7-item rating scales and a free text box for
additional comments. Table 6.3 shows all items of the second question based
on the experience of our industry partner and related literature [92, 234].
The first question has as items 10 steps of the test creation process that we
derived from information gained by the interviews:
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1. understanding of the source code,
2. necessary refactoring of the source code to make it testable,
3. conceiving test cases, i.e., thinking about possible input data and test

oracles,
4. object creation/instantiation,
5. object state preparation,
6. mock creation,
7. writing test code (including test framework/build system code),
8. refactoring of the test code,
9. compilation/linking of test code, and

10. executing and testing test code.

6.2.3.2 Survey Participants

Our target audience is professional C++ developers. Our industry partner
sent the survey to 1 185 recipients across multiple global C++ development 1185 survey recipients

units. We assume the most participants are from Germany, North America,
and Asia, in this order. Due to concerns related to European privacy laws,
we have no further knowledge about the cultural distribution and experience.

6.2.3.3 Results

We received 143 responses, yielding a participation rate of 12 %. SAP
estimates that 50 % of all 1 185 recipients regularly write C++ code, resulting
in a relevant participation rate of 24 %. Not all recipients rated all items,
therefore the number of ratings varies between 116 to 133. 15 participants
used the free text box for the first question, and 6 for the second.

Table 6.3 presents the results. For the first question we ordered the
10 items (the steps of a test creation) by the mean of the estimated time
effort in the responses. This yielded the following ranking of the items in
descending order: 2, 6, 1, 4, 3, 7, 5, 8, 9, 10. The step “object creation”
is the fourth highest rated item. Table 6.3 shows distribution of responses.
Even higher rated were steps (descending in this order): code refactoring 2,
mock creation 6, and understanding of the source code 1.

For the second question, the highest ranked criterion is “minimal depen-
dencies”, whereas “first working solution” is ranked lowest. Interestingly,
even though mutability simplifies the state preparation, the criteria “objects
should be mutable” is ranked relatively low.

The free text boxes for the second question contained mostly opinions
about testing in general. Two valuable remarks are:

• Multiple product lines require additional effort, and
• Avoid objects that change the global state.

Interview and Survey Results
Professional developers in large C++ projects consider (a) time effort for
implementing object creation as high, and (b) the minimal amount of
dependent objects as the most important criterion for selecting a method-
call sequence for object creation.
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Items Rating Mean Median 𝑛

Question 1: Which aspects of implementing unit tests in SAP HANA require considerable time effort?

4) Object creation/instantiation for source code under test. 0.83 1 133

low time effort -3 -2 -1 0 +1 +2 +3 high time effort

Question 2: If there are multiple options for object creation within a unit test (e.g., several constructors,
factory methods), which criteria are important to select one option?
1) The amount of dependent objects should be minimal,
e.g., constructors with fewer additional object-type argu-
ments are preferred.

1.73 2 120

2) The state of objects should be as mutable as possible to
modify the objects during tests.

0.40 1 119

3) The object is created in the same way at other places in
the productive source code.

1.09 1 120

4) The object is created in the same way at other places in
the test code.

0.60 1 119

5) The objects should be related to the code under test,
i.e., the distance between code under test and source code
for the object should be minimal.

1.48 2 119

6) The objects should not be complex, i.e., metrics such as
the cyclomatic complexity or coupling should be minimal.

1.15 2 119

7) It should work at all, i.e., the first working solution is
good enough.

−0.13 0 116

not important -3 -2 -1 0 +1 +2 +3 very important

Table 6.3: Survey questions and re-
sults. Column 𝑛 indicates how many
participants have rated the correspond-
ing item.
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6.2.4 Approach

We describe here our approach to solve the object creation problem. Fig. 6.10
shows an overview of our method.

Figure 6.10: Approach overview.

The object creation problem (OCP) asks to find a method-call sequence Object creation problem

which instantiates an object of a desired type 𝑇 such that the sequence
satisfies or optimizes given criteria (see Section 6.2.3). As mentioned, we do
not consider mutating the created object into a specific state.

An object in C++ is typically created by a constructor ([138], 4.5). In
simple cases, such “object creators” have no parameters, and the OCP is
easy to solve. In other cases, we may have to instantiate multiple parameters
of a creator and have to recursively solve the OCP for each of them.

This process can unfold in different ways, yielding alternative method-
call sequences, each able to instantiate an object of a desired type. Such a
sequence is termed a valid (method-call) sequence or just a sequence. Without Sequence

explicitly enumerating all valid sequences, we search for one which optimizes
certain criteria (see Section 6.2.3). We call such a sequence a solution.

6.2.4.1 Object Creators and Dependency Graphs

BaseConstructor
Derived(int)

Constructor
Derived(ClassX)

𝑏𝑦 𝑏𝑦 Figure 6.11: Top nodes of a depen-
dency graph for Fig. 6.8.

For a given type, let 𝐶 be the set of all functions which provide an instance
(object) of this type, e.g., constructors or methods (see Section 6.2.4.2). We
call such a function an (object) creator for a given type. In Fig. 6.11, type Creator

PF has two creators: constructors PF(int) and PF(ClassX).
A dependency graph 𝐺 for a desired type 𝑇 is a directed acyclic graph Dependency graph

with the following properties. All nodes of 𝐺 correspond to either types or
object creators. For a node 𝑣𝑡 corresponding to a type 𝑡 and each creator 𝑐

of 𝑡, 𝐺 has a node 𝑣𝑐 (corresponding to 𝑐), and an edge 𝑣𝑡 → 𝑣𝑐 labelled with
“by”. For each node 𝑣𝑐 and each required parameter 𝑝 of 𝑐, 𝐺 has a node 𝑣𝑝

corresponding to a type of the parameter 𝑝, and an edge 𝑣𝑐 → 𝑣𝑝. We label
such edges as “required” (or “req” for short) and specify what is required,
e.g., the parameter name or the class instance. 𝐺 might also have special
nodes unknown linked from each type without any creator. Finally, there
is a (root) node corresponding to the targeted type 𝑇 . Given 𝐺, we define
the size of 𝐺 as the number of ’type’-nodes. Fig. 6.12 shows a dependency
graph for a targeted type 𝑃 from Fig. 6.9 with size 4.
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Our approach has a (one-time) preprocessing phase to determine all cre- Preprocessing phase

ators for each type in the source code (Section 6.2.4.2). Given as input a
desired type to be instantiated, we construct a corresponding dependency
graph for this type (Section 6.2.4.3) and determine an optimal solution via
graph traversal described in Section 6.2.4.5.

P
friend

createP() PF

Constructor
PF(int)

int

Constructor
PF(ClassX)

ClassXunknown

𝑏𝑦 𝑟𝑒𝑞 : 𝑐𝑙𝑎𝑠𝑠

𝑏𝑦

𝑟𝑒𝑞 : 𝑎

𝑏𝑦

𝑟𝑒𝑞 : 𝑥

𝑏𝑦

Figure 6.12: Dependency graph for
Fig. 6.9.

6.2.4.2 Searching for Object Creators

We determine all creators for any type available in the source code by
static analysis. To this purpose, we implemented a plugin for Clang, a Clang compiler plugin

C++ frontend for the LLVM compiler infrastructure [171]. The plugin ex-
tracts all data during compilation resulting in accurate data even in the
case of multiple compilation stages where or complex preprocessor directives
where the final source code for compilation is generated by other source
code generation programs. The data contains all identified object creators
and additional information for them such as order and types of parameters.
In the following, we describe which language concepts are analyzed.

For a given type 𝑇 , let 𝐶 be the set of object creators for 𝑇 . To simplify
the presentation, we (a) use the term class also for struct and union ([138],
Clause 12)), (b) shorten type 𝑇 or class 𝑇 to 𝑇 , and (c) do not distinguish
between references/pointers to an object and the object itself.

Constructors: We add to 𝐶 all useful constructors for 𝑇 and consider
them technically as functions. A constructor is useful if it has public visibility,
no attribute deleted [138], and is no copy or move constructor [138].

Inheritance: We include in 𝐶 all accessible constructors for any subtype
(multi-level, acyclic ([138], Cl. 13)) of 𝑇 .

Factory Method Pattern: We include in 𝐶 all accessible static meth-
ods that return an object of type 𝑇 . We ignore non-static methods. They
are rarely useful because the underlying object must be created. They are
only useful in the case of friends that we handle separately.

Friends: C++ allows a class to declare other functions or classes as friends.
Friends can access private and protected functions and members of the class
declaring the friend [138]. We add to 𝐶 all methods that provide an instance
of 𝑇 and are marked as friends, or are defined in friends-classes of 𝑇 .

Smart Pointers: A smart pointer is a data structure that wraps a
pointer in C++ and provides additional functionality such as automatic mem-
ory management. We “shorten” the indirection of smart pointers ([138],
23.11) which seem to appear frequently in modern C++ code. E.g., for
Fig. 6.9, we use P instead of unique_ptr<P>. We detect such smart pointers
by identifying the standard implementation cases and by providing a list of
custom implementations of the corresponding project.
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Output Parameter: Objects can be created by an output parameter
pattern where a parameter provided by the caller is modified by the callee.

1 void init1 (T** object ){
2 * object = new T(5);
3 }
4 void init2 (O2& object2 ){
5 object2 .setT(new T(7));
6 }

Figure 6.13: Output-parameter.

Fig. 6.13 shows two examples of this pattern, init1 and init2. The first
uses call-by-reference, the latter call-by-sharing. It is challenging to accu-
rately detect such cases in general. Considering all functions with adequate
parameters would be misleading and requires further analysis. The gen-
eral decision problem if a function execution instantiates a specific class is
undecidable due to the halting problem [62].

We use a heuristic that reports a function if any parameter is of type
𝑇 and the body contains a constructor call for 𝑇 . However, due to false
positives, we do not include such results in 𝐶 automatically but report them
to developers for manual investigation.

Public Members: A second class 𝑈 can contain a public member 𝑀 of
type 𝑇 . We do not consider using 𝑀 to be an intended way to create/access
a desired object and therefore ignore it. Also, for creating 𝑇 , 𝑈 must use
any of the detectable variants described before.

Static Casts: It is possible to create an instance of 𝑇 by a static cast of
another object. C++ allows such casts ([138], 8.4) and also allows a memory
copy without further type checks (e.g., [138], 6.9, item 2). However, such
an approach could create incorrect states of objects in memory [138, 183]
and is therefore not considered in 𝐶.

6.2.4.3 Constructing a Dependency Graph

Given the creators of all types, we can create a dependency graph for a type
𝑇 . We start with a root node corresponding to 𝑇 (node of level 0), and
retrieve all creators of 𝑇 . Each of them gives rise to a new ’creator’-node
(level 1), and an edge between root and such a ’creator’-node. Then for
every parameter 𝑝 of a ’creator’-node 𝑣𝑐 from level 1 we retrieve the type 𝑡

of the parameter 𝑝, and create a (level 2) ’type’-node 𝑣𝑡 together with an
edge 𝑣𝑐 → 𝑣𝑡 (see graph definition in Section 6.2.4.1). This process then
repeats recursively for each newly created ’type’-node (on the levels 2, 4, . . .)
until any of the following stopping criterion is met.

Stopping Criteria: We investigate each 𝑣𝑡 in levels {0, 2, 4, . . .}. We
stop if any of the following conditions holds:

1. 𝑣𝑡 has no creators.
2. 𝑣𝑡 is fundamental, enum or function.
3. 𝑣𝑡 is included in a white list (a list that contains types for which we

pre-define solutions, e.g., types that may have a large number of creators
but are in fact simple to create).

4. 𝑣𝑡 is included in a list of objects to mock (if a mock object should be used
instead of the original object).

5. 𝑣𝑡 is defined outside of the software project.
6. 𝑣𝑡 is already processed (to prevent cycles).
7. The corresponding parameter is unnamed or has a default argument.
8. The number of creators is larger than a predefined threshold, e.g., 100

(such a large list may contain a suitable creator).
9. The recursion depth is larger than a predefined threshold, e.g., 5 (we do

not expect any practical results at such depths).
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6.2.4.4 Valid Method-Call Sequences

The dependency graph for type 𝑇 allows finding all method-call sequences
which instantiate 𝑇 . Note that there can be many such sequences for 𝑇 .
For example, in Fig. 6.8, there are two sequences: one using the constructor
Derived(int), and another using the constructor Derived(ClassX).

In general, a valid sequence corresponds to a subgraph 𝐻 of a dependency
graph with certain properties:

1. 𝐻 contains the root node.
2. For every included ’type’-node 𝑣𝑡, 𝐻 has exactly one child (a creator).
3. For each included ’creator’-node 𝑣𝑐, 𝐻 contains all child nodes.
4. All leaves (’type’-nodes without descendants) correspond to types which

can be created trivially.

For practical use, we do not need to explicitly enumerate all valid se-
quences in a dependency graph. Instead, we can compute a single sequence
that optimizes desired criteria, using the dependency graph as input.

6.2.4.5 Finding Optimal Solutions via Graph Traversal

We describe an algorithm that finds a solution for the OCP of a type 𝑇 , i.e., Solution

a method-call sequence optimizing certain criteria. Following the results of
the survey in Section 6.2.3, our objective is fixed as the minimal number of
dependencies, or “size” of a sequence (formalized below).

A solution is a subgraph of a dependency graph. Therefore, the size A solution is a subgraph of a depen-
dency graphfollows the definition given in Section 6.2.4.1 and is the number of ’type’-

nodes. Fig. 6.12 shows that the (unique) valid sequence for 𝑃 has size 3,
and contains objects with types {𝑃 , 𝑃𝐹 , 𝑖𝑛𝑡}.

A solution is thus a sequence with a minimum size over all valid sequences.
Listing 6.1 shows pseudocode of a divide-and-conquer algorithm to find a
solution. 𝐴𝐿𝐺𝑜 recursively finds an optimal subgraph and returns a solution
(corresponding to a desired sequence) if it exists. Note that the algorithm
can be easily modified to return multiple ranked recommendations.

Listing 6.1: 𝐴𝐿𝐺𝑜 to find a solution for
a given type. Function minSize returns
the input with smaller size.

1 def ALG_o (’creator ’-Node vc) // e.g., root of a DG
2 Node result = copy of vc
3 for each descendant t of vc # parameters
4 Node solution = ’unknown ’
5 for each descendant c of t # c is creator of t
6 Node newSolution = ALG_o (c)
7 solution = minSize (solution , newSolution )
8 append solution to result
9 return result

While 𝐴𝐿𝐺𝑜 minimizes the size of the output sequence, the function
minSize (line 7 in Listing 6.1) can be replaced to use another criterion.
Hence, the proposed algorithm supports different optimization criteria. In
the evaluation, we assume the size of the sequence as the optimization
objective. 𝐴𝐿𝐺𝑜 has the following properties:

• It is a divide-and-conquer algorithm [53] by design. 𝐴𝐿𝐺𝑜 recursively
breaks down the problem of finding a dependency graph into finding
dependency graphs of the dependent types until we find simple solutions.
Such simple solutions exist because objects are typically composite types
that (at some point) consist of fundamental types.
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• We may trivially use multiple threads for parallel execution.
• The worst-case algorithmic time complexity of the algorithm is in 𝒪(𝑛𝑛)

where 𝑛 is the number of types within the project.
• Re-using results for recursion is in general not possible because each

recursion depends on a state (the list of already visited types).
• We can apply a branch and bound approach [53] where we avoid descend-

ing recursion if we already know a better solution.

The time complexity may require additional explanation. For a project
with 𝑛 different types, we assume a worst case, that is all types depend on
all other types. We analyze the steps required by 𝐴𝐿𝐺𝑜 for a type 𝑇1 in such
a case. For this purpose, we calculate the number of required operations
for each level of the dependency graph, starting with the root level 𝐿1. An
operation is here the lookup of creators for a type (which we assume is
constant). Then we can observe:

• At 𝐿1, we only have 𝑇1 and, therefore, only one operation. We must
create 𝑛 − 1 other types (each other type).

• At 𝐿2, we have to investigate 𝑛 − 1 types. Hence, 𝑛 − 1 operations. For
each type on this level, we must create 𝑛 − 2 other types (all expect 𝑇1
and a specific 𝑇2 for each branch).

• At 𝐿3, we have to investigate 𝑛 − 2 types 𝑛 − 1 times. Hence, (𝑛 − 1) ×
(𝑛 − 2) operations. We must create 𝑛 − 3 other types.

• At 𝐿4, we have to investigate 𝑛 − 3 types (𝑛 − 1)× (𝑛 − 2) times. Hence,
(𝑛 − 1)× (𝑛 − 2)× (𝑛 − 2) operations. We must create 𝑛 − 4 other types.

• At 𝐿𝑛, we have to investigate 𝑛 − (𝑛 − 1) types
∏︀𝑛−2

𝑖=1 (𝑛 − 𝑖) times. Hence,∏︀𝑛−1
𝑖=1 (𝑛 − 𝑖) operations.

Next, we sum over the operations on each level to obtain the total amount
of operations as a sum over the product of a sequence:

1 +
𝑛∑︁

𝑗=2

𝑗−1∏︁
𝑖=1

(𝑛 − 𝑖). (6.1)

A proof by induction follows by the above examples for each level. To
illustrate the formula via an example, we obtain for 𝑛 = 3

1 +
3∑︁

𝑗=2

𝑗−1∏︁
𝑖=1

(3 − 𝑖) (6.2)

=1 +
2−1∏︁
𝑖=1

(3 − 𝑖) +
3−1∏︁
𝑖=1

(3 − 𝑖) (6.3)

=1 +
1∏︁

𝑖=1
(3 − 𝑖) +

2∏︁
𝑖=1

(3 − 𝑖) (6.4)

=1 + 2 + 2 × 1 = 5. (6.5)

Which is expected for 3 types because we have to investigate the first
type at 𝐿1, then both other types at 𝐿2 and finally, on each subgraph at 𝐿3,
the respective third left type. Hence, 5 operations in total.
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Conclusively, based on Eq. (6.1), the worst-case time complexity of 𝐴𝐿𝐺𝑜

is in 𝒪(𝑛𝑛). However, in practice, 𝐴𝐿𝐺𝑜 is rather efficient because the
amount of dependent objects is typically not large and therefore the recursion
width and depth are rather small for practical instances.

6.2.5 Implementation Details

We discuss aspects of our implementation that are tightly related to the
specifics of the C++ language. Our approach does not rely on them but the
results improve if we consider these technical intricacies. For each aspect,
we refer to the corresponding section of the C++ 2017 standard [138].

6.2.5.1 Object Definition

In C++ , “an object is created by a definition (6.1), by a new-expression
(8.3.4), (or . . . ) (and) has a type” ([138], 4.5), “that is not a function type,
not a reference type and not cv void” ([138], 6.9, item 8). “A class is a
type” ([138], Clause 12) and “a constructor is used to initialize objects of its
class type” ([138], 15.1, item 2). “An object of a class consists of a (possibly
empty) sequence of members and base class objects” ([138], Clause 12). “A
class-specifier is commonly referred to as a class definition” ([138], Clause
12, item 2) and contains a class-key that is one of {class, struct, union}.

Therefore, we say that an object is an instance of a class and a class
is either indicated by a keyword class, struct, or union. These keywords
result in different default visibility ([138], Clause 14, item 3 and 14.2, item
2). However, other than that, class and struct are identical. Therefore, we
only use the term class for class, struct and union.

6.2.5.2 Templates

C++ templates define “a family of classes, functions, or variables, or an alias
for a family of types” ([138], Clause 17).

1 template < class U>
2 A func(U parameter ) {
3 /* setup a of type A */
4 return a;
5 }

Figure 6.14: C++ function template ex-
ample.

Fig. 6.14 shows a function template. Compiler typically implement tem-
plates by creating a distinct class or method for each implicit or explicit
instantiation of a template. Therefore, the number of different objects and
functions in a C++ project can drastically increase by extensive template
utilization. Explicit template instantiation can require the analysis of each
instantiation because each explicit instantiation can implement different
functionality. An analysis of only the abstract type would not provide
enough information in such cases. Templates in central classes can lead to
large dependency graphs due to duplicates of all functions inside a class.

Each template instantiation of function func in Fig. 6.14 provides a
possible way to create an object of type 𝐴. func could be defined as a
member function within a central class. In large projects, central classes
have over 1 000 template instantiation, resulting in a large number of nodes
within the dependency graph. Our implementation either tries to detect such
cases and flags them as a single node or ignores nodes with too many options.
In the case of several hundred options, they likely contain a variant that
can be constructed without additional requirements. Hence, it is justified
to avoid the explicit exploration of all options.
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6.2.5.3 Pointers, References and Arrays

C++ uses pointers ([138], 11.3.1), references ([138], 11.3.2) and arrays ([138],
11.3.4). We argue that if we can create an object of type 𝑇 , the usage of
pointers, references and arrays does not add additional requirements. Hence,
our Clang plugin replaces them with the resolved type.

6.2.5.4 Smart Pointers

Smart pointers ([138], 23.11), i.e., a generic data type wrapped around a raw
pointer in C++ to manage the object the raw pointer points to, are frequently
used in modern C++ software projects. Our implementation directly unwraps
them, therefore removing one additional layer in the analysis. We argue
that if we can create an object of type 𝑇 , the creation of a smart pointer
that wraps these objects does not add additional requirements.

6.2.5.5 typedef and alias-declaration

In C++ , a typedef declaration ([138], 10.1.3) or the semantically equivalent
alias-declaration with the keyword using ([138], 10.1.3, item 2), can be used
to provide a synonym for another type. Typedefs are most often used to
provide a simple alias for complex type names. Multi-layer typedefs, i.e.,
a typedef for a typedef, are common in large projects. Resolving typedefs,
that is, recreating the original type name, is required for a complete type
analysis. Our Clang plugin resolves any typedefs to the ultimate root type.

6.2.5.6 Lambdas

C++ lambdas ([138], 8.1.5) are unnamed function objects. They are typi-
cally used in a non-static way, i.e., they cannot be referenced globally. We
encountered only a very low number of cases where lambdas could be used
in a static way, i.e., could be accessed from any part of a program. In such
cases, the use cases for lambdas did not include object creation, therefore
we do not consider lambdas as an additional source for object creation, but
we support them if they fall into one of the existing categories we search for.
Lambdas also appear as parameter types. We assume in general functions
as a parameter type can be trivially created, e.g., with an unnamed lambda.

6.2.5.7 auto Keyword

C++ 11 introduced the generic type specifier auto ([138], 10.1.7.4), i.e., auto
can be used instead of a concrete type and the compiler deduces the type.
For a complete analysis, each instance of auto must be resolved to the
concrete type which is done by our Clang plugin.

6.2.5.8 Multiple Return Values

C++ 17 introduced the concept of structured bindings ([138], foreword and
11.5). The main purpose of structured bindings is simplified handling of
multiple return values. We only rarely encountered return values of the
type tuple (less than 0.10 % in our industry project), therefore we did not
investigate them further. But we expect that the usage increases with the
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addition of structured bindings within the C++ standard. It is unclear to
us how to detect structured binding for a class type according to [138] 11.5,
item 4. This would require a rather complex analysis of the class members.

6.2.5.9 Constant Expressions

We support constant expressions, that are, “(expressions) that can be eval-
uated during translation” ([138], 8.20, item 1), as far as they compiler
“removes” them. Our Clang plugin utilizes the Clang compiler that eval-
uates all constant expressions during translation. In our experiments, we
encountered constant expressions very infrequently.

6.2.5.10 Stopping Criteria for Recursive Graph Construction

In addition to the general criteria defined for dependency graphs, the re-
cursive graph construction will not further inspect a function parameter if:
a) The parameter is not named ([138], 11.3.5, item 13) and therefore not
used inside the function. b) The parameter has a default argument ([138],
11.3.5, item 13) and therefore an external creation is not required. c) The
parameter has only a single argument with the same type as the object we
want to create. This happens frequently because of copy constructors and
move constructors ([138], 15.8.1).

6.2.6 Evaluation

We investigate multiple research questions (RQ). First, we analyze the results
of the search phase and characterize the studied projects (RQ17). Then,
we study the existence of solutions (RQ18). Finally, we verify our solutions
(RQ19), and compare our approach against related work (RQ20).

6.2.6.1 Evaluation Setup

We searched for large C++ software projects on GitHub, related literature
and publicly available lists. We filtered the list of possible projects based
on the following criteria. The project

1. uses C++ as the main programming language,
2. supports compilation with Clang,
3. has more than 10 000 different object types (it is “large”).

The resulting list contains 7 projects as shown by Table 6.4, source lines
of code (SLOC) measured by cloc [61]. More projects might fulfill these
criteria, as we could not adapt some projects to compile with our plugin,
and we pre-selected projects based on their expected number of types.

We use a system with 4 processors, 160 cores with 2.10 GHz, and 1 TiB
RAM. The Clang plugin increases the compilation time by a factor of 1.20
and generates 27 GiB of data for SAP HANA and 0.20 GiB to 8 GiB for the
other projects. For practical reasons, SAP HANA requires parallel compila-
tion. This would increase the intermediate data size to 4 TiB. Therefore, we
implemented lock-free duplicate filtering to mitigate this issue. We consider
these overheads acceptable for practical purposes. The execution time of
our algorithm 𝐴𝐿𝐺𝑜 (Listing 6.1) is below a second. This is considerably
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Project #Obj. Types #Functions SLOC

SAP HANA 2018-11-24 735 194 4 210 541 11 065 382
Boost 1.66 [65] 30 548 53 528 4 392 925
CERN ROOT 6.13/08 [66] 100 705 730 507 3 417 362
Firefox 55.0.3 [68] 134 554 940 346 7 343 242
LLVM Clang 6 [69] 88 913 591 112 242 032
MySQL 8.0.11 [70] 54 360 199 692 3 791 989
ScummVM 2.0.0 [72] 13 527 148 350 1 830 628

Table 6.4: List evaluation projects.

faster than a manual search, which can require more than 10 min per case
according to our observations during the interviews with developers.

6.2.6.2 RQ17 Search Phase and Project Characteristics

RQ17 What is the variety of types and the distributions of object creators found
in the search phase?

For each project in Table 6.4, we count the number of object types, the
size of classes and record whether they have a default constructor (DC ). For
each object type, we count the number of creators.

Object Types, DC, and Class Sizes: We count each class as
an object type. For class templates, we count explicit and implicit class
template instantiations [138]. Table 6.4 presents the results. Table 6.5 shows
for each class (a) the size 𝑛 = 𝑙𝑖𝑛𝑒𝐸𝑛𝑑 − 𝑙𝑖𝑛𝑒𝑆𝑡𝑎𝑟𝑡 + 1 grouped into small
(𝑛 < 5), medium (5 ≤ 𝑛 < 50), and large (50 ≤ 𝑛) as reported by our
Clang plugin, and (b) whether it has a DC. Technically, a DC exists, if the
existence is reported by the compiler and it is not marked as deleted [138].

Size Groups [LOC]

Project 0..4 5..49 50..∞ All

SAP HANA 83.64 63.82 52.91 68.98
Boost 96.00 82.88 69.15 85.92
CERN ROOT 88.15 81.18 59.31 79.76
Firefox 93.49 79.02 81.32 83.24
LLVM Clang 87.26 79.62 56.55 77.55
MySQL 94.56 89.40 68.91 87.98
ScummVM 97.37 61.69 69.42 70.83

Table 6.5: Distribution of default con-
structors. E.g., 94.56 % of all classes in
MySQL with 1-4 lines have a default
constructor.

Object Creators: For each object type T, we collect the set 𝐶𝑇 of all
creators and count |𝐶𝑇 |. In our dependency graph, |𝐶𝑇 | is the number of
nodes connected with a by-edge from T. For Fig. 6.12, we can deduce that
PF has 2 creators. Fig. 6.15 presents the results.

Discussion: Fig. 6.15 shows that the search phase finds at least one
creator for 93 % to 99 % of all object types. Among all projects, Clang
has the highest percentage of empty results (7 %). We conclude that the
search phase provides reasonable results. A manual investigation of examples
with empty solutions shows mainly cases where we were also unable to find
solutions manually or where an object was used within a class-internal usage
scenario. Further work is required to characterize such cases.
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Figure 6.15: Histogram for number of
object creators per type (x-axis in log-
scale). E.g., for Boost, the search phase
finds no creator in 1 236 cases and ex-
actly 1 in 27 306 cases.

The most frequent cardinality is 1 due to the presence of DC in small
classes. Table 6.5 shows the distribution of DC in different size groups of
classes. It is rather common for small classes to have a DC. Large classes
often do not have default constructors, but multiple creators. This indicates
that our approach is more effective for large classes.

At least 6 % to 20 % of all object types and 16 % to 38 % of all large
classes have more than 1 creator. This confirms the relevance of the OCP.

Answer RQ17
The search phase finds creators for 93 % to 99 % of all object types. The
most frequent result is a single creator. For at least 6 % to 20 % of all
object types, there exists more than one creator.

6.2.6.3 RQ18 Existence of Solutions

RQ18 What is the fraction of functions in studied C++ projects for which our
approach can successfully find solutions for all arguments?

In practice, it is important to create all arguments of a function, which
may require instantiating multiple different object types. Therefore, we
switch our focus from objects to functions. In this section, we define a
dependency graph (DG) of a function 𝑓 as a union of dependency graphs for
the types of each (required) parameter of 𝑓 . Analogously, a valid sequence/-
solution for 𝑓 is the union of the respective concepts over all parameters of
𝑓 . In other words, we introduce ana artificial root node, consider 𝑓 as an
creator for this root and apply our approach accordingly.

Functions: Our Clang plugin reports all functions generated by the
compiler. This includes static functions, object member methods, lambdas,
and each function template instantiation. Table 6.4 presents the results.

Size of Dependency Graphs (DG) and Solutions: We apply our
approach to each function and obtain a dependency graph 𝐷𝐺 and a solution
𝑆. Fig. 6.16 shows for all functions in each project the sizes of 𝐷𝐺 and 𝑆.
Table 6.6 presents the percentage of functions %𝑆𝑜𝑙𝑣𝑒𝑑 where our approach
finds a solution and, over all functions, the average of the solution size |𝑆|,
the graph size |𝐷𝐺|, and the number of parameters |𝑎𝑟𝑔𝑠|.
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Project %Solved |𝐷𝐺| |𝑆| |𝑎𝑟𝑔𝑠|

SAP HANA 97.98 11.36 2.20 1.63
Boost 98.31 4.56 1.78 1.47
CERN ROOT 96.11 14.49 1.85 1.18
Firefox 97.16 15.16 1.95 1.39
LLVM Clang 94.74 18.96 2.03 1.28
MySQL 98.38 9.10 2.24 1.59
ScummVM 99.89 5.19 1.56 1.17

Table 6.6: Results for all functions.
Solved percentage and the means for
dependency graph sizes (DG), solution
sizes (S), and amount of arguments
(args).

Discussion: Table 6.6 indicates that our approach finds full solutions
to create all arguments for 94 % to 99 % of all functions. Fig. 6.16 shows
that the solution size (Section 6.2.4.5) is typically rather low compared to
the size of 𝐷𝐺. The average solution size |𝑆| is slightly larger than |𝑎𝑟𝑔𝑠|,
which is expected. Unnamed arguments rarely occur in our data. Fig. 6.16
also indicates a rather large amount of functions with large 𝐷𝐺 sizes above
99. In some rare cases, the size is larger than 100 000. This aligns with our
original motivation, that a manual inspection of the full space of possible
solutions is either not practical or even not feasible in a reasonable amount
of time. However, our search phase may collect object creators that would
be discarded directly by a developer. Such cases artificially increase |𝐷𝐺|.
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Figure 6.16: Dependency graph sizes —
and solutions sizes — (x-axis in log-
scale). E.g., Boost has 2 169 functions
with dependency graph sizes in range
30-49, and only 3 functions with solu-
tion sizes in this range.

We manually investigated unsolved functions. They contain in no partic-
ular order: a) templates, b) types defined but not implemented, c) types
provided by the operating system d) types that were supposed to be non-
constructable, and e) types we found no way to manually construct them.
We expect that fine-tuning the system with domain knowledge could im-
prove b), c) and d). A more sophisticated template analysis, which might
be rather complex [252], may improve a).

Answer RQ18
Our algorithm for object creation finds at least one solution to create all
required objects for 94 % to 99 % of all functions in the evaluated projects.
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6.2.6.4 RQ19 Verification of Solutions

RQ19 How does the quality of the solutions found by our approach compare to
manually found solutions with respect to the criteria identified?

We compare object creations by developers found in the source code of
SAP HANA versus those automatically proposed based on preferences stated
by developers in our user study. The comparison involves manual tasks,
therefore we evaluate only a subset of all object creations. To collect these
examples, we extend our static analysis to report all locations in the source
code where an object is created. We then filter them by a selection process
and analyze the results. Additionally, we a) ask developers of SAP HANA
to propose multiple problem instances and evaluate corresponding solutions,
and b) manually investigate problem instances for the other projects.

Selection of Examples: We apply the following filtering steps:

1. SAP HANA consists of about 300 components that can be considered as
own projects. We randomly select a set 𝐶50 of 50 components.

2. For each item in 𝐶50, we collect the set 𝑂𝐶 of all source code locations
where objects are created.

3. We only keep items in 𝑂𝐶 where all of the following conditions are
true: file extension ∈ {cpp, cc, h, hpp, inl, inc, incl, hh, c}, source filename
contains “[T/t]est” (test code), object not in namespace testing (test
framework) nor std (standard library) nor X where X is an internal
reimplementation of the standard library.

4. After filtering 𝑂𝐶, we randomly select a set 𝑂𝐶50 of up to 50 items.
5. We analyze each item in 𝑂𝐶50, and remove those that create artificial

test objects such as a testfixture or a mock. This results in a final set of
examples for each component.

Table 6.7 reports statistics for each step.

Step Statistics After the Step

(0) Start 3 539 879 object creations
(1) 50 random components #files: (2/1 311/267)
(2) Object creations 661 886 object creations
(3) Filter step 113 081 object creations

per component: (0/17 086/2 262)
(4) 50 random examples 19 components with 0 examples
(5) Remove test objects 1 104 object creations

per component: (0/49/22)

Table 6.7: Selectivity of the exam-
ples selection. Statistics annotated in
(min/max/mean).

Categorization: For each example, we apply our approach and generate
a solution. We compare this solution to the manual object creation indicated
by the existing source code. Table 6.8 reports the results.

Out of 1 104 analyzed examples, the category Shorter contains 594 items,
Identical 505 items, and Longer 5 items. Within Shorter, there are 113 cases
where the solution used source code where the last change date is after the
existing object creation, and in 481 cases before. Within Identical, there are
179 cases where the solution used source code where the last change date is
after the existing object creation, and in 326 cases before.
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Category n %𝑇 𝑜𝑡𝑎𝑙 𝐷𝑎 % 𝐷𝑏 %

Total 1 104 100.00 N/A
Shorter 594 53.80 113 19.02 481 80.98
Identical 505 45.74 179 35.45 326 64.55
S + I 1 099 99.55 292 26.57 807 73.43
Longer 5 0.45 N/A

Table 6.8: Solution sizes of 𝐴𝐿𝐺𝑜 vs.
manual solutions.

Date Analysis: Source code changes could impact the retrospective
analysis. Our approach could propose to use code that was not available for
a manual solution. Utilizing the version control system to use the specific
version would require recompilations and static analyzes with an estimated
effort of 138 d of execution time and 45 TiB of disk space. Due to limited
resources, we instead extend our analysis to control for the described threat.

We use the version control system to calculate a date 𝐷𝑆 for a solution,
i.e., the last date when source code involved in a solution was modified, and
identify the date 𝐷𝑀 the manual solution was introduced. In Table 6.8, 𝐷𝑎

reports number of cases for 𝐷𝑆 > 𝐷𝑀 and 𝐷𝑏 for 𝐷𝑆 ≤ 𝐷𝑀 .
Manual Verification: Developers of SAP HANA proposed 10 recent

problem instances, i.e., functions they wanted to call. One function requires
only fundamental arguments, the others require at least one object, i.e.,
they represent complex scenarios. We apply our approach and ask the
developers to evaluate the results. In 8 cases, they determine the results are
identical to their own solutions. In 1 case, the result is better due to the
correct identification of a default argument in a header file. In 1 case, our
approach found no result. However, the developers revealed they also found
no solution for this case and a solution probably does not exist. Hence, our
approach found identical or better solutions in all cases.

For each of the other projects, we randomly select 10 object types from
files with paths containing the string [T/t]est. We apply our approach
and report the results as a tuple (smaller/identical/larger) that shows our
solution sizes in comparison to the solution sizes found in the source code.
ScummVM, ROOT, and MySQL: all (0/10/0). Boost: (1/9/0). The smaller
case involves a custom smart pointer that would require special case handling
and domain knowledge of the project. Firefox: (1/9/0). Clang: (2/8/0).
One smaller case is within a test framework not controlled by the project.

Discussion: In 45.74 % of all examples for SAP HANA, solutions found
by our approach are identical to existing solutions and smaller in 53.80 %.
The 5 larger cases involve complex template metaprogramming [138] and
interfaces with a high number of implementations. Still, developers might
choose other solutions due to specific requirements. However, in the context
of test creation, the functionality for objects not under test is typically not
important. Hence, we assume correctness of our results in such scenarios.

The date analysis indicates that the impact of code changes for the
retrospective analysis is low. For the category identical, the source code of
the calculated solution must have been available at the time the manual
solution was introduced. However, in 35.45 % of all 505 cases, 𝐷𝑆 < 𝐷𝑀 .
Hence, 36% is a threshold of expected cases. For the category smaller,
19.02 % is below this threshold, confirming the initial statement.
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Given these results and considering the results of the manual verification,
our approach is able to propose correct solutions to create objects.

Answer RQ19
In 99.55 % of all 1 104 cases, our approach proposes solutions identical
(45.74 %) or smaller (53.80 %) compared to existing solutions.

6.2.6.5 RQ20 Comparison Against First-Working Approach

RQ20 How does our approach of a size-minimal solution compare against a
first-working-solution approach?

Methodology and Results: Related work uses a first-working-solution
approach, say 𝐴𝐿𝐺𝑓𝑤. Here the function minSize (line 7 in Listing 6.1) is
replaced by a check whether the subgraph is non-empty and if yes, the loop is
aborted. We compare 𝐴𝐿𝐺𝑜 against 𝐴𝐿𝐺𝑓𝑤 in terms of sizes of solutions for
all functions. However, we only investigate functions that require additional
objects of a type that is not provided by the function. These functions
represent 38 % to 68 % of all functions depending on the project. We do not
report the number of solutions for 𝐴𝐿𝐺𝑜 and 𝐴𝐿𝐺𝑓𝑤, as they are identical.
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Figure 6.17: Comparisons 𝐴𝐿𝐺𝑜 (left)
versus 𝐴𝐿𝐺𝑓𝑤 (right) for functions.
The histograms show how often each
solution size occurred.

Fig. 6.17 shows the histograms of solution sizes for each project and
approach. Fig. 6.18 presents only the cases where the solution sizes are not
equal. Table 6.9 shows statistics for all cases. The execution time of 𝐴𝐿𝐺𝑓𝑤

is typically lower than 𝐴𝐿𝐺𝑜. However, the graph construction requires
considerably more time compared to finding a solution that typically finishes
within the fraction of a second. For example, the analysis for Clang shows
the largest execution time with 0.15 s per function on average. 𝐴𝐿𝐺𝑓𝑤 may
produce different results depending on the order of the input. Given the
large number of functions, we expect that this randomness is not a threat,
and we did not further investigate different orders.

|𝐷𝐺|, all 𝑜 ̸= 𝑓𝑤 |𝐷𝐺|, ̸=

Project 𝑜 𝑓𝑤 % 𝑜 𝑓𝑤

SAP HANA 3.10 6.81 42.07 4.45 13.26
Boost 2.57 3.90 31.80 3.13 7.31
ROOT 2.94 11.41 56.09 3.87 18.97
Firefox 2.88 5.94 44.69 3.67 10.51
Clang 2.62 11.64 60.17 2.96 17.94
MySQL 3.35 5.91 36.31 4.87 11.92
ScummVM 2.73 3.74 35.02 3.78 6.66

Table 6.9: Comparison between 𝐴𝐿𝐺𝑜

and 𝐴𝐿𝐺𝑓𝑤.
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Discussion: Fig. 6.18 shows that size 1 does not occur for 𝐴𝐿𝐺𝑓𝑤.
This is expected because the design of 𝐴𝐿𝐺𝑜 guarantees that |𝐴𝐿𝐺𝑜(𝑓)| ≤
|𝐴𝐿𝐺𝑓𝑤(𝑓)|. We removed all cases where |𝐴𝐿𝐺𝑜(𝑓)| = |𝐴𝐿𝐺𝑓𝑤(𝑓)|. Hence,
0 < |𝐴𝐿𝐺𝑜(𝑓)| < |𝐴𝐿𝐺𝑓𝑤(𝑓)| and therefore 1 < |𝐴𝐿𝐺𝑓𝑤(𝑓)|∀𝑓 .

4

8

12

222k 87k0

So
lu

tio
n 

Si
ze

SAP HANASAP HANA

2k 1k0

BoostBoost

48k 29k0

ROOTROOT

40k 20k0

FirefoxFirefox

66k 27k0

ClangClang

7k 4k0

MySQLMySQL

4k 3k0

ScummVMScummVM

Figure 6.18: Presentation similar to
Fig. 6.17. However, all cases where
both solutions have equal sizes are ig-
nored.

Over all projects, solutions based on 𝐴𝐿𝐺𝑜 are on average by a factor
1.37 to 4.44 smaller for all functions or by a factor 1.76 to 6.07 smaller
ignoring functions with identical solutions for both algorithms. Hence, in
comparison to 𝐴𝐿𝐺𝑓𝑤, 𝐴𝐿𝐺𝑜 can considerably reduce the amount of objects
and therefore decrease the complexity of solutions. Fig. 6.18 also shows that
𝐴𝐿𝐺𝑜 effectively reduces cases with large solutions. Therefore, we conclude
that our approach improves 𝐴𝐿𝐺𝑓𝑤.

Answer RQ20
Solutions by 𝐴𝐿𝐺𝑜 require up to 6 times less objects on overage compared
to a first-working-solution approach.

6.2.7 Threats to Validity

We discuss several threats to validity that we identified for our work.

6.2.7.1 User Study

Participants in the user study may not have the professional experience to
answer the questions [40]. We reduce this threat by sending the survey to
professional developers. However, we are unaware of the number of partici-
pants without C++ experience. All participants are related to our industrial
partner. However, we are not aware of any company policy that may influ-
ence our anonymous survey. With respect to diversity, the recipients are
distributed worldwide and have different professional experience.

The user study might be ambiguous or the lists of items might be incom-
plete. We reduce this threat by a trial run.

6.2.7.2 Reliability

We collected a set of 7 projects for our evaluation. However, the composition
did not follow a reproducible methodology, because we are unaware of a
definitive list of large C++ projects. Due to the regulations of our industry
partner, the implementation of our approach is not publicly available and an
exact reimplementation of our approach may not be feasible. We carefully
tested our implementation with an extensive test suite of collected C++ code
examples and therefore expect that the conclusions are reproducible.
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6.2.7.3 Construct Validity

Our evaluation contains a retrospective analysis. We are unaware of the
reasons why a specific object creation option was selected in the past or
whether such preferences have changed over time. A/B testing could mitigate
this threat. However, it would require extensive resources to do such testing
in large scale, therefore it was out of scope for our work.

6.2.7.4 Internal Validity

The search phase may find creators that are technically feasible, but practi-
cally not. Also, we may iterate uninteresting creators for the graph traversal.
Thus, we may investigate cases that would be discharged directly by devel-
opers. This may produce more work for 𝐴𝐿𝐺𝑜 but does not affect our
conclusions.

6.2.7.5 External Validity

We assume that our approach can be generalized to other object-oriented
programming languages with type information. However, in small projects,
object creation may not be noticed as a problem. The user study results
for time efforts may be specific to the rather strict C++ type system. The
ranking of criteria provides guidance for other programming languages, too.

6.2.8 Related Work

Several other work on testing object-oriented programs either focus on the
broader problem to generate a desirable object state [92, 142, 182, 209,
247, 249, 255, 268] or do not consider the object creation and, for example,
capture objects during runtime [142]. Our work focuses on the specific part
of object creation and does not aim to generate a desirable state.

The work of Thummalapenta et al. [247] is closely related to our work.
They also identify the problem of object creation as challenging and pro-
pose to use a keyword-based code search in method bodies within an intra-
procedural analysis. However, they state that such analysis “is less precise
than inter-procedural analysis” and only used due to scalability reasons.
Due to the keyword-based search, their approach does not require or use
type information. The type detection by an inter-procedural analysis of our
approach provides accurate results and is still fast.

Several related work provide approaches for test generation in object-
oriented programming languages [13, 92, 142, 209, 249]. Such approaches
require a mechanism for object creation. They either (a) search for a con-
structor or generate the object with a general mechanism provided by the pro-
gramming language [13, 142] or (b) recursively traverse the required depen-
dencies for object creation until they find the first working solution [92, 249].
However, considering only the first working solution is undesirable in real-
world projects according to the results of our survey. Cseppentő and Micskei
provide further evaluation of test generation tools and their support regard-
ing objects [58].

Previous work, where the evaluation targets comparatively small projects,
recognize the challenges for the creation of complex objects [12, 228, 249].
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The tools KLOVER [177, 258] and FSX [259, 260] automatically generate
unit tests for large C++ projects. The examples shown for FSX contain a
default constructor call, hence object creation is supported to some degree.
However, the exact support remains unclear. Garg et al. target unit test
generation in C++ with directed random test generation [98].

We are not aware of other studies on developers’ preferences for the
optimization version of the object creation problem. We are unaware of
existing tools for C++ or Java that respect such developer preferences.

6.2.9 Conclusions

The task of object creation in large C++ projects can be a time-consuming
challenge for developers. Our approach automatically finds options for the
object creation problem in more than 94 % of all cases and solutions to
create all required objects for 94 % to 99 % of all functions. Therefore,
our approach can provide significant time reductions for developers. In
addition, our approach can find solutions that better align with preferences of
developers compared to solutions found manually. Thus, using our approach
can improve code quality. Finally, solutions found by our approach better
align with preferences of developers compared to solutions found by a random
approach that is used in related work.

In practice, developers could consider additional requirements for creating
objects. Or even more, they might add new constructors to solve the problem.
However, even in such cases, our approach can provide a list of alternative
options and additional insights for missing options.

While our work focuses on large C++ projects, we expect that the results
generalize to other object-oriented programming languages with type infor-
mation. We also expect that the results of our work allow other researchers
to propose techniques with higher practical acceptance.

Future work on the connection between the creation of objects and their
set-up into a desired state may provide additional benefits for automated
tools and the manual work of practitioners.

6.3 Mock Proposal

A significant share of the effort to create unit tests in object-oriented software
can be attributed to constructing a desired object state. This problem
typically includes object creation and object setup, two tasks that can be
complex in large projects and in the case of interactions with the global
state. Therefore, developers may decide to mock an object, i.e., they simulate Mock an object

the behavior of objects required for a test with simpler implementations1. 1 Note that we use the term mock and
do not differentiate between mocks,
fakes, stubs, dummies or other special-
ized concepts [234].

However, they have to decide which objects should be mocked.
To support developers with writing unit tests, we address the problem of

selecting objects to be mocked and propose heuristics for automated mock
recommendations. We complement it by an algorithm that minimizes the
total number of required mocks for simultaneous instantiation of multiple
objects. Our core methods are graph analysis and traversal algorithms.

An evaluation on seven large C++ projects shows that our algorithm can
reduce the total amount of mocks if multiple objects are instantiated.



182 testing in very large software projects

6.3.1 Introduction

Programming languages that allow to use and instantiate objects are widely
used today [41, 52, 100]. Developing unit tests in such cases requires the con-
struction of object instances in order to test their state, methods, and inter-
actions. Hence, a test setup must create such objects and set-up their desired
states [12]. A wide range of research work proposed multiple techniques to
automatically create a desired state for an object [92, 182, 209, 249, 255, 268].
Due to visibility and dependency issues, this can be a challenging task [142].

Frequently for testing purposes, developers do not want to instantiate and
set-up a target object. An object might contain unintended functionality
or require expensive resources. In such cases, they substitute the regular
object by creating a mock object. Such a mock mimics a specific behavior Mock object

required for a test while avoiding the unwanted characteristics of the regular
object. However, mocks have also disadvantages, such as the effort of their
creation, or possible deviations from the original functionality [234]. In the
face of these trade-offs, it might be challenging for developers to decide
which objects should be mocked, if any (the mock selection problem).

Consequently, developers could benefit from approaches that automati-
cally propose mock recommendations. Our contributions are as follows:

• We propose approaches for recommending which objects to mock. In
addition to two heuristics inspired by common practices, we propose an
algorithm that reduces the overall number of mocks if multiple types or
functions are tested simultaneously.

• An evaluation of our approach on seven large C++ projects.

6.3.2 Motivation

We provide examples for mock selection to illustrate the involved issues.

6.3.2.1 Mocking for dependency reduction

Fig. 6.19 shows an example with multiple classes. Assume that one wants
to instantiate the class Person. Such an object requires an object of type
Office which in turn requires an object of type Building. The constructor
for Building requires multiple other objects that are unclear to create.

1 struct Building {
2 Building ( Description & d, Address & a, Dimension & d, Time& t,

PowerMap & p) : /* setup of members */ {}
3 /* several members and complex function */
4 };
5 struct Office {
6 string name;
7 Office ( string id , Building & b) : name(b+id) {}
8 };
9 struct Person {

10 Person ( Office & office ) : office ( office ) {}
11 private :
12 Office & office ;
13 /* functions */
14 };

Figure 6.19: Mock object for depen-
dency reduction.
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In such a situation, a developer could create a mock object for Building
to imitate it because it is not related to Person and is costly to create.

Office is not a good candidate for mocking, as the class stores only a
value and requires only an object of type Building.

We conclude that this example highlights two mocking goals:

1. Reduce complexity or the number of dependencies not relevant for a test.
2. Avoid mocking of so-called value classes, i.e., classes that only store values

and have no additional functionality.

6.3.2.2 Multiple mocking options

Objects can require multiple tests for multiple functions and interactions. In
such situations, a developer has to decide multiple times whether an object
of a certain type should be mocked. The developer might decide against a
mock the first time but would decide in favor of mocking if the same object
type is encountered several times. Therefore, it can be beneficial to create
a mock if this mock will be used by multiple functions. However, such an
information might not be directly available to developers in large projects.
In practice, objects often depend on other objects that must be created first.
The amount of such dependent objects can reach rather large numbers.

1 struct X {
2 int a;
3 X( string & s) : a(s. length ()) {}
4 };
5 /* Y,M,N,O,P,Q,R all defined similarly to X */
6

7 struct R {int a; R( string & s):a(s. length ()){}};
8

9 struct A {int a; A(X& x, Y& y) : a(x.a + y.a){}
10 A(X& x, Y& y, M& m) : a(x.a + y.a + m.a){}};
11

12 struct B {int a; B(M& M, N& N) : a(M.a + N.a){}
13 B(Y& Y, M& M, N& N) : a(Y.a + M.a + N.a){}};
14

15 struct C {int a; C(O& O, P& P) : a(O.a + P.a){}
16 C(X& X, M& M, N& N) : a(X.a + M.a + N.a){}};
17

18 struct D {int a; D(Q& Q, R& R) : a(Q.a + R.a){}
19 D(X& X, Y& Y, N& N) : a(X.a + Y.a + N.a){}};
20

21 struct E {int a; E(Q& Q, R& R) : a(Q.a + R.a){}
22 E(X& X, Y& Y, N& N) : a(X.a + Y.a + N.a){}};
23

24 struct ClassUnderTest {
25 int function1 (A& a) { return a.a;}
26 int function2 (B& b) { return b.a;}
27 int function3 (C& c) { return c.a;}
28 int function4 (D& d) { return d.a;}
29 int function5 (E& e) { return e.a;}
30 };

Figure 6.20: Multiple possible mocking
options.

Finding a configuration with a minimal number of mock objects can be Configuration with a minimal number
of mock objectsa rather complex task in such situations. The example shown by Fig. 6.20

is rather complex but reflects practical problems in large software projects.
The goal is to test the class ClassUnderTest. A developer could inspect
each function and decide to create 5 mock objects: 𝐴, 𝐵, 𝐶, 𝐷, 𝐸. This
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might seem reasonable because they appear as the first level of indirection.
However, this approach would not result in a minimum amount of mocks
for our example. A developer could apply a more elaborated approach that
skips the first level of dependencies and selects the minimum from the second
level for each function. In this variant, 8 mock objects would be required:
𝑋, 𝑌 , 𝑀 , 𝑁 , 𝑂, 𝑃 , 𝑄(2), 𝑅(2) where the number indicates how often a mock
is used if used multiple times. This solution would require even more mock
objects than the first variant. However, the minimal solution requires only 4
mock objects (e.g., 𝑋(4), 𝑌 (4), 𝑀 (3), 𝑁(4)). Therefore, it can be beneficial
to consider a larger scope for automated recommendations.

6.3.3 Approach

Automated mock recommendations, i.e., recommendations where a mock
object should be introduced to imitate the behavior of the original object,
depend on the goal of the imitation. Therefore, we study several heuristics
to reflect these goals that can be used separately or combined.

6.3.3.1 Requirements

A requirement for mock recommendation is a precise understanding of the
source code. Additionally, we need to understand object type dependencies,
i.e., we need to know if a target object requires additional objects for its
creation. The Clang plug introduced in Section 6.2.4.2 provides a precise un-
derstanding of the source code and the object dependency graph introduced
in Section 6.2.4.1 contains all required information on object dependencies.

6.3.3.2 External Dependencies

The filesystem provides a heuristic of whether a dependency is external or
internal. Related functionality is typically grouped within the same directory.
Therefore, we can expect that all objects defined by source code within the
same directory are related. In contrast, objects with source code in other Functionality grouped by directories

directories are classified as external and it is recommended to create a mock
object for such external objects. We use the identifier 𝑀𝐷 for this heuristic.

6.3.3.3 Value of a Class

We define a value class as a class that acts only as a data container and
contains only a small amount or no logic. We expect them to be simple
to instantiate without any requirements. We argue that it is generally
not valuable to mock such classes. A mock object would most likely only
reimplement the value class and is therefore redundant to the original object.

The detection of value classes requires a heuristic. We propose to use
the type of members and the types of parameters for the constructors as
indicators. For this purpose, we define that a type is simple if:

1. The type is a fundamental type ([138], 6.9), such as bool, int, or float.
2. The type, as represented by a class, has an implicit or explicit default

constructor that is public and not deleted ([138], Clause 15), i.e,. we can
call a constructor with empty arguments to create an object of this type.
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3. After removing all types listed in a manually pre-defined whitelist, the
type falls in any of the previous categories. The whitelist contains project
specific types such as a string class, types that allow allocation and
deallocation of memory or types that provide logging functionality.

Therefore, we classify an object as a value class and do not recommend
mocking if all parameters and members of an object are simple, i.e., it is
possible to create or call them without additional requirements. Otherwise,
we recommend mocking. We use the identifier 𝑀𝑉 for this heuristic.

6.3.4 Algorithm for Minimal Amount of Mocks
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Figure 6.21: Simplified dependency
graph for Fig. 6.20.

As discussed in Section 6.3.2.2, the analysis of multiple functions can lead
to different mocking decisions compared to the case of a single function. We
propose to consider such cases of multiple functions in mocking recommen-
dations. In our approach, we combine the dependency graphs of multiple
functions to a single dependency graph and implement an algorithm to find
a recommendation with a globally minimal number of mocks.

To combine the dependency graphs for multiple functions 𝑓1, ..., 𝑓𝑛 = 𝑆𝑓 ,
we then apply the following steps:

1. Create the set 𝑆𝑡 of all parameter types of each function in 𝑆𝑓 .
2. Introduce a new artificial function 𝑓 in such a way that the parameter

list of 𝑓 contains exactly all elements of 𝑆𝑡. For this artificial function 𝑓 ,
we create the dependency graph 𝐺𝑑 as described in Section 6.2.4.3.

3. Call 𝐺𝑑 the combined dependency graph for all elements in 𝑆𝑓 . Fig. 6.21
presents the combined dependency graph for Fig. 6.20.

We can now use the combined dependency graph for our analysis of mock
objects for multiple functions. A trivial approach would recommend mock Trivial approach

objects for all parameter types of the root function. Note that the result
of this trivial approach would be identical to the result of a single function
analysis. Such an approach does not always create an optimal solution as
shown by Fig. 6.20. The trivial approach would recommend 5 mock objects,
while 4 mock objects would be enough.

In contrast to the trivial approach, there is the full enumeration approach Full enumeration approach

where we iterate over all possible mocking recommendations for all types
in the combined dependency graph and select from all valid solutions the
solution with the minimal number of mock objects. This guarantees to find
the global minimum but is in practice not feasible due to the possibly large
number of 2𝑛 configurations for 𝑛 different types in the dependency graph.
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Instead of a full enumeration approach, we propose in Fig. 6.22 an al-
gorithm 𝐴𝐿𝐺𝑚𝑚 that exploits our graph data structure and properties of Our own algorithm

the dependency graph to avoid the iteration over all 2𝑛 types as for the full
enumeration approach. The key idea of our algorithm originates from the
observation that edges in our dependency graph are directed. For Fig. 6.20,
where we must resolve the dependency of type 𝐴, we do not have to consider
all possible mock configurations for the subgraph of 𝐴. For example, the
option to propose a mock object for type 𝐴 and types 𝑋, 𝑌 must not be
evaluated, because objects of type 𝑋 and 𝑌 are not required if we introduce
a mock object for type 𝐴. In terms of our dependency graph, we can abort
the traversal of a subgraph below a type node if the type should be mocked.

Further, in these cases where we have several options to create an object,
we do not have to consider all combinations of all options. In the case of our
example in Fig. 6.20, we do not have to inspect the configuration to mock
𝑄, 𝑅 and 𝑋, 𝑌 , 𝑁 below type 𝐸. It is enough to select one of the possible
configurations to create an object.

1 alg_mm ( DependencyGraph graph ) -> Set(Type) {
2 return getMinimumMocking ( graph . rootnode )
3 }
4 getMinimumMocking (Node node) -> Set(Type) {
5 Set(Set(Type)) allValidMocks = allValidMocks (node)
6 return minimum ( allValidMocks ) // suitably defined
7 }
8 allValidMocks (Node node) -> Set(Set(Type)) {
9 if (node is empty ) return EmptySet

10 Set(Set(Type)) solutions
11 if (node is not ROOT) add node.type to solutions
12 List(Set(Set(Type))) argSolutions
13 for each argument in node
14 for each Set(Node) creatorNodes in argument
15 Set(Set(Type)) argSolution
16 for each Node node in creatorNodes )
17 // each option for an argument
18 Set(Set(Type)) subgraph = allValidMocks (node)
19 if ( subgraph is not empty )
20 add each element of subgraph to argSolution
21 if ( argSolution is not empty )
22 add argSolution to argSolutions
23 if ( argSolutions is not empty )
24 Set(Set(Type)) combined = combine ( argSolutions )
25 add each element of combined to solutions
26 return solutions
27 }

Figure 6.22: The algorithm 𝐴𝐿𝐺𝑚𝑚 to
find recommendations for mocking that
minimize the total amount of mocks.
Fig. 6.23 presents the combine func-
tion.

𝐴𝐿𝐺𝑚𝑚 avoids the enumeration of 2𝑛 configuration for 𝑛 different types
within the dependency graph. However, 𝐴𝐿𝐺𝑚𝑚 includes several parts that
can have a superlinear evaluation complexity that depends on the number of
types and function parameters. It is trivial to parallelize the implementation
of 𝐴𝐿𝐺𝑚𝑚, because the subgraphs allow independent processing without any
write conflicts. However, in such cases where the execution time of 𝐴𝐿𝐺𝑚𝑚

would be too large, we propose a heuristic variant 𝐴𝐿𝐺𝑚𝑚−ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐 that
modifies 𝐴𝐿𝐺𝑚𝑚 in two aspects. These modifications reduce the time re-
quirements but could result in a suboptimal solution. The implementation of
𝐴𝐿𝐺𝑚𝑚−ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐 follows Fig. 6.22. We omit to show the full implementation
and we only describe the two modifications:
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1 /** Combine all possibilities for each argument . */
2 combine ( <... > solutions ) -> Set(Set(Type)) {
3 Set(Set(Type)) result
4 if ( solutions is empty )
5 add empty set to result
6 return result
7 Set(Set(Type)) first = solutions [0]
8 Set(Set(Type)) rest = solutions [1..] // all but first
9 Set(Set(Type)) restCombined = combine (rest)

10 for each Set(Type) firstItem in first )
11 for each Set(Type) restItem in restCombined )
12 joined = firstItem union restitem
13 add joined to result
14 return result
15 }

Figure 6.23: Helper function for algo-
rithm 𝐴𝐿𝐺𝑚𝑚 to create all combina-
tions.

1. For each call of allValidMocks, decide whether the result should contain
the type of the current node or if the subgraph is further investigated.

2. For each call of combine, decide whether the result should only contain
the union of all types or all possible combinations of all types.

In our experiments, heuristics based on the depth of the graph, or the
number of children, or the current amount of possible solutions lead to
practicable results in terms of execution time and quality of the solution.

6.3.5 Evaluation

We investigate the following research questions (RQ):

RQ21 How does the heuristics 𝑀𝐷 and 𝑀𝑉 affect the number of required
objects for function calls?

RQ22 Can mocking recommendations that simultaneously consider many target
functions (𝐴𝐿𝐺𝑚𝑚) reduce the number of mock objects compared to
mocking recommendations that consider the target functions one by one?

We investigate functions as they are typically targeted by unit tests.
We study the same projects as in Section 6.2. Table 6.10 repeats their
characteristics, further details are provided by Section 6.2.

Project #Obj. types #Functions SLOC

SAP HANA 2018-11-24 735 194 4 210 541 11 065 382
Boost 1.66 [65] 30 548 53 528 4 392 925
CERN ROOT 6.13/08 [66] 100 705 730 507 3 417 362
Firefox 55.0.3 [68] 134 554 940 346 7 343 242
LLVM Clang 6 [69] 88 913 591 112 242 032
MySQL 8.0.11 [70] 54 360 199 692 3 791 989
ScummVM 2.0.0 [72] 13 527 148 350 1 830 628

Table 6.10: List of evaluation projects.

We use a workstation with 4 CPU, 160 cores with 2.10 GHz, and 1 TiB
RAM. In the cases when the execution time of algorithm 𝐴𝐿𝐺𝑚𝑚 exceeds
30 min or the memory consumption exceeds the available hardware, we
continue with a heuristic version as described in Section 6.3.3.
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As discussed in Section 6.3.3.1, we first have to create dependency graphs
of argument types. To collect all required objects, we have two alternative
approaches: We can collect all distinct object types or functions.

We use our Clang plugin (Section 6.2.4.2) for static analysis to generate
a list 𝐹 of all functions and information about their argument types. For
each function 𝑓 in 𝐹 , we create a dependency graph 𝐷𝐺𝑓 as described in
Section 6.2.4.3. The root node 𝑛𝑟 of 𝐷𝐺 represents 𝑓 , the child nodes on the
first level 𝑛1 connected to 𝑛𝑟 represent the arguments of 𝑓 . Each node in 𝑛1
then represents the dependency graph for the corresponding parameter type.
We finally obtain the set 𝑆𝐷𝐺 of all dependency graphs for all functions. For
each element in 𝑆𝐷𝐺, we apply both heuristics as described in Section 6.3.3.

Fig. 6.24 shows the results for 𝑀𝐷 and Fig. 6.25 shows the result for
𝑀𝑉 . Table 6.11 presents the results aggregated as averages (arithmetic
mean). The table shows the percentage of solved functions, i.e., functions
where we found an option to create them. We can apply our approach only
for such cases. Then, |𝐷𝐺| represents the size of a dependency graph before
finding a solution. Next, |𝑆| represents the size of the (minimal) solution.
Finally, |𝑀𝐷| and |𝑀𝑉 | represent the sizes of dependency graphs after
we introduce mocks according to the heuristics based on directories and
values, respectively. For comparison, we also provide the average number of
arguments per function, |𝑎𝑟𝑔𝑠|.
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Figure 6.24: Dependency graph sizes
before — and after — mock object rec-
ommendation based on directory. Log-
scale x-axis.Fig. 6.24 and Fig. 6.25 indicate that simple heuristics for mock object

recommendation can significantly reduce the size of dependency graphs. On
average, as shown by Table 6.11, the number of required objects is a factor
1.5 smaller if we follow the recommendations of 𝑀𝐷.

Interestingly, |𝑀𝑉 | < |𝑎𝑟𝑔𝑠|. This seems to be a contradiction because
each argument requires at leas one object. However, unnamed and default
arguments do not require objects. The heuristic 𝑀𝑉 recommends mocking
all complex types, i.e., typically these types that depend on additional types.
In contrast, simple types typically do not depend on additional objects.
Therefore, 𝑀𝑉 often shows solutions with size one and |𝑀𝑉 | = |𝑎𝑟𝑔𝑠| in
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Figure 6.25: Dependency graph sizes
before — and after — mock object
recommendation based on mock value.
Log-scale x-axis.

such cases. However, unnamed arguments and default arguments do not
require additional object creation. Therefore, such arguments are “ignored”
and, consequently, |𝑀𝑉 | < |𝑎𝑟𝑔𝑠|. For practical purposes, 𝑀𝑉 might be
only useful for “negative” recommendation, i.e., to filter all types where
mocking is not recommended. It may not be advisable to mock all other
objects. The heuristic seems to be effective for such negative cases.

Project %Solved |𝐷𝐺| |𝑆| |𝑀𝐷| |𝑀𝑉 | |𝑎𝑟𝑔𝑠|

SAP HANA 97.98 11.36 2.20 1.76 1.61 1.63
Boost 98.31 4.56 1.78 1.50 1.43 1.47
CERN ROOT 96.11 14.49 1.85 1.20 1.15 1.18
Firefox 97.16 15.16 1.95 1.47 1.37 1.39
LLVM Clang 94.74 18.96 2.03 1.32 1.26 1.28
MySQL 98.38 9.10 2.24 1.66 1.56 1.59
ScummVM 99.89 5.19 1.56 1.24 1.17 1.17

Table 6.11: Average number of objects
required to create per category.

Answer RQ21
The mock heuristic 𝑀𝐷 can considerably reduce the amount of required
objects for function calls by a factor of 1.5 on average. The heuristic 𝑀𝑉

can correctly identify objects where mocking is not beneficial.

Next, we evaluate the algorithm 𝐴𝐿𝐺𝑚𝑚 for minimal amount of mocks.
𝐴𝐿𝐺𝑚𝑚 targets functions, therefore we change the evaluation focus to mul-
tiple functions. First, we group all functions by source file. This reflects
typical developer practice for test organization, that is, the test code follows
the same file system organization as the code under test. Then, for each
group, we introduce a new artificial function 𝑓 that contains the parameters
of all functions in this group. We have two choices to select the parameters
for 𝑓 . We can create the union of all parameters as a set where each param-
eter type is distinct (Distinct), or we can append all parameters as a list
(All). We also compare against the baseline of single functions (Single).

We apply our approach for all three variants. We calculate the sum #𝑀

of recommended mocks, the sum #𝑃 of parameters found in functions and
their ratio as percentage #𝑀/#𝑃%. Table 6.12 shows the results.
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Single Distinct All

Project #𝑀 #𝑃 #𝑀
#𝑃 % #𝑀 #𝑃 #𝑀

#𝑃 % #𝑀 #𝑃 #𝑀
#𝑃 %

SAP HANA 190 765 3 958 115 4.82 90 537 527 617 17.16 67 151 4 064 486 1.65
Boost 7 564 133 864 5.65 4 669 26 530 17.60 3 714 137 998 2.69
ROOT 38 898 783 146 4.97 21 342 135 741 15.72 13 988 804 508 1.74
Firefox 111 598 1 313 459 8.50 78 480 286 043 27.44 54 391 1 336 700 4.07
Clang 57 805 1 022 226 5.65 28 837 166 472 17.32 16 778 1 048 926 1.60
MySQL 20 136 465 061 4.33 16 414 80 137 20.48 10 929 479 828 2.28
ScummVM 11 675 178 190 6.55 11 497 36 786 31.25 11 381 180 406 6.31

Table 6.12: Results for 𝐴𝐿𝐺𝑚𝑚.

Table 6.12 shows the benefits of considering a larger scope. The number
of recommended mocks (#𝑀) is lower by a factor of 1 to 3 for a file scope
compared to single functions. The ratios #𝑀/#𝑃 differ by a factor of 5 to
10 for Distinct and All. Our algorithm successfully detects types that occur
multiple times and prioritizes mock recommendations for such types.

It seems unexpected that Distinct and All must analyze more types than
to Single. This effect is caused by default and unnamed arguments. They
can be exploited by the Single but are not available for Distinct and All.

For ScummVM, the differences for #𝑀 is small. The dependency graphs
for ScummVM are rather small resulting a low amount of mock configura-
tions. Hence, mocks do not reduce the the number of required objects.

Answer RQ22
A broader scope reduces the amount of required mock objects by a factor of
1 to 3 compared to considering single function for finding mock candidates.

6.3.6 Conclusions

We studied multiple heuristics for mock recommendation and proposed a
method for minimal mock recommendations. Our evaluations show the
possible practical benefit of these approaches. Future work is required for
analyzing the quality of the mocking recommendations.

6.4 Summary

We proposed a technique that allows dynamic unit test extraction which
is practical for large software projects. We applied this technique to SAP
HANA and extracted several hundred unit tests that were all accepted by
developers in code reviews, showing the practical usefulness of our technique.
In addition, we also proposed several other techniques to help developers
create unit tests, namely an automated approach to determine object cre-
ation steps and automated mock recommendations. Evaluations for both
approaches show their benefits for large projects.

By utilizing a multi-stage testing strategy, our approach can considerably
reduce test costs while maintaining the same overall degree of quality for
the software under test. Hence, we consider the approach practical.



7 Conclusions

As we introduced in Chapter 1, large software projects require quality as-
surance and testing but the corresponding costs fur such activities can be
substantial. Therefore, it is important to reduce such test costs. In our work,
we analyzed root causes for test costs in large projects and we have discussed
in Chapter 2 and shown in Chapter 5 that the size of large software project
results in specific issues that are not significant for projects of smaller size.

We proposed and evaluated a general approach for test cost reduction in
Chapter 5 that tackles the superlinear increase in test executions over time.
In Chapter 6, we tackled the problem of system tests with large execution
times by proposing to dynamically extract unit tests. Our approach extends
approaches proposed by related work by adapting them for large projects
and increasing their practical usefulness. In addition, we proposed several
approaches to reduce the effort for writing unit tests and therefore motivating
developers to create more unit tests instead of system tests.

Our evaluations show that our proposed approaches decrease test costs
by a substantial amount and reduce the negative effects of tests with large
execution times without loss in quality. We also believe that our approaches
can be adapted to other projects, even with different programming languages
and environments. However, they might only be interesting if test costs
and test execution times are significant. For small projects with negligible
test costs and test suites with less than 30 s execution time, the effort to
implement our approaches may not be justified.

In addition to our core contributions, we also investigated several ques-
tions related to coverage data. We build on related work to design efficient
algorithms and data structures for the analysis of coverage data and we
extend the existing knowledge about the relationship between coverage and
faults by two empirical studies. We do not claim to provide a definitive an-
swer to whether coverage data provides any additional information on faults.
However, our studies suggest that coverage can be useful in estimating and
directing testing activities. Future work is required to extend the state of
knowledge for this topic and to investigate possible confounding variables
and alternative explanations.

There are also several areas for future work. The process of generating
coverage for large projects can be further investigated. Which coverage
variant should be targeted and how can it efficiently measured? Would
it be beneficial to have a mix of different variants and how can we avoid
issues such as random coverage? The testing process itself of large projects
contains several further challenges due to the size of these projects. How
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to solve the problem of flaky tests? How to select tests for different testing
stages? We also see several possible future work for our proposed approaches.
Our implementation for dynamic unit test extraction has several limitations.
Some of them require further implementations such as support for more
C++ functionality, but there are also conceptional limitations such as the
challenge to extract unit tests from system tests if system tests read and
write a large state but unit tests should be small, readable and maintainable.

We conclude that large projects provide very interesting opportunities
for research. Due to the size of such projects, they show issues that may not
be noted for smaller projects. These unsolved issues provide new insights
for the understanding of software engineering. This is also reflected by the
research community as the number of publications related to specific issues
such as flakiness or very large test suites considerably grow in numbers since
2010. We hope that we can motivate further research with the work done
for this thesis.
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