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Abstract

Synthetic quantum systems present a highly controllable platform for understanding

fundamental physics and development of associated technological applications. This

thesis reports on building tools for research on synthetic quantum systems, and

is divided into three parts. The first part describes the development and set-up

of a new experimental platform based on cold atomic mixtures of sodium and

potassium. During this thesis, a dual-species magneto-optical trap was realized,

followed by transferring sodium atoms into magnetic and optical traps. The second

part presents theoretical proposals for implementing random unitary operations

(unitary k-designs) in cold atom systems. Unitary k-designs offer a versatile tool for

characterizing quantum systems without the need for tomographic protocols. The

third and final part describes the development of qlue, which is a web framework

enabling standardized internet access to various platforms of quantum research in a

user-friendly manner. This can facilitate access to these platforms for a larger group

of researchers.

Zusammenfassung

Synthetische Quantensysteme stellen eine hochgradig kontrollierbare Plattform für

das Verständnis der fundamentalen Physik und die Entwicklung der damit verbun-

denen technologischen Anwendungen dar. Diese Arbeit berichtet über die Entwick-

lung von Methoden für die Forschung an synthetischen Quantensystemen und ist

in drei Teile gegliedert. Der erste Teil beschreibt die Entwicklung und den Aufbau

einer neuen experimentellen Plattform, die auf kalten atomaren Mischungen von Na-

trium und Kalium basiert. Im Rahmen dieser Arbeit wurde eine magneto-optische

Doppel-Spezies-Falle realisiert, gefolgt vom Transfer von Natriumatomen in mag-

netische und optische Fallen. Im zweiten Teil werden theoretische Konzepte für

die Implementierung zufälliger unitärer Operationen (unitäre k-Designs) in kalten

Atomsystemen vorgestellt. Unitäre k-Designs bieten ein vielseitiges Instrument zur

Charakterisierung von Quantensystemen ohne die Notwendigkeit von tomographis-

chen Protokollen. Der dritte und letzte Teil beschreibt die Entwicklung von qlue,

einem Web-Framework, das einen standardisierten Internetzugang zu verschiedenen

Plattformen der Quantenforschung auf benutzerfreundliche Weise ermöglicht. Dies

kann den Zugang zu diesen Plattformen für eine größere Gruppe von Wissenschaft-

lerInnen erleichtern.
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1
Introduction

Quantum mechanics is one of the most rigorously verified theories in experiments

to a high degree of precision. The field of atomic, molecular and optical (AMO)

physics has both contributed to and benefited from the development of quantum

mechanics. Amalgamation of ideas from these fields has led to the current state-

of-the-art experiments where one can prepare clean quantum systems and probe

them for a better understanding of quantum mechanics and other areas of physics.

This requires substantial efforts on building platforms for performing experiments,

developing theoretical tools to understand those systems and using technology to

make the platforms available to a wider group of researchers. The importance and

usefulness of these aspects is highlighted in the following sections.

1.1 Quantum simulation and ultracold quantum gases

The concept of simulating a physical system refers to building a dummy system which

reproduces the behavioural aspect of the original physical system. This idea dates

back centuries to systems built for tracking planetary motion [1]. Building a model

for a particular system in usually referred to as simulation. However, if the model

is capable of simulating any system with arbitrary precision, the process is called

computation [2]. In modern times, an abstract machine capable of solving wide range

of problems was conceptualised as the so-called Turing machine [3].

At a microscopic level, the systems occurring in nature are governed by the laws of

quantum mechanics. Physicists have developed a theoretical description of quantum

mechanics, which can be used to simulate the microscopic dynamics of any quantum

system on a classical computer. However, the description suffers from an inherent

flaw in that the amount of computing resources required for the simulation grow

exponentially in the size of the system being simulated. The power of exponential

growth is so daunting that simulating the microscopic dynamics of systems with more

than few tens of particles would need more computing power than available to all

of humanity. Theoretical efforts have proposed approximate methods like quantum

Monte-Carlo simulation [4, 5], tensor network methods [6], artificial neural networks

1



1. Introduction

[7, 8] etc. However, these methods have a limited range of applicability and suffer

from their own drawbacks.

At the beginning of the 1980s, Manin [9] and Feynman [10] independently proposed

the idea of using quantum systems themselves to build “machines” which could

model other quantum mechanical systems. More than a decade later first theoretical

[11] and experimental [12] results validated the original idea. This led to the genesis

of the field of quantum simulation where one uses a controllable quantum system

to study the physics of another less controllable quantum system. Apart from lifting

the curse of dimensionality, quantum simulators can also be used for verifying the

predictions of a theoretical model, e.g. if it predicts a phase transition under a given

set of parameters etc. An added advantage of quantum simulators is that they can be

engineered to exhibit slower time scales than the physical systems they model. This

allows a real-time measurement of particle and spin dynamics.

In the paradigm of quantum simulation, there are two major categories : Digital

quantum simulation (DQS) and analog quantum simulation (AQS). In DQS, the

simulator offers a set of universal gates and the unitary evolution of any quantum

system can be approximated by a sequence of gates from the universal set. Such a

simulator is also called a universal quantum computer or a quantum Turing machine.

The precision of approximation can be improved at the cost of longer circuits and

by using quantum error correction. In AQS, the simulator directly implements the

dynamics of the system under study, so it is not universal like DQS. However, at

the current state due to unavailability of a scalable fault-tolerant DQS, an AQS still

provides the advantage that it can be used for studying systems with larger sizes

for longer time evolution. For a comprehensive review on quantum simulation, the

reader is referred to [2, 13–15].

Accompanied by seminal progress in experimental techniques, the engineering of

controlled quantum systems has been possible on several platforms (see references in

[2, 13–15]) like ultracold quantum gases (atoms and molecules), trapped ions, nuclear

spins (NMR and NV centers), photonic systems, quantum dots and superconducting

circuits. The young field of ultracold quantum gases has seen a rapid progress follow-

ing the realization of Bose-Einstein condensation [16–18] and Fermi degeneracy [19]

in dilute atomic vapor. These systems are realized in clean vacuum environments

at temperatures close to absolute zero where quantum mechanical effects become

dominant. The development of techniques for precise coherent control of individual

particles and their detection has made quantum gases a powerful test bed for explor-

ing a wide range of fundamental physics. Figure 1.1 tries to capture the intersection

of this relatively new field with other areas in physics.

Ultracold atoms are one of the most extensively used systems for quantum simulation

[21–25]. For this purpose, the atoms are usually trapped in external potentials like

optical tweezers [26, 27] or optical lattices [28, 29]. The tunability of these potentials
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1.1. Quantum simulation and ultracold quantum gases

Figure 1.1: Quantum Gases as an interdisciplinary research field. Figure taken from
[20] with permission.

allows changing the trap depth, geometry, dimensionality etc. in a controlled

fashion. The inter-atomic interactions can also be tuned using Feshbach resonance

[30]. Furthermore, the imaging methods have achieved single atom and single site

resolution in quantum gas microscope experiments [31–34] . These developments

have created profound experimental results, like observation of superfluid-Mott

insulator transition [35], BEC-BCS crossover [36, 37], and quantum simulation of

hallmark models like the Fermi-Hubbard model [38, 39] or spin models [40–43] etc.

Ultracold atomic mixtures extend the horizon by encompassing a wider range of

physical phenomenon in compound many-body quantum systems. Such systems

usually have two atomic species as quantum degenerate gases and offer extra tuning

knobs like inter-species Feshbach resonance, relative population, mass imbalance etc.

Coupling of the two atomic species can result in interesting properties, which makes

them suitable to quantum simulate a wide range of physics like quantum thermal

cycles [44, 45], impurity [46, 47] and quasi-particle physics [48, 49], high energy

physics [50, 51] etc. These systems have also been proposed as viable platforms for

error-corrected quantum computation [52].

Our new sodium-potassium (Na-K) mixture experiment is set up for using it as a

platform to study some of the above mentioned ideas. In our experiment, we have

demonstrated laser cooling of both species in a dual species magneto-optical trap

(MOT). We have used the magneto-optical trap to perform single atom counting of

sodium and studied the effect of potassium on the stochastic atom number dynamics
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in a few atom sodium MOT. Furthermore, we have demonstrated capture of sodium

atoms in magnetic and optical traps which is required for cooling to quantum

degeneracy.

1.1.1 Why Na-K?

An important requirement for our quantum gas mixture experiment is to engineer

controlled coupling between the two species. This will allow us to explore a wide

range of physics. For this reason, the choice of sodium and potassium is very

important, because this mixture has favorable inter-species scattering properties in

terms of availability of Feshbach resonances at moderate magnetic fields [53, 54].

From experiments on our older sodium-lithium (Na-Li) machine, we learnt that inter-

species spin-exchange interaction plays a key role in determining the timescales at

which experimentally relevant dynamics occur [50]. This interaction is about 50

times stronger for Na-K as compared to Na-Li. This would allow faster dynamics,

thus reducing evolution time and suppressing effect of temporal drifts. Finally, since

sodium and potassium have been well studied in our group, we can use the in-house

knowledge and experience.

1.2 Random unitaries

Owing to the rapid progress in the research field of quantum simulation, larger quan-

tum systems have come within the reach of experimental realization. As the size of

these systems grow, the dimension of the associated Hilbert space also grows. Cur-

rent state of the art quantum technology platforms have reached dimensions of 1030,

which have already made the demonstration of quantum supremacy possible [55].

However, tools for characterizing the quantum systems at these exponentially large

scales are still in the nascent stage. A very promising approach for efficient probing

of quantum systems is using statistical correlations between outcomes of measure-

ments performed in random measurement basis [56]. To perform measurement in

these random bases, one needs to apply “random unitaries” just before the usual mea-

surement in the computational basis.

It turns out that the random unitaries are a useful resource for a lot of applications.

They provide a comprehensive framework to benchmark the performance and capa-

bilities of quantum computers [57, 58]. Several quantum information protocols [59–

61] rely on the ability to produce random unitaries. Their application to random state

preparation has been proposed for metrology applications [62]. For quantum many

body systems, random unitaries have been proposed as a powerful tool to character-

ize quantum states and to extract several properties of quantum systems [63–65].

Given the importance of random unitaries, a considerable effort has been put into

realizing them in physical systems. The current work reports on our proposal for
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realizing random unitaries in spin systems of bosons and lattice system of fermions.

On bosonic spin systems, our results complement contemporary research effort by

proposing implementation of random unitaries using protocols already realized in

experiments. On fermionic lattice systems, we relax the experimental requirements

for realizing random unitaries by proposing a simpler protocol, which can be very

useful for certain atomic species like lithium-6 (see section 6.2).

1.3 Web interface for cold atom backends

As technological progress continues, the quantum simulation and quantum comput-

ing capabilities of experiments with cold atoms and trapped ions keeps improving.

In these platforms, each experimental group makes their own choice of the program-

ming framework for controlling the experiment. The actual code that controls various

devices in the lab is very specialized and does not represent the quantum simulation/-

computing in an easy to understand way. For this reason, it would be beneficial to

have a higher level description of the experiment.

This higher level description could also prove very useful for communicating the

capabilities of the machine to a remote user who need not be concerned with the

intricate details of the experiment setup. Such an approach allows a greater reach and

ease of use for remote researchers who can be for example a theory collaborator. With

the higher level description one can also build a simulator running on a computer

which reproduces the behaviour of the experiment upto certain system size. The

same higher level description can be used to execute “experiments” on both the

simulator and the real hardware.

To realize these ideas, along with the higher level description, one also needs a ser-

vice, which can allow an authorized remote user to submit “instructions” to the plat-

form/simulator and fetch results of already submitted ones over the internet. Consid-

ering all the requirements, we developed a library called qlue, which is agnostic to the

details of implementation on a particular platform. It allows researchers to provide a

higher level description for their experiments and provide a controlled access to their

machines for a remote user. Furthermore, it allows the research groups to setup a sim-

ulator on a computer, which mimics the experiment and can also be provided to the

remote user for example to try out ideas of a possible research study.

1.4 Outline of the thesis

This thesis is organised into three parts:

Part I comprises Chapter 2, Chapter 3 and Chapter 4. These chapters describe

respectively the experimental setup, the recent results on single atom counting

and the efforts towards achieving quantum gases.
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Part II comprises Chapter 5 and Chapter 6. These chapters describe respectively the

theory of random unitaries and our results on proposed methods for implement-

ing them with bosonic and fermionic cold atom systems.

Part III comprises Chapter 7 and it describes the architecture of qlue. It also presents

example workflows to demonstrate some use cases of qlue.

Chapter 8 summarizes the thesis and discusses next steps for all three parts.

Appendix A contains technical details about some electronic components and lay-

out of python analysis code used in the experiment.

Appendix B describes the python code for assembling a defect free array of optical

tweezers.
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PART I

Na-K ultracold mixture experiment





2
Experimental setup

Ultracold atoms can be used as pristine synthetic quantum systems, whose properties

can be precisely tuned with external electromagnetic fields. Owing to their sensitivity,

these systems pose demanding requirements for experiments which aim to employ

them for quantum simulation. This comprises a wide range of criteria like an

ultra high vacuum (UHV) environment, controlled addressing and manipulation

of atomic energy levels, and noise-suppressed detection of the atomic signal etc.

Ultracold mixture experiments exhibit even more complexity due to an interplay

of the constituent atomic species. In this chapter, I describe various components

of our sodium-potassium mixture experiment (SoPa) and discuss the methods we

have used to improve the versatility and stability of each component. This chapter

culminates into reporting the observation of the dual-species 3D-MOT on our setup

thus establishing the status of the SoPa machine as a mixture experiment. Some parts

of this chapter taken verbatim from [66] are put in “quotes”.

2.1 SoPa : at a glance

The SoPa experiment started in 2018 with the goal of setting up a compact, robust

and modular mixture experiment capable of stable continuous operation. At that

point, we already had a running Na-Li mixture experiment (called NaLi) in our group.

As a part of the bigger SYNQS group another potassium experiment (called BECK)

had recently achieved their potassium BEC in August 2018. Our idea was to take the

lessons from both machines while making possible improvements. For setting up the

experiment, we had to move into the same room as the NaLi. This posed immense

space constraints and we had to design everything for optimized space usage.

After accomplishing a dual-species MOT, we have come a long way towards achieving

a sodium BEC and potassium single atoms in optical tweezers. Although both these

milestones are not yet reached, the journey itself has been very engaging. This journey

is best summarized with pictures (figure 2.1 and 2.2) of the lab area in 2018 and now.

As shown in the figure 2.2 the experiment consists of three main optical tables. Two

of them, which are stacked vertically, have the laser systems for sodium (lower one)
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and potassium (upper one), and the third one is the main table where the experiment

apparatus is set up. Comparing these two images indicates the amount of effort and

time spent into transforming a cluttered space in a lab into a new experiment. In

the coming sections, I report on the steps taken to achieve the current status of the

experiment.

Figure 2.1: SoPa lab area in 2018.

Figure 2.2: SoPa lab area in 2022.

2.2 Vacuum system

In order to isolate the cold cloud of atoms from the background gas, a clean vacuum is

required. It is also necessary to sustain pressure gradients across different regions of

the experimental setup. A higher pressure on the order of 10−8 mbar exists around

the source of atoms (either alkali metal dispenser or an oven containing the pure
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elemental form) while in the region where final experiments are performed, an ultra

high vacuum (UHV) on the order of 10−11 mbar is required. “For ultracold mixture

experiments with two atomic species, common designs [67–70, 50] consist of a dual-

species oven and a single Zeeman slower connected to a science chamber where

experiments are performed. In this design, the precooling stages of the two species

are highly coupled, which makes the optimization of the system complex.”

“In our vacuum system, we decoupled the precooling stages of sodium and potassium

up to the science chamber, as sketched in figure 2.3. The compact vacuum system

contains two independent two-dimensional magneto-optical trap (2D-MOT) cham-

bers[71, 72] for sodium and potassium and a dual-species science chamber. The two

2D-MOT chambers are connected to the science chamber from the same side under a

12.5◦ angle. Two gate valves ensure full decoupling of both species by isolating differ-

ent chambers. Each region is pumped with its separate ion getter pump (SAES Getters

pumps : NEXTorr Z100 for 2D-MOTs and NEXTorr D500 for science chamber).” The

vacuum system is an assembly of several parts which have to be connected in a leak-

tight manner. For this we mostly use Conflat (CF) flanges with copper/silver gaskets.

In case the connection does not have a standard shape (for e.g. the viewports of our

science chamber), we use an indium wire to get a UHV leak-tight seal.

Figure 2.3: “Vacuum system. The separated 2D-MOT chambers are connected from
the same side to the dual-species science chamber. The vacuum pumps are shown
in red. The whole vacuum system is mounted on a translation stage, such that the
science chamber can be moved out of the region of the 3D-MOT coils and optics.”

“The entire apparatus is mounted on a 600 mm x 700 mm aluminium breadboard,

which is fixed to a linear translation stage(Igus TS-01-25 and TW-01-HKA), inspired

by a similar design in the group of Manual Endres at Caltech [73]. Therefore, we are

able to move the science chamber out of the contraption of 3D-MOT magnetic field
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coils and optics. This allows for independent improvement of the vacuum system and

in-situ characterization of the magnetic field at the position of the atoms.” Details of

the translation stage can be found in the Masters thesis of Lilo Höcker [74].

2.2.1 2D-MOT chamber

“The design of our 2D-MOT setup is inspired by the design in the group of Gabriele

Ferrari in Trento [71]. The chamber body is octagonal shaped and manufactured from

titanium (fabricated by SAES Getters), where optical access is ensured by standard

CF40 and CF16 fused silica viewports with broadband anti-reflection coating (BBAR

coating).” A schematic of the 2D-MOT chamber is shown in figure 2.4. The CF40

viewports are used for the MOT beams (from sides) and push beam (from front), while

the CF16 viewport is used for the Zeeman slower beam (from top) . One of the CF40

flanges hosts a four-way cross which has a MOT beam viewport and connects to the

ion-getter pump. An all-metal angle valve is also attached to the cross and is used for

connecting to the pre-pumping station during the pumping down process.

The back side of the 2D-MOT chamber is connected to the main chamber via a CF16

nipple, a gate valve and a CF16 bellow. The chamber body has four ridges for installing

permanent magnets, two of them are above and below the push beam CF40 viewport

and other two at the back (i.e. above and below the CF16 nipple flange). There are

two additional ridges on the side which help in mounting of the 2D-MOT chamber.

“The 2D-MOT region has an oven containing a 1 g atomic ingot ampule. The oven

is heated to 160 ◦C (70 ◦C) for sodium (potassium), thereby increasing the pressure

to 10−9 mbar (high vacuum) in this region. To maintain an UHV in the science

chamber, a differential pumping tube separates each 2D-MOT chamber from the

science chamber.” It is a tube of 3 cm length and 3 mm inner diameter. In steady state

the throughput across the differential pumping tube from both vacuum regions is

same, i.e.,

high vacuum throughput = ultra-high vacuum throughput (2.1)

C × (PHV − PUHV ) = PUHV × SUHV (2.2)

where we used two different expressions of throughput for the two vacuum regions.

C denotes the conductance of the differential pumping tube, PHV the high vacuum

region pressure, PUHV the ultra-high vacuum region pressure and SUHV the ultra-high

vacuum region pumping speed. Additionally since PHV ≫ PUHV , so PHV − PUHV ≈
PHV and we have :

PHV

PUHV

= SUHV

C
(2.3)

For a tube with circular cross-section, the conductance C in the molecular flow

regime (in which collisions with chamber walls are much more frequent than colli-

sions between gas particles) is given by the Knudsen equation[75]. For air at 20 ◦C, it
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Figure 2.4: 2D-MOT setup and chamber design.

simplifies to[76]:

C ≈ 12.1d
3

l
(2.4)

where d and l are the tube diameter and length respectively. C is in litres per second

when d and l are in centimeter. With our dimensions of d = 0.3 cm and l = 3 cm, we

get C ≈ 0.1 L s−1. On the ultra-high vacuum side, we have a NEXTorr D500 ion-getter

pump with pumping speed SUHV = 500 L s−1. This gives:

PHV

PUHV

≈ 104 (2.5)

This means that we should be able to maintain a UHV on the order of 10−11 mbar while

operating at 10−7 mbar in the 2D-MOT region. These numbers are by no means exact

(for e.g. we do not have air at 20 ◦C) but they give a very rough estimate of the pressure

regions we can operate in. In reality, we see that in our experiment when the 2D-MOT

chamber pressure reaches ∼ 10−8 mbar, the science chamber reaches ∼ 10−10 mbar.
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2.2.2 Science chamber

“The two atomic beams from the 2D-MOT chambers, coming in from the same side,

have to intersect in the center of the science chamber. This constraint required us

to use a custom rectangular titanium science chamber since for a glass chamber the

glass-to-metal transition would require too much distance. Optical access for various

laser beams and a high-resolution imaging system is maximized by four elongated

oval viewports (fused silica, BBAR coating), which are sealed using indium wire[74].”

The oval viewports on the side have dimensions of 90 mm x 15 mm while the ones on

the top and bottom have dimensions of 90 mm x 30 mm. There is also a CF16 viewport

on the front side. A schematic of the science chamber is shown in figure 2.5.

Figure 2.5: Science chamber design. The MOT beams and coils are omitted for clarity.
For full setup see figure 2.3.

The science chamber is 55 mm wide and 40 mm high. Since our imaging system

is below the science chamber, this asymmetric shape provides higher numerical

aperture for imaging the atoms. On its rear side, the science chamber is attached

to the main chamber which connects to the two 2D-MOT chambers via stainless steel

CF16 bellows. The main chamber also has a T-connector which hosts on one side

the ion-getter pump on a CF63 flange for creating UHV in the science chamber. The

other side of the T-connector has an all-metal angle valve for connecting to the pre-

pumping station during the pumping down process.
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2.2.3 Achieving vacuum

To reach the vacuum levels required in our setup, we have to follow a sequence of

pumping steps involving different types of pumps for different pressure ranges. We

use the angle valves mentioned in sections 2.2.1 and 2.2.2 to connect a pre-pumping

station to the setup. The pre-pumping station comprises a roughing pump, a turbo-

molecular pump and a residual gas analyzer (RGA). While the roughing and turbo-

molecular pump help in creating a fore-vacuum, the RGA is helpful in determining

the composition of vacuum below a pressure of 10−5 mbar. We consider the vacuum

composition clean if hydrogen has the highest partial pressure and contaminants like

hydrocarbons are not present.

We start by connecting the pre-pumping station to the desired angle valve. Then we

open the valve and turn on the roughing pump. After about 15 minutes, the roughing

pump achieves a fore-vacuum of ∼ 10−3 mbar. This pressure is sufficient to turn on the

turbo pump, which can achieve pressures of ∼ 10−8 mbar with overnight pumping.

If the vacuum composition is clean and the total pressure is ∼ 10−8 mbar, then we

can start pumping with the ion-getter pump. For this, first the ion pump is flashed

i.e. it is power cycled few times. Then we need to activate the getter material by

heating it to elevated temperatures for some time (at about 500 ◦C for 1.5 hours). After

activation and cool-down, the ion-getter pump is turned on and the angle valve is

closed, thus isolating the vacuum chamber from the pre-pumping station. Under the

right conditions, the ion-getter pump can achieve ∼ 10−11 mbar in few hours.

To improve the quality of vacuum in terms of total pressure and clean composition,

we perform baking. In this process we heat the vacuum chamber to temperatures

above 100 ◦C using glass fibre heaters. We maintain a heat gradient such that the

temperatures decrease towards the pumping station. We also have to ensure the

chamber itself is uniformly heated. This is done by wrapping the setup in aluminium

foil. A typical baking curve showing evolution of the total pressure is presented in

figure 2.6.

As is evident from the figure 2.6, with increasing temperature the pressure first

increases to a maximum value (around 24 hours of baking), then it starts to drop

even when the system is being heated and starts to settle at a steady value (around

50 hours of baking). The system is kept at this setting for 110 hours more and then

at about 140 hours of baking, the temperature is lowered gradually which is followed

by a sharp decrease of pressure. The final pressure at room temperature is about ten

times smaller than starting pressure at room temperature.

Another factor which can hinder attaining UHV is any sealing between the flanges and

gaskets that isn’t leak-tight. This can be detected easily using the RGA and a Helium

gas bottle. With a nozzle, we spray helium around all the connections in the vacuum

setup while monitoring Helium levels on a RGA running in leak test mode. A leak is
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Figure 2.6: A typical baking curve showing evolution of total pressure.

indicated by increase in Helium partial pressure after it is sprayed around the leaky

connection. Once a leaky seal has been detected, we re-seal it to remove the leak.

2.3 Laser setup and frequency stabilization

In order to cool and trap the atoms, the laser light is amplified and frequency-

stabilized on a dedicated optical table for each atomic species. For efficient space

utilization, the potassium laser table is stacked on top of the sodium one. The laser

light is split into different paths for the 2D-MOT, the 3D-MOT, and the push beam etc.

The frequency and intensity of these beams is controlled with the help of acousto-

optic modulators (AOMs) in double-pass configuration [77, 78]. The layout of the

laser systems for both species is shown in figure 2.7.

The light is transferred to the main experiment table via polarization-maintaining

single-mode optical fibers. For ensuring laser safety, we have laser protection covers

around both laser tables (made of 3 mm dibond plates) and the main table (made

of 3 mm anodized aluminium plates). We also have a laser curtain (Laservision

BC1.F1P01.3201) to isolate the working space at the front of the lab from the exper-

iment.

For frequency stabilization of the lasers, we use atomic transitions as the reference.

To locate the atomic transition, we can monitor the absorption of laser light passing

through a thermal vapor of atoms, while we scan the laser frequency. At the resonance

the absorption should be maximum. However, the thermal motion of atoms broadens

the atomic absorption spectrum due to Doppler effect. To overcome this, we

use saturated absorption spectroscopy (SAS)[79] as the Doppler-free spectroscopic

technique. It involves using a pair of counter-propagating beams with different
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Figure 2.7: “Sketch of the optical setup for laser cooling of sodium and potassium
atoms. The rf-frequencies for AOMs and EOMs are given in MHz. Na: The repumping
light for the 2D-MOT and Zeeman slower is generated by electro-optic modulators
(EOM) while for the 3D-MOT repumper, a 1.8 GHz AOM is used. K: In the 2D- and
3D-MOT paths the green AOM controls the 39K cooling frequency and the blue AOM
is responsible for the creation of the 39K repumping light. The repumping light for 40K
is generated by EOMs.”

intensities passing through the thermal vapor. One of the beams called the pump

beam is very intense while the second one called the probe beam is very weak. We

monitor the probe absorption as the laser frequency is scanned.

The Doppler-Shift in laser frequency due to atomic motion is given by:

ω = ω0 − k⃗ · v⃗ (2.6)

where ω and ω0 are the apparent and original laser frequencies respectively, k⃗ is the

laser beam wave vector, and v⃗ the velocity of an atom. When ω0 is far detuned from

an atomic transition, those atoms which see the probe beam on resonance due to

equation 2.6 cannot see the pump on resonance, because it is counter-propagating

to the probe. Since we only monitor the probe, we will see its Doppler-broadened

absorption profile.

The situation is very different when ω0 matches an atomic transition. Both pump

and probe can be simultaneously absorbed by the zero velocity class of atoms (for

which k⃗ · v⃗ = 0). The atomic transition gets saturated by the intense pump beam,

thus decreasing the probe absorption and giving rise to a peak (called Lamb peak)

in the SAS signal. The simultaneous absorption of pump and probe happens only

for the zero velocity class, so the sharpness of the Lamb peak is limited by the

natural Lorentzian linewidth, pressure and power broadening effects, whereas it is

independent of Doppler broadening.
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The hyperfine multilevel structure of atoms gives extra peaks in a SAS signal known

as crossover peaks. The crossover peak of two transitions is located exactly midway

between them [80]. For the case of sodium and potassium, the optical pumping of

atoms amongst the hyperfine levels causes an inverted crossover peak.

The vapor pressure of potassium and sodium is not high enough at room tempera-

ture to get a SAS signal, so we have to heat their samples to 70 ◦C(210 ◦C) for potas-

sium(sodium). These samples are contained in a glass cell, which we heat using band

heaters (Acim jouanin L3420C9A5). The figure 2.8 shows the arrangement of the band

heaters around the vapor cell. More details about temperature stabilization of the va-

por cells are given in appendix section A.1.

Figure 2.8: Spectroscopy setup A: The band heaters around the vapor cell are
supported by a brass holder. A coil is wound around the vapor cell to generate the
modulating magnetic field. B: Schematic of the SAS setup. The probe beam is derived
by retro-reflecting the pump beam and partly blocking it with an iris. Figure taken
from [81]

The SAS signal itself cannot be used to correct laser frequency drifting away from

resonance because it is symmetric about the atomic resonance. So we need to obtain

an anti-symmetric error signal from the SAS signal. For this, we use a technique called

Zeeman modulation locking [82, 83] in which circularly polarized pump-probe beams

and a sinusoidally modulated magnetic field are applied to the atomic vapor causing

modulation of the energy levels and therefore SAS signal. This modulated SAS signal is

then fed to a lock-in amplifier for demodulation and an anti-symmetric error signal is

obtained. The error signal is fed into a PID module for stabilizing the laser frequency.

2.3.1 Sodium

The energy level diagram for sodium is shown in figure 2.9. “Laser cooling and trap-

ping of sodium atoms is achieved using the D2-line at 589 nm, which is obtained from

a high-power, frequency-doubled diode laser (TA-SHG pro, from Toptica Photonics).
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The laser light is stabilized to the excited-state crossover transition of the D2-line us-

ing SAS and Zeeman modulation locking.” To generate the modulating magnetic field,

a coil is wound around the vapor cell. This coil is then driven with a sinusoidal cur-

rent using a Red Pitaya and an audio amplifier OPA 548. The modulated SAS signal

is fed into a digital lock-in amplifier and PI-controller, which are programmed on a

STEMLab 125-14 board from Red Pitaya using the Pyrpl module [84].

Figure 2.9: Sodium spectroscopy. A: Energy level diagram of sodium. B: The SAS
signal. C: The corresponding error signal from Zeeman modulation. The detuning is
measured from the crossover between the two hyperfine ground states. Figure taken
from [81]

2.3.2 Potassium

The energy level diagram for potassium is shown in figure 2.10. “Laser cooling

and trapping of potassium atoms is achieved using the D2-line at 767 nm. The

light is obtained from a master-slave laser configuration (both DL pro, from Toptica

Photonics). The master laser frequency is locked to the ground-state crossover

transition of the D2-line of 39K with a scheme similar to sodium. The slave laser

is frequency-stabilized through an offset beat lock (−405 MHz) and its output is

amplified using a home-built tapered amplifier(TA) module to a power of 800 mW
(after mode cleaning with a single mode fiber).” This light is used to supply all the

cooling and trapping beams. Details of the TA and the offset beat lock can be found

in the Masters thesis of Jan Kilinc [81].

“The offset locking scheme is designed to facilitate switching between the two iso-

topes, 39K and 40K. To cool the fermionic 40K, the slave laser frequency should be

increased by approximately 810 MHz via the offset lock, with the blue acousto-optic

modulators (see figure 2.7) turned off and the electro-optic modulators turned on.”
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Figure 2.10: Potassium spectroscopy. A: Energy level diagram of potassium. B:
The SAS signal. C: The corresponding error signal from Zeeman modulation. The
detuning is measured from the crossover between the two hyperfine ground states.
Figure taken from [81]

2.4 Laser cooling and trapping

2.4.1 Laser cooling

Laser cooling [85] uses the momentum of photons to slow down atomic motion. The

Doppler shift mentioned in equation (2.6) causes the atoms to preferentially absorb

photons from a red-detuned laser beam counter-propagating to atomic motion and

giving a momentum kick opposite to the atom momentum. We consider two-level

atoms, wherein after absorbing the photon, the atom transitions to an excited state

and decays back to the ground state by spontaneous emission. This emission has a

random direction and thus the associated momentum kick is also randomly oriented.

Several repetitions of this absorption-emission cycle slows down the atomic motion

because all absorption momentum kicks add up but emissions are random so their

net momentum transfer averages to zero.

The scattering force Fsc produced by such a mechanism can be calculated using

optical Bloch equations [86, 87]. The result is the well-known expression:

Fsc = ℏk⃗
[

Γ
2

Ω2/2
∆2 + Ω2

2 + Γ2

4

]
(2.7)

The above equation can be re-expressed in terms of laser intensity I and saturation

intensity Isat as:

Fsc = ℏk⃗
[

Γ
2

I/Isat

1 + I/Isat + 4∆2

Γ2

]
(2.8)

where Isat is defined such that I/Isat = 2Ω2/Γ2. In both equations ℏk⃗ is the

photon momentum and the quantity inside the square brackets is called the photon

scattering rate γph. Other terms in these equations are : rabi frequency Ω, the laser

detuning ∆ and the natural linewidth Γ of the atomic transition.
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So far only one laser beam was considered, which damps the motion of atoms only

opposite to the beam direction. For damping velocities parallel or antiparalllel to

a given direction, two oppositely directed beams are required. Calculating the total

contribution from both beams gives the expression for the cooling force as [88] :

F = −αv (2.9)

with

α = −4ℏk2 I

Isat

 2∆/Γ(
1 + I/Isat + 4∆2

Γ2

)2

 (2.10)

where we assumed k⃗ · v⃗ ≪ Γ. For a damping force, we require a positive value of α

and hence a red-detuning (i.e. ∆ < 0). To cool atoms moving in three dimensions,

three mutually orthogonal pairs of counter-propagating beams along each of the X, Y,

Z axes are required. Such an arrangement is called Optical Molasses [89].

The Doppler cooling mechanism discussed so far only works when the Doppler shift

compensates the laser detuning from the atomic resonance. For a given atom this

resonance condition is only satisfied for a specific velocity, therefore the cooling

will only work in a narrow range around that velocity. To maintain the resonance

condition over a wide range of velocities, one approach is to use the Zeeman effect to

shift the atomic energy levels for maintaining the resonance. This can be achieved by

the use of a spatially varying magnetic field. Such a device, called Zeeman slower [90,

91], is a common method to cool atomic velocities from several hundred meters per

second to few tens meters per second.

2.4.2 Doppler limit and sub-Doppler cooling

The random nature of the spontaneous emission gives a random recoil to the atom

after each emission. Also the atom does not always absorb the same number of

photons in a given time duration. These two fluctuations cause a random walk of

the atomic velocity on top of the damping. This competition between diffusion and

damping culminates into a steady-state velocity for the atoms, which is the origin of

the Doppler temperature limit. A detailed mathematical analysis can be done either

semi-classically [92] or quantum mechanically [93, 94]. The analysis results in an

expression for Doppler temperature limit as :

Tmin = ℏΓ
2kB

(2.11)

The Doppler cooling limit in equation (2.11) holds for two-level atoms. The first exper-

imental results [89, 95] seemed to agree with the theory prediction. However, careful

experimental re-investigation [96, 97] showed that the temperatures achieved were

much lower than the predicted limit. For explaining this discrepancy, new explana-

tions [98, 99] were proposed considering the polarization gradients, multilevel struc-

ture of atoms and optical pumping among these levels. Two main scenarios were con-

sidered in these proposals regarding the polarization of counter-propagating beams
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: σ+ − σ− polarization (corkscrew cooling) and lin ⊥ lin polarization (Sisyphus cool-

ing). Although the σ+ − σ− polarization for counter-propagating beams is more com-

mon (for e.g. in a MOT), the total polarization in 3D depends on the phase factors for

the laser beams. As a result of this both Sisyphus cooling and Corkscrew cooling are

present to different extent [100].

The equilibrium temperature TOM predicted by [99] for the sub-Doppler cooling

mechanisms in optical molasses is :

TOM ≈ ℏΓ
2kB

Ω2

∆ ≈ ℏΓ
2kB

I

∆ (2.12)

This has been verified experimentally [101]. Sub-Doppler cooling can achieve tem-

peratures of about few times the recoil limit which is the temperature associated with

the momentum kick from emitting a single photon. Another important point is that

while for most alkali atoms, molasses cooling can be observed rather easily, for few of

them like potassium one needs to carefully choose the parameters [102]. This is be-

cause of the poorly resolved excites state hyperfine structure which inhibits efficient

molasses cooling.

2.4.3 Magneto-Optical Trap

The cooling techniques discussed so far damp the atomic motion, but they cannot

trap atoms in space. This is because the force arising from Doppler cooling is velocity

dependent so it only confines the atoms in momentum space (i.e. cooling). For

trapping the atoms spatially, a position dependent confining force is required. A

routine technique employed for this purpose is the use of a Magneto-Optical Trap

(MOT) [103, 104] which uses the multilevel structure of atoms to create a position

dependent force along with a damping force.

Figure 2.11: MOT working principle.

A MOT consists of the Optical Molasses arrangement (with σ+ − σ− polarizations) in

addition to a pair of anti-Helmholtz coils carrying current in opposite direction. This

creates a quadrupolar magnetic field with value of zero in the middle of the common
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2.4. Laser cooling and trapping

axis of the coils and linearly increasing for small distances away from the center. For

simplicity, we explain the trapping force by considering the 1D case (say along X axis)

and a simple atomic transition from J = 0 to J = 1. In presence of the magnetic field

Bx, the excited state J = 1 splits into Zeeman sublevels mJ = 0,±1 whose degeneracy

is lifted (as shown in figure 2.11) according to the relation :

E = gµBxmJ (2.13)

where E is the energy, g is the Lande factor and µ is the Bohr magneton. Around

the MOT center, Bx and E vary linearly with position. Now consider an atom at

the MOT center moving along the X-axis. As it moves towards x > 0, the transition

J = 0 → J = 1,mJ = −1 comes closer to resonance with the red-detuned σ− light.

For x < 0, the transition J = 0 → J = 1,mJ = +1 comes closer to resonance with

the red-detuned σ+ light. So the atom is always pushed back to the MOT center by

the beams. Note however, that the forces exerted by the beams have not lost the

velocity dependence, rather an additional position dependence has emerged. Thus

the system now resembles a damped harmonic oscillator [103]. The total force is given

by [105]:

Fx = −αv − βx (2.14)

where α is same as in equation 2.10 and β is given by :

β = α

k

gµ

ℏ
dBx

dx
(2.15)

For continuous operation of a MOT, it is important that atoms undergo a closed

cycle of transitions which provide the trapping force and cooling. Although laser

frequency can be precisely tuned to particular atomic transition, the multilevel

hyperfine structure of atoms has extra states to which the atom can decay. This can

take the atom to a dark state where it can no longer experience the trapping and

cooling. Therefore, one needs extra laser called “repumper laser” to optically pump

atoms back to the cooling and trapping cycle.

2.4.4 2D-MOT

The atoms emerging from the oven form a vapor in the 2D-MOT chamber. They

are captured from the vapor by cooling and trapping them in two dimensions

using a combination of a quadrupole magnetic field and laser beams with circular

polarization. The quadrupole magnetic field required for the 2D-MOT operation,

is generated by four stacks of nine (four) neodymium bar magnets for sodium

(potassium). Two retro-reflected circularly polarized laser beams with opposite

handedness provide the necessary cooling and trapping forces. The pre-cooled atoms

in the 2D-MOT region are transported to the 3D-MOT with a push beam. This

arrangement is shown in figure 2.4. As an example, plot of magnetic field strengths

in the sodium 2D-MOT setup is shown in figure 2.12.
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Figure 2.12: Sodium 2D MOT magnetic field. A: The magnetic field in the plane of
the cooling beams. The z direction is along the Zeeman slower, y direction along
push beam and x direction is left to right of 2D-MOT chamber. The cooling beams
are along diagonal direction in this plot. B: Magnetic field along the cooling beams.
The estimated gradient is 65 G cm−1. C: Magnetic field along the slower beams.

The 2D-MOT acts as a low velocity intense source (LVIS) [106] for loading the 3D-MOT.

It provides a narrow distribution of thermal velocities of atoms as compared to the

case where the 3D-MOT is directly loaded from a vapor. This improves the capture

efficiency of a 3D-MOT, resulting in faster loading rates and larger atom numbers.

Such a setup has been used for the fast creation of Bose-Einstein condensates of

sodium and potassium, as described in ref. [71, 107]. The 2D MOTs in our setup can

produce an atomic flux of at least 108 atoms per second for sodium and at least 105

atoms per second for potassium.

2.4.5 3D-MOT

In the science chamber we operate the 3D-MOT in retro-reflected configuration

for both species where atoms are cooled and trapped in three dimensions using a

combination of magnetic field gradients and circularly-polarized laser beams. For

this we first split the light transported (via optical fibres) from the laser table into

three paths for each species on a separate breadboard and then overlap the two

wavelengths on dichroic mirrors in each path. On the splitting breadboards, we adjust

the circular polarization for the beams using quarter wave-plates. The correct circular

polarization for a 3D-MOT is achieved when the MOT beam which travels along the

MOT coil axis has opposite handedness from the other two MOT beams which have

the same handedness. The overlapped laser beams are routed to the science chamber

using mirrors such that they intersect inside the science chamber while forming a XYZ

coordinate system. Each beam is then retro-reflected using an achromatic quarter

wave-plate and plane mirror.

The quadrupole magnetic field required for the 3D-MOT is produced by a pair of

coils connected in anti-Helmholtz configuration, which are placed on the sides of

the science chamber. The magnetic field gradient produced by the 3D-MOT coils
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is approximately 1 G cm−1 A−1. The first version of our MOT coils were made by

winding 30 turns of a rectangular copper wire on an aluminum frame without any

active cooling. This was upgraded later to a compact water cooled design [108]

as described in section 4.2. The fast control of the current in the coils, required

during an experimental sequence, is achieved through an insulated-gate bipolar

transistor (IGBT) switching circuit (see appendix section A.1) and a programmable

power supply. In order to cancel stray fields in the vicinity of the atomic clouds, we

use three independent pairs of Helmholtz coils carrying small currents (< 1 A).

With this setup, we achieved our first dual species MOT on 8 January 2020. Figure 2.13

shows a picture of our first dual species MOT taken from a side camera. The values of

latest optimized parameters for laser intensities and detunings in various beam paths

are given in table 2.1 for both sodium and potassium.

Figure 2.13: First picture of our sodium-potassium dual-species MOT.

Path Sodium Potassium
Intensity Detuning Intensity Detuning

(mW cm−2) (MHz) (mW cm−2) (MHz)

2D-MOT cooling 11.7 −63 5.7 −16
2D-MOT repumper 5.6 −56 4.5 −15

3D-MOT cooling 8.4 −11 1.9 −26
3D-MOT repumper 2.5 −18 1.9 −15

Zeeman slower cooling 39 −103 − −
Zeeman slower repumper 13 −103 − −

Push 28 −7 14 −5

Table 2.1: Table of values for powers and detunings in various paths. The intensities
are reported per beam.

2.5 Fluorescence imaging

Common imaging techniques for ultracold atoms include absorption imaging [16, 18,

109], phase-contrast imaging [110, 111] and other non-destructive techniques [112–

115], dark-ground imaging [116, 117] and fluorescence imaging. We use fluorescence

imaging in our experiment. It is based on illuminating atoms with resonant/near-

resonant light and collecting the photons scattered by atoms to form an image of the
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atom cloud. An important goal for our experiment is to perform single atom imaging

in optical tweezers. Although absorption imaging has been used for single atom

imaging [118], fluorescence imaging is better suited for such experiments (involving

dilute atomic samples) as it provides a higher signal to noise ratio. Single-atom

imaging using fluorescence imaging has been demonstrated in several experiments

[31–34, 119–121].

2.5.1 Imaging system

For monitoring the 2D-MOT, 3D-MOT and for some experiment sequences (like MOT

atom number and temperature measurement/optimization), we use CMOS cameras

(Mako-030B from Allied vision technologies). For imaging we either use an adjustable

compound objective (Thorlabs MVL25M23) screwed on the c-mount thread of the

camera or a single lens. Mako-030B also supports Power Over Ethernet (POE) which

allows us to connect to the camera and power it using a single Ethernet cable. The

cameras can be triggered via a 3.3 V TTL signal for accurate timings of the imaging

exposures.

The main imaging setup is below the science chamber as shown in figure 2.14. It

comprises an apochromatic high-resolution objective, which features a numerical

aperture of 0.5 and chromatic focal correction in the wavelength range 589 − 767
nm (fabricated by Special Optics). The objective has been designed considering

our requirements of a working distance of 22 mm, which comprises 14 mm vacuum,

6 mm glass and 2 mm air. The effective focal length of the objective is 30 mm. The

objective operates in an infinity-corrected alignment such that the atoms are situated

in the focal plane of the objective which collimates their fluorescence. The imaging

objective is also used as a focusing objective for optical tweezers as described in

section 4.7.

The structural framework for the imaging setup is provided by a vertical cage system

which is mounted on stages for x-, y- and z-translation along with tip-tilt adjustment.

The cage system holds the objective at the top. The fluorescence of sodium and

potassium is separated by a dichroic mirror, built into the cage system . Imaging

paths for both species contain a secondary lens and an additional relay telescope.

This allows us to do spatial filtering with an iris in the intermediate image plane of

the secondary lens.

For imaging the sodium atoms we use an sCMOS camera (Andor ZYLA 5.5), while

for the potassium atoms we use an EMCCD camera (NuVu HNu-512). The sCMOS

camera provides a cost-effective solution for low-noise detection of cold atoms

[119] while an EMCCD camera offers sensitive detection for single atoms in optical

tweezers [120]. The cameras are mounted on linear translation stages for ease of

camera alignment with atom image. Additionally we use narrowline bandpass filters

for both sodium (Edmundoptics 65-162) and potassium (Edmundoptics 65-177) to
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Figure 2.14: Schematic of the imaging setup. The cage system is not shown for clarity.
A zoomed in view from the side shows a cut view through the science chamber and
positioning of the objective relative to the chamber.

block unwanted wavelengths from falling on the respective camera sensor.

2.5.2 Extracting atom number and temperature

The average number of photons scattered by an atom when illuminated with a laser

beam depends on the scattering rate γph. It was already defined in equations 2.7 and

2.8 for one beam. For 6 beams with each beam having intensity I, the scattering rate

is :

γph = Γ
2

(
6I/Isat

1 + 6I/Isat + 4∆2

Γ2

)
(2.16)

So the average number of photons Nph scattered in a given time duration τ by Nat

atoms is :

Nph = γphτNat (2.17)
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These photons are collected via an imaging system on a camera which converts the

photon numbers into counts Nc as :

Nc = Nph (Ω ∗ ηdet) = Nphη (2.18)

where Ω is the solid angle, ηdet is the detection efficiency taking into account the

camera quantum efficiency and transmission losses in the optics, and Ω ∗ ηdet = η

is the overall photon collection and conversion efficiency. The equations 2.16 to 2.18,

can be used to estimate the atom numberNat from the camera countsNc. Since some

counts originate from background light sources, camera offset counts etc,. a reference

image is also taken which is subtracted from the atom image.

Apart from atom number, we can also estimate the temperature of atoms. For this,

we perform a Time-of-Flight (TOF) measurement. In TOF measurement, the trap

holding the atoms is suddenly switched off so the atom cloud expands ballistically.

After a variable time delay (usually in few milli-second range), an image of the cloud

is taken. The free ballistic expansion of the cloud follows the equation :

σ2(t) = σ2(0) + (kBT

m
) t2 (2.19)

where σ2 is the width of atom cloud, t is the time-of-flight, kB is the Boltzmann

constant, T is the absolute temperature of the atomic cloud and m is the mass of

atoms. Thus by performing a linear fit on σ2 vs. t2 we can estimate the temperature of

atoms.

Note that equation 2.19 is written for the atom cloud but we work with the images. All

lengths in the images are a scaled version of the real lengths in the atom cloud (by the

magnification factor of the imaging lens system). So the modified equation for the

images becomes:

σ2
i (t) = σ2

i (0) + (α
2kBT

m
) t2 (2.20)

where σ2
i is the width in images and α is the magnification factor of the imaging

system. Generally σ2
i is obtained in pixel2, so unit conversion must be done carefully.

2.6 Experiment control system

For performing experiments with ultracold atoms, we need to ensure an accurate

control of different devices involved in the setup. This is achieved with an external

control of the devices via either digital or analog signals. Furthermore, various signals

have to be mutually synchronized for properly executing an experiment sequence.

Thus for experiment control we need two kinds of hardware : those that generate the

digital/analog signals and those that produce clock ticks to synchronize these signals.

Apart from the hardware requirements, there are also some software requirements.

An experiment control system is a set of software packages which can interface with
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various hardware for automatized execution of the experiment sequences. It should

allow user-friendly description of the experiment logic/parameters and support a

wide range of hardware with the possibility to add new ones. It should also offer a

methodical approach for self-sufficient representation of the experiment logic, the

parameters and the data obtained during the sequences such that the experiments

can be stored(or analysed) in a reproducible format. Another aspect which was very

important to us was that the software should be free and open-source. This allows

efficient code-maintenance and prevents the tendency to re-invent the wheel by

every new research group. It also easily allows others to contribute to the project

thereby widening the scope of its application.

The older NaLi experiment in our group used a MATLAB-C++ experiment control sys-

tem described in [122]. Although this software framework was capable of running

experiment sequences, it had some shortcomings making its use inconvenient. The

framework assumes the use of a fixed frequency clock which results in long compila-

tion times and a large file size for typical experiment sequences involving a duration

of about a minute and a timing resolution of few microseconds. The experiment se-

quences were written in a custom built file format called Sequence Definition File

Format (SDFF). This file was not nicely integrated with the workflow with which data

(mainly camera images), acquired from the experiment was stored. This is not a self

sufficient representation of data and can be a source of confusion.

With all the understanding and motivation, for our SoPa experiment we decided to

use the labscript suite [123] for experiment control. Labscript suite is a free and open-

source 1 python based modular experiment control framework. It is becoming an

increasingly popular choice in the ultracold atom community with a very responsive

forum support2. It is described in detail in the PhD theses of Phillip Starkey and

Chris Billington [124, 125]. Here I will summarize the labscript architecture and then

describe our hardware and software configuration and our workflow for daily use in

the lab.

The framework of labscript assumes a hierarchy of devices in a parent-child relation.

This hierarchy is a representation of how devices are connected to each other. In its

simplest form it comprises two levels. The top level consists of a master psuedoclock

as a parent device. It is a variable frequency clock which produces clocking signals

only when the child devices need to update their inputs/outputs. This saves memory

by avoiding redundant information. The next level includes various digital and

analog devices for generating/acquiring signals. All these are children of the master

psuedoclock and must be connected to it for receiving the clock signal. These child

devices can then control other hardware in the lab.

The type of experiments labscript addresses are shot-based. A shot is a sequence of

1https://github.com/labscript-suite
2https://groups.google.com/g/labscriptsuite
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instructions to be executed with precise timings on the devices. For building a shot,

labscript uses two main python files : one for specifying the sequence of instructions

or the experiment logic (called the labscript file) and the other for description of the

connections in the lab (called the connection table). Each shot is saved in HDF5 file

format with the file containing a comprehensive amount of information pertaining to

the shot.

Labscript suite is divided into five components, each of which performs specific tasks

as described below:

• labscript : labscript is a compiler which comes with an Application Program-

ming interface (API). The API provides a set of functions to interact with the

labscript compiler. These functions are called within the labscript file to define

the experiment logic. In the labscript file the hardware devices are represented

as Python objects and the API functions are class-methods available to these ob-

jects. During compilation, the compiler converts the labscript file python script

into low-level instructions specific to each hardware and also generates timing

instructions for the psuedoclock.

• Runmanager : Runmanager is responsible for the compilation of shots into HDF

files and managing related information. It also manages the parameters used in

the experiment logic. These parameters called globals can be any valid python

expression. In case some parameters are arrays or lists, runmanager creates

shots for each possible combination of parameters by performing a Cartesian

product.

• BLACS : BLACS is responsible for executing the low level instructions on the

hardware according to the HDF file for each shot. BLACS operates in two modes :

manual mode in which the user can control the hardware and buffered mode in

which shots are executed under hardware timing. In its GUI BLACS dynamically

generates a tab for each device according to the connection table. For details see

[124].

• Lyse : After a shot has been executed, the data in its HDF file can be analysed

using lyse. There are two types of Lyse analysis routines : single- shot and multi-

shot. Single-shot routines are run for each shot independently while multi-shot

routines access data in several shots. e.g. MOT loading rate . For all loaded shots

Lyse produces a pandas dataframe with the details of all parameters, analysis

results etc.

• Runviewer : Runviewer is used for viewing graphically, the expected changes in

each output across one or more shots. Its use is optional, but can be useful for

debugging the behaviour of experiment logic. The output traces are generated

directly from the set of hardware instructions stored in a given HDF file. This

provides a faithful representation of what the hardware will actually do.
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The hardware for our experimental control is purchased from Spincore and National

Instruments (NI). We chose the following hardware configuration as it was already

compatible with labscript. To use the following hardware with labscript we need to

use the device drivers supplied by the respective vendor.

• Spincore pulseblaster USB : It is a multichannel pulse/delay generator and is

used as the master pseudoclock. It is capable of generating pulses and delays

ranging from 50 ns to 4.5 × 107 s in length when operating with a 100 MHz clock

frequency. The clock oscillator signal originates from an on-chip PLL circuit

with a base frequency of 50 MHz. The PulseBlasterUSB has up to 24 independent

output channels with 3.3 V TTL signals, and can accommodate pulse programs

containing up to 4096 instructions. The clock signal from a output channel of

pulseblaster can be received by an NI card using its Programmable Function

Input (PFI) channel.

• NI PXIe chassis 1073 : It provides a rugged enclosure for upto five NI cards. The

integrated controller built into the chassis can connect to a computer using

a PCI connector card NI PCI-8361, which plugs in to the motherboard of the

computer. This allows a convenient control of all the NI cards plugged in the

chassis.

• NI PXIe 6535: It is a digital output card having 32 channels with 3.3 V TTL signals.

The on-board memory can store upto 2048 samples.

• NI PXIe 6738: It is an analog output card having 32 analog channels with ±10 V
output range and a maximum update rate of 1 million samples per second. It

also has 10 digital input/output channels. The on-board memory can store upto

65, 535 samples.

The spin core pulseblaster USB comes in a 19-inch rack mountable enclosure with

all its connections exposed on BNC outputs. For the digital and analog cards, we

made our own breakout boxes. The cable attached to PXIe 6535 has 68-pin VHDCI

connector on both sides. On one side, we expose these pin connections using the

breakout PCB BRKAVH68FV1-R from Winford. The PCB offers both screw terminals

and solder pads. The exposed pins on the PCB are then connected to a PVC panel

which has an array of BNC connectors. Finally using an aluminium blase plate and

PVC plates for other sides we assemble our breakout box. The same procedure is used

for the analog card PXIe 6738, but since it has a 68-pin SCSI connector cable, we use a

different breakout PCB BRKBDP68FV1 from Winford.

Labscript supports a wide variety of hardware and offers the possibility for including

new hardware. At the beginning of our experiment, we purchased hardware which

was already supported. As the experiment progressed, we started buying new

hardware which was not supported in labscript . So we had to write custom code to
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use those devices. For some of the use cases we could also implement easier work-

around by writing lesser code. Given below are three such use cases with different

devices:

• MaKo camera : We integrated Mako camera into labscript by writing the

corresponding BLACS worker class and other helping classes for it. For this we

could use a lot of functionality of the existing IMAQDX camera class in labscript .

We also needed to use the pymba package, which is a python wrapper around

the official C-API called Vimba provided by Allied Vision technologies. After this

integration, Mako can now be used as a regular device in labscript . Also since

the Mako class uses pymba which supports other cameras from Allied Vision,

it should be possible to use them as well with labscript . The code for Mako

integration into labscript is publicly available at : https://github.com/fretchen/
synqs_devices

• Andor ZYLA 5.5 camera : Although labscript has support for some camera

models from ANDOR, there were some glitches while using our camera model

Andor ZYLA 5.5 as a BLACS device with labscript . To resolve this we came up

with a work-around which is very general purpose. It uses an existing dummy

device in labscript called function_runner. This device can execute arbitrary

python code at the beginning or end of each shot. So we just trigger the camera

using NI PXIe 6535 and program the camera settings using a free software called

Micromanager. Micromanager supports Andor ZYLA 5.5 and uses ANDOR SDK

to program the camera. The camera is programmed to take a fixed number of

images for fixed number of triggers as required by the number of shots to be run.

Whenever the camera takes an image during a shot by receiving a TTL trigger it

saves them in a predefined folder. At the end of that shot the function_runner

device packs all images from the storage location into the HDF file for that

shot. This way we can easily use any camera for which the support is not yet

in labscript . An example of this is our NuVu camera, for which also there is no

existing support in labscript , but we can still use it with the above method.

• SynthHD : This is a microwave generator which can generate any frequency

between 10MHz and 15GHz in 0.1Hz resolution. We use it for microwave

frequency sweep for performing evaporation in the magnetic trap. The vendor

Windfreak provides a GUI to control the SynthHD. At the beginning of each scan

with several shots, we set all parameters for the frequency sweeps like frequency,

amplitude, sweeping duration and range etc. and we set the SynthHD in trigger

mode. During a shot whenever SynthHD receives a TTL trigger from the NI

PXIe 6535, it will perform the microwave sweep. Note that we can also achieve

a similar functionality using the python API provided by Windfreak and using

function_runner to set the parameters for SynthHD at the beginning of each

shot. This method can have the added advantage that one can perform scans
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of sweep parameters in Runmanger and use those variables automatically for

setting the SynthHD via function_runner.

For our use in the lab, we install labscript in a python virtual environment using

miniconda. For shot storage, we use a network storage service (called Scientific Data

Storage or SDS) provided by University of Heidelberg. This allows us to run analysis

on the data from other computers on the network. For better code maintenance of

our experiment logic, we define various functions corresponding to different actions

(e.g. load MOT, perform molasses, take image etc.) in a separate file. These functions

are then imported into the main experiment logic file. This file containing all the

functions is also saved in the HDF file for each shot.

For analysis, we use Lyse without its GUI. For analysing a particular scan folder with

several shots, we import the lyse library in a Jupyter notebook and use the function

dataframe_utilities.get_dataframe_from_shots() to get a pandas dataframe

with details of all parameters for all shots. With this dataframe its very easy to perform

analysis on the shots for e.g. conditionally selecting those shots which fulfill some

criteria for values of parameters etc. Our analysis functions are written in a separate

python file in a class structure. In the Jupyter notebook we instantiate an object of this

class and then call the desired analysis functions. A framework of our analysis code is

given in appendix section A.2.

2.6.1 Is labscript enough?

A very powerful feature of labscript is that the different components of labscript have

an API which can be used to communicate with them. Let us consider Runmanger

for example. Any running instance of Runmanger can be communicated using its

remote API. This API provides functions with which one can perform the same tasks

as with Runmanger GUI e.g. specifying the labscript file or the shot output folder,

setting values of globals, starting compilation of shots etc. This ability is very helpful

if one wants to incorporate labscript as a part of a bigger software framework, because

other software components can communicate with labscript components using their

respective APIs.

The obvious next question is why would one want to include labscript into a larger

framework. The exact details are explained in Chapter 7, but suffice it to say that for

those use cases where several remote users could submit “instructions” to an experi-

ment, labscript does not provide all requirements. Although it supports a distributed

web architecture where different modules of labscript running on different computers

can communicate via a network, this is limited to a local network. For communicating

over the internet for several remote users, the following challenges exist:

• There is no built-in user management in labscript although workarounds can be
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2. Experimental setup

used to some extent.

• A robust user authentication is also missing.

• Transferring the HDF shot files over the internet is not so easy. So a different

method has to be used.

• Given that labscript allows the remote users to compile HDF files from python

code, there is also a security risk of arbitrary code execution.

• Not every user might be willing to adapt to learning labscript . So we have

to create a solution based on something that is already very popular amongst

remote users.

These reasons (among others) lead us to developing qlue3, which is a backend

agnostic web-interface allowing users to access remote cold atom platforms in a

secure way. The details about qlue are mentioned in Chapter 7.

3https://github.com/synqs/qlue
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3
Atom number dynamics in a MOT

As explained in Chapter 2, we have set up a new Na-K cold atom mixture experiment.

After we got our first dual-species 3D-MOT, we wanted to perform experiments with

our setup, which would not only allow us to benchmark it, but also show the potential

of our machine for fundamental physics studies. We concluded that atom counting

in a MOT is a very good candidate for this purpose. In this chapter, I describe our

atom counting experiments and the use of atom counting for quantifying the effect

(or absence) of inter-species interaction. This chapter closely follows our publication

[66]. The parts of this chapter taken verbatim from [66] are put in “quotes”.

3.1 Atom counting in a MOT

In a MOT, the trapped atoms go through a cyclic cooling process and continuously

emit fluorescence which can be used to image them as explained in section 2.5. For

atom counting in a MOT, we monitor this fluorescence and try to detect changes in

the fluorescence signal due to load or loss of a single atom in the MOT region. The ex-

perimental feasibility of this technique to count single atoms was first demonstrated

in [126]. In our imaging setup, the light collected from both atomic species with our

imaging objective is routed to separate cameras. To record the atom fluorescence, we

expose the camera for a given time interval in which the fluorescence photons im-

pinging on the camera sensor create pixel counts in the region of the sensor, where

the image of the MOT is formed. Since the motion of the atoms during the exposure

time washes out any spatial information, we sum up the pixel counts over the entire

MOT region. Taking several images, and performing the summation for each image

results in a time trace of camera pixel counts. We then try to measure jumps in this

time trace due to change of atom number by one.

3.1.1 Why do atom counting in a MOT?

Single particle resolution is a requirement for numerous experimental protocols [127].

Here, I list few examples where atom counting in a MOT has been used as a sensitive

technique for accurate determination of particle number.
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3. Atom number dynamics in a MOT

• Metrology : Atom interferometry experiments aim for accurate measurement

of a physical quantity by encoding it into the relative phase between two

modes of an atom interferometer [128]. The relative phase is estimated by

combining the two modes and measuring their population. Accurate particle

number detection is thus directly linked to the accuracy of phase estimation.

Although these interferometric applications use Bose-Einstein condensates,

atom counting in a MOT can still be helpful by using it at the end for only

detection purposes. This is done by recapturing atoms into a MOT to perform

state resolved population readout [129, 130].

• Fermionic systems : Deterministic preparation of few fermion systems [131]

has attracted a lot of research interest in the last decade. This bottom-up

approach paved the way for several studies [132, 133] of the basic properties

of fermionic quantum systems starting from the few-body limit and building

towards the collective states seen with many particles. Accurate detection of

particle number was a crucial part of these experiments and was accomplished

using atom counting in a MOT.

• Inter-species cold collisions : Dual-species MOTs exhibit inter-species collisions

which can lead to dramatic losses compared to the single species case. A

sensitive probe for measuring these inter-species interaction processes can be

obtained by operating one species as a tracer (in few atom regime) in the

MOT while maintaining a large cloud of the other species. The technique of

accurate atom counting in a MOT can precisely measure the effect of inter-

species interactions on the atom number dynamics of the tracer species. This

method has been used to extract a precise value of the inelastic inter-species

collision coefficient in a rubidium-caesium dual-species MOT [134].

• Interdisciplinary research : Accurate atom counting in a MOT has been used

in studies of environmental systems by measuring the concentration of tracer

atoms in a system [135]. This technique called atom trap trace analysis (ATTA)

[136] provides a robust and sensitive [137] way to determine tracer concentra-

tion in a given sample. By measuring the tracer concentration, one can estimate

the age of the sample (usually water) which in turn allows to infer information

on environmental and anthropogenic processes, such as groundwater flow dy-

namics, ocean ventilation and climate change [138].

The versatility of single atom counting in a MOT for accurate particle number

detection has led to its implementation by several research groups [130, 131, 134,

136, 139–144]. For us, the main motivation was using the technique to benchmark

our setup in terms of continuous operation, imaging sensitivity etc. Furthermore we

wanted to used this technique for studying inter-species collision properties on our

setup.
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3.1. Atom counting in a MOT

3.1.2 Controlling atom number in a MOT

A key requirement for accurate atom counting is to ensure, that during a camera

exposure, there should be no load or loss event because that would smear out the

fluorescence signal level. For this reason, we need to drastically reduce the vapor

pressure of atoms around the MOT region. In order to achieve this in our setup, we

turned off the oven heating and the 2D MOT beams.

The MOT is loaded from a very dilute vapor in the science cell. The loading rate for

such a vapor-loaded MOT is given by [104] :

Γload = 0.5nV 2
3v4

c

(
m

2kBT

) 3
2

(3.1)

where n is the density of atoms in the vapor, m is the mass of atoms, T is the absolute

temperature, vc is the capture velocity, kB is the Boltzmann constant and V is the

trapping volume. The loading rate can be reduced by reducing the size [145] of the

MOT beams (and hence the trapping volume V ) and increasing the magnetic field

gradient [139, 140]. We decreased the beam size to about 2 mm diameter while the

maximum magnetic field gradient was limited to 21 G cm−1 by the heating of our MOT

coils. As a consequence of these steps, the loading rate could be reduced to few atoms

per minute. Due to the UHV in the science cell, the loss rate also got reduced by a

suppression in the amount of background collisions.

3.1.3 Imaging noise

The fluorescence signal of a single atom in a MOT differs from one image to the other

because of the noise sources in the imaging setup. The list below summarizes the

major sources of noise and how they can be suppressed :

• Photon shot noise : It refers to the fluctuation in the number of photons emitted

by an atom in a given time duration τ due to discrete nature of the process. The

average number of photons emitted by Nat atoms in detection time τ is given

by equation 2.17. The fluctuations in fluorescence arising from the shot noise

is characterized by a variance of Nat/Nph in units of atom number. So the shot

noise decreases with increasing τ , however τ cannot be increased indefinitely

due to finite lifetime of atoms in the MOT and the loading of atoms into the

MOT, so an optimum exposure time has to be determined [143].

• Intensity and polarization fluctuation of the MOT beams : As shown in

equation 2.17 the average number of photons also depends on the scattering

rate Rsc expressed in equation 2.16. The scattering rate Rsc depends on the

intensity of the MOT beams and their detuning. Since the laser is frequency

stabilized the detuning is fixed, but for a stable scattering rate the intensity of the

MOT beams should also be stabilized. Furthermore, this intensity is considered
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3. Atom number dynamics in a MOT

for a given polarization. Although the MOT light is transferred from the laser

table to the optical table using polarization maintaining fibers, we still need to

clean the polarization after the fiber using a PBS. This polarization cleaned light

is then actively intensity stabilized using a PID loop.

• Stray light noise on the camera sensor : The stray light falling on the camera

can suppress the signal of a single atom. Although for fluorescence detection

we subtract a background signal from each image, but fluctuations in stray light

on the camera can cause an imperfect subtraction thus leading to noise. For this

purpose we try to reduce the stray light noise by using bandpass filters in front of

the camera (for filtering other wavelengths) and use spatial filtering (see figure

2.14) in the imaging system to reduce the stray light from the MOT beams on the

camera. This allows us to keep the MOT image in a relatively dark region of the

camera sensor with low background light.

Apart from these steps we also had to optimize the MOT alignment, frequencies of the

MOT beams and offset magnetic fields to get single atom counting sensitivity. After

implementing these measures we could achieve single atom counting for sodium but

not for potassium. This is because the temperature of a potassium MOT is much

higher than sodium [146]. This did not allows us to decrease the size of the potassium

MOT. Thus the image of the MOT on the camera was not well separated from stray

light from the MOT beams leading to poor detection quality. So we decided to work

in few atom regime for sodium and high atom number regime for potassium.

3.2 Atom number dynamics and statistical analysis

In this section, I describe the experiment we used for tracing the atom number dy-

namics in the 3D-MOT for both species. We study them separately with different atom

number regimes but analyse their evolution with a common statistical approach. This

enables us to separate the fluctuations induced by the statistical loading process from

those caused by technical limitations because the two types of fluctuations show very

different behaviour in the data. Our experimental sequence is shown in figure 3.1,

where the timings are controlled with the labscript suite.

During a sequence, the 3D-MOT beams are always ON. “We start the atom dynamics

by switching on the MOT magnetic field (with a gradient of 21 G cm−1) and then

monitor the fluorescence in Nimg = 200 images. Each image has an integration time

τ , such that the atom fluorescence overcomes the background noise. We sum the

camera counts over the entire MOT region to get a single number Nc for each image

which results in a time trace of Nc. Each experimental run contains a series of 100
reference images at the beginning and at the end to quantify the background noise

∆bg, induced by the fluctuations in the stray light on the camera from the MOT beams.”
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3.2. Atom number dynamics and statistical analysis

Low

High
camera shutter

magnetic field

ON

OFF

ON

OFF

3D-MOT beams

Time

Figure 3.1: “Experimental sequence. A series of images (black) is taken. While
the MOT beams (red) are always on, the magnetic field (green) is switched off for
reference images marked in grey.”

For both species we repeat the sequence to get 100 time traces. As an example, five

time traces for each species are shown in figure 3.2.

Figure 3.2: Five time traces of sodium and potassium showing evolution of total
camera counts. The right axis shows atom number obtained using the calibration
process explained later.

3.2.1 Sodium

For sodium we use an integration time τ = 200 ms. We turn off the 2D-MOT

completely and load the 3D-MOT from background gas in the science chamber. “The

camera counts for sodium exhibit random jumps, corresponding to single atom load

and loss events. The dynamics is extremely slow and never reaches a stationary state

during a time trace. The stochastic nature of the observed signal and large relative

fluctuations require a statistical analysis of the dynamics in terms of expectation

values.”

We also aggregate the camera counts of all 100 time traces into one histogram, which

shows distinct atom number peaks as shown in figure 3.3. By performing Gaussian
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3. Atom number dynamics in a MOT

fits to individual single atom peaks in this histogram, we can extract two quantities:

the calibration factor CNa for converting camera counts to atom counts and the

background noise limit ∆bg,Na. “The distance between consecutive peaks corresponds

to the calibration factor CNa = 1.15(5) × 104 for τ = 200 ms and the width of the zero

atom signal sets the background noise limit to ∆bg,Na = 2201(2) counts. From the

overlap of the peaks, we estimate the detection fidelity of atoms to 96(3)%.”

Figure 3.3: “Accurate atom counting of sodium. Histogram of recorded camera
counts. The calibration from camera counts to atom number is accomplished
through Gaussian fits to distinct single atom peaks. Side images show average images
of zero and one atom.”

3.2.2 Potassium

For potassium we use an integration time τ = 100 ms. The 3D-MOT is loaded with

upto 60 atoms using very low power in the 2D-MOT beams. “In contrast to sodium,

we do not observe discrete jumps, but rather a continuous loading curve with higher

counts and smaller relative fluctuations. The stationary situation is achieved on

average after a few seconds of loading. These are typical features of a bath, which

can be characterized by its mean and variance.”

3.2.3 Unified statistical analysis

The atom number dynamics for both species show fluctuations across the 100 time

traces recorded for each one of them. “We study these fluctuations by extracting

expectation values through an ensemble average. We calculate the mean N c and the

variance ∆2
c of camera counts at each image index of the time traces and plot ∆2

c as

a function of N c in figure 3.4. For both sodium and potassium we observe a strong

dependence of ∆2
c on N c.”
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Figure 3.4: “Characterization of atom number fluctuations for sodium (left) and
potassium (right). A: Hundred time traces of sodium and potassium with mean and
error band (shown as thick lines with shaded region around them). B: Dependence of
variance on mean camera counts. For sodium (left) the inset shows the background
noise level.”

“For sodium, the variance shows a linear dependence on the average counts with an

intercept. This behavior can be understood by considering two independent noise

sources. The first one is a background noise ∆bg, which is independent of the atom

number and adds a constant offset to the variance. It originates from the readout

noise of the camera and intensity-varying stray light. The second noise source is

the atom shot noise, which describes the random variations due to the counting of

atoms loaded until a given image index in the time trace. Its variance is equal to

the average atom number. The recorded camera signal is directly proportional to the

atom number Nc = C Nat, leading through error propagation to a variance of C N c.

The two independent noise sources add up in their variances”

∆2
c = C N c + ∆2

bg . (3.2)
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3. Atom number dynamics in a MOT

“This theoretical prediction agrees well with the experimental observations. The

calibration constant CNa = 1.15(5) × 104 and the background noise ∆bg,Na = 2201(2)
were independently extracted from the histogram in figure 3.3. This validates our

assumption that background and shot noise are the dominating noise sources for

sodium. Converting the camera counts back into atom numbers, we obtain a

resolution of 0.20(1) atoms, quantifying the quality of the observed single atom

resolution.”

“For potassium, we observe a more complex behavior of the variance. In the regime

of few counts, the variance is again dominated by the background noise and the

atom shot noise. With the noise model in equation (3.2) validated for sodium, we

perform a fit to extract the calibration factor CK = 560(140) and the background noise

∆bg,K = 2450(140). The resulting atom resolution of 4.3(1.1) atoms is similar to that

achieved in precision experiments with Bose-Einstein condensates [147, 148].”

“For higher atom numbers, we observe a non-linear dependence, which we attribute

to technical fluctuations of the MOT. The MOT properties can be parameterized by

the loading rate Γload and loss rate Γloss. Considering single atom load and loss only,

they are connected to the atom number dynamics through:”

Nat(t) = Γload

Γloss

[
1 − exp(−Γlosst)

]
. (3.3)

“We fit each time trace with this solution and extract the distribution of Γload and Γloss

across different runs. Then we regenerate smooth curves using equation 3.3 for each

value of Γload and Γloss and perform variance vs mean analysis on these traces too. The

variance in the atom number dynamics, resulting from these fluctuations, is traced as

the dash-dotted curve in figure 3.4 B. In the high atom number regime it agrees well

with our experimental observation.”

3.3 Simulation of the atom dynamics

In section 3.2.3, I described how we used the same technique to extract the calibra-

tion factor for both sodium and potassium. It is easy to see that the approach works

correctly for sodium, but it is not obvious if the approach is also applicable to potas-

sium, because we do not have single atom counting resolution for potassium. In this

section, I present the simulation of the atom dynamics, which shows that our method

allows to estimate the calibration factor, even when single atom counting resolution

is not obtained. However, the method is sensitive to technical fluctuations of Γload and

Γloss and will have a larger error for higher fluctuations in these parameters.

“We model the microscopic dynamics of the atom counts Ñat(t) by a statistical process

whose macroscopic parameters are the loading rate Γload and loss rate Γloss. For short

enough time steps dt the loading of a single atom is described by a Bernoulli trial

B[1, pload], where pload = Γloaddt. The loss of a single atom is described by a binomial
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3.3. Simulation of the atom dynamics

process B[Ñat(t−dt), ploss = Γlossdt]. The change of atom number at time t is then given

by:”

∆Ñ(t) = B[1, pload] − B[Ñat(t− dt), ploss] (3.4)

“Additionally, interactions between atom pairs can be modelled microscopically by

another binomial process B[Ñpairs(t− dt), p2], where Ñpairs = (Ñat−1)Ñat

2 and p2 is the loss

probability of a pair. However, we neglected this process in our analysis, as all our

observations are compatible with p2 ≈ 0.”

“The atom number at time t = k · dt is then given by:”

Ñat(t) =
t/dt∑
k=1

∆Ñ(k · dt) , (3.5)

“with Ñat(0) = 0 and k ∈ N. From (3.5) we arrive at the collected fluorescence signal

through:”

Ñph(t) = η γph dt Ñat(t) , (3.6)

“where η is the overall photon collection and conversion efficiency, and γph the photon

scattering rate.”

“While imaging the atoms in a magneto-optical trap (MOT), the atom fluorescence

signal is integrated on a camera over an exposure time τ as visualized in Fig. 3.5 A.”

“The camera counts Nc(m) of image m ∈ {0, 1, 2...} are then expressed as”

Figure 3.5: “Simulation of the imaging statistics. A: The loading and loss processes
are characterized by the loading rate Γload and loss rate Γloss respectively, while the
imaging happens over an exposure time τ . B: Dependence of variance on mean
camera counts for an ensemble of simulated time traces. The shot noise line has a
slope of C = ηγphτ .”

Nc(m) =
τ/dt∑
k=1

Ñph(m · τ + k · dt) (3.7)

= CNat(m) (3.8)
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3. Atom number dynamics in a MOT

“The terms of equation (3.8) are the calibration factor C = ηγphτ and the observed

atom number Nat from section 3.2.3. By repeating the sum in equation (3.7) for each

imagemwe can simulate the experimental time traces. A typical result of the method

is shown in Fig. 3.5 A.”

“The single atom counting regime is characterized by average atom number changes

⟨∆Ñ⟩ ≪ 1 during the exposure time τ . We can then set dt = τ and experimentally

observe the microscopic dynamics as Nat(m) = Ñat(m · τ). This is the experimentally

realized case for sodium.”

“In the case of large atom numbers and fast dynamics, as observed for potassium in

section 3.2.3, we observe a linear dependence of variance of camera counts on mean

camera counts with the slope C. The extracted C from a linear fit agrees well with its

value used for generating the time traces (i.e. C = ηγphτ ) as shown in Fig. 3.5 B. This

allows us to estimate the calibration factor reliably as discussed in section 3.2.3.”

3.4 Immersing sodium in potassium

“The random evolution of a small system in a large bath can only be described by

its statistical properties. Such stochastic dynamics occur in a wide range of settings

including financial markets [149], biological systems [150], impurity physics [151] and

quantum heat engines [152]. Their evolution is hard to predict from microscopic

principles, stimulating strong efforts to realize highly controlled model systems in

optomechanics [153], cavity QED [154], superconducting circuits [155], trapped ions

[156] and cold atoms [157].”

“Cold atomic mixtures offer a natural mapping of physical phenomena involving

system and bath, wherein one species realizes the bath, while the other species

represents the system. If a mesoscopic cloud of the first species is immersed in a Bose-

Einstein condensate formed by the second species, it implements the Bose polaron

problem [48, 158–160]. In recent quantum simulators of lattice gauge theories, the

small clouds of one species emulate the matter field, while the gauge field is realized

by the second atomic species [50, 161, 162].”

“The feasibility of immersing a few atoms into a large cloud was demonstrated in a

dual-species magneto-optical trap (MOT) of rubidium and cesium [134]. This was

extended towards the study of position- and spin-resolved dynamics of a single tracer

atom acting as a probe [163, 164]. These microscopic degrees of freedom remain

inaccessible for the large cloud with macroscopic number of atoms [152]. While the

study of the many-body systems will involve the controlled immersion of single atoms

in tweezers into a BEC, it is already possible to benchmark the interaction of system

and bath in simpler experimental setups.”

This section focuses on the stochastic dynamics of a few sodium atoms in a large
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3.4. Immersing sodium in potassium

cloud of potassium atoms. I describe how we have used the sensitive probe of single

atom counting achieved on sodium to study its full counting statistics. The statistical

quantities extracted enable us to characterize the distribution of single atom events

and compare the influence of a potassium cloud on the occurrence of these events.

3.4.1 Full counting statistics of sodium

For extracting full counting statistics of sodium, we record 500 time traces with an

integration time τ = 75 ms per image. The reduced value of τ is chosen to not overheat

the MOT coils running a current of 21 A. These time traces are then digitized by

converting camera counts into discrete atom numbers. For digitization we aggregate

the camera counts of all 500 time traces into one histogram to extract the calibration

factor as described in section 3.2.1 and shown in figure 3.6 A:. “In the digitized time

traces, each change in atom counts corresponds to a load or loss event with one or

more atoms. We observe that the dynamics are dominated by single atom events, as

only 3% involve two or more atoms. Therefore, we neglect them in the following.”

“On average we observe N load = 2.02(6) loading events per time trace, which is much

smaller than the total number of images Nimg = 200 taken per time trace. Given that

the atoms come from a large reservoir, namely the oven region, the loading rate is

independent of the number of loaded atoms. From these observations, we describe

the loading process statistically as a series of independent Bernoulli trials with a

success probability pload. Therefore, the single atom loading probability for a time

trace is given by :”

pload = Nload

Nimg
(3.9)

“The large number of images and the low loading probability means that the number

of loading eventsNload converges towards a Poisson distribution with meanN load. This

stands in full agreement with the experimental observation as seen in figure 3.6 B:.”

“Once an atom is present, it can be lost from the MOT with a probability ploss. We

observe an average number of N loss = 1.29(5) loss events per time trace. Since we

do not distinguish between atoms, the number of atoms lost in each time step can

be described by a binomial distribution. Therefore, the number of single atom loss

events per time trace Nloss enables us to extract the loss probability for a time trace

as:”

ploss = Nloss∑
i Ni

(3.10)

“The normalization factor is the sum of the number of atoms present in each image i.

Similar to the loading case, we observe a Poisson distribution for the loss events with

mean N loss, which can be attributed to the occurrence of only a few loss events over

a large set of images.” After extracting pload and ploss for each time trace, we perform

bootstrap resampling to extract mean and error bars.
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3. Atom number dynamics in a MOT

Figure 3.6: “Counting statistics of sodium. A: Histogram of recorded camera counts
and digitization example for a time trace B: Histogram of the number of single atom
losses and loads per time trace. The dashed lines show Poisson distributions with
mean N loss and N load (extracted from the counting statistics).”

3.4.2 Effect of inter-species interaction

After characterizing the counting statistics in terms of load and loss probabilities,

we can directly measure the effect of inter-species interaction. For this, we repeat

the experiments of section 3.4.1 with and without the presence of a potassium MOT

cloud (created by pre-loading for 5 s to ensure large atom numbers up to 20000). “To

study the influence of the large potassium cloud on the dynamics of the few sodium

atoms, we compare the load and loss statistics of the sodium atom counts with and

without potassium atoms present. The extracted mean load and loss probabilities are

summarized in table 3.1. The values corresponding to the absence and presence of

potassium are indistinguishable to roughly within five percent.”
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pload [%] ploss [%]

Without K 1.06(3) 2.76(23)
With K 1.02(3) 2.47(24)

Table 3.1: “Comparison of mean load and loss probabilities in a few atom sodium
MOT with and without the presence of a potassium cloud. The uncertainties were
obtained through bootstrap resampling.”

“To exclude experimental errors, we repeated the analysis for various configurations

of relative positions of the two clouds, magnetic field gradients and laser detunings.

All results were compatible with our observation of no influence of potassium on the

sodium atom dynamics. We attribute these results to the extremely low density of the

atomic clouds.”

Now, I give an estimate of quantities which cause the observed absence of inter-

species interaction. Following [134] we can write down a rate equation for evolution

of sodium atom number :

dNNa

dt
= R(NK) − γNNa − βNaK

∫
nK(r, t)nNa(r, t)d3r − βNaNa

∫
n2

Na(r, t)d3r (3.11)

where the first term is the K atom number dependent loading rate R(NK); the second

term describes the loss of Na atoms due to collisions with background gas particles at

a rate γ; the third and fourth terms describe, respectively, the loss of Na atoms due to

collisions with a K and Na atom, characterized by the inelastic collision coefficients

βNaK and βNaNa.

In [134] the authors extract Rb-Cs inter-species inelastic collision coefficient βRbCs to

be (6.6 ± 0.3) × 10−10 cm3 s−1. To observe this, they reported a maximum atom density

of rubidium to be 6.5 × 1010 cm−3. For a Na-K mixture the coefficient βNaK has been

measured (without using single atom counting) before to be (3.0 ± 1.5) × 10−12 cm3 s−1

[165]. Since the value of βNaK is ∼ 200 times smaller than βRbCs, the density of

potassium in our case should be about 200 times more than the rubidium density

to observe a similar effect. However, the estimated density of our potassium MOT is

about 3.7 × 106 cm−3 which is too small to observe an inter-species effect for Na-K.

The reason for such a low density of the potassium MOT is the higher temperature of

a potassium MOT compared to a rubidium MOT due to the poorly resolved excited

state hyperfine structure [146]. For this reason, to achieve a higher potassium MOT

density, we would have required much higher MOT magnetic field gradients than the

value of 21 G cm−1 used in our experiments. However, our passively air cooled MOT

coils posed severe limitation to obtain any further compression. This study nicely

demonstrated the limits of our air-cooled coils, which motivated us to look for a

compact water-cooled design for further experiments [108]. This design is explained

in detail in section 4.2.
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4
Towards ultracold quantum mixture

An important goal of our SoPa experiment is building a quantum gas mixture exper-

iment where we can controllably couple a quantum gas of one species with another.

A first milestone towards this goal would be obtaining a quantum degenerate gas of

sodium and trapping single potassium atoms in optical tweezers. In this chapter, I

describe the steps we have taken so far and the problems we have faced towards real-

ising this goal. At the time of writing this thesis we have not yet obtained a quantum

degenerate gas of sodium, but we have demonstrated all the necessary experimental

steps on our setup. Similarly for optical tweezers, we have observed a first indication

of atoms being trapped in the tweezers. I conclude this chapter by mentioning the

modifications we have planned based on what we learnt from our journey so far.

4.1 Bose-Einstein condensation

Bose-Einstein condensation is a quantum phase transition which occurs in a system

of bosons usually at very low temperatures. It was predicted by Albert Einstein [166]

following the work of Satyendra Nath Bose [167]. Consider an ideal gas of free bosons.

This means the energy of each particle is given by ϵ = p2/2mwhere p is the momentum

and m is the mass of the particle. The occupation number of single particle energy

states is given by:

fϵ = 1
eβ(ϵ−µ) − 1 (4.1)

where β = 1/kBT is the thermodynamic beta and µ is the chemical potential. The

chemical potential is fixed by the following constraint:

N = Σϵfϵ (4.2)

where N is the total number of particles. The maximum value of the µ is 0 because

if µ > 0 then the occupation number of the ϵ = 0 state would be negative. We can

separate the summation in equation 4.2 into two parts : occupation number of the

ϵ = 0 state and that of ϵ > 0 states :

N = N0 + Σϵ>0fϵ (4.3)
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4. Towards ultracold quantum mixture

where N0 is the occupation number of ϵ = 0 state. Rearranging to get the occupation

of all ϵ > 0 states, we get:

N −N0 = Σϵ>0fϵ (4.4)

In the thermodynamic limit (i.e. N → ∞, V → ∞ such that N/V = constant where

V is the volume) we can replace the summation above by an integral by using the

density of states for free particles g(ϵ)dϵ = 2π(2m
h

)3/2V
√
ϵdϵ :

N −N0

V
= 2π(2m

h
)3/2

∫ ∞

0

√
ϵdϵ

eβ(ϵ−µ) − 1 (4.5)

The limit of the integral starting at 0 is fine because the factor of
√
ϵ assigns zero weight

to the ϵ = 0 state. The integral in equation 4.5 is maximized for maximum value of µ

(i.e. µ = 0). Performing the integral for µ = 0 gives [168]:

N −N0

V
≤ 2π(2m

h
)3/2

∫ ∞

0

√
ϵdϵ

eβϵ − 1 = 2.612(2πmkBT

h2 )3/2 (4.6)

Denoting (N −N0)/V by n and h/
√

2πmkBT by λdb, we can re-write equation 4.6 as :

nλ3
db ≤ 2.612 (4.7)

The quantity λdb is called the thermal de-broglie wavelength. If the quantity nλ3
db in

equation 4.7 is increased beyond the saturation limit of 2.612 (by either increasing

the density or decreasing the temperature), the excess particles cannot disappear

because of number conservation. Instead they occupy the state with ϵ = 0 (i.e. p = 0),

this phenomenon is called Bose-Einstein condensation. It has been experimentally

observed in several systems including ultracold atomic gases [16–18].

Bose-Einstein condensate (BEC) is a state of matter in which there is “macroscopic”

occupation of the ground state. The quantity nλ3
db is called the phase-space density

and it defines the precise meaning of the word “macroscopic” via equation 4.7 by

setting a cutoff for the density of particles which are not in the ground state. In

an ideal Bose gas at constant volume, Bose-Einstein condensation is a second order

phase-transition showing a discontinuity in the derivative of the specific heat at the

transition point [169–171].

There exist several criteria for a BEC [172]. A very general criterion is the Penrose-

Onsager criterion or the off-diagonal long range order (ODLRO) criterion [173]. A

system is said to possess an ODLRO if the single-particle density matrix

ρ1(r, r′) ≡ Tr
{
ρ̂ψ̂†(r)ψ̂(r′)

}
≡ ⟨ψ̂†(r)ψ̂(r′⟩ (4.8)

has a large eigenvalue, i.e., an eigenvalue proportional to the total number of particles

N , where ρ̂ is the density operator of the system and ψ̂†(r)(ψ̂(r′)) is the field operator

that creates (annihilates) a particle at r(r′). Stated differently, the one-particle reduced

density matrix of the system tends to a non-zero value as |r−r′| → ∞. If this condition

holds, the system is said to maintain spatial coherence over a long distance. For
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4.2. Electromagnet coil upgrade

the case of an ideal Bose gas considered above ODLRO exists if and only if there is

a macroscopic occupation of the ϵ = 0 state [174, 175].

This section briefly explained BEC and related concepts with simplifying assumptions

like no interactions, no trapping potentials etc. In experiments with ultracold atoms

these assumptions are not satisfied and a more rigorous treatment has to be done. A

detailed explanation is beyond the scope of this thesis and the reader is referred to the

extensive literature [175–180, 109].

4.2 Electromagnet coil upgrade

The cooling steps for obtaining a BEC involve using magnetic field gradients of several

hundred G cm−1 to confine the atoms. This involves using high currents and therefore

an active cooling solution is required. As mentioned in section 2.4.5, the first version

of our MOT coils was passively air cooled. To upgrade the coils we adopted a compact

design [108] from the group of Prof. Jean-Philippe Brantut at EPFL Lausanne. The coil

manufacturing uses the technique of wire erosion [181] to cut out a copper spiral in a

solid block of copper. Apart from being compact an added advantage for this design

is that our workshop has the capability of doing wire-erosion and so manufacturing

could be performed much faster. Also we could easily design the shape of our coils

adapted to our science chamber ensuring that optical access is not blocked by the

coils.

We used this technique to cut a spiral such that each winding is 0.7 mm thick and

15 mm high. The pitch of the spiral is 1 mm per winding and the separation between

consecutive windings is 0.3 mm. The total number of windings in the spiral is 40. After

cutting out the spiral, we insert fiber glass spacer of 0.3 mm thickness between the

spiral ridges to stabilize the structure and to prevent consecutive windings from short

circuiting. Finally, the entire structure is filled (using syringe needles) with a mixture

of epoxy plus aluminum nitride to make it stable and water-tight. We take care that

there are no gaps or air bubbles during filling the epoxy.

Once the epoxy solidifies, we machine out a fresh surface of copper and remove

the extra copper around the coil body. For water cooling, we screw (using titanium

screws) a PEEK cap on this freshly exposed copper surface. The PEEK cap has inlets

and outlets for water cooling pipes and the coil gets cooled by the contact of copper

surface with water channel flowing on top of it. We produced two such coils for

using them as the anti-Helmholtz pair for our MOT and magnetic trap. The pictures

showing the process of coil manufacturing are presented in figure 4.1.

We use a programmable power supply from Delta Elektronika (SM 15-400) to run

currents in the coils. The power supply can provide upto 400 A at 15 V. The current

output in constant current mode can be remotely tuned by applying a control voltage

from 0 V to 5 V. For water circulation, we use a chiller (Riedel SC21) which can

51



4. Towards ultracold quantum mixture

Figure 4.1: MOT coil manufacturing. A: A spiral is cut in the copper block. B: The
spiral is filled with epoxy mixture. C: After epoxy solidifies extra copper is machined
out and a fresh copper surface is exposed. Holes are drilled into the copper body to
secure the PEEK part from top. D: and E: The PEEK part with holes for water marked
with blue circles. F: Final assembled coil pair.

maintain a maximum pumping pressure of 3 bar and has a cooling capacity of 2.2 kW.

The water cooling is least effective in the outmost and inner most edges of the coil

due to poor contact with water. These areas are the hottest during operation, so for

safety we monitor the temperature of the outermost winding of the coil by using a

thermocouple connected to an Arduino and if it exceeds 50 ◦C an interlock circuit

controlled by the Arduino shuts down the power supply.

The coil pair in our setup is 75 mm apart. With this setup, we can get a gradient of ∼
1 G cm−1 A−1. The figure 4.2 shows a measurement of magnetic field for a current of

20 A.
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4.3. Optimizing sodium 2D and 3D-MOT

Figure 4.2: MOT coil magnetic field measurement.

4.3 Optimizing sodium 2D and 3D-MOT

For obtaining a quantum degenerate gas with a high phase-space density, it is

important to have a large sample of laser cooled atoms. In our experiment this boils

down to improving the loading rate, atom number and density of the 3D MOT. Our

first 3D MOT of sodium had only few million atoms. To improve this we started by

optimizing the 2D MOT. Since the 2D MOT captures atom from a vapor, we increased

the vapor pressure by heating the sodium oven to a temperature of 215 ◦C. At this

temperature the pressure in sodium 2D MOT chamber reached ≈ 10−8 mbar.

To further increase the 2D MOT capture, we increased the diameter of the 2D MOT

beams from ≈10 mm to ≈20 mm. As mentioned in section 2.4.4, our 2D MOT setup

has a Zeeman slower like magnetic field configuration. This can be used to improve

the 2D MOT by using a slowing beam [71]. However, when we tried to implement the

Zeeman slower using the frequency detuning of ∼ −300 MHz mentioned by previous

experiments [71, 182], we did not see any effect of the slower beam in improving

the 2D MOT. Then we tried to optimize the slower beam by scanning the laser

frequency and found the working region for the slower very far away from what the

previous experiments have mentioned. The optimum detuning for us was −103 MHz.

A possible reason for the observed deviation in our setup could be our magnetic

field configuration and the oven positioning not being exactly like those reported in

literature.

After improving the 2D MOT, we also optimized the 3D MOT by making the beams

bigger (from ≈10 mm to ≈14 mm diameter) and optimizing the MOT alignment. The

optimized parameters are given in table 2.1. The optimized magnetic field gradient

for the MOT is 8 G cm−1. All these improvements helped us to increase the atom

number from a few million to about a billion atoms in the 3D MOT. The improvement

in MOT atom number is clearly visible in a comparison of pictures (shown in figure

4.3) taken before and after optimization.
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4. Towards ultracold quantum mixture

Figure 4.3: MOT optimization result. The left picture shows the bright MOT before
optimization with an estimated atom number of a few million. The right picture
shows the bright MOT after optimization with an estimated atom number of about
one billion.

Although we improve the atom number in the MOT, this does not necessarily lead to

increased phase space densities because the atom density in a MOT is limited to about

1011 cm−3. After this limit increasing atom number increases the size of the MOT but

not the density. This limit arises from two processes : photon re-scattering [183] and

light assisted collisions [184]. Photon re-scattering refers to re-absorption of photons

emitted by trapped atoms. It leads to an effective repulsive interaction between the

atoms, thus preventing higher densities. Light assisted collisions involve excitation of

an atom pair into a higher molecular potential. As the pair rolls down the potential, it

gains kinetic energy. If the kinetic energy gained before it radiates back to the ground

state, is more than the trap depth, the pair can get lost from the trap.

One way to increase the density of atoms in a MOT is to use a Dark-

SPOT(Spontaneous optical trapping) MOT [185]. It is achieved by creating an annular

re-pumping beam such that there is a circular region in its center where there is no

re-pumping light. In this region after a few cooling cycles the atoms are optically

pumped into the dark hyperfine state and thus they do not interact with the cooling

light. This allows atoms to get accumulated at about an order of magnitude higher

density than in a MOT. For our setup we shine the re-pumping beam from the side

oval window of the science chamber. A dark spot is created by imaging a paper disk

through the re-pumping beam onto the MOT region. We have observed that using a

dark spot MOT leads to better efficiency (than a bright MOT) of atom transfer into the

magnetic and optical dipole traps.

For characterizing the atom clouds at different stages, we need to know the atom

number and temperature. We estimate these quantities with fluorescence imaging

and time-of-flight technique as explained in section 2.5. As an example, figure 4.4

shows the temperature measurement for the dark-SPOT MOT. The imaging pulse

length is 100 µs and the estimated atom number is 109 with an average temperature

of about 505 µK.
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Figure 4.4: Dark-SPOT MOT temperature measurement. These measurements are
done using a Mako camera from the side. The dots in the images are dirt particles on
the camera sensor.

4.4 Compressed MOT and optical molasses

Although using a dark-SPOT MOT helps to increase the density, it is usually not

enough because the temperature and densities are both limited which in turn limits

the phase-space density [186]. To optimize the phase-space density for next steps

of cooling, we first use a compressed MOT (temporal dark- spot MOT) [187, 188].

The idea is similar to a dark-SPOT MOT in that we want to reduce the coupling of

atoms to the cooling light so as to be able to compress them more. This is achieved by

detuning the cooling and re-pumping beams to −30 MHz and increasing the magnetic

field gradient to 60 G cm−1. This helps in achieving higher densities but it only exists

transiently , so this is done at the end of MOT loading for about 6 ms.

Another method to improve the phase-space density is to decrease the temperature

of atoms. As discussed in section 2.4.2, the temperature of atoms in Optical molasses

can be much lower than the Doppler temperature limit. So we use optical molasses

arrangement for 6 ms immediately after the compressed mot phase by turning of the

MOT coils and keeping the beams on with compressed MOT detunings, to lower down

the atom temperature. In our setup we have observed cooling in molasses to about

100 µK.
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4. Towards ultracold quantum mixture

4.5 Magnetic trapping and microwave evaporation

The laser cooling and trapping mechanisms described so far can not produce a BEC.

These mechanisms are fundamentally limited by the scattering of photons by atoms

which gives them heating momentum kicks. For further cooling, the atoms have to

be captured in different types of traps where they do not scatter photons (or do it

very slowly). For such traps the cooling mechanism is also different. The cooling

mechanism for one such type of trap i.e. a magnetic trap, is described in this section,

along-with the experimental results from our setup in trying to achieve the cooling.

A magnetic trap [189] uses the Zeeman effect to produce a trapping potential for

atoms whose internal states have a non-zero magnetic dipole moment. For an atom

in a given |F,mF ⟩ state the Zeeman energy is :

E = gFmFµB (4.9)

where E is the energy, gF is the Lande factor and µ is the Bohr magneton. To trap

the atoms one needs to provide a local minimum in the potential energy. This can

be achieved using either a magnetic field local minimum (for states with gFmF > 0)

or magnetic field local maximum (for states with gFmF < 0). However, a local

maximum in magnetic field is prohibited by Maxwell’s equations, so we work with

a magnetic field local minimum. Atomic internal states which are trappable in such a

configuration (i.e. those with gFmF > 0) are called low-field seekers.

The simplest configuration for producing a magnetic trap is using an anti-Helmholtz

coil pair to produce a quadrupolar magnetic field. This configuration is already used

in a MOT although the currents required for a magnetic trap are much higher. In

such a setup the atoms in low-field seeking states accumulate near the magnetic field

minimum at the middle of the coil-pair axis.

At the center of the trap the magnetic field is zero and all mF states are degenerate.

Atoms close to this point can thus transition from a trappable mF state to a non-

trappable one due to external perturbations. This loss called Majorana loss [190, 191]

causes atom number loss and limits the lifetime of atoms in a magnetic trap. However,

Majorana losses become significant only when the atoms are very cold (< 50 µK) and

thus do not pose a serious obstacle in performing cooling to some extent as long as

the temperatures are not too low [192]. Another factor limiting the atom lifetime in a

magnetic trap is the collisions with the background gas. This causes an exponential

decay of the atom number with time. For higher lifetime, a better vacuum is required.

To cool the atoms in a magnetic trap the process of evaporative cooling [193] is used.

It involves removing the hottest atoms from the trap while the remaining atoms

rethermalize by collisions. After rethermalization, the average temperature of the

atom cloud is reduced because each of the hottest atoms carry away more energy

than the average energy per atom. Continuing this process, very low temperatures

(µK) can be achieved and this process has been used for obtaining BECs [16–18].
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4.5. Magnetic trapping and microwave evaporation

A crucial requirement for the cooling to work is that the atoms remaining in the trap

rethermalize fast enough before more atoms are removed. This depends on the elastic

collision rate which should be more than few Hz. To achieve this, the density should

be sufficiently high. As the cooling takes places the velocity of atoms decreases which

should decrease the elastic collision rate, but the increase in density due to cooling

dominates over slower velocities such that overall the elastic collision rate increases as

evaporation continues. This is called the runaway regime which causes tremendous

increase in phase-space density.

In order to remove the hottest atoms from the magnetic trap, one can do either free

evaporation or forced evaporation. In free evaporation the atoms are simply held in

the trap and the hotter atoms leave the trap with time. This is usually a slower process

than forced evaporation. In forced evaporation an external electromagnetic radiation

(either radio frequency or microwave) is used to transfer atoms from the low-field to

high-field seeking state which causes those atoms to be lost. The selection of hottest

atoms is done by properly selecting the frequency of the electromagnetic radiation.

For continuous removal of the hottest atoms, a frequency sweep has to be performed

in given range.

4.5.1 Experimental results

After the compressed MOT and molasses phase, we optically pump all sodium atoms

to the F = 1 hyperfine ground state by turning off the repumper 1 ms before the

cooling light. The F = 1 state has three Zeeman sublevels : mF = 1, 0,−1 out of which

mF = −1 is the low field seeker. The figure 4.5 shows the Zeeman shift of sodiumF = 1
and F = 2 ground states.

After all laser beams are turned off, a magnetic field gradient of 160 G cm−1 is turned on

in 100 ms by passing a current of 160 A through the coils. Since the atoms are equally

distributed between the three mF states, we can only catch maximum one-third of

the initial population. For the trapped atoms, we estimate a trap lifetime of 20 s by

observing the decay of the number of trapped atoms with time. A measurement curve

for estimating the lifetime of the atoms in the magnetic trap is shown in figure 4.6.

On loading the atoms in the magnetic trap, we perform forced microwave evapora-

tion to transfer the hottest atoms from |F,mF ⟩ = |1,−1⟩ to |F,mF ⟩ = |2,−2⟩. Using

microwave instead of RF allows selectively evaporating only sodium and the possi-

bility of sympathetically cooling potassium [194, 195]. For generating the microwave,

we use a SynthHD microwave generator (as mentioned in section 2.6). The microwave

signal from the SynthHD is connected to a 10 W RF amplifier which is connected to an

antenna which is a single loop coil of diameter 2 cm. The antenna is placed closed to

the top viewport of the science chamber. The microwave frequency is swept linearly

from 1625 MHz to 1745 MHz in 7.2 s.
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4. Towards ultracold quantum mixture

Figure 4.5: Zeeman shift of sodium F = 1 and F = 2 ground states.

Figure 4.6: Magnetic trap lifetime measurement. The estimated 1/e lifetime from the
exponential fit is 20 s.

The starting population of atoms in the magnetic trap is about 3×108 at a temperature

of ∼ 238 µK and we are left with few million atoms at the end of the sweep. However,

although we loose more than two orders of magnitude in atom number, the corre-
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sponding reduction in temperature is negligible so we do not observe any gain in

phase-space density from the evaporation. This shows that we are not operating in

the runaway regime of evaporation. A comparison of atom number and temperature

at three different stages is given in table 4.1. We repeated the evaporation for several

values of microwave frequency range, sweep duration, magnetic trap gradients etc.

but could not observe a runaway evaporation effect. For the magnetic trap gradients,

we could only go upto a maximum value of ∼ 220 G cm−1 (using a current of 220 A)

which comes from the limit of water cooling efficiency of our current coil design.

Stage Atom number Average temperature (µK)

Dark-SPOT MOT 109 505
Magnetic trap before evaporation 3 × 108 238
Magnetic trap after evaporation 106 155

Table 4.1: Comparison of atom number and temperature at different stages in the
experiment.

We have also compared the literature values cited by other research groups who

perform evaporative cooling in the |F,mF ⟩ = |1,−1⟩ state for sodium. This is

summarized in the table 4.2. By comparing the values we realize that our starting

atom number, temperature and density is still not optimized for runaway evaporative

cooling. Therefore, the next steps on the experiment are planned to improve the value

of these parameters.

Reference Gradient Atom number Temperature
(G cm−1) before evaporation before evaporation (µK)

SoPa 160 3 × 108 238
[196] 216 109 100
[197] 212 109 −
[18] 550 109 200

[182] 190 1.5 × 109 220
[198] 1000 3 × 109 100
[199] 118 1.4 × 1010 350

Table 4.2: Comparison of magnetic trap evaporation settings of other experiments
who perform evaporation in |F,mF ⟩ = |1,−1⟩ state for sodium.

As next steps, we plan to use an independent laser which can be used to either

put more power into the 2D-MOT (either cooling beams or Zeeman slower) to

improve its efficiency (and hence the 3D-MOT) or use it for performing gray molasses

cooling which has been reported to achieve temperatures as low as 9 µK [200]. We

can only use the new laser for either one of the two purposes but both of them

should lead to improved initial conditions for evaporative cooling. If we decide to

go for gray molasses cooling, we will also change the 3D-MOT from retro-reflected

configuration to a 6-beam configuration, because the performance of gray molasses

is quite sensitive to counter-propagating beam power balancing.
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We have also noticed that the power in our repumping beam for the dark-SPOT

MOT is only 2 mW and most of it gets blocked by the dark spot. One reason for

such a low power is the poor diffraction efficiency (∼ 15%) of the 1.8 GHz AOM

used for generating the repumping beam. We plan to replace it by a quadruple pass

configuration using a 350 MHz AOM which we have already observed to give better

efficiency of ∼ 40%. To reduced the wastage of repumper power blocked by the dark

spot, we might implement better beam shaping with axicon lenses which will transfer

more power to the outer parts of the beam. Finally, our current water-cooled coils can

support a maximum gradient of about 220 G cm−1 before overheating starts. We would

like to be able to reach higher gradients for stronger compression in the magnetic

trap. So we are planning to upgrade the coil design using coils made with hollow

copper pipes which should allow much better cooling efficiency and higher magnetic

gradients.

4.6 Optical dipole trap

An optical dipole trap [201, 202] presents another possibility to trap ultracold atoms.

It is based on the effect of laser light on the atomic energy levels (also called AC

stark effect). Using second-order perturbation theory, one can show that interaction

with a far-detuned laser light causes a shift of energy levels proportional to the

intensity of the laser beam. When the electromagnetic field of the laser is spatially

inhomogeneous, the energy shift also varies with position thus creating a potential

landscape for the atom. Using a focused far red-detuned Gaussian laser beam, an

attractive potential for atoms can be created wherein the atoms tend to accumulate

at the focus.

Due to large detuning, this type of trapping mechanism is insensitive to the mF

sublevels and can provide trapping potential for all internal states. Since the internal

states are then available as extra degrees of freedom, a dipole trap can be used for

experiments which study dynamics in these internal states [203]. Additionally, the

large detuning suppresses the photon scattering rate and atoms can be stored for

several seconds in the trap. Using an optical dipole trap does not require high currents

like a magnetic trap and also speeds up the experiment cycle.

For a dipole trap, the trap depth of the potential is given by:

Udip(r) = −3πc2

2ω3
0

(
Γ

ω0 − ω
+ Γ
ω0 + ω

)
I(r) (4.10)

and the scattering rate is given by:

Γsc(r) = 3πc2

2ℏω3
0

(
ω

ω0

)3
(

Γ
ω0 − ω

+ Γ
ω0 + ω

)2

I(r) (4.11)

where c is the speed of light, ℏ is the Planck constant, ω0 is the atomic transition

frequency, Γ is the natural linewidth, ω is the frequency of dipole laser and I(r) is
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the dipole laser intensity. An important parameter for a dipole trap is the trapping

frequency which determines the timescales of spatial dynamics in the trap. Using

harmonic approximation, for a single beam dipole trap, the radial ωrad and axial ωax

trapping frequencies can be estimated as :

ωrad =
√

4Umax

mw2
0
, ωax =

√
2Umax

mz2
R

(4.12)

whereUmax is the maximum trap depth,m is the mass of the atom,w0 is the focus waist

radius and zR is the Rayleigh range. Due to a larger value of Rayleigh range compared

to the focus waist, the axial trapping frequencies are much less than the radial one

which leads to weaker trapping in axial direction. To get a stronger trapping also in the

axial direction another focused beam can be used at an angle such that the foci of the

two beams overlap. This configuration is called crossed dipole trap [204] where the

trap depth from the two beams add up. In case of a crossed dipole trap, care should

be taken to avoid interference effects at the focal overlap of the two beams. This can

be achieved by either using orthogonal polarization for both beams or by introducing

a frequency difference between the two focused beams. If the frequency difference

is much more than the trapping frequencies, any interference pattern will oscillate at

very fast rates and the atoms will only see an average potential devoid of interference

effects.

Cooling in the dipole trap can be achieved by performing an evaporation in a similar

principle like magnetic trap of removing the hottest atoms while letting the remaining

atoms rethermalize to a lower temperature. However, the usual method to perform

evaporation in a dipole trap is different from a magnetic trap. It is done by lowering

the power in the dipole trap beams which lowers the trap depth allowing the hotter

atoms to escape while the remaining ones rethermalize [204].

4.6.1 Experimental results

In the experiment, we implement a crossed dipole trap using a 100 W 1070 nm infrared

(IR) laser from IPG photonics. Our setup is shown in figure 4.7.

The light from the IR laser is spilt into two paths of equal power. In each path the

light is diffracted via an AOM and the first diffracted order is used for generating the

crossed dipole trap. This has two benefits : first it allows to regulate trap depth by

controlling the RF power of the AOM. Such a control is helpful for both performing

evaporative cooling in the dipole trap and for stabilising power in the beams. The

second benefit of using the AOM is that it allows us to introduce a relative frequency

of about 220 MHz between the two arms of the crossed dipole trap thus preventing

interference effects.

We measured the focus spot size of the dipole beam using the knife-edge method.

The measured focus waist radius was 45 µm. The resulting trap depth for sodium
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Figure 4.7: Setup of the crossed dipole trap. Two breadboards host the optics required
for the two arms. Intensity stabilization is shown for only one arm.

is estimated to be around 160 µK per 10 W. Since the intensity of the beam directly

determines the potential, any fluctuation in the laser power will cause fluctuation in

trapping potential which can cause heating of atoms. So we need to actively stabilize

the power in both arms of the crossed dipole trap. For this, after the beams have

passed through the science chamber, we sample a small portion of each beam using

a two-stage beam sampler. This sampled light is incident on a photo-diode which

provides signal to a PID control module.

The IR laser is invisible to human eye and due to its high power, it is very dangerous

to operate with. For laser safety, proper care is taken in terms of using laser goggles

and using a thick aluminum frame as a laser protection cover around the main table

and dipole trap breadboards. The invisibility of the IR light also makes it hard to

align. Although one can use IR fluorescent cards, they suffer from issues of saturation

and blooming. Instead, we use an IR fluorescent glass detector (from Precision Laser

Scanning ) which makes it very easy to continuously observe the IR beam and is

designed to be used at higher laser powers. To achieve a first rough alignment, we
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use a resonant yellow light on the MOT such that it destroys the MOT. This beams

now marks the path on which we overlap the IR beam using the glass detector for

visualization. Once we get a signal in the camera images, fine tuning is done via

turning the screws of the mirror closest to the science chamber.

Figure 4.8: Image of atoms captured in the crossed dipole trap. Only a selected region
of the full image is shown.

To load atoms into the dipole trap we operated the IR laser at full power of 100 W and

have tried two strategies : load directly after the molasses stage and load from the

magnetic trap. We observed loading in both cases with maximum number of loaded

atoms estimated to be about 1 × 105. The loaded atoms had a temperature of about

150 µK. An image of atoms captured in the crossed dipole trap is shown in figure 4.8.

On trying to perform evaporation in the dipole trap, although we did observe some

cooling effect, but the loss of atoms was much more than the decrease in temperature

thereby giving no gain in phase-space density. The reasoning for the observed

behaviour is similar to that for the magnetic trap as in the initial conditions are not

favourable for the evaporation to work. To resolve this we plan to first fix the issue

of poor cooling performance in the magnetic trap. Once this is done, we will perform

some pre-cooling in the magnetic trap and load the pre-cooled atoms into dipole trap.

This should substantially improve the efficiency of the subsequent evaporation in the

dipole trap and possibly allows observation of a BEC.
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4.7 Optical tweezers

Optical tweezers operate on the same principle as optical dipole traps and have

been used to trap single atoms [205]. This is achieved by operating in the so-called

collisional blockade regime [206] which occurs when the focus waist size of a red-

detuned beam is less than few microns. In this regime the number of trapped atoms

in the tweezers is either 0 or 1. Using optical tweezers an array of neutral atoms can

be prepared for quantum simulation/computation purposes [73, 207]. In a mixture

experiment optical tweezers can be used to immerse local impurities of one species

into an quantum gas of another species. Such a setup can be used to study a wide

range of physics like impurity physics, quantum thermodynamics etc.

4.7.1 Array of tweezers and defect-free sorting

A common method to generate a 1D-array of tweezers, is to drive an acousto-optic

deflector (AOD) with multiple frequency tones. Since loading of atoms in the tweezers

is a probabilistic process, some tweezers are not loaded causing a defect in the array.

To prepare a defect free array, one needs to rearrange the traps for eliminating the

defects [73, 207]. In order to rearrange the tweezers, one has to dynamically change

the frequencies depending on the loading configuration obtained initially. In our

case, we use an arbitrary waveform generator (AWG), Spectrum AWG M4i.6631-x8 to

generate the multiple frequency tones for driving the AOD. The AWG is programmed

in python, so for assembling defect free arrays we developed our own code which can

sort an initially loaded array into a defect free configuration. The code is described in

detail in appendix B and is also available publicly at https://github.com/synqs/sorting-
tweezers.

4.7.2 Problems with potassium vacuum

Our original goal was to trap potassium single atoms in the optical tweezers. However,

after about a year of achieving dual species MOT and operating the setup, we started

facing vacuum issues in the potassium 2D-MOT chamber. The base pressure in the

2D-MOT chamber gradually increased over few months from 10−10 mbar to 10−8 mbar
for the case when the oven heating was completely turned off. This is contrasting with

sodium where the pressure always falls down when we turn off oven heating.

To debug the issue, we tried performing a Helium leak test in the 2D-MOT chamber,

but could not detect any leak. Another reason we thought of was the pump being

clogged with excess potassium, because in the early weeks of searching for a potas-

sium 2D-MOT, we had operated the oven at a higher temperature of about 100 ◦C. So

we baked the potassium 2D-MOT setup including the ion-getter pump, followed by a

reactivation of the ion-getter pump. After this the pressure reached below 10−9 mbar
but started rising again slowly over few months. This might be an indication of a dam-

aged pump to resolve which we might have to replace it.
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However, since our setup is modular, we were able to completely isolate the potas-

sium 2D-MOT chamber from rest of the vacuum system, by closing its gate valve.

Then we decided to try loading sodium atoms into tweezers until the potassium vac-

uum issue has been fixed.

4.7.3 Experimental details

A schematic of our optical tweezer setup is shown in figure 4.9. To generate the

light for optical tweezers, we use a Titanium-Sapphire (Ti-Sa) laser (Sirah Matisse

CR). We operate the Ti-Sa at a wavelength of 780 nm where we can get a maximum

total laser power of 2 W. The Ti-Sa light is passed via an AOD driven with several

frequency tones. This results in several beams in the first diffraction order, one for

each driving frequency. These frequencies are usually separated by about a MHz
or less. The diffracted beams are expanded and imaged onto the back focal plane

of our imaging objective via a magnifying telescope comprising 400 mm and 75 mm
lenses. Thereby the objective produces an array of focused spots in its focal plane.

The advantage of using the imaging objective for focusing the tweezers is that once

an atom is trapped in the tweezers, it is automatically in the correct focus for imaging

too. This is because due to color correction, the focus for atom imaging wavelength

and tweezers wavelength overlap.

To calculate the tweezer size and separation we begin by noticing that the 75 mm lens

and the 400 mm lens form a Keplerian telescope as shown in the figure 4.9. The waist

of tweezers in the focal plane inside the science chamber depends only on the beam

waist size in the back focal plane of the objective. This size is magnified by a factor

of 400/75 = 5.3 compared to the input beam waist in the AOD. The beam waist of

the Ti-Sa output is 2 mm, so it will be magnified to 10.6 mm for each frequency tone.

The objective will focus these beams into an array of spots with each spot having a

diameter ω0 of

2w0 = 4λ
πfd

(4.13)

where w0 is the focus waist radius. Putting in the numbers we get 2w0 = 2.8 µm. To

calculate the distance between the focused tweezers in the science chamber, we use

the fact that 400 mm and the objective also form a telescope. So the distance dtweezer

between consecutive tweezers is demagnified by a factor of 30.05/400 = 0.075125
compared to the distance d1 between the focused spots in the focal plane of 75 mm
lens. Since the AOD is kept at the first-focus of the 75 mm lens, the distance d1 depends

only on the deflection angle θd of the AOD. The deflection angle θd in turn depends on

the AOD RF frequency as :

sin θd = λfRF

vsound
(4.14)

where θd is the deflection angle, λ is the sound wavelength in the AOD crystal, fRF is the

RF frequency driving the AOD and vsound is the speed of sound in AOD crystal. From
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Figure 4.9: Schematic of the tweezer setup.

θd, d1 can be calculated as d1 = 75 mm ∗ tan θd. Putting in the numbers fRF = 0.75 MHz
we get d1 = 66.88 µm which results in dtweezer = 0.075125 ∗ d1 = 5.02 µm. These values

are also used in appendix section B.2 to explain the sorting protocol. The trap depth

for the calculated tweezer size is 270 µK per 10 mW for sodium.

To align the optical tweezers, we used a process similar to the alignment of optical

dipole trap. We use a resonant yellow light such that it destroys the dipole trap

and make it pass through the optic axis of the imaging system and the magnifying

telescope for the tweezers. After this we overlap the Ti-Sa light with the yellow light

path. This gives us a good starting point after which we look for a possible indication

of atoms being trapped. For tweaking the alignment, we use the mirrors in the

telescope path.

As a first try we have tried to use a single frequency for the AOD for producing one

tweezer. We have tried loading this tweezer both from the dark-SPOT MOT and also

from the dipole trap. We have observed an indication of the trapping effect of the

tweezer in both cases. For this we compare the case with and without the tweezer light.
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In case when the tweezer light is on, we see a clear accumulation of atoms around the

tweezer focus. Figure 4.10 shows this observation for the case of loading the tweezer

from a single arm dipole trap.

Figure 4.10: Indication of tweezer trapping from a single arm dipole trap: by compar-
ing the cases with and without the tweezer light, we see a clear accumulation of atoms
around the tweezer focus. Only a selected region of the full image is shown.

Although we have observed an indication of tweezer trapping, we have not yet been

able to sharply image the tweezer spot or resolve different tweezers when driving

the AOD with multiple frequencies. This is because our imaging setup is in a de-

magnifying configuration for sodium. So it does not allow us to resolve individual

tweezer sites. The ultimate goal is to trap potassium single atoms in the tweezers and

there we plan to use a high magnification in the imaging to resolve individual tweezer

sites.

4.8 Summary and future plans

In this part of the thesis, I described our work on developing a new cold atomic

sodium-potassium mixture experiment, which has the potential of becoming a versa-

tile platform for quantum simulation. I described the details of our experiment setup,

the realization of a dual-species MOT, the first experimental studies, and the efforts in

achieving the goal of an ultracold quantum gas mixture. In our setup, we have been

able to trap sodium atoms in magnetic trap and optical dipole trap. However, evapo-

ration did not lead to a gain in phase-space density which is due to unfavorable initial

conditions in terms of atom number and temperature. So the next steps involve im-

proving these settings and improving the magnetic trap by allowing for the possibility

to use higher magnetic gradients. On the potassium side, we have started to debug

the 2D-MOT vacuum setup to fix the high pressure issues. Once this is resolved, we

will try to simultaneously load sodium and potassium in the magnetic trap and try

to cool potassium sympathetically by evaporating sodium. This will allow us to load
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potassium single atoms in optical tweezers and also cooling to the motional ground

state.
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5
Random Unitaries : an overview

In Part I of this thesis, I described the development of our ultracold quantum mixture

experiment which has the prospect of becoming a general purpose platform capable

of quantum simulating a wide range of physics. In the same spirit in this part of

the thesis, we develop protocols for realising “random unitaries” in ultracold atom

experiments. Random unitaries are very general in their applications i.e. they can be

used to extract several properties of quantum systems. In this chapter, I introduce the

necessary formalism of random unitaries and mention the examples of using them

for probing quantum systems.

The method of using random unitaries to probe a quantum state was first suggested

in [56] to extract non-linear functions of density matrices without re-constructing the

density matrix itself. For a given system with dimension d, these protocols require

sampling unitary matrices uniformly at random from the corresponding unitary

group U(d). For this one needs to understand three basic concepts : Haar measure,

unitary k-design and frame potential. These three topics are explained in the coming

sections.

5.1 Haar measure

In quantum mechanics operations on isolated systems are represented by unitary

matrices. These unitary matrices form a unitary group U(d) and Haar measure

represents a uniform probability distribution on the unitary group. Mathematically

speaking Haar measure [208, 209] is a unitarily invariant probability measure i.e. for

any function f defined on U(d) and any unitaries U and V :∫
U(d)

dµf(U) =
∫

U(d)
dµf(UV ) =

∫
U(d)

dµf(V U) (5.1)

where dµ represents the Haar measure on U(d). Being a probability measure, Haar

measure is normalised, i.e. ∫
U(d)

dµ = 1 (5.2)
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It has been proven that for any Lie group, Haar measure always exists and is unique

(upto a scaling constant) [210]. The group U(d) equipped with a Haar measure is also

called a circular unitary ensemble (introduced by Dyson [211]).

The ability to engineer Haar random unitaries is an important tool for a diverse set of

studies ranging from protocols in quantum information [59–61] and claiming quan-

tum computational advantage [55] to studying fundamental physics like thermaliza-

tion [212], information scrambling [213] and black hole models [214] etc. Although

Haar random unitaries represent quantum randomness, it takes exponential amount

of resources to realise them in physical systems [215]. So approximations of the Haar

random unitaries are used which produce pseudo-randomness. This approximation

is achieved by using a finite set of unitaries called unitary k-design.

5.2 Unitary k-designs

A unitary k-design [216–218] is a set E of unitaries such that for any polynomial

P(k,k)(U) upto order k in matrix elements of U and upto order k in their complex

conjugates, the result of averaging P(k,k)(U) over E is the same as would be obtained

by averaging P(k,k)(U) over the Haar measure. Formally a set of unitary matrices E , is

a (exact) unitary k-design (UkD) iff :

1
|E|

∑
U∈E

P(k,k)(U) =
∫

U(d)
dµP(k,k)(U) (5.3)

where |E| is the cardinality of the set. From this definition, it follows that a unitary

k-design reproduces the first k-moments of the Haar measure. Also it is easy to see

that a unitary k-design is also a unitary k − 1-design. UkD can be either weighted or

unweighted. A weighted UkD is that where not all unitaries have the same weight,

while for an unweighted UkD all unitaries have the same weight (i.e. 1/|E|). In this

thesis we will only consider unweighted UkD.

It has been proven that UkD exist for all orders k in all dimensions d [219–222].

Lower bounds have been obtained on the size of UkD [217, 218]. However, only few

constructions for exact UkD are known [216, 223–226]. So the notion of approximate

UkD have gained importance. To define an approximate UkD, we use an alternative

definition for an exact UkD in terms of distance between the twirling quantum

channels [227–229] induced by the UkD unitaries and the Haar measure unitaries.

Formally a finite set E is an ϵ-approximate UkD when [230] :

||Φ(k)
Haar − ΦE(k) ||⋄ ≤ ϵ (5.4)

where ||.||⋄ represents the diamond norm [231] and the twirling channels are defined

for any operator O as :

Φ(k)
Haar(O) =

∫
dµ
(
U †
)⊗k

OU⊗k (5.5)
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and

Φ(k)
E (O) = 1

|E|
∑
U∈E

(
U †
)⊗k

OU⊗k (5.6)

Several protocols [216–218, 230, 232–244] have been proposed for efficient implemen-

tation of approximate UkD. A common principle for generating UkD in these propos-

als is that of evolution under randomly varying unitaries [238, 245]. Since the dynam-

ics in a complex many-body system results from evolution under a Hamiltonian, it is

important to understand the randomness arising from such a unitary evolution [239,

240]. Using the dynamics under a Hamiltonian to generate approximate UkD has also

been proposed and experimentally implemented [246–249]. It is also used in our con-

struction of approximate UkD as described in Chapter 6.

5.3 Frame potentials

The definition of UkD given in equation 5.3 or 5.4 is not a very useful way to check if a

set of unitary matrices forms a unitary k-design. Instead we can use a quantity called

frame potential for this purpose. Given a set of unitary operators E , the k-th frame

potential is defined by [217]:

F
(k)
E = 1

|E|2
∑

U,V ∈E

∣∣∣Tr
{
U †V

}∣∣∣2k
(5.7)

where |E| denotes the cardinality of the ensemble. We denote the k-th frame potential

of Haar distributed unitaries by F
(k)
Haar. A lower bound for frame potential of an

arbitrary set E of unitary matrices is given by [220, 250] :

F
(k)
E ≥ F

(k)
Haar (5.8)

with equality if and only if E is k-design. Also if k ≤ d, F (k)
Haar = k! [250].

Note that for generating UkD, we usually work with a finite set of unitary matrices. So

while calculating the sum in equation 5.7, we will have terms for which U = V and the

sum will pick up a term |d|2k/|E|2. The total contribution of such terms for the whole

set is |d|2k/|E|. This represents a correction factor which we have to subtract from the

calculated frame-potential for the set of unitaries [251].

5.4 Applications of random unitaries

Random unitaries are a key requirement for several protocols in quantum informa-

tion and quantum computation. Certain types of random states generated using ran-

dom unitaries have also been proposed to have metrological utility [62]. In this sec-

tion we focus on using random unitaries for performing randomized measurements

in cold atom systems. These measurements provide an alternative to tomography

for characterizing general quantum states. They focus on characterization in terms
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of measuring interesting properties of the state rather than reconstructing its density

matrix. They were first proposed in [56] to extract non-linear functions of the density

matrix. An advantage of these methods over tomography is that for most protocols

it does not matter which exact unitary is used for the randomized measurement be-

cause at the end what counts is the statistical correlation over the entire UkD. Ran-

domized measurements have also been proposed [252] for improving the efficiency

of tomography.

5.4.1 Benchmarking and verifying quantum simulators

In order to trust quantum simulators [253], they must be able to reliably prepare quan-

tum states of interest. Since no device is perfect, a characterization of quantum ma-

chines is done to assess the accuracy of their operations. Conventional techniques for

this purpose include quantum state/process tomography [254–256], fidelity estima-

tion [257], matrix product state tomography [258] etc. However these protocols suffer

from either exponential scaling or not being able to account for state preparation and

measurement errors. An alternative technique is that of randomized benchmarking

[57, 259–261] which is used to extract an average gate error rate. This technique uses

unitary 2-designs (recently higher order version has been proposed and implemented

[226]) and is scalable with the system size. It can also account for state preparation

and measurement (SPAM) errors. However, a key requirement in this technique is to

invert the unitary evolution which might not be so feasible for many body systems.

An alternative approach is to use random unitaries for cross-platform verification

[262] of quantum devices. The idea is to use statistical correlations between random-

ized measurements for estimating the overlap between the state prepared by a quan-

tum simulator and a target state (either from a computer or another quantum simula-

tor). This method although scales exponentially with system size, it still scales better

than state tomography protocol for a general case when no assumption can be made

about the structure of the state.

5.4.2 Characterizing quantum states

A very important property of quantum states is entanglement [263, 264]. It represents

non-local correlations in a system and is an important resource for proving the po-

tential of quantum simulators over classical methods. Characterization of entangle-

ment is usually done via entanglement entropies (like von-Neumann entropy, Renyi

entropy etc.). While these entropies serve as entanglement measure for only pure

states, they can still detect the presence of entanglement in mixed states [264]. They

are also central aspects of laws concerning the evolution of entanglement (say after

a quench) [265, 266], its scaling with system size (volume/area law) [267, 268] and

dynamical phenomena [269, 270].

Experimentally, entanglement entropies have been extracted by using either tomog-
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raphy [271] or by performing interference with multiple copies of the system [272–

276]. While tomography protocols suffer from exponential scaling problem, the use of

many body interferometry is also not feasible on all experimental platforms. In such

cases randomized measurements provide an alternative to extract entanglement en-

tropies [277, 247, 278]. The randomized measurements method still scales exponen-

tially but in a more favorable way compared to tomography. The experimental im-

plementation of using random unitaries to extract entanglement entropies has been

already demonstrated [248, 279].

While the concept of entanglement in bi-partite systems is very well understood,

the same is not true for the multi-partite case [280, 281]. Protocols based on

random unitaries have been proposed to enable detection and certification of multi-

partite entanglement detection [282–285]. An important quantity used for multi-

partite entanglement characterization is Quantum Fisher information (QFI) [286,

287]. Recently protocols using randomized measurements have been experimentally

implemented to extract QFI [288, 289].

5.4.3 Quantum phases and phase transitions

In the Landau-Ginzburg–Wilson formalism [290–292] the ideas of spontaneous sym-

metry breaking and local order parameter are used for characterization of phases. A

phase is usually denoted by the nonzero values of the local order parameter. How-

ever, there exist phases like the topological phase [293] which cannot be described in

the framework a local order parameter. Such phases are linked to global properties

which are not revealed with local observables. In dimensions higher than one, topo-

logical entanglement entropy [294, 295] is conjectured to be a distinct feature for topo-

logical order. There also exists topological phases which have an intrinsic symmetry

[296–298]. For distinguishing different phases in these systems, non-local correlators

called as “many-body topological invariants” have been used numerically [299, 300]

but have not been measured experimentally.

Using random unitaries, the topological entanglement entropy can be extracted as a

correction to the area law of entanglement entropy. For extracting the “many-body

topological invariants” protocols based on randomized measurements have been

proposed [301, 302].

Quantum phase transitions [303] are driven by quantum fluctuations. They are char-

acterized by non-analyticity of ground state properties as a non-thermal parameter

approaches the critical point. The ability of random unitaries to measure overlap

between two states can be used to detect quantum phase transitions. The idea is

based on proposals [304–306] and experimental demonstration [307] of measuring

state overlap between states for slightly different parameters to detect quantum phase

transitions. At the phase transition, the state changes rapidly with the changed param-

eters resulting in a dip in the overlap fidelity and signifying the phase transition.
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5.4.4 Quantum chaos and information scrambling

The field of quantum chaos [308, 309] involves understanding quantum dynamics

and quantum properties of systems which show chaos in the classical limit. While

classical chaos theory and quantum mechanics are separately well understood, for-

mulating a theory of quantum chaos coherent with both ideas is an outstanding chal-

lenge. Various indicators for quantum chaos have been proposed like out-of-time-

order correlators (OTOC) [310, 311], isospectral twirling [312], spectral form factor

(SFF) [313, 314] etc. Random unitaries are closely linked to quantum chaos and it has

been shown that to simulate quantum chaos one needs unitary 4-designs or higher

order designs [312, 315]. Another recent proposal suggests using randomized mea-

surements to extract SFF as a probe for quantum many-body chaos [316].

A related idea is that of information scrambling [214, 213] wherein locally encoded

information spreads across the degrees of freedom of the system. This idea appears

in various physical systems, from black holes [317] to quantum many-body systems

[318]. Information scrambling can be studied in terms of decay of OTOCs [213, 319].

The time evolution of OTOCs characterizes different types of scrambling regimes

: fast scrambling [317] (resembling black hole physics) and slow scrambling [320]

(resembling many-body localization).

Previous works have studied information scrambling by extracting OTOCs using sign

reversal of Hamiltonian [321–325], many-body interferometry [326, 327], ancillary

systems [328] and shuffling operations [329]. But these approaches have some

limitations for example they suffer from decoherence issues or are not feasible for

other platforms (for example reversing the sign of a many body Hamiltonian is not

so easy). There have been theoretical and experimental attempts to resolve these

issues [330–335]. Random uniatries provide one such alternative for designing a

protocol to extract OTOCs and study their time evolution. The protocol [336] based on

randomized measurements does not require implementation of time reversal, many-

body interferometry and is also robust to decoherence. This protocol has already

been experimentally implemented on different platforms [337, 338].
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As explained in Chapter 5, random unitaries provide a versatile toolbox to extract

several quantities of interest from a physical system. The two types of physical

systems we consider are : collective spins of atoms in a BEC and ultracold fermions in

a 1D lattice. In this chapter, I describe the protocols we have developed for generating

random unitaries on these systems. For collective spins we have developed a protocol

based on the experimental results obtained earlier [339] which demonstrated the

onset of chaos in collective spin systems subject to periodic coupling. Thus our

protocol underlines the connection between chaos (in classical limit) and random

unitaries [250]. For fermionic systems, we present a protocol which makes it possible

to generate random unitaries for those atomic species (for e.g. fermionic lithium)

for whom the requirements of previous proposals [340] might be experimentally very

challenging.

6.1 Approximate unitary k-design in collective spins

We consider a collective spin formed by a BEC trapped in a single spatial mode of

an optical dipole trap. Figure 6.1 A shows a schematic of the collective spin. The

BEC comprisesN indistinguishable two-level atoms, where the two levels are internal

|F,mF ⟩ atomic states labelled as 0 and 1. Using the Schwinger representation [341] the

atoms can be described as a collective spin with the following operators :

Lz = 1
2
[
a†

1a1 − a†
0a0
]
, (6.1a)

L+ = a†
1a0 , (6.1b)

L− = a†
0a1 , (6.1c)

Lx = 1
2 [L+ + L−] , (6.1d)

Ly = 1
2i [L+ − L−] (6.1e)

where the operators a† and a fulfill the usual bosonic commutation relations. Such

systems can be experimentally prepared [342] in two component Bose gases where

one measures the occupation a†a of the two internal atomic states (and thus Lz)
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through Stern-Gerlach imaging [109]. The Hamiltonian of each collective spin is :

H = χL2
z + ∆Lz − ΩLx (6.2)

The Hamiltonian has three terms : non-linear interaction (χ), detuning (∆) and linear

coupling (Ω). These collective spins have been proposed as viable qudits for universal

fault-tolerant quantum computation in ultracold atom systems [52]. The dimension

of the qudit can be varied by changing the length of the collective spin (i.e. the

number of atoms in the BEC).

The Hilbert space for such a qudit is H = Cd with d = 2ℓ + 1 = N + 1, where ℓ is a

positive half-integer, i.e. ℓ ∈ {1
2 , 1,

3
2 , . . .} andN is the number of atoms in the qudit. As

the computational basis, we choose the eigenstates |ℓ,m⟩ of the angular momentum

operators Lz and L2 i.e.

Lz |ℓ,m⟩ = m |ℓ,m⟩ , (6.3a)

L2 |ℓ,m⟩ = ℓ(ℓ+ 1) |ℓ,m⟩ (6.3b)

with m = −ℓ, . . . , ℓ.

For the collective spin Hamiltonian, we consider (6.2) with a periodic coupling Ω(t) :

H(t) = χL2
z + ∆Lz − Ω(t)Lx (6.4)

and

Ω(t) = Ω0 (1 + A sin [ω (t+ t0)]) (6.5)

where A is the modulation amplitude and ω is the modulation frequency. This

Hamiltonian realizes the unitary evolution

UPOAT(A, t) = T e−i
∫ t

0 dtH(t) . (6.6)

where T represents the time-ordered exponential and we call UPOAT(A, t) the periodic-

one-axis-twisting (POAT) gate. The Hamiltonian in eq. (6.4) has been used to study

the onset of chaos in periodically driven two-component Bose-Einstein condensates

[339]. Since the connection between chaos and randomness has been well estab-

lished [250], eq. (6.4) forms a basis for creating unitary k-designs.

For generating unitary k-designs, we follow an approach motivated from [340]. Each

member of the unitary k-design (i.e. a random unitary) is generated by a sequence of

η unitary quenches. Each quench is a sequence of two elementary evolutions under

(6.4) : the first evolution for time duration t1 in which Ω(t) is modulated according

to (6.5) and the second evolution for time duration t2 in which Ω(t) = 0. The total

time for each quench is a constant denoted as ttot. For each quench, t1 is uniformly

sampled from the interval [0, ttot] and t2 is calculated as t2 = ttot − t1. The values

of other parameters used for generating unitary k-designs are similar to those in
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[339] with N = 500, Nχ = 2π ∗ 27Hz, ttot = 22.2 ms, A = 0.85, ω = 848.23 Hz,Ω =
242.35 Hz,∆ = −26.65 Hz, t0 = 4.4 ms. The choice of these parameters is made so that

the collective spin exhibits chaotic dynamics classically. The protocol for generating

random unitaries is pictorially depicted in figure 6.1 B.

Figure 6.1: Unitary k-designs for a collective spin qudit. A: A collective spin qudit
is formed by two level atoms in a BEC. B: Protocol for generating k-designs for
single qudit, t1 is uniformly sampled from the interval [0, ttot] and t2 is calculated as
t2 = ttot − t1. C: Relative error on the k-th frame potential as a function of number of
quenches for N = 500. The whole process is repeated 100 times to get average values
and statistical error bars.

We generate an ensemble of 500 random unitaries for each value of η. For benchmark-

ing our generated k-designs we calculate F (k)
E mentioned in eq. (5.7) for each ensem-

ble taking into account the correction factor of d2k/500 arising from finite size of our

ensembles. Since F (k)
E ≥ k! with equality only for an exact k-design, we calculate the

relative error on F (k)
E as |F (k)

E −k!|/k! and plot it as a function of number of quenches η.
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As shown in figure 6.1 C, we observe the convergence to unitary k-designs for increas-

ing number of quenches. The whole process is repeated 100 times to get statistical

error bars.

From figure 6.1 C, it is clear that for less than 10% relative error on upto 6-th frame

potential, a minimum of 10 quenches are required. This means the time required for

one random unitary is ≈ 200 ms. This time can be reduced by increasing the slowest

energy scale which is the interaction energyNχ. As shown in [342],Nχ increases with

increasing atom number. So for longer collective spins we expect the time scales to

be smaller.

6.2 Approximate unitary k-design for 1D-fermion
system

We consider a 1D system of fermions in a lattice (with L sites) whose dynamics is

governed by the Hamiltonian:

HF H = −
L−1∑

i=1,σ

Ji,i+1(c†
i,σci+1,σ + h.c.) −

L−2∑
i=1,σ

J
′

i,i+2(c
†
i,σci+2,σ + h.c.)

+
L∑

i=1
Uni,↑ni,↓ +

L∑
i=1

µi(ni,↑ + ni,↓) (6.7)

where h.c. denotes the hermitian conjugate. The Hamiltonian has four terms : nearest

neighbor tunneling (J), next-nearest neighbor tunneling (J ′), on-site interaction (U)
and chemical potential (µ). For J

′ = 0 eq. (6.7) reduces to the standard Fermi-

Hubbard Hamiltonian. The relative strength of J
′

and J can be tuned by changing

the lattice depth, as shown in [343] for the Bose-Hubbard model. A schematic of the

Fermi-Hubbard system is shown in figure 6.2 A.

Each of the four terms in equation (6.7) preserves the number of spin up/down

particles individually (and therefore the total particle number N and the projection

Sz). The existence of these symmetries leads to separation of the full Hilbert space

into sectors labelled by the conserved quantum numbers (N,Sz) and results in a

block-diagonal Hamiltonian in the Fock basis. For L lattice sites, N↑ spin up particles

andN↓ spin down particles the dimension of the (N,Sz) sector is given by dim(N,Sz) =(
L

N↑

)(
L

N↓

)
where N = N↑ +N↓ and Sz = 1

2(N↑ −N↓).

In experiments, one measures the spin resolved occupancy of each site. Consider for

example a 1D lattice with L = 3, N = 4, N↑ = 2 and N↓ = 2. So we are in the sector

(N,Sz) = (4, 0.0). To every lattice site we associate two binary digits i.e. each digit is

either 0 or 1. The first digit is 0(1) if N↑ = 0(1) for that site and the second digit is 0(1)
if a N↓ = 0(1) for that site. With this representation, all possible outcomes for the (4, 0)
sector are :

B = {001111, 011011, 011110, 100111, 101101, 110011, 110110, 111001, 111100} (6.8)
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The setB forms the basis for creating the matrices of different terms in equation (6.7).

As an explanation of the representation , the first element ofB represents the outcome

when the first lattice site is empty while both the second and third lattice sites have

one particle each of spin up and spin down.

For generating unitary k-designs we follow an approach motivated from [340]. How-

ever, unlike [340] we do not consider the chemical potential µi to be spin dependent.

It makes the generation of unitary k-designs experimentally easier for some fermionic

species e.g. lithium-6. To understand this we start by noting that the energy scales for

chemical potential is usually a few kHz. Proposals for creating spin-dependent terms

in the Fermi-Hubbard model usually involve multiple lasers and Raman transitions

[344, 345]. However Raman dressing of atoms leads to a heating rate which depends

on the energy scale for chemical potential and the fine-splitting energy (i.e. separa-

tion of D1 and D2 transitions). For lithium-6 where the fine-splitting is very small

(10 GHz), the ratio of the chemical potential to the heating rate is ∼ 100 [346]. For

µ = 10 kHz, the heating rate would be 100 Hz which is significantly high. So one would

like to design a method without the need for spin-dependent terms in the Fermi-

Hubbard Hamiltonian. This is what we have achieved with our protocol.

Each member of the unitary k-design is generated by a sequence of η unitary

quenches. Each quench is a sequence of two elementary evolutions under (6.7) : the

first evolution for time duration t1 in which µi are uniformly sampled from the interval

[−10 kHz, 10 kHz] and the second evolution for time duration t2 in which µi = 0,∀i. For

each quench, t1 and t2 are uniformly sampled from the interval [1 ms, 4 ms]. The values

of other parameters used for generating k-designs are J = 1 kHz, J
′ = 0.1 kHz and

U = 0.5 kHz. The protocol for generating random unitaries is pictorially depicted in

figure 6.2 B.

We generate an ensemble of 500 random unitaries for each value of η. For bench-

marking our generated k-designs, we calculate F (k)
E mentioned in eq. (5.7) for each

ensemble taking into account the correction factor of d2k/500 arising from finite size

of our ensembles. These calculations are performed sector-wise for various (N,Sz)
sectors because the dynamics of the (6.7) is constrained to a (N,Sz) sector. Since

F
(k)
E ≥ k! with equality only for an exact k-design, we calculate the relative error on

F
(k)
E as |F (k)

E − k!|/k! and plot it as a function of number of quenches η. As shown in

figure 6.2 C, we observe the convergence to unitary k-designs for increasing number

of quenches. The whole process is repeated 100 times to get statistical error bars.

The performance of our method in various sectors is shown in figure 6.3. We observe

that our method works well in all sectors except (N,Sz = 0),∀N > 1 i.e. whenN↑ = N↓.

However, we do not understand what causes the observed failure. A possible reason

could be existence of some symmetry in these sectors which prevents the dynamics

from going chaotic and thus does not cause a decrease in frame potential.
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6. Generating Random Unitaries

Figure 6.2: Unitary k-designs for fermions. A: Schematic of a Fermi-Hubbard system.
B: Protocol for generating unitary k-designs for fermions. C: Relative error on the k-
th frame potential as a function of number of quenches for the configuration L =
6, (N,Sz) = (4, 1.0). The whole process is repeated 100 times to get average values and
statistical error bars.

6.3 Summary

In this part of the thesis, I described our work on developing protocols for implemen-

tation of random unitaries in bosonic and fermionic cold atom systems. For both

cases our protocols focus on experimental feasibility. In the bosonic case, this is

achieved by realizing random unitaries using the experimental protocol already im-

plemented for studying onset of classically chaotic dynamics in a collective spin sys-

tem. As next steps, apart from improving timings, we can try to extend the protocol to

the case of multiple collective spins. This can be done by alternate application of the

already proposed random unitaries for a single collective spin and entangling opera-

tion between different collective spins. This is a work in progress and we have already

seen preliminary results that the method works for multiple collective spins.

For the fermionic case, our protocol can help to relax the experimental requirements

on spin-dependent lattices thus making it useful for fermionic species like lithium-
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Figure 6.3: Unitary k-designs for fermions in various sectors.

6 where it is hard to engineer a spin-dependent lattice. Our protocols works on all

sectors of the Hilbert space except those with Sz = 0, and we have to develop a

better understanding on what causes the observed behaviour in these sectors. Finally

we can try to extend our protocol to two dimensional lattices which will increase its

usefulness for state-of-the-art experimental setups.
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Qlue: a web interface for cold atom
backends





7
Web technology for cold atoms

As mentioned in section 2.6.1, there exist uses cases where labscript misses architec-

tural requirements and one would like to include labscript into a larger framework. In

this chapter, I will explain in detail those scenarios and how we developed a general

solution for the problem1. The idea stems from the desire for unifying experiment exe-

cution on different platforms for quantum simulation/computation. These platforms

can be based on different technologies (e.g. neutral atoms, ions, superconducting

qubits, photonic systems etc.) and have different software for experiment control.

In this diversity there is a unifying feature for different experiments, they essentially

act as a backend for executing some instructions. On adopting this picture, we realise

that we become totally agnostic to the details of how the instructions are executed on

a hardware if we can provide a general higher level description of the experiments. A

very suitable high-level description for experiments on different platforms is to think

of these experiments as quantum circuits. In this picture any experiment essentially

has three steps : state preparation, unitary evolution under given Hamiltonian(s)

and measurement. Infact we are not just limited to experiments anymore and can

even include theoretical simulator backends which execute the quantum circuit

instructions on a computer.

For providing software support for a given backend to use the language of quantum

circuits, two types of libraries are required : one which allows to write quantum

circuits for the backends using some kind of quantum circuit framework and a

second one for parsing the quantum circuits into a format which can be run on the

backends. For the first one, there already exists quantum circuit frameworks like

QisKit , Pennylane etc. which provide a comprehensive support for writing quantum

circuits. For the second one, custom code has to be written which will depend on the

details of the particular backend.

Another important point is that we assume that the user who writes the quantum

circuits does not necessarily have local access to the backends. So the user submits

1Some parts of this chapter overlap with our online documentation at https://synqs.github.io/qlue/
and https://labscript-qc.readthedocs.io/
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quantum circuits to the backend remotely over the internet. We use the word job for

the submission by the remote user. We immediately realise that we also need a service

which can act as the central point for various remote users to submit their jobs or fetch

the result/status of their previously submitted jobs. For security reasons this service

should provide robust user management and authentication.

A framework which can provide all the features described in the paragraphs above has

several advantages :

• Using the circuit language for quantum simulation experiments, the same

circuit can be executed on different backends. This can allow to benchmark the

performance of quantum simulators against each other.

• Describing experiments as backends can be used to build a simulator backend

for the experiment which mimics the experiment upto certain Hilbert space

dimension as allowed by the computing resources. This can be helpful for an

experiment-theory collaboration where theory colleagues can try new ideas for

the experiment on the simulator backend. After testing a new research idea on

the simulator it can be easily implemented on the experiment using the same

circuit language.

• Setting up a simulator backend can be really helpful in encouraging student

participation in cold atom research. The ability for a remote user to submit jobs

and get results back over the internet has partly been the reason for the huge

popularity of quantum computing. A similar infrastructure can be implemented

for research and teaching too.

We have developed a web interface called qlue2 which allows remote users to submit

their jobs to remote cold atom backends. In the following sections, I explain

the architecture of qlue in detail and give examples of several backends we have

connected to this interface. Then I present few examples wherein we have used

the architecture to run some jobs on a real experimental backend and on simulator

backends to reproduce the experimental observations for different systems.

7.1 Qlue architecture

The architecture of qlue has three components : the remote client, the server and the

backends. The overall architecture is shown in figure 7.1. These three components

use various software libraries/framework to communicate with each other. The code

for all components of qlue is organised in various GitHub repositories as shown in

table 7.1. Most of these repositories are public and can be downloaded freely. In the

following parts of this chapter these repositories will be referred to by their names

2https://github.com/synqs/qlue
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mentioned in table 7.1. In order to use qlue architecture for a new backend, code has

to be written on all three components. The existing code for already added backends

should provide enough examples on how to structure the new code.

Figure 7.1: Qlue architecture.

In order to establish the communication between different components of qlue, a

standard file format has to be decided. We have decided to use the JSON (JavaScript

Object Notation) format due to convenience in transferring it over the internet. Many

programming languages provide support for the JSON format which also makes the

architecture of qlue more language agnostic. JSON is a data format which is very

similar to a python dictionary and consists of key-value pairs.

In our case for unambiguous communication, it is very important that all JSON files

follow a well defined layout/schema. Therefore we have decided the schema for

all JSON files that are transferred in the workflow of qlue architecture. These are

described in the section 7.1.1. We enforce the practice of following the decided JSON

schemas by sanity checking the job_JSON submitted by the client. It reduces the

chance for malicious code execution by an adversary.

7.1.1 The JSON schemas

There are three important JSON schemas. The first one is the schema for the backend

to describe its capabilities, operations supported etc. The second one is for the JSON

generated for each job submitted by the client. Finally the last one is for the result

generated by the backend. All three of these are listed below.
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GitHub repository URL

qiskit-cold-atom https://github.com/Qiskit-Extensions/qiskit-cold-atom
pennylane-ls https://github.com/synqs/pennylane-ls

qlue https://github.com/synqs/qlue
coquma-sim-spooler https://github.com/synqs/coquma-sim-spooler

labscript-qc https://github.com/synqs/labscript-qc

Table 7.1: Qlue code organization in various GitHub repositories and their URLs. Note
that coquma-sim-spooler is currently a private repository.

7.2 The client

A client is a remote user who writes quantum circuits in the his/her favorite quantum

circuit framework (QisKit , Pennylane, something else). These circuits are then

compiled into JSON files using plugins for the quantum circuit framework. The

JSON files are sent over the internet to a remote server which queues them for

parsing/execution on the backend. The backend can be a real cold atom machine or

a simulator running on a computer. Communication with the server is only possible

if the client has authorized credentials. To get the credentials, the client has to create

an account at https://qsimsim.synqs.org.

7.2.1 QisKit and Pennylane plugins

The plugin for compiling Qiskit circuits to JSON files is available at qiskit-cold-

atom repository. Similarly the plugin for compiling a pennylane circuit into JSON is

available at pennylane-ls repository. Note that these plugins offer several backends.

Each backend is a device with its own operations. For each device, the plugin

converts a quantum circuit into a JSON which respects the schema expected by the

corresponding backend. The plugin also sends these JSON files to the server via HTTP

requests. The GitHub repositories for these plugins also have some examples on how

to write circuits for our already existing backends.
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1 {’backend_name’: ’atomic_mixtures’,
2 ’backend_version’: ’0.0.1’,
3 ’n_qubits’: 2, # number of wires
4 ’atomic_species’: [’Na’, ’Li’] ,
5 ’basis_gates’: [’delay’, ’rx’],
6 ’gates’: [
7 {’name’: ’delay’,
8 ’parameters’: [’tau’, ’delta’],
9 ’qasm_def’: ’gate delay(tau, delta) {}’,

10 ’coupling_map’: [[0, 1]], # on which components/wires can the instruction
apply

11 ’description’: ’evolution under SCC Hamiltonian for time tau’},
12 {’name’: ’rx’,
13 ’parameters’: [’theta’],
14 ’qasm_def’: ’gate rx(theta) {}’,
15 ’coupling_map’: [[0]], # on which components/wires can the instruction apply
16 ’description’: ’Rotation of the sodium spin’}],
17 ’supported_instructions’: [’delay’, ’rx’, ’measure’, ’barrier’],
18 ’local’: False, # backend is local or remote (as seen from user)
19 ’simulator’: False, # backend is a simulator
20 ’conditional’: False, # backend supports conditional operations
21 ’open_pulse’: False, # backend supports open pulse
22 ’memory’: True, # backend supports memory
23 ’max_shots’: 60,
24 ’coupling_map’: [[0, 1]],
25 ’max_experiments’: 3,
26 ’description’: ’Setup of an atomic mixtures experiment with one trapping site and

two atomic species, namely Na and Li.’,
27 ’url’: ’http://url_of_the_remote_server’,
28 ’credits_required’: False,
29 ’online_date’: datetime.pyi = hopefully soon,
30 ’display_name’: str = None}

Table 7.2: Example JSON for backend capabilities

1 {
2 experiment_id(str): {
3 ’instructions’: [
4 (inst_name(str), wires(List[int]), params(List[float])),
5 ],
6 ’shots’: int,
7 ’num_wires’: int,
8 ’seed’: int,
9 ’wire_order’: str,

10 }
11 }

Table 7.3: JSON schema for user submitted jobs.

That’s all what is required on the client side. Basically choose one of these frameworks

and start submitting the jobs. If the client wants to use a different quantum circuit

framework, then appropriate code has to be written for compiling quantum circuits

of that framework into JSON files which follow the schema expected by the backend

(for e.g. 7.3). This is also the case when a new backend is added as a device to either

Qiskit or Pennylane plugins. In any case the existing code can be used a guide to write
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1 {
2 "backend_name": str,
3 "backend_version": str,
4 "job_id": str,
5 "qobj_id": str,
6 "success": bool,
7 "header": dict, # must be JSon serializable
8 "results": list[
9 {

10 "header": dict, # must be JSon serializable
11 "shots": int,
12 "success": bool,
13 "meas_return": str,
14 "meas_level": int, # most likely always 1 or perhaps 0
15 "data": {
16 "memory": list
17 }
18 }
19 ],
20 "experiments": list[],
21 }

Table 7.4: JSON schema for backend results

new code.

7.3 The server

The server provides an access point to the remote client where the client can submit

new jobs or fetch the result/status of previously submitted jobs. For this the client

needs to make appropriate HTTP requests to the appropriate URLs. When the server

receives these HTTP requests, depending on which URL they were sent to, a particular

action is taken and then the reply is sent back to the client. It is clear that the server

needs to run some kind of code which does the following tasks : listen for HTTP

requests from the clients, provide URLs such that each URL is associated with a

particular action and respond back to the client. We achieve these tasks by a Django

web app running on a Gunicorn server. To make the web app available across the

internet, it is hosted on the Heroku platform.

In the following subsections the server is explained in three parts : Django web app

with URLs, the view functions and the Dropbox database.

7.3.1 Django web app with URLs

Django is a Python-based free and open-source framework for making web apps. It

uses the Model-View-Template architecture:

• Model : Build databases from classes with the help of Object Relational Mapper

(ORM).
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• View : The function which is executed whenever a particular URL receives an

HTTP request. For every URL, Django associates a corresponding view function.

A view function is similar to a usual python function.

• Template : HTML/CSS code for inserting web elements in a HTML document.

As mentioned earlier, for the client, communicating with the server essentially boils

down to sending correct HTTP request to the correct URL. On the server side Django

will execute the view function corresponding to that URL. The structure of a general

URL looks like :

server_domain/requested_backend/appropriate_view_name

So for example if server_domain=https://qsimsim.synqs.org/api/, and we want

to use get_job_status view for the fermions backend i.e. requested_backend=

fermions and appropriate_view_name=get_job_status. The complete URL will

look like :

https://qsimsim.synqs.org/api/fermions/get_job_status/

In our case server_domain=https://qsimsim.synqs.org/api/ always. The names

of all views are given in subsection 7.3.2. The backends provided at the moment are

: singlequdit, multiqudit, fermions . As described above, this information can

be combined to figure out all currently valid URLs.

7.3.2 The view functions

A view function executes a specific code for each HTTP request coming at the URL

linked to that view function. A description of various view functions is given below:

• The get_config view : This function returns a JSON dictionary containing the

backend capabilities and details. At the moment this is relevant only for the

Qiskit plugin as the pennylane plugin does not make use of it.

• The post_job view : This function extracts the JSON dictionary describing a

potential experiment from a HTTP request. The extracted job_JSON is dumped

onto Dropbox for further processing. It then responds with another JSON

dictionary which has a job_id key. This job_id is important to query the server

for results of the job later on. A typical JSON response from the server has

the following schema: {’job_id’:’some string’,’status’:’some string’,

’detail’:’some string’,’error_message’:’some string’}

• The get_job_status view : This function extracts the job_id of a previously

submitted job from a HTTP request. It responds with a JSON dictionary

describing the status.
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• The get_job_result view : This function extracts the job_id of a previously

submitted job from a HTTP request. If the job has not finished running

and results are unavailable, it responds with a JSON dictionary describing the

status. Otherwise it responds with a JSON dictionary describing the result. The

formatting of the result dictionary is described in table 7.4.

• The get_user_jobs view : This function returns a JSON dictionary containing

all the finished jobs for a user at a particular backend.

• The get_next_job_in_queue view : This function is not available to regular

users. It is a very special function and is reserved for use only by the backends.

When backends ask the server for the next job it should work on, the server

replies with a JSON dictionary with details of the next job to be executed. From

this, the backend knows exactly where the job_JSON file is stored on Dropbox. It

fetches the job_JSON and starts to process it.

We will frequently use the term status dictionary and result dictionary. These are just

JSON files which are stored on the Dropbox like job_JSON. When a view reads these

files, it coverts the data in them to a python dictionary and sends it to the client or

modifies the dictionary further before saving it back to the JSON file.

7.3.3 The Dropbox database

We use Dropbox to store all our JSON files. For reading from and writing to Dropbox,

the Dropbox python API 3 functions are used. Using Dropbox as a storage has several

benefits:

• We immediately implement asynchronous job management wherein Dropbox

acts like a queue. It is required because the rate at which the remote clients

submit jobs is very different from the rate at which the backends can process

them. So the server dumps the job coming from the remote client onto Dropbox

and whenever the appropriate backend is free, it will process the job.

• Dropbox also serves as a database storage for various JSON , like job_JSON,

result_JSON, status_JSON etc. It gives us 2 GB free storage which is a lot

considering price of commercial database alternatives.

• It allows us to unify the workflow for both simulator and real machine. It does

not matter what the backend is, the workflow is the identical. Different backends

only differ in how exactly they process a job which is determined by the code in

their corresponding spooler.py files.

3https://github.com/dropbox/dropbox-sdk-python
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Note that Dropbox can be replaced with any other storage service (like Amazon S3,

Microsoft azure storage, Google cloud storage etc.) which allows a user to read

and write content using a python API. For this one would need to implement four

basic functions for accessing the cloud storage provider. The details of these four

functions are given in storage_providers.py file with an example implementation

for Dropbox. A new storage service can have its own class inheriting from the base

class (just like the Dropbox class) and override the base functions.

An important feature for properly using Dropbox as a storage and queue is the folder

structure for storing JSON files on Dropbox. The Dropbox folder structure is shown in

figure 7.2. If one plans to replace Dropbox with other storage service, then one needs

to implement a folder/naming structure similar to figure 7.2. This structure is also

connected to the file name of a given JSON .

Figure 7.2: Dropbox folder structure. Each box is a folder. The pink ovals show that the
sub-folder structure is identical for some folders. This structure is shown separately
and marked with arrows.

7.3.4 An example workflow

To understand how various modules described so far are used, we consider an

example workflow. In summary this subsection describes the journey of a job_JSON

file submitted by the client and other JSON files created as a consequence. Lets say a

remote client named user_1 submits a job to the singlequdit backend. This means

user_1 sent a POST request to the following URL :

https://qsimsim.synqs.org/api/singlequdit/post_job/

The server will immediately save the JSON to Dropbox at Backend_files/

Queued_Jobs/singlequdit/job-20210906_203730-singlequdit-user_1-1088f.

json. The JSON file name has special meaning as will be explained later. The file
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is stored here temporarily before backend processes it. At the same time the server

will reply to the user with a job_id response which will look something like :

{’job_id’:’20210906_203730-singlequdit-user_1-1088f’, ’status’:’INITIALIZING

’, ’detail’:’Got your json.’,’error_message’:’Got your json.’}

This dictionary is also saved as a status_JSON at Backend_files/Status/

singlequdit/user_1/status-20210906_203730-singlequdit-test-1088f.json.

Note the name is quite similar to the job_JSON except a status- prefix.

The job_id key-value has lot of information. It has the UTC date and time of creation

of the job 20210906_203730 which means it was created on 6 September 2021 at

20:37:30 PM UTC time. The job_id also has the user name who created this job i.e.

user_1 and the backend where this job is supposed to be executed i.e. singlequdit.

At the end the job has some random alpha-numeric string of 5 characters.

On the backend side, it will query the server for the next job it should work

on. Also let us suppose the backend is querying about the next job for single-

qudit backend. The server looks for the file list in the directory Backend_files

/Queued_Jobs/singlequdit/. It will choose the first created file from that list.

Lets say this is the file job-20210906_203730-singlequdit-user_1-1088f.json.

Now the server will move this file from Backend_files/Queued_Jobs/singlequdit

/job-20210906_203730-singlequdit-user_1-1088f.json to Backend_files/

Running_Jobs/job-20210906_203730-singlequdit-user_1-1088f.json and re-

spond to the backend with a job_msg_dict which looks like :

{"job_id":"20210906_203730-singlequdit-user_1-1088f", "job_json":"

Backend_files/Running_Jobs/job-20210906_203730-singlequdit-user_1-1088f

.json"}

From this, the backend knows exactly where the job_JSON file is stored on Dropbox.

It fetches the job_JSON and starts to process it. For processing the job, the spooler

begins by sanity-checking the JSON for correct schema. If the job_JSON fails this

check the file is moved to Backend_files/Deleted_Jobs/job-20210906_203730-

singlequdit-user_1-1088f.json. The status_JSON is also updated by the spooler

to:

{’job_id’:’20210906_203730-singlequdit-user_1-1088f’,’status’:’ERROR

’,’detail’:’Got your json.; Failed json sanity check. File will be

deleted. More details.’’error_message’:’Got your json.; Failed json

sanity check. File will be deleted. More details.’}

From the status_JSON dictionary, the user is automatically informed about the

details of why the error happened.

If however, the job_JSON passes sanity checking, then it is executed. The backend
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goes through the instruction list and creates the appropriate circuit and calculates the

end result. Then it generates the given number of shots and formats everything into

the result dictionary. The schema of the result dictionary is given in table 7.4. Then

the backend will upload the result_JSON to Backend_files/Result/singlequdit/

user_1/result-20210906_203730-singlequdit-user_1-1088f.json. It will also

move the job_JSON from Backend_files/Running_Jobs/job-20210906_203730-

singlequdit-user_1-1088f.json to Backend_files/Finished_Jobs/singlequdit

/user_1/job-20210906_203730-singlequdit-user_1-1088f.json. Finally the

backend will update the status_JSON to:

{’job_id’:’20210906_203730-singlequdit-user_1-1088f’,’status’:’DONE’,’

detail’:’Got your json.; Passed json sanity check; Compilation done.

Shots sent to solver.’,’error_message’:’Got your json.; Passed json

sanity check; Compilation done. Shots sent to solver.’}

This completes the execution of the job and the results are now available. To fetch the

results the client has to make an appropriate HTTP request (using the plugins) to the

The get_job_result view.

7.4 The backends

This section describes how different backends execute the jobs submitted by the

clients. The backend can be a simulator running on a computer or a real cold atom

machine. It runs files which are responsible for executing job_JSON and updating

status_JSON and result_JSON. Currently, the organization of these files is different

for the simulator backend and the experiment backend. This is because they were

developed at different times. The simulator backend has been tested a lot more

than the experiment backend and in future its file structure will also be used for

the experiment backend. We first describe the simulator backend and then the

experiment backend.

7.4.1 The simulator backend

This is a Ubuntu virtual machine running a file called maintainer.py. The

maintainer.py file in turn runs other python files called spooler(s). The directory

structure of the simulator backend is shown in figure 7.3 :

The maintainer.py runs an endless while loop. Every 2 seconds, the maintainer.py

selects a backend from a list and asks the server for the next job to be executed for

that particular backend. If the server replies with a job, the maintainer will execute

the appropriate spooler.py file for that backend. If the server replied with empty

response then the loop continues and maintainer will ask for job for the next backend

defined in the list backends_list.
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Figure 7.3: Simulator backend files.

Lets consider the case where the server replied with a job name. The maintainer

will download the contents of this job_JSON and also the status_JSON from Drop-

box. Both the job dictionary and status dictionary are passed as an argument to the

add_job function of the appropriate spooler file for that backend. The add_job func-

tion will perform sanity check on the dictionary using predefined JSON schema and

execute the circuit. Then it returns the status and result as python dictionaries. These

dictionaries are used by the maintainer to update status_JSON and result_JSON on

Dropbox. The Dropbox python API is used for reading from and writing to Dropbox.

The corresponding code is in the file drpbx.py.

For details on how exactly the circuits are executed, one can have a look at the

function gen_circuit in each spooler file. Essentially it boils down to creating the

correct unitary matrix for each instruction in the instruction list.

There are some important points to note here:

• The maintainer.py is a python program. It might very well crash and then

our simulator is no longer executing circuits. Although the server is still fine

and storing jobs properly but the jobs will be in waiting queue as long as the

simualtor is dead. As a quick fix to this problem, we do not run the maintainer

.py file directly. Instead we have a bash script keep_running.sh which runs the

maintainer.py in a loop. If python file crashes the bash script will automatically
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restart it.

One might ask and what if the bash script also crashes? Now we enter the

realm of keeping a script running on a Linux computer. There are several

packages (like supervisord, monit, runit etc.) that offer a solution to this

problem. We have a simpler approach. We use a cron job to restart the simulator

computer every 6 hours. On restart another cron job launches the bash script

keep_running.sh. This way the simulator gets revived every 6 hours even if it

got stuck.

• The spooler is a virtual machine (VM) living in the cloud. The code for the

simulator backends is stored on GitHub repository coquma-sim-spooler. In

order to deploy the latest GitHub code on the VM, we use a GitHub action that

uses the SCP protocol to copy the latest files to the VM on each push to the main

branch of the GitHub repository.

7.4.2 The experiment backend

A first draft for implementing the experiment backends is highlighted in the

labscript-qc GitHub repository. The code was tested to perform MOT loading

in a cold atom machine in Heidelberg by submitting circuits from Zurich. Although

we still need to polish this part of the code, it already highlights important ideas on

how to connect a real cold atom machine to qlue. There are two files : Spooler.py

and Result.py. Their functionality is explained below.

The Spooler.py

After the post_job view dumps the JSON files on the storage database they have to

be processed further to execute experiments on the cold atom machine. In order to

run experiments on our cold atom setup, we use the labscript suite as explained in

section 2.6. This means we have to convert the received JSON files into python code

understandable by labscript . This is done by Spooler.py file. We will mention three

parts of the labscript suite : Runmanager, BLACS and Lyse. Documentation about

them is available at labscript suite repositories 4.

The Spooler.py checks for a job_JSON every 3 seconds in the storage location on the

database. It then picks up the job_JSON that was created first and starts to process

it. After all the steps of processing are done the job_JSON file is moved to a different

location.

During processing, the spooler first checks if the JSON satisfies a predefined schema.

This is also a safety check which allows to see if the user submitted anything in

the JSON which is inappropriate. After this it updates the status dictionary. Then

it continues processing by using the JSON to extract an experiment python file for

4https://github.com/labscript-suite
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labscript and set the value of parameters in Runmanager . After generating the files

and setting parameters, the spooler triggers the execution of the experiment via

runmanger remote API commands. The status dictionary for that job is appropriately

updated.

In labscript all the shots generated from a given python code are stored as HDF files.

Lets say for a given experiment python file we have 10 shots i.e. 10 HDF files. These

shots are passed from Runmanager to BLACS for actual execution. BLACS queues all

the shots and executes them sequentially. All data pertaining to a shot (e.g. value of

parameters, camera images etc.) is stored in its HDF file. Further data analysis is now

run on these HDF files.

The Result.py

After the shots have been executed, we use Lyse to run analysis routines on the HDF

files. There are two types of analysis routines: single shot and multi shot. This was

explained in section 2.6. Given the location of a shot folder Lyse can generate a pandas

dataframe by reading all the values, be it Runmanager globals or analysis routine

results. It is this pandas dataframe we are interested in.

Currently by using QisKit plugin if we had to scan a parameter across shots, it is done

by creating a new experiment dictionary for each value of the parameter. So for e.g.

if we want to scan a parameter across 5 values, our job_JSON dictionary will have 5

nested experiment dictionaries in it, one each for a particular value of the parameter.

And each of the 5 experiment dictionaries will also have a shots key which will tell how

many times that particular experiment is repeated.

When the Spooler.py starts execution of this JSON in labscript , it will create a job

folder with job_id name. Inside this job folder there will be 5 sub-folders one for

each experiment. Inside each experiment’s folder will be the HDF files for the shots of

that particular experiment.

As the individual shots get executed they dump their complete HDF path in a separate

text file (call it address_file) for each shot. This way we know which shots have

finished executing. The Result.py keeps checking this dump location for these

address_files and selects the first created address_file. It gets the shot path in

it and starts with processing of that particular shot. First it will run all single shot

analysis routines on this files as defined in the store_result() function. The results

of the single shot analysis are stored inside the HDF file by creating appropriate

groups. After this it calls the move_to_sds() function which will move the HDF file

from this location to a network storage i.e. SDS. Also it will move the address_file of

this shot from the original dump location to a new one.

After moving to SDS, the Result.py updates a job_dictionary which is initially read

from a text file. This dictionary keeps track of all running jobs. If the job_id of the
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shot just moved to SDS is not in this dictionary, it is included along-with its folder

location in SDS. This dictionary is also useful to determine on which job a multi-shot

analysis can be run. The result.py checks the first key in this dictionary and figures

out if that job is done or not. If yes then it proceeds with multi-shot analysis for that

job by using Lyse to generate a CSV from pandas dataframe for each sub-folder of the

experiments in a job. After generating CSVs it generates the result JSON for this job in

a specific format given by the schema given in 7.4. Then it updates the status of this

job to ‘DONE’. Finally the finished job is removed from the dictionary of running jobs.

7.5 Usage examples

In this section few examples are described wherein we have used the qlue architecture

to run some jobs on a real experimental backend and on simulator backends to

reproduce the experimental observations for different systems.

7.5.1 MOT loading on a experiment

This example presents a proof-of-principle demonstration that the architecture of

qlue can be used to submit jobs to a cold atom experiment backend. In this case

the remote client submitted a MOT loading experiment circuit written in Qiskit .

The circuit was executed on our SoPa experiment. The client submitted circuits

from Zurich to a cold atom machine in Heidelberg. The result is shown in figure

7.4. The circuit implementation is available in Qiskit (in qiskit-cold-atom GitHub

repository).

Figure 7.4: MOT loading in SoPa experiment via qlue.
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7.5.2 Spin-squeezing in a BEC

This example reproduces results of the experimental observation of spin-squeezing

mentioned in [147]. This is done by using the single qudit simulator backend.

The experiment involves evolution under the Hamiltonian in equation 6.2 which

produces a squeezed state quantified by reduction in variance of the measurement

observableLz. This evolution is first expressed as a circuit built out of gates supported

by the single qudit backend. There after the circuit can be submitted to the server and

results can be analysed later when available. The circuit implementation is available

for both pennylane (in pennylane-ls GitHub repo) and Qiskit (in qiskit-cold-atom

GitHub repo). We compare the results from the cloud simulator with the experimental

data [147] as shown in figure 7.5. The comparison is done for two circuits with two

different evolution times under the Hamiltonian in equation 6.2. We see that the

simulator results agree well with the experimental observation.

Figure 7.5: Simulating spin-squeezing in a BEC via qlue. The comparison with the
experiment is done for two circuits with two different evolution times.

7.5.3 Fermi Hubbard model dynamics

This example reproduces results of the experimental observation of Fermi-Hubbard

model dynamics in a double well potential mentioned in [347]. This is done by using

the fermion simulator backend. The experiment involves loading the left well with

two fermions of opposite spin and observing the atom number in the right well. This

evolution is first expressed as a circuit built out of gates supported by the fermion

backend. There after the circuit can be submitted to the server and results can

be analysed later when available. The circuit implementation is available for both

pennylane (in pennylane-ls GitHub repo) and Qiskit (in qiskit-cold-atom GitHub
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repo). We compare the results from the cloud simulator with the experimental data

[347] as shown in figure 7.6. The comparison is done for two circuits with two different

interaction strengths under the standard Fermi-Hubbard Hamiltonian. We see that

the simulator results agree well with the experimental observation.

Figure 7.6: Simulating Fermi Hubbard model dynamics via qlue. The comparison
with the experiment is done for two circuits with two different interaction strengths
under the standard Fermi-Hubbard Hamiltonian.

7.6 Summary

In this chapter, I described our work on developing a general-purpose architecture

to access a remote quantum research platform. The platform can be an actual

experiment or a simulator running on a computer. Using this architecture we have

demonstrated proof-of-principle control of our SoPa experiment and have also used

the simulator backends for reproducing experimental observations from our and

other groups in Heidelberg.
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In this thesis, I described the work on building up of various components in a

toolkit for research in quantum simulation. This included progress on three fronts:

experimental platform, theoretical methods, and technological framework. Each of

these was inspired by existing work by other research groups while trying to improve

upon the limitations. The unifying theme for all the three cases was the versatility and

general purpose applicability of the tools being developed.

On the experiment, we have already achieved laser cooling in a dual species MOT of

sodium and potassium. We established the experimental capabilities of our newly

setup machine by performing single atom counting in a sodium MOT. Moving on

the route to obtaining a sodium BEC, we upgraded to a compact electromagnet coil

design, optimized the performance of the MOT and have observed loading of sodium

atoms in magnetic and optical dipole traps. We also tried to perform evaporative

cooling in the magnetic and optical dipole traps but did not observe a gain in phase-

space density in the atom cloud. We were unable to try evaporative cooling at higher

magnetic field gradients due to limited water cooling capabilities of our compact coil

design. On the potassium side, we encountered issues with the vacuum level in the

2D-MOT chamber. Thanks to our modular experimental setup, we were able to isolate

the potassium 2D-MOT chamber to continue debugging its vacuum problems while

simultaneously progressing the experiment on the sodium part.

To realize the goal of immersing potassium atoms in a sodium BEC, the next steps on

the experiment include further improvement of the initial atom number and density

in the magnetic trap. This is crucial to gain phase space density by performing evap-

orative cooling. For this, we are trying to improve the atom flux of our 2D MOT by

using additional laser power from an independent laser and also trying to optimize

the Zeeman slower performance. Alternatively, we can use the additional laser for

gray molasses cooling of sodium to achieve lower temperatures before loading into

the magnetic trap. The implementation of an upgraded magnetic trap with higher

currents and field gradients is in progress, using new electromagnetic coils with bet-

ter water cooling. This will also make subsequent cooling in the dipole trap more

efficient. For potassium, the 2D-MOT vacuum issues have to be resolved possibly by
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replacing the existing ion-getter pump. Then we will implement simultaneous cap-

ture of sodium and potassium in the magnetic trap and sympathetically cool potas-

sium by evaporating only sodium. This should allow loading single potassium atoms

in optical tweezers and possibly cooling to its motional ground state. For observing

the single atoms, the imaging has to be modified by increasing the magnification to

resolve different tweezers sites. Finally, the tweezers sorting algorithm, which we have

developed, will be implemented to assemble a defect free optical tweezers array.

On the theory side, we have proposed methods for realizing random unitaries with

cold atoms in bosonic collective spin systems and fermionic systems in a lattice. For

the bososnic system, we tried to base our protocol on the experiments already per-

formed previously in our research group. Our protocol also highlights the connection

between chaos (in classical limit) and random unitaries. For the fermionic system, we

provided an alternative protocol, which relaxes the experimental requirements of the

other existing protocol and can be particularly beneficial for certain atomic species

(like lithium-6).

As a next step, we need to look further into optimizing the time required to realize a

random unitary. For the bosonic case, one easy way is to increase the spin length be-

cause the slowest time scale (from the non-linear interaction energy) increases with

increasing atom number. For the fermionic case, the time scales are already shorter

than the bosonic case. However, we need to understand why our method of generat-

ing random unitaries for fermions does not work for the Sz = 0 sector. An interesting

follow-up could be extending the fermion protocol to two dimensional lattices for en-

abling its application in fermionic quantum gas microscope experiments.

For the web interface, we have already demonstrated a proof of principle example

where a remote user submitted circuits to our experiment. They were executed on

our machine and the results were made available to the user in a secure way. We have

also demonstrated the workflow in other examples where we could reproduce some

previous experimental results with our theory simulator backends. At present, the

infrastructure is ready to be adopted by any experiment or theory group.

An additional feature we could implement in the infrastructure is to show a simple

example of scalabilty by having more than one server which accepts the circuits and

more than one virtual machine (for theory backends for example) which process

them. The architecture supports this by reorganizing folder names in the database

and some server URLs. Although the infrastructure is fully open source and free to

be implemented by anyone on their own, some research groups might not want to do

this but use our setup as a service. In that case, we have to draft usage and sharing

policies for collaboration and sharing secrets like API keys.
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A
Technical details

This appendix presents some technical details omitted in Chapter 2. In the following

sections, a description of the electronics and the analysis code is given.

A.1 Electronics

In our experiment, we have a lot of electronic components which include both

commercial and home-built devices. To mention a few items, the list includes control

electronics for lasers and vacuum pumps, RF drivers and amplifiers for AOMs and

EOMs, power supplies for various circuits, and signal generation/acquisition modules

for controlling/interfacing various hardware in the experiment etc. For efficient space

utilization, our electronics are housed in two 19-inch racks which allows us to save

space by stacking them.

Given below is a list of some electronics solutions we have self-built for various needs

in the lab :

• Temperature stabilization : We use a common strategy for temperature stabi-

lization in our experiment. Be it temperature of the room, spectroscopy vapor

cell, viewports of the vacuum system or the oven for the atomic species. The

circuit consists of a thermocouple sensor which produces a calibrated voltage

at a given temperature. This voltage is then amplified (using Adafruit amplifier

board AD8495) and fed into an analog input pin of an Arduino yun. The arduino

runs a PID stabilization code and gives a correction voltage. The correction volt-

age goes to a controllable heating source which regulates the current through

that particular heater. For temperature stabilization of the vapor cell, viewports

and ovens, we use a phase dimmer (NS-80 from FG Elektronik) as the control-

lable heating source. For regulating the room temperature we have an air con-

ditioner which is always running and a controllable heater which receives the

correction from the arduino and adjusts the heating to stabilize the room tem-

perature.

• Photo diode : Photo-diodes output a photo-current proportional to the light
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intensity falling on the sensor. However, for most applications this current needs

to be converted into a voltage. While a simple resistor could be used to achieve

this, it will suffer from bandwidth issues due to parasitic stray capacitance of

the photo-diode. This can be critical for AC applications where the light signal

is modulating. To resolve this, a trans-impedance amplifier can be used which

allows one to select both the gain and the bandwidth for the operation. Our

photo-diode design based on such a trans-impedance circuits is shown in figure

A.1.

Figure A.1: Photo-diode circuit schematic and PCB layout.

• Laser beam shutters : In our experiments we need to generate pulses of lasers

beams during the sequence. Usually AOMs are capable of ultrafast switching

with high repeatability. But they do not offer complete extinction of the beams.

For this we use a simple mechanical shutter which consists of a razor blade glued

onto a electromagnetic relay for moving the blade in and out of the beam. The

circuit for controlling the shutter relay is shown in figure A.2.

Figure A.2: Shutter controller circuit schematic.
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• Water leak detector : For our new MOT coils which are water-cooled (see section

4.2), we made a simple circuit for detecting water leaks. It uses a soldering board

with strips and we connect all alternate strips together. So if a water drop falls

between any two strips, the circuit gets completed and a buzzer in the circuit

turns on.

• MOT coil switching circuit : The circuit for turning off and on the current in the

MOT coils is shown in figure A.3. A driver circuit receives the TTL trigger from

NI PXIe 6535 card and produces the necessary gate voltage to control the IGBT.

Figure A.3: IGBT switching circuit schematic.

A.2 Analysis code structure

As explained in section 2.6, our analysis code is divided into two parts : the python file

with all analysis functions and the jupyter notebook where these functions are called.

A simplified layout of the python file is given in the table A.1.

1 import numpy as np
2 from scipy.ndimage import gaussian_filter
3 import random
4 from copy import deepcopy
5 from scipy.optimize import curve_fit
6
7 class analysis_functions():
8 def gaussian(self, x, A, mu, sig, c):
9 return A*np.exp(-np.power(x - mu, 2.) / (2 * np.power(sig, 2.))) + c

10
11 def get_bare_subtracted_images(self, atom_images, background_images):
12 subtracted_images_bare=atom_images-background_images
13 return subtracted_images_bare

Table A.1: A layout of the analysis file. Only two functions are shown for demostration.

The functions from this file are used in the jupyter notebook. To demonstrate this,

first few cells of the juypter notebook are given below.
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B
Tweezers sorting algorithm

In this appendix, the details of our algorithm for generating a 1D tweezer array and

for sorting the tweezer array into a defect-free configuration are given.

B.1 The scheme

To generate a 1D array of tweezers, an AOD is driven with multiple frequencies

produced using an AWG. These frequencies are usually few tens to hundred MHz
and the AWG produces samples at the rate of several hundred MHz. After the array

is generated, the loading of atoms in the tweezers takes place in a stochastic fashion

i.e. only some tweezers are loaded. To get a defect free assembly, the array needs

to be rearranged by updating the frequencies of tweezers loaded with atoms. For this

reason, we need to operate the AWG in FIFO mode where it continuously streams new

data from a computer which is responsible for calculating updated frequencies.

In the FIFO mode, the AWG continuously outputs data from its own on-board

memory. As a result of this the free space in the on-board memory increases as the

AWG continues to output data. Once the free space in the on-board memory exceeds

a threshold, the AWG fetches fresh data from the computer. Since the AWG outputs

data at several hundred MHz rate, the computer would also need to calculate the next

data points very fast. Performing such calculations on-the-fly might not always be

possible with a given computer hardware.

The method described here allows to use very high sample rates from the AWG even

when the computer cannot calculate data very fast. The overall scheme involves

using two data arrays in computer memory which are used alternately to stream their

contents to the AWG. The selection of which array will stream to the AWG is done

using a Boolean variable. When one array is being used for streaming to the AWG, the

other array is used for calculating and storing the data of the next move. After this

calculation, the Boolean variable is flipped, and the role of the two arrays interchange

(i.e. the first one is now used for calculation and the second one for streaming). Since

the array used for streaming to the AWG is not used for calculating, this scheme
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guarantees that there will never be a shortage of data when the AWG is outputting

at very high sample rates. A diagrammatic representation of this scheme is given in

figure B.1.

Figure B.1: Sorting algorithm : The main process and side process run independently
and share four variables in the computer memory.

The scheme described above is realized by using multiprocessing in python. We

run two independent python processes which share four variables in the computer

memory. The different parts are described below :

• Shared variables : These variables are synchronized (using Rlock) according to

python language multiprocessing rules1. They are of two types : Boolean and

Array. There are two Boolean variables : free, check and two Array variables :

data_1_arr , data_2_arr . The variable free is True (or 1) if there is some free space

in AWG on-board memory. Only then the side process calculates the next move.

The variable check is True (or 1) if data_1_arr is being used by the main process

for streaming to the AWG. In that case the variable data_2_arr is used by the side

process for calculating the next move. For the case when check is False (or 0), the

role of data_1_arr and data_2_arr is reversed.

• Main process : This is the part of the code (see B.4) below the line if __name__

== ’__main__’:. It is responsible for checking whether there is some free space

(above a threshold) available in the AWG on-board memory. If yes, then it

streams data from the computer memory to the AWG. Depending on the value

of the Boolean variable check, it selects one of the two arrays for streaming.

1See python documentation at https://docs.python.org/3/library/multiprocessing.html
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• Side process : It runs the function jump_between() which calculates and stores

the data for the next streaming by the main process. It uses two arrays alternately

for calculation. Using the Boolean variable check, the scheme is synchronized

such that only the array not being used by the main process for streaming, is

used for calculating the next move. This way there is no problem of data update

speed even when the next move is calculated slowly. Once the new data for the

next move is calculated and stored, the value of check is flipped. So in the next

streaming event the main process will stream the new data to the AWG.

B.2 Calculation methods

To calculate the signal for all tweezers, we start by first selecting a frequency reso-

lution. This tells us how long of a signal we need to generate in time to be able to

resolve two frequencies separated by the desired frequency resolution. After that we

define the frequencies which we need to generate. These are an array of equidistant

numbers. For each frequency we also define an amplitude. Then we have to calculate

the sinusoidal signal for each frequency upto the calculated time duration (reciprocal

of the frequency resolution) and them sum up each frequency component into one

array. This has to be done in a efficient way using vectorization.

Lets say we want to generate a tweezers array with 5 tweezers. Lets consider the same

parameters we calculated in section 4.7.3 where for a separation of 5 µm between

consecutive tweezers, their frequencies need to be separated by 0.75 MHz. However,

when we update the frequencies, we want to move the tweezers in a step size which

is fine enough such that atoms do not get lost while moving. For this, the tweezer can

only move by a fraction of its waist at one update step. Lets say we fix this step size

to be at one-fourth of the tweezer waist. This also gives us the frequency resolution

we must have. Since we calculated the tweezer waist to be 2.8 µm, one-fourth of this is

0.7 µm. We also know that 5 µm is equal to 0.75 MHz in frequency. This means 0.7 µm is

equal to 0.105 MHz in frequency. So our required frequency resolution is 0.105 MHz.

For being able to resolve two signals which are 0.105 MHz apart, we need to produce

the signal for a long enough time for which the lower limit is the reciprocal of the

frequency resolution. In our case this boils down to about 10 µs. So we define a time

array from 0 to 10 µs. The number of samples required in this array is equal to the

product of sample rate of the AWG and 10 µs. With this array we calculate the sine

wave for each frequency (with corresponding amplitude). Finally, for each time point

index, we sum the value of each of the five arrays to get a 1D array which is ready

to be streamed to the AWG. This process can be continued till the target frequency

configuration is reached.
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B.3 Performance

Since atoms trapped in the tweezers have a finite lifetime, the sorting process should

be done as quickly as possible. In this section the timings required for sorting some

configurations into a defect free target are given. Starting with a given number of

tweezers, a stochastic loading of 50% is assumed and 5 configurations corresponding

to each such setting are considered. Different configurations require different sorting

timings and we report the mean value and error bar for each timing. The timings were

measured using builtin timing functions of python.

B.3.1 Setting 1 :

We consider 10 tweezers and 5 filled with atoms. The frequencies for tweezers are

48 MHz to 58 MHz in steps of 1 MHz. Then we consider 5 configurations for which

we measure timings. In the table below a 1 represents an occupied tweezer while 0

represents an empty tweezer.

Initial configuration Target configuration Sorting time (in ms)

0100111100 0001111100 25.5(5)
1001111000 0001111100 34(2)
1010101001 0001111100 37(2)
0101100110 0001111100 26(2)
1000100111 0001111100 37(1.5)

Table B.1: Sorting performance for 1D array of 10 tweezers.

B.3.2 Setting 2 :

We consider 20 tweezers and 10 filled with atoms. The frequencies are 42 MHz to

62 MHz in steps of 1 MHz. Then we consider 5 configurations for which we measure

timings. In the table below a 1 represents an occupied tweezer while 0 represents an

empty tweezer.

Initial configuration Target configuration Sorting time (in ms)

00101111010110100010 00000111111111100000 89(6)
00110110000110101011 00000111111111100000 108(6)
11001010001110001101 00000111111111100000 104(8)
10100101000011110011 00000111111111100000 107(5)
11101100100111010000 00000111111111100000 113(9)

Table B.2: Sorting performance for 1D array of 20 tweezers.
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B.4 Code

The following cell reproduces the sorting code. The code is also publicly available at

https://github.com/synqs/sorting-tweezers.

1 # Importing modules

2 import sys

3 import os

4 sys.path.append(os.path.abspath(R"C:\Users\SoPa\Documents\GitHub\spectrum_awg\RPB"))

5 from pyspcm import *
6 from spcm_tools import *
7 import ctypes

8 import numpy as np

9 import numexpr as ne

10 from multiprocessing import Process, Value, Array

11 from timeit import default_timer as timer

12

13 def get_freq_and_amp(sign,frequencies,amplitudes):

14 """

15 This function calculates the frequencies for the immediately next step.

16 """

17 freq_update_step = 50e3 # in Hz. frequency step to take while moving the

tweezers.

18 freq = frequencies+(sign*freq_update_step)

19 amp = amplitudes

20 return freq, amp

21

22 def calculate_target_frequency(start_frequencies,tweezer_occu):

23 """

24 This function calculates the target frequency arrangement. Target is

25 same for all intil configs with same number of tweezers and loaded

26 atoms. The target arrangement is assembled around the center of full array.

27 """

28 inds,=np.asarray(tweezer_occu==1).nonzero() #

29 center=np.take(inds, inds.size//2)

30 z,=np.asarray(inds==center).nonzero() #

31 new_inds=np.arange(center-z[0],center-z[0]+inds.size)

32 new_inds=new_inds+(tweezer_occu.size//2)-center

33 return start_frequencies[new_inds]

34

35 def calculate_signal(t, frequencies,amplitudes):

36 """

37 This function calculates the total data using numpy

38 vectorization and broadcasting.

39 """

40 return np.sum(amplitudes[:,None]*np.sin(2*np.pi*frequencies[:,None]*t[None,:]),

axis=0).astype(’int16’)

41

42 def calculate_signal_fast(t,frequencies,amplitudes):

43 """

44 This function calculates the total data using numpy
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45 and numexpr. Performance is better than numpy alone.

46 """

47 return np.sum(amplitudes[:,None]*ne.evaluate(’sin(arg)’,{’arg’:2*np.pi*
frequencies[:,None]*t[None,:]}), axis=

0).astype(’int16’)

48

49 def jump_between(check, free, data_1_arr, data_2_arr, t):

50 """

51 This function runs in an independent side process.

52 It manipulates the shared arrays and booleans to stream properly to AWG.

53 """

54 start_frequencies = np.arange(42., 62.0, 1.0)*1e6 # frequencies for all tweezers

produced intitally

55 start_amplitudes = np.linspace(10000//start_frequencies.size, 10000//

start_frequencies.size,

start_frequencies.size)

56 target_frequencies = np.ones(start_frequencies.size) # frequencies of the defect

free array for a particular load

configuration

57 frequencies = np.ones(start_frequencies.size) # actual frequencies that are to

be streamed to the AWG

58 amplitudes = np.ones(start_frequencies.size)

59 sign = np.ones(start_frequencies.size)

60 file_read=False # local boolean variable for tracking the occupancy text file

61 no_atoms=False # local boolean variable for representing an empty array

62 time_once=True # local boolean variable for measuring sorting performance

63 time_diff=0.0 # local float variable for measuring sorting performance

64 textfile_path=R’C:\Users\SoPa\Documents\tweezer_occupancy.txt’

65 while True:

66 if file_read==False:

67 try:

68 with open(textfile_path, "r") as text_file:

69 # time_diff = timer()

70 tweezer_occu=text_file.read()

71 file_read=True

72 tweezer_occu=np.asarray(list(tweezer_occu), dtype=int) # read the

tweezer occupancy text

file as a numpy array

73 assert tweezer_occu.size == start_frequencies.size, ’Tweezer

occupancy file invalid’

74 if np.any(tweezer_occu):

75 frequencies,amplitudes = start_frequencies[tweezer_occu==1],

start_amplitudes[

tweezer_occu==1]

76 target_frequencies = calculate_target_frequency(

start_frequencies,

tweezer_occu)

77 else:

78 no_atoms=True

79 except Exception as e:

80 print(e)

120



B.4. Code

81 pass

82 continue

83 if no_atoms:

84 continue

85 if free.value==1:

86 free.value=0

87 freq_diff=target_frequencies-frequencies

88 sign=np.sign(freq_diff) # array to store whether each frequency os above

or below the target

89 if np.any(sign): # this executes until target frequencies are reached

90 frequencies,amplitudes = get_freq_and_amp(sign,frequencies,

amplitudes)

91 else: # this executes when target frequencies are reached

92 if time_once: # this executes once, when target frequencies are

reached

93 # time_diff=timer()-time_diff

94 # print(time_diff)

95 time_once=False

96 pass

97 if check.value == 0:

98 try:

99 temp_arr_1=calculate_signal_fast(t, frequencies,amplitudes)

100 ctypes.memmove(ctypes.byref(data_1_arr.get_obj()), temp_arr_1.

ctypes.data,

temp_arr_1.nbytes)

101 except Exception as e:

102 print(e)

103 check.value = 1

104 else:

105 try:

106 temp_arr_2=calculate_signal_fast(t, frequencies,amplitudes)

107 ctypes.memmove(ctypes.byref(data_2_arr.get_obj()), temp_arr_2.

ctypes.data,

temp_arr_2.nbytes)

108 except Exception as e:

109 print(e)

110 check.value = 0

111

112 # Buffer data transfer function

113 def vCalcNewData (pnBuffer, lNumCh, llSamplePos, llNumSamples,final_data):

114 lStartPosInBuffer_bytes = (llSamplePos % lPreCalcLen) * 2 * lNumCh #why is the

factor 2 needed here? int16 2 byte

long

115 lToCopy_bytes = llNumSamples * 2 * lNumCh

116 lPreCalcLen_bytes = lPreCalcLen * 2 * lNumCh

117 lAlreadyCopied_bytes = 0

118 while lAlreadyCopied_bytes < lToCopy_bytes:

119 # copy at most the pre-calculated data

120 lCopy_bytes = lToCopy_bytes - lAlreadyCopied_bytes

121 if lCopy_bytes > lPreCalcLen_bytes - lStartPosInBuffer_bytes:

122 lCopy_bytes = lPreCalcLen_bytes - lStartPosInBuffer_bytes
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123

124 # copy data from pre-calculated buffer to DMA buffer. The get_obj() function

is for shared Array variable.

125 ctypes.memmove (cast (pnBuffer, c_void_p).value + lAlreadyCopied_bytes, cast

(final_data.get_obj(), c_void_p).

value + lStartPosInBuffer_bytes,

lCopy_bytes)

126 lAlreadyCopied_bytes += lCopy_bytes

127 lStartPosInBuffer_bytes = 0

128

129 if __name__ == ’__main__’:

130 # Initiate the card

131 spcm_vClose (-1) #this line closes the card first for the case that an error

occured which stopped the compiling

before the card is closed.

132 # open card

133 # uncomment the second line and replace the IP address to use remote cards like

in a generatorNETBOX

134 hCard = spcm_hOpen (create_string_buffer (b’/dev/spcm0’))

135 #hCard = spcm_hOpen (create_string_buffer (b’TCPIP::192.168.1.10::inst0::INSTR’)

)

136 if hCard == None:

137 sys.stdout.write("no card found...\n")

138 exit ()

139 # read type, function and SN and check for D/A card

140 lCardType = int32 (0)

141 spcm_dwGetParam_i32 (hCard, SPC_PCITYP, byref (lCardType))

142 lSerialNumber = int32 (0)

143 spcm_dwGetParam_i32 (hCard, SPC_PCISERIALNO, byref (lSerialNumber))

144 lFncType = int32 (0)

145 spcm_dwGetParam_i32 (hCard, SPC_FNCTYPE, byref (lFncType))

146 sCardName = szTypeToName (lCardType.value)

147 if lFncType.value == SPCM_TYPE_AO:

148 sys.stdout.write("Found: {0} sn {1:05d}\n".format(sCardName,lSerialNumber.

value))

149 else:

150 sys.stdout.write("This is an example for D/A cards.\nCard: {0} sn {1:05d}

not supported by example\n".format

(sCardName,lSerialNumber.value))

151 spcm_vClose (hCard);

152 exit ()

153

154 # Setup the card

155 lPreCalcLen = int(0) # in samples

156 Rate = 500*(10**6) #in Hz, 1250MHz is max for this card

157 # set samplerate to Rate, no clock output

158 spcm_dwSetParam_i64 (hCard, SPC_SAMPLERATE, Rate)

159 spcm_dwSetParam_i32 (hCard, SPC_CLOCKOUT, 0)

160 # driver might have adjusted the sampling rate to the best-matching value, so we

work with that value

161 SRate = int64 (0)

122



B.4. Code

162 spcm_dwGetParam_i64 (hCard, SPC_SAMPLERATE, byref (SRate))

163

164 # setup the mode

165 qwChEnable = uint64 (CHANNEL0)

166 spcm_dwSetParam_i32 (hCard, SPC_CARDMODE, SPC_REP_FIFO_SINGLE)#

SPC_REP_FIFO_SINGLE)

167 spcm_dwSetParam_i64 (hCard, SPC_CHENABLE, qwChEnable)

168 spcm_dwSetParam_i64 (hCard, SPC_SEGMENTSIZE, 4096) # used to limit amount of

replayed data if SPC_LOOPS != 0

169 spcm_dwSetParam_i64 (hCard, SPC_LOOPS, 0) # continuous replay

170 lSetChannels = int32 (0)

171 spcm_dwGetParam_i32 (hCard, SPC_CHCOUNT, byref (lSetChannels))

172 lBytesPerSample = int32 (0)

173 spcm_dwGetParam_i32 (hCard, SPC_MIINST_BYTESPERSAMPLE, byref (lBytesPerSample))

174

175 # setup the trigger mode (SW trigger, no output)

176 spcm_dwSetParam_i32 (hCard, SPC_TRIG_ORMASK, SPC_TMASK_SOFTWARE)

177 #spcm_dwSetParam_i32 (hCard, SPC_TRIG_ORMASK, SPC_TMASK_NONE)

178 #spcm_dwSetParam_i32 (hCard, SPC_TRIG_ORMASK, SPC_TMASK_EXT0)

179 spcm_dwSetParam_i32 (hCard, SPC_TRIG_ANDMASK, 0)

180 #spcm_dwSetParam_i32 (hCard, SPC_TRIG_EXT0_LEVEL0, 1000)

181 #spcm_dwSetParam_i32 (hCard, SPC_TRIG_EXT0_MODE, SPC_TM_HIGH)

182 #spcm_dwSetParam_i32 (hCard, SPC_CH0_STOPLEVEL, SPCM_STOPLVL_HIGH)

183 ########

184 spcm_dwSetParam_i32 (hCard, SPC_TRIG_CH_ORMASK0, 0)

185 spcm_dwSetParam_i32 (hCard, SPC_TRIG_CH_ORMASK1, 0)

186 spcm_dwSetParam_i32 (hCard, SPC_TRIG_CH_ANDMASK0, 0)

187 spcm_dwSetParam_i32 (hCard, SPC_TRIG_CH_ANDMASK1, 0)

188 spcm_dwSetParam_i32 (hCard, SPC_TRIGGEROUT, 0)

189

190 # setup all channels

191 for i in range (0, lSetChannels.value):

192 spcm_dwSetParam_i32 (hCard, SPC_AMP0 + i * (SPC_AMP1 - SPC_AMP0), int32 (

1000))

193 spcm_dwSetParam_i32 (hCard, SPC_ENABLEOUT0 + i * (SPC_ENABLEOUT1 -

SPC_ENABLEOUT0), int32(1))

194

195 # Data calculation

196 ne.set_num_threads(8) #number of threads for numexpr

197 frequencies = np.arange(42., 62.0, 1.0)*1e6 # frequencies for all tweezers

produced intitally

198 amplitudes = np.linspace(10000//frequencies.size, 10000//frequencies.size,

frequencies.size)

199 freq_resolution=50e3 # frequency resolution desired

200 end_time = 1/freq_resolution # time required to achieve desired frequency

resolution

201 number_of_samples = int(SRate.value*end_time)

202 t=np.linspace(0.0, end_time, num=number_of_samples, endpoint=False) # time

points array

203 data_1=calculate_signal_fast(t, frequencies,amplitudes) # data points array

204 data_2=calculate_signal_fast(t, frequencies,amplitudes) # data points array
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205 lPreCalcLen = len(data_1)

206 print(’data size in MB’, lPreCalcLen*2/1024/1024)

207

208 # setup hardware buffer (card memory)

209 llHWBufSize= uint64 (32*1024*1024) # Do not make too big to reduce latency

210 spcm_dwSetParam_i64 (hCard, SPC_DATA_OUTBUFSIZE, llHWBufSize);

211 spcm_dwSetParam_i32 (hCard, SPC_M2CMD, M2CMD_CARD_WRITESETUP);

212

213 # setup software buffer or PC memory

214 lNotifySize_bytes = int32(512*1024) # 1 MByte

215 qwBufferSize = uint64 (30*1024*1024) # For simplicity qwBufferSize should be a

multiple of lNotifySize_bytes

216

217 # we try to use continuous memory if available and big enough

218 pvBuffer = c_void_p ()

219 qwContBufLen = uint64 (0)

220 spcm_dwGetContBuf_i64 (hCard, SPCM_BUF_DATA, byref(pvBuffer), byref(qwContBufLen

))

221 sys.stdout.write ("ContBuf length: {0:d}\n".format(qwContBufLen.value))

222 if qwContBufLen.value >= qwBufferSize.value:

223 sys.stdout.write("Using continuous buffer\n")

224 else:

225 pvBuffer = pvAllocMemPageAligned (qwBufferSize.value)

226 sys.stdout.write("Using buffer allocated by user program\n")

227

228 # we calculate data for all enabled channels, starting at sample position 0, and

fill the complete DMA buffer

229 check = Value(’b’, True) # synchronized shared Boolean variable

230 free = Value(’b’, False) # synchronized shared Boolean variable

231 data_1_arr = Array(’i’, range(lPreCalcLen)) # synchronized shared Array variable

232 data_2_arr = Array(’i’, range(lPreCalcLen)) # synchronized shared Array variable

233 ctypes.memmove(ctypes.byref(data_1_arr.get_obj()), data_1.ctypes.data, data_1.

nbytes)

234 ctypes.memmove(ctypes.byref(data_2_arr.get_obj()), data_2.ctypes.data, data_2.

nbytes)

235 qwSamplePos = 0

236 lNumAvailSamples = (qwBufferSize.value // lSetChannels.value) // lBytesPerSample

.value

237 vCalcNewData (pvBuffer, lSetChannels.value, qwSamplePos, lNumAvailSamples,

data_1_arr)

238 qwSamplePos += lNumAvailSamples

239

240 # we define the buffer for transfer and start the DMA transfer

241 sys.stdout.write("Starting the DMA transfer and waiting until data is in board

memory\n")

242 spcm_dwDefTransfer_i64 (hCard, SPCM_BUF_DATA, SPCM_DIR_PCTOCARD,

lNotifySize_bytes, pvBuffer, uint64 (0

), qwBufferSize)

243 spcm_dwSetParam_i32 (hCard, SPC_DATA_AVAIL_CARD_LEN, qwBufferSize)

244 spcm_dwSetParam_i32 (hCard, SPC_M2CMD, M2CMD_DATA_STARTDMA)

245
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246 # we’ll start and wait until the card has finished or until a timeout occurs

247 lStatus = int32(0)

248 lAvailUser_bytes = int32(0)

249 lPCPos = int32(0)

250 lFillsize = int32(0)

251 bStarted = False

252 # start the side proces to run the function jump_between()

253 p = Process(target=jump_between, args=(check, free, data_1_arr, data_2_arr, t))

254 p.start()

255 # continuously stream to AWG

256 while True:

257 dwError = spcm_dwSetParam_i32 (hCard, SPC_M2CMD, M2CMD_DATA_WAITDMA)

258 if dwError != ERR_OK:

259 if dwError == ERR_TIMEOUT:

260 sys.stdout.write ("... Timeout\n")

261 else:

262 sys.stdout.write ("... Error: {0:d}\n".format(dwError))

263 break;

264 else:

265 # start the card if the onboard buffer has been filled completely

266 spcm_dwGetParam_i32 (hCard, SPC_FILLSIZEPROMILLE, byref (lFillsize));

267 if lFillsize.value == 1000 and bStarted == False:

268 sys.stdout.write("... data has been transferred to board memory\n")

269 sys.stdout.write("\nStarting the card...\n")

270 dwError = spcm_dwSetParam_i32 (hCard, SPC_M2CMD, M2CMD_CARD_START |

M2CMD_CARD_ENABLETRIGGER)

271 if dwError == ERR_TIMEOUT:

272 spcm_dwSetParam_i32 (hCard, SPC_M2CMD, M2CMD_CARD_STOP)

273 sys.stdout.write ("... Timeout at start\n")

274 break;

275 bStarted = True

276 else:

277 sys.stdout.write ("... Fillsize: {0:d}/1000\n".format(lFillsize.

value))

278 pass

279 spcm_dwGetParam_i32 (hCard, SPC_M2STATUS, byref (lStatus))

280 spcm_dwGetParam_i32 (hCard, SPC_DATA_AVAIL_USER_LEN, byref (

lAvailUser_bytes))

281 spcm_dwGetParam_i32 (hCard, SPC_DATA_AVAIL_USER_POS, byref (lPCPos))

282 # calculate new data

283 if lAvailUser_bytes.value >= lNotifySize_bytes.value:

284 if check.value == 1:

285 free.value=1

286 # time_diff = timer()

287 pnData = (c_char * (qwBufferSize.value - lPCPos.value)).

from_buffer (pvBuffer,

lPCPos.value)

288 lNumAvailSamples = (lNotifySize_bytes.value // lSetChannels.

value) //

lBytesPerSample.value

# to avoid problems
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with buffer wrap-

arounds we fill only

one notify size

289 vCalcNewData (pnData, lSetChannels.value, qwSamplePos,

lNumAvailSamples,

data_1_arr)

290 else:

291 free.value=1

292 # time_diff = timer()

293 pnData = (c_char * (qwBufferSize.value - lPCPos.value)).

from_buffer (pvBuffer,

lPCPos.value)

294 lNumAvailSamples = (lNotifySize_bytes.value // lSetChannels.

value) //

lBytesPerSample.value

# to avoid problems

with buffer wrap-

arounds we fill only

one notify size

295 vCalcNewData (pnData, lSetChannels.value, qwSamplePos,

lNumAvailSamples,

data_2_arr)

296 spcm_dwSetParam_i32 (hCard, SPC_DATA_AVAIL_CARD_LEN,

lNotifySize_bytes)

297 qwSamplePos += lNumAvailSamples

298 # time_diff=timer()-time_diff

299 # print(time_diff)

300 free.value=0

301 # Stop the card

302 # send the stop command

303 dwError = spcm_dwSetParam_i32 (hCard, SPC_M2CMD, M2CMD_CARD_STOP |

M2CMD_DATA_STOPDMA)

304 spcm_vClose (hCard);

305 # End the side process

306 p.terminate()

307 p.join()
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