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Abstract

Ultracoldmixture experiments provide a great platform to study fundamental physics
as well as to develop quantum technologies. Improving the reliability and stability of
these platforms still remains as a significant challenge to be solved. In this thesis,
work is carried out to improve a sodium-lithium ultracold mixture platform. Stabil-
ity of Bose-Einstein condensate production is improved, as well as the ability to
exercise more precise control over the internal states of both species.

To improve the stability, the vacuum and optical setups are simplified and each
experimental stage is optimised. Better control of internal states via long Rabi cy-
cles is managed by improving the magnetic field stability. Local confinement is
achieved using an 1D optical lattice at 610 nm. The imaging and the microwave
system are characterised using the optical lattice. Additionally, progress has been
made towards observing single atom dynamics in a sodium MOT with fluorescence
imaging.

Zusammenfassung

Experimente mit ultrakalten Atomgemischen bieten eine ausgezeichnete Plattform
für die Untersuchung der Grundlagenphysik und die Entwicklung von Quantentech-
nologien. Die Zuverlässigkeit und Stabilität dieser Plattformen ist nach wie vor eine
der Herausforderungen, die es zu lösen gilt. Im Laufe dieser Arbeit wurde an der
Verbesserung eines Natrium-Lithium-Quantengasexperiments gearbeitet. Die Sta-
bilität der Produktion von Bose-Einstein-Kondensaten wurde verbessert und eine
präzisere Kontrolle über die internen Zustände beider Spezies erreicht.

Um die Stabilität zu verbessern, wurden das Vakuum und der optische Aufbau
vereinfacht und die einzelnen experimentellen Schritte optimiert. Eine bessere Kon-
trolle der internen Zustände über lange Rabi-Zyklen wurde durch die Verbesserung
der Magnetfeldstabilität erreicht. Die lokale Begrenzung wurde mit Hilfe eines op-
tischen 1D-Gitters bei 610 nm erreicht. Die Bildgebung und das Mikrowellensys-
tem wurden mittels des optischen Gitters charakterisiert. Darüber hinaus wurden
Fortschritte bei der Beobachtung der Dynamik einzelner Atome in einer Natrium-
MOT mit Fluoreszenzabbildung erzielt.
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1 Ultracold mixtures

This chapter provides an overview of ultracold atomic mixtures. The advantages as
well as the challenges faced conducting mixture experiments are discussed. More
specifically, a general description of the sodium-lithium mixture experiment (NaLi)
is presented along with the experimental tools that can be used on the platform.

1.1 Overview

Experiments with ultracold atomic gases have proven to be tremendously success-
ful in the last 30 years. Apart from deepening the understanding of atomic sys-
tems [1–5], atomic gas experiments have also provided paths to research areas
such as many-body physics [6], quantum information processing [7, 8], quantum
optics [9] and simulating condensed matter systems [10,11].

A key feature of the field of ultracold atomic gases is the capability to have full
control over the microscopic parameters of the experimental systems. Theoretical
study of such systems have been made possible with Hamiltonians, which help to
describe the experimental systems and develop new ideas to be implemented on
them. Full control over the microscopic parameters makes the implementation of
new ideas on the systems possible and also contributes to the developments of new
techniques to achieve better control of these systems.

Interactions in degenerate quantum gas experiments play a fundamental role in
controlling these systems. While long range dipolar interactions have been made
possible through experiments with ultracold molecules [12] and some rare earth
metals such as dysprosium [13], the interactions in experiments with ultracold atomic
gases are predominantly isotropic, short-range contact collisions. Such interactions
are well described by scattering theory and can be tuned using Feshbach reso-
nances. Apart from tuning interactions, other experimental parameters such as the
confinement, magnetic field, atom number and temperature can also be controlled
precisely in the experiments.
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2 Overview

Although atoms can be confined both magnetically and optically in these exper-
iments, the use of optical dipole traps liberates the spin degree of freedom which
provides more control over the experiments. The optical confinement used in the
experiments can range from a single atom in an optical tweezer to millions of atoms
in an optical dipole trap [14, 15]. The geometry of the confinements can also be
tailored using tools such as optical lattices [16,17]. Optical dipole traps provide the
confinements of atoms globally, often serving as a starting point for manipulation
and control of atoms. On the other hand, local control of atoms is usually carried
out with tools like optical tweezers and optical lattices.

In particular, optical lattices have been studied extensively over the past 20
years. Thus, a versatile toolbox for the precise control of atoms has been developed
by using different combinations of external fields and optical lattice parameters. In-
teractions among atoms in an optical lattice can be tuned by changing the lattice
depth, where a large lattice depth leads to a small probability of tunnelling between
different sites of the lattice as well as strong interactions among atoms on each
lattice site. The relatively simple setup needed for optical lattices in 1D makes con-
finements in higher dimensions feasible by adding extra laser beams in different
directions. Different geometries of the confinement such as triangular lattices or
Kagome lattices [18, 19] can be achieved by changing the positions of the lattice
beams. The degree of freedom of motion in certain directions can be frozen out
by tightening the confinement in that direction. Effective 1D or 2D systems have
been experimentally demonstrated in recent years [20,21]. Beyond optical lattices
created by using a single wavelength, extra lasers with different wavelengths can
be used to create superlattices [22]. The polarisation of the laser light can also be
manipulated to achieve spin-dependent optical lattices [23].

In order to obtain the properties of atomic clouds, three main detection tech-
niques are commonly used in the field, namely absorption imaging, fluorescence
imaging and phase contrast imaging [25]. For degenerate gases with high phase-
space density in optical dipole traps, absorption imaging is used, often along with
time of flight measurement by switching off the trapping potential. On the other
hand, to determine in situ profiles of atomic clouds, phase contrast imaging be-
comes more reliable than absorption imaging due to the high optical density of the
cloud. In the single atom regime, fluorescence imaging is a common choice as it
produces a large signal-to-noise ratio with very low background noise. In optical
tweezers and lattices, fluorescence imaging has been proven as a non-destructive
and powerful tool [26, 27]. Internal state detection has also been made possible
both in optical dipole traps and optical lattices such as using a magnetic field gra-
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Figure 1.1. An attractive potential for atoms is created using red detuned light as
shown in a. The blue detuned light creates a repulsive potential as shown in b. An
optical lattice in 1D can be formed by overlapping two counter-propagating laser
beams (c). Taken from [24].

dient (Stern Gerlach) to separate internal states [28] as well as other advanced
techniques used in quantum gas microscopes [29,30].

The spin-independent nature of optical trapping provides a path to manipulate
the internal states of atoms with the help of the Zeeman effect. The energy differ-
ence between internal states induced by an external magnetic field can be used
to study the systems of spinor gases. Other parameters such as temperature and
density are tunable via evaporation inside the traps. Overall, ultracold atom exper-
iments provide a clean and highly controllable platform for research and industry
applications.

In recent years, quantum degenerate mixtures of atomic gases have been a
main focus of intensive theoretical and experimental research. Ultracold mixtures
provide a path towards rich physics which is inaccessible for single species experi-
ments by adding other species [14,31–40]. The addition of one extra specie brings
extra interactions between different species along with the existing intraspecies in-
teractions, while keeping the versatility and control from the single-specie exper-
iments. Such interactions open doors to the developments of new cooling tech-
niques such as sympathetic cooling, which was instrumental for reaching Fermi
degeneracy [34]. Sympathetic cooling is now a commonly used technique in the
ultracold mixtures experiments.

Research on the dynamics of degenerate atomic mixtures using short-range
contact interactions provides tools to studymany interesting physics problems, such
as simulating lattice gauge theory [41], building a quantum refrigerator to test ther-
modynamics in the quantum regime [42] and carrying out quantum computation [43]
using the internal states of the mixtures. Other areas of research such as using the
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mixtures to create degenerate samples of hetero-nuclear ground state molecules
have proven to be a success and have opened an entire new world of quantum
simulation and computation, as well one for studying fundamental physics [12,44].

As a short summary, the ultracold mixtures experiments add a new dimension
to the single-specie experiments in addition to benefiting from the great versatility
and controllability of the single-specie experiments. However, the introduction of an
extra specie also complicates the experiments by adding extra laser systems and
electronics. A significant amount of effort can still be made towards simplifying the
experimental setups and improving the stability of these experiments.

1.2 An ultracold sodium-lithium mixture platform

The work described in this thesis was carried out on a sodium-lithium mixture ex-
periment (NaLi). Around 3×105 sodium atoms and 5×104 lithium atoms are cooled
to quantum degeneracy in an optical dipole trap with both sodium and lithium atoms
being in the state of |F = 1,mF = 1⟩ as the starting point of the experiment. The
Hamiltonian of the system is as follows

ĤNaLi = Ĥs + Ĥss + ĤNL (1.1)

where the first term Ĥs is the Hamiltonian of the atoms trapped in a potential Vs in
the presence of an external magnetic field,

Ĥs =

∫
d3x

∑
α

ψ̂†
s,α(x)

[
−∇2

x
2ms

+ Vs(x) + Es,α(B)
]
ψ̂s,α(x) (1.2)

In the experiment, the trapping potential is primarily provided by a dipole laser
at 1070 nm which is far blue detuned for both sodium and lithium atoms. The spin-
independent nature of the trapping potential enables the spin degree of freedom
in the system, which is vital for studying the dynamics of spinor gases and engi-
neering quantum applications with spin states. Various levels of confinements in
different directions is achieved by a difference in trapping frequencies; the trapping
frequency along the direction of gravity is roughly twice the trapping frequencies in
the other two directions to compensate for the effect of gravity in the experiment.
Local confinements on top of the dipole trap can be achieved by using optical lat-
tices with a tunable laser with a wavelength range of 510 nm to 1020 nm. With such
flexibility, confinements in different directions and magnitudes can be realised by
tuning the wavelength and the power of the lattice laser. The detail of the optical
lattice realised in this experiment can be found in Section 5.3.
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Another important tool in the experiment is the control over the magnetic field.
The Zeeman shift due to an external magnetic field can be described by using the
Breit-Rabi formula. For simplicity, the linear and quadratic Zeeman shifts can be
expressed in Equation 1.3. Precise control over the external magnetic field provides
the possibility of working with the internal spin states. High stability magnetic fields
are desirable for observing spin dynamics such as spin-changing collisions, as well
as maintaining precise control over internal spin states such as in Rabi and Ramsey
spectroscopy.

Em
s (B) = pm(B)mF + qm(B)m2

F (1.3)

where pm(B) parameterises the linear Zeeman shift and qm(B) the quadratic Zee-
man shift.

In systems with dilute ultracold gases, it is usually sufficient to consider two body
interactions. Collisions between two atoms of the same atomic species are char-
acterised by the s-wave scattering lengths in different total spin channels [45, 46].
Therefore the second term Ĥss describes the interactions within the same specie.

Ĥss =
1

2

∫
d3(x)

∑
α,β

gsα,βψ̂
†
s,α(x)ψ̂

†
s,β(x)ψ̂s,β(x)ψ̂s,α(x) (1.4)

where gsα,β = 4πh̄
2

ms
is the interaction constant. It is determined by the following

scattering length for sodium and lithium, aN11 = aN10 = aN01 = 55aB, aN00 = 53aB,
aL11 = aL10 = aN01 = 6.8aB and aL00 = 12.5aB [45].

The third term ĤNL describes the interactions between sodium and lithium atoms
in the system,

ĤNL =

∫
d3(x)

∑
α,β

gMix
α,β ψ̂

†
N,α(x)ψ̂

†
L,β(x)ψ̂L,β(x)ψ̂N,α(x) (1.5)

where amix
00 = amix

00 = amix
01 = 19.65aB, amix

11 = 20aB and the field operators ψ̂s,α(x)
obey bosonic commutation relations[

ψ̂s,α, ψ̂s′,β

]
= δss′δαβδ(x− y) (1.6)

An example of the interactions between two species is hetero-nuclear spin-
changing collisions. The Hamiltonian of the interaction is given by

ĤSCC = gSCC

∫
d3xψ†

N,0(x)ψ
†
L,1ψN,1(x)ψN,1(x)ψL,0(x) + h.c (1.7)

where the interaction strength is given by gSCC = 2πh̄
2

µ
aSCC and aSCC = 0.35aB.
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sodium-lithium (non-spin-changing) gNL

sodium-sodium gNN

lithium-lithium gLL

sodium-lithium (spin-changing) gSCC

Figure 1.2. Different types of collisions which occur in the system. Adapted
from [47].

While both the intraspecies and interspecies interactions are determined by the
scattering length of atoms in different states, controlling such interactions have been
made possible through Feshbach resonances [48]. Both the sign and magnitude
of the scattering length can be tuned via the use of Feshbach resonances, which
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remains an important tool to manipulate the behaviour of ultracold quantum gases.

The outline of this thesis is given by the following,

• In Chapter 2, a project carried out concerning U(1) gauge theory over the
course of this thesis is discussed along with a proposed project on quantum
computing. The experimental platform served as a quantum simulator in the
first project and would serve as a quantum computer in the proposed project.
Both projects serve as a motivation of the work described in this thesis.

• In Chapter 3, the theory behind atom-light interaction, Zeeman shifts and the
two-level model is introduced. Techniques used in this thesis such as Rabi
and Ramsey spectroscopy are discussed. Moreover, a short summary on the
theory behind Bose-Einstein condensates is given.

• In Chapter 4, both the hardware and the software of the experimental plat-
form are introduced as well as the experimental sequence needed to achieve
quantum degeneracy of both species. The main focus is on the modifications
and improvements made to the experimental platform.

• In Chapter 5, the improvements made to the platform are characterised. The
improvements on both the stability and atom number of the BECs produced
on the platform are shown. The improved magnetic field stabilisation scheme
leads to longer Rabi cycles. A simple toy model is presented to understand
the effect of both microwave (MW) power and magnetic field fluctuations on
Rabi oscillations. Local confinement of atoms using a 1D optical lattice is
demonstrated. Further characterisation of the imaging system and MW gra-
dient across the atomic cloud is carried out by taking advantage of a coherent
spin state inside the lattice. Efforts made working towards observing single
atom dynamics in a sodium MOT using fluorescence imaging are also pre-
sented as the first step towards non-destructive imaging on the platform.

• In Chapter 6, an outlook on further improvements that can be implemented on
similar platforms is given. The improvements includes reducing the complex-
ity of the optical setup, active power stabilisation of the MW and RF systems
and temperature stabilisation of critical components of the platform. On the
detection side, the imaging calibration could be redone as well as work to-
wards non-destructive imaging inside optical lattices.





2 Motivation: a platform for quantum
simulation and computation

The versatility of the experimental platform makes it possible to act as a simulator
or a computer. A project on constructing a building block towards simulating local
U(1) gauge invariance by using the platform as an analogue quantum simulator
was carried out during the time spent working on this thesis. Another scheme was
shortly proposed after the completion of the project to use the platform as a gate
based quantum computer. In this chapter, a short summary of the project is given
with an emphasis on the drawbacks of the platform identified during the project
along with the improvements needed to progress towards the quantum computing
proposal. A detail analysis on the U(1) gauage theory project can be found by
in [41,47] and both projects only serve as a motivation for this thesis.

2.1 A building block towards simulating local U(1)
gauge invariance

Gauge theories are one of the cornerstones of modern physics, and more specifi-
cally, the world of high energy [49,50] and condensedmatter physics [51]. The inter-
actions between electrons and the electromagnetic field in quantum electrodynam-
ics can be described using a U(1) gauge symmetry. Such a symmetry gives con-
straints on the dynamics between matter and gauge fields which leads to Schwinger
pair-production [52] and symmetry breaking due to confinement [53–55].

To be able to understand and solve these problems numerically, lattice gauge
theories are used to formulate gauge theories onto a discrete lattice. However,
despite all the efforts put in the field, predicting the dynamics far from equilibrium
numerically is still challenging due to limitations of computing power. As a result,
building a quantum simulator for such problems attracted a lot interests in the field
of ultracold quantum gases [56–58].

9



10 A building block towards simulating local U(1) gauge invariance

The sodium-lithium mixture machine described in the Section 2.2 provides an
ideal platform to implement the building block of a U(1) gauge theory. Experimen-
tally, the building block is realised using spin-changing collisions between sodium
and lithium atoms at a given magnetic field of around 2G [45, 59]. The sodium
atoms act as the matter field and the lithium atoms as the gauge field. The con-
servation of angular momentum in the system guarantees the fact that U(1) gauge
symmetry is fulfilled. The building block includes all the crucial gauge invariance
between the gauge and matter fields with the potential to be extended into a one
dimensional lattice gauge theory, in which several of the build blocks will need to
be engineered [41]. The advantage of such a set up is its scalability and protection
of the gauge invariance.

From the Hamiltonian ĤNaLi of the experimental system given in Section 2.2,
several assumptions were made in order to derive the building block model. The
Hamiltonian ĤNaLi can be separated into two parts, the density component and
the spin component. The spatial dynamics is assumed to be frozen out for atoms
confined in tight traps by using a single mode approximation. Under a single mode
approximation, the field operator ψ̂s,α(x) can be written as

ψ̂s,α(x) ≈ Φs,α(x)b̂s,α (2.1)

where Φs,α(x) is a wavefunction determined from the ground state of the Gross-
Pitaevskii equation, b̂s,α is the annihilation operator for the corresponding specie
and magnetic substate. Using the approximation, the Hamiltonian ĤNaLi can be
written as,

ĤSMA = ĤSMA
N + ĤSMA

L + ĤSMA
NN + ĤSMA

NL + ĤSMA
SCC

=
∑
s

[
Ês,1(B0)b̂

†
s,1b̂s,1 + Ês,0(B0)b̂

†
s,0b̂s,0

]
+
∑
s

[
Xs

11b̂
†
s,1b̂

†
s,1b̂s,1b̂s,1 +Xs

00b̂
†
s,0b̂

†
s,0b̂s,0b̂s,0 + 2Xs

10b̂
†
s,1b̂

†
s,0b̂s,1b̂s,0

]
+XNL

11 b̂†N,1b̂N,1b̂
†
L,1b̂L,1 +XNL

00 b̂†N,0b̂N,0b̂
†
L,0b̂L,0 +XNL

10 b̂†N,1b̂N,1b̂
†
L,0b̂L,0

+XNL
10 b̂†N,0b̂N,0b̂

†
L,1b̂L,1 +XSCC b̂†N,0b̂L,1b̂

†
N,1b̂L,0 +XSCC b̂†N,1b̂L,0b̂

†
N,0b̂L,1

(2.2)

where Ês,α is given by

Ês,α = Es,α(B0) +

∫
d3(x)Φ∗

s,α(x)
[
−∇2

x
2ms

+ Vs(x)
]
Φs,α(x) (2.3)

the reduced interaction constants are given by

Xs
α,β =

gsα,β
2

∫
d3(x)|Φs,α(x)|2|Φs,β(x)|2 (2.4)
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XNL
α,β = gNL

α,β

∫
d3(x)Φ∗

N,1Φ
∗
L,1ΦN,0ΦL,0 (2.5)

XSCC
α,β = gSCC

α,β

∫
d3(x)Φ∗

N,1Φ
∗
L,1ΦN,0ΦL,0 (2.6)

To focus on the spin degrees of freedom, the Schwinger boson representation
is used by introducing the spin operators,

L̂z,s =
1

2

(
N̂s,1 − N̂s,0

)
(2.7)

where N̂s,α = b̂†s,αb̂s,α.

L̂+,s = b̂†s,1b̂s,0

L̂−,s = b̂†s,0b̂s,1 (2.8)

Using Equation 2.7 and 2.8, the Hamiltonian ĤSMA can be simplified to the following
by dropping all the terms in the Hamiltonian which only contain number operators
of conserved quantities,

Ĥspin
SMA =

[
(EN,1(B0)− EN,0(B0)) + χN(N̂N − 1) +

1

2
χNLN̂L

]
L̂z,N − χN L̂

2
z,N

+

[
(EL,1(B0)− EL,0(B0)) + χL(N̂L − 1) +

1

2
χNLN̂N

]
L̂z,L − χLL̂

2
z,L

+ χNLL̂z.N L̂z.L + ĤSCC

(2.9)

where χs = Xs
11 −Xs

00, χNL = XNL
11 −XNL

00 and ĤSCC is given by

ĤSCC = XSCC
[
b̂†L.1L̂−,N b̂L,0 + b̂†L,0L̂+,N b̂L,1

]
(2.10)

The Hamiltonian Ĥspin
SMA can be simplified further by using the total magnetisation

M which is defined as the following,

M = L̂z,N + L̂z,L (2.11)

the total magnetisation M is a conserved quantity due to the spin-changing colli-
sions. The spin-changing collisions allows the spin state of one specie to change
while the spin state of the other specie to change accordingly to conserve the an-
gular momentum. The final Hamiltonian of the building block can then be described
using equation 2.12,

HBB

ℏ
= χL̂2

z,N +
∆

2
(b̂†L,0b̂L,0 − b̂†L,1b̂L,1) + λ(b̂†L,0L̂−,N b̂L,1 + b̂†L,1L̂+,N b̂L,0) (2.12)
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where

λ = XSCC

χ = −χN − χL = χNL

∆ = (EL,1(B0)− EL,0(B0))− (EN,1(B0)− EN,0(B0))

+ χL(N̂L − 1)− χN(N̂N − 1) +
1

2
χNL(N̂N − N̂L) + 2M

(
−χL − 1

2
χNL

) (2.13)

The building block Hamiltonian provides a clear direction for the experiment as
it includes all the necessary ingredients for a minimal gauge theory. With the ex-
perimental platform of the mixture, the gauge field is represented by the spin de-
grees of freedom in sodium, the matter field is represented by the spin degrees of
freedom in lithium and the proper gauge invariant interaction is represented by the
spin-changing collisions.

2.2 Experimental sequence

The model developed in the last section was then implemented using the NaLi plat-
form. In this section, the experimental sequence used to realise the model is dis-
cussed in detail. A sketch of the experimental sequence can be found in Fig.2.3.
To start the simulation, sodium and lithium atoms are cooled down to quantum de-
generacy in a dipole trap with both species in the state of |F = 1,mF = 1⟩. After
setting the magnetic field around 2G, a superposition of sodium atoms in the state
of |F = 1,mF = 1⟩ and |F = 1,mF = 0⟩ is created via a two-pulse transition while
keeping the lithium atoms in the state of |F = 1,mF = 1⟩. The dynamics starts af-
ter the superposition is prepared and a period of evolution time of up to 100ms is
added before the detection. In order to detect different spin states, a Stern Gerlach
separation pulse is applied to separate the states before imaging.

BEC
generation

... superposition
quench

evolution
time

SG
pulse

time of
flight

readout
sequence

~ 50 s 100 ~ 300 μs 0 ~ 100 ms 1.5 ms 2 - 3 ms

Figure 2.1. A sketch of a spin-changing collision sequence used in the
experiment. Adapted from [47].

In order to be able to observe the spin-changing collisions, an external magnetic
field of 1.96 to 2.14G is applied during the superposition quench and the evolution
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time stage. The energy splitting between the |F = 1,mF = 1⟩ and |F = 1,mF = 0⟩
state are degenerate for both sodium and lithium atoms in an external magnetic field
of 1.96 to 2.14G calculated using the Breit-Rabi formula. The degeneracy makes the
spin-changing collisions more energetically favourable which enhances the signal
for detection. However, a detuning of around 3 kHz is also required to keep the
atoms out of the |F = 1,mF = −1⟩ state. The stability of the applied magnetic field
affects the quench and the dynamics itself drastically, in order to both perform the
quench and observe the dynamics consistently, a short-term stability below 1mG is
achieved using an activate field stabilisation scheme.

∆E

∆E

∆E

∆E

2 kHz 5 kHz

Na LiB = 1.953G

Figure 2.2. Top: the energy difference ∆E of |1, 1⟩ and |1, 0⟩ for two species
against the external magnetic field B0 calculated using the Breit-Rabi formula, the
energy degeneracy being around 2G. Bottom: the Zeeman splitting of sodium
and lithium for B0 ≈ 2G. Adapted from [47].

The superposition quench that transfers a proportion of atoms from the |F = 1,mF = 1⟩
state to the |F = 1,mF = 0⟩ state is a necessary step to start the dynamics of spin-
changing collisions. The conservation of angular momentum requires atoms before
and after such collisions to only occupy certain magnetic substates. In the situation
where both species are only in the |F = 1,mF = 1⟩ state, spin-changing collision is
not allowed as the angular momentum lost during one collision cannot be absorbed
by any atoms in the system. Therefore at least one specie must be in a superpo-
sition of two different states of |F = 1,mF = 1⟩ and |F = 1,mF = 0⟩ to start the dy-
namics. In this case, sodium atoms are quenched into a superposition while keeping
lithium in the |F = 1,mF = 1⟩ state. A clear signal of lithium in the |F = 1,mF = 0⟩
state can be observed if the spin-changing collisions occurred during the evolution
time.
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time

MW
power

double pulse train

1772 MHz

23Na 7Li

804 MHz

Figure 2.3. The two-pulse scheme used in the experiment to prepare the initial
condition for the spin-changing collisions. By varying the duration of the first pulse
τ1, the amount of sodium atoms transferred to |F = 1,mF = 0⟩ varies too. Adapted
from [47].

Due to the fact that the energy difference between the two states for both species
are the same, direct coupling between the two required states is not feasible as it
leads to a population transfer in lithium atoms too. A two-pulse scheme is used to
achieve the superposition in sodium without affecting lithium; the first pulse trans-
fers atoms from |F = 1,mF = 1⟩ to |F = 2,mF = 0⟩ at around 1772MHz is applied
followed by the second pulse, transferring the atoms from |F = 2,mF = 0⟩ back to
|F = 1,mF = 0⟩. The duration of the second pulse is fixed at 100µs and the dura-
tion of the first pulse is used to determine the amount of the atoms transferred to
the |F = 1,mF = 0⟩ state. The maximum total quench time is around 300µs which
is significantly shorter than the evolution time. Therefore, the quench can be con-
sidered as the initialisation of the spin-changing collisions. Fig.2.3 illustrates the
two-pulse scheme used to initialise the spin-changing collisions.

To obtain the atomic signal after the evolution time, the population of each spin
component from both species can be separated by using a Stern Gerlach pulse
which has a strong magnetic field gradient. The atoms in different spin states ac-
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celerate differently based on their magnetic moments. After the evolution phase,
the trapping potential is switched off and a Stern Gerlach pulse is applied followed
by imaging to determine the population in each hyperfine state. Absorption imaging
is used to determine the number of atoms accurately in each state given the high
density of the cloud. An example of an atomic signal for both sodium and lithium
can be seen from Fig.2.4.

|1,1>

|1,0>
|1,1>

|1,0>

op
tic

al
 d

en
si

ty
 (a

. u
.)

Lithium Sodium

Figure 2.4. An example of atom signal obtained by absorption imaging together
with the Stern Gerlach separation.

2.3 A summary of the experimental results

Using the experimental sequence described in the last section, several measure-
ments were performed to characterise the building block model at the mean field
level. Three parameters were scanned, the evolution time tevo, the population ra-
tio η0 = NNa,mf=0/NNa,total prepared by the initial quench and the offset magnetic
field B. The ratio of the lithium atoms in the state of |F = 1,mF = 0⟩ to the total
population of the lithium atoms is the main observable used in the project.

2.3.1 A building block model: spin changing collisions at the
mean field level

As shown in Section 3.1, the dynamics of the building block model can be described
by the Hamiltonian defined in Equation 2.12,

HBB

ℏ
= χL̂2

z,N +
∆

2
(b̂†L,0b̂L,0 − b̂†L,1b̂L,1) + λ(b̂†L,0L̂−,N b̂L,1 + b̂†L,1L̂+,N b̂L,0) (2.14)
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The mean field approximation is used in this model due to the large number of
atoms for both sodium (3× 106) and lithium (5× 105), therefore the quantum fluctu-
ations can be neglected at high occupation number [60]. By applying the Ehrenfest
theorem, a set of equations of motion can be derived.

∂tLx,N = −2χLz,NLy,N + 2λLz,NLy,L

∂tLy,N = 2χLz,NLx,N − 2λLz,NLx,L

∂tLz,N = 2λLy,NLx,L − 2λLx,NLy,L

∂tLx,L = −∆Ly,L + 2λLz,LLy,N

∂tLy,L = ∆Lx,L − 2λLz,LLx,N

∂tLz,L = 2λLy,LLx,N − 2λLx,LLy,N

(2.15)

The set of equations can be solved numerically by using the parameters extracted
from the fittings of the experimental data, with the initial conditions being chosen in
line with the experimental measurements. The variable Np/N = NL,0/NL is used to
understand the dynamics of the building block at the mean field level, which is also
the observable measured in the experiment.

2.3.2 Evolution time

Firstly, in order to have a basic understanding of the dynamics, the evolution time
tevo is scanned between 0 and 100ms with a fixed superposition in sodium at a
given magnetic field. An example of such a scan over the parameter tevo is shown
in Fig.2.5. The number of atoms in |F = 1,mF = 1⟩ and |F = 1,mF = 0⟩ for both
sodium and lithium is plotted as a function of the evolution time tevo. Additionally, the
ratio between the atoms in |F = 1,mF = 0⟩ and the total population is also plotted
for each specie. A damped oscillation in the population of |F = 1,mF = 0⟩ can be
observed with around 6% maximum transfer. Whilst the same measurements are
carried out for the sodium atoms, the effect of the spin-changing collisions cannot be
observed in sodium due to a combination of underlying dynamics within the sodium
atoms and technical issues which appeared in the experiment.
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Figure 2.5. A dataset of the populations in the two hyperfine states for both
sodium (below) and lithium (above) as a function of the evolution time tevo.
Adapted from [47].

2.3.3 Initial condition

To quantify the superposition used as the initial condition, the quantity η0 = NNa,0/NNa,tot

is used. Similar measurements are carried out for the initial condition η0 by varying
the duration of the first pulse τ1 in the two-pulse sequence, which leads to different
amounts of sodium atoms transferred to |F = 1,mF = 0⟩. A fixed evolution time of
30ms is used for the measurements as this is significantly shorter than the lifetime
of the |F = 1,mF = 0⟩ state. Since the effects of the spin-changing collisions on
the sodium atoms cannot be detected as mentioned above, the population ratio at
30ms is assumed to be the same as the initial condition for sodium.

As can be seen from Fig.2.6, a clear resonance can be observed in the lithium
atoms in |F = 1,mF = 0⟩ due to the spin-changing collisions. A sudden rise up to
8% of the atoms in |F = 1,mF = 0⟩ can be seen when τ1 is around 75µs, corre-
sponding to roughly 25% of sodium atoms in |F = 1,mF = 0⟩ as the initial condi-
tion. A slow decay of the lithium population in the state of |F = 1,mF = 0⟩ as the
transfer of the sodium atoms in |F = 1,mF = 0⟩ surpasses 25% of the total sodium
population.
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Figure 2.6. Top: the population of sodium atoms in |F = 1,mF = 0⟩ and
|F = 1,mF = 1⟩ as a function of first pulse duration. Bottom: a dataset of the
populations in the hyperfine state for lithium as a function of the initial condition of
superposition in sodium. Adapted from [47].

2.3.4 Offset magnetic field

While both the initial condition and the evolution time give a good understanding
of the building block model, the control over the magnetic field provides a more
complete picture. As the magnetic field applied is varied, the measurements on the
initial conditions are repeated.
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Figure 2.7. A dataset of the population of lithium as a function of the initial
condition η0 in the presence of various magnetic fields B. Adapted from [47].
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The distinct feature of the resonance condition is still present at variousmagnetic
fieldsB, however the resonance shifts to a lower superposition η0 with a reduction in
the height of the peak as the magnetic field decreases. For magnetic fields below
1.968G, there is almost no such distinct feature that can be seen any more, as
shown in Fig.2.7.

2.4 Drawbacks of the platform

While the dynamics of the building block predicted by the mean field level agrees
relatively well with the experimental data as shown in the last section, there are still
a few challenges that need to be understood and overcome experimentally.

2.4.1 Stability of BEC production

The challenge in producing Bose-Einstein condensates consistently on the platform
remains one of the main obstacles to achieve the continuous running of the ma-
chine. The problem can be seen in the raw data taken for the building block project;
a cut-off filter is needed to post select the raw data as shown in Fig.2.8. Especially
in the case of lithium, where sympathetic cooling is used, the atom number fluctu-
ates drastically in the condensate. Given the long cycling time of the experiment,
around 60 s, a normal running day would usually result in 600 shots with 60% fidelity.
Statistical analysis requires large amounts of data, which is very challenging given
a short amount of time.

The difficulty in producing Bose-Einstein condensates reliably can be analysed
from both a hardware and software point of view. On the hardware side, the platform
was not able to operate at night without human intervention, therefore the strong
magnetic fields and the laser systems are switched off during night, as well as the
ovens to recycle atoms. Daily drifts in the room temperature, magnetic fields and
laser power can be observed when the machine is switched back on in the morning,
and several hours are usually required to optimise the laser power and the experi-
mental parameters such as the trap bottom of the magnetic trap. Regularly turning
the lasers on and off causes both reductions in lifetime and jumps in the wavelength
and power due to changes in the cavity temperature. On the software side, the ex-
perimental control system used in the platform crashes regularly alongside the other
electronics such as the camera software, which leads to a long sequence of shots
without atoms if not restarted. More seriously, sometimes the malfunctioning of the
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Figure 2.8. The difficulty in producing Bose-Einstein condensates for both species
on the platform. Adapted from [47].

experimental control system causes the power supplies to remain at currents which
could lead to detrimental effects such as the coils overheating.

To summarise, the combined effects from both the hardware and software result
in a large inconsistency in BEC production on the platform. Most experiments re-
quire stable production of BECs as the starting point, therefore a stable platform is
both necessary and advantageous for both quantum simulation and computation.

2.4.2 Spatial dynamics in sodium

During the quench phase of the experiment, spatial dynamics can be observed in
sodium atoms with absorption imaging. Such an example can be found in Fig.2.9.
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With a relatively large atom number, a ringing shape structure can be observed in
the state of |F = 1,mF = 1⟩with a compression in density for atoms in |F = 1,mF = 0⟩.
In the regime of a large evolution time, breathing modes can be observed in sodium
with frequencies on the order of the trapping frequencies.

Figure 2.9. An example of the spatial dynamics of sodium involved in the quench
phase of the experiment. Two sets of the measurements were carried out with
different amount of atoms using a 50:50 superposition. Adapted from [47].

Two separate physical effects can be used to explain the dynamics observed,
with the first one being potential separation and the second being phase separa-
tion [61–63]. The density distribution of an interacting BEC in its ground state is
controlled by the external trapping potential and the interspecie interactions. The
equilibrium state of a spin 1/2 Bose gas can be either miscible or immiscible de-
pending on which one is more energetically favourable. The condition on miscibility
is given as the following [63],

√
g11g00 < g210 (2.16)

where gij is the interaction strength between the state |F = 1,mF = i⟩ and |F = 1,mF = j⟩
for the respective specie. In the case of sodium, the condition is not fulfilled there-
fore the two states are immiscible.

The spatial dynamics can still occur even if the two states involved are miscible.
When the system is in the ground state before the quench, the density profiles re-
main the same for both components after the quench. However, this density profile
does not correspond to the ground state of the new system with two spin states, and
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a redistribution of the density will happen depending on the magnitude of interaction
strength. Given g11 > g10 for sodium, the |F = 1,mF = 1⟩ state will sit at the edge
of the potential with a lower density which causes the spatial dynamics.

Due to the lack of the ability to resolve the in-situ density profile of each compo-
nent, no quantitative measurements can be done to study the dynamics, therefore
the dynamics is not included specifically in the building block model; instead a deco-
herence term is used. In order to make the system cleaner and simpler, suppression
of the dynamics is considered by tightening the confinement of atoms. Since the
dynamics is the result of a competition between the trapping potential and the inter-
actions between atoms, by increasing the trapping potential it can be ensured that
the interactions between atoms are negligible. The use of optical lattices can be a
relatively simple and controllable way to suppress the spatial dynamics.

2.5 Quantum computation using ultracold mixtures

Although the machine suffers from some drawbacks arising from both the hardware
and software used, the idea of carrying out quantum computing and information
processing with the platform is still promising [43]. As proposed by Valentin Kasper
and others, the platform makes an ideal candidate for quantum computing. In this
section, the focus is on the implementation of the scheme on the platform of the
sodium-lithium mixture; the quantum error correction scheme presented in [43] is
not discussed due to the difficulty of such experiments.

2.5.1 A theoretical model

A collective spin of one atomic specie with a controllable length confined in an op-
tical tweezer or lattice acts as a fundamental unit of computing, a qudit. The other
atomic specie forms a bath which is used to generate the entanglement between
two distant qudits via the exchange of phononic excitations. The operations on a
single collective spin in combination with their pairwise entanglement forms a uni-
versal gate set where the gate speed is much faster than the decoherence time of
the platform. Combining all the conditions above, the scheme fulfils DiVinvenzo’s
criteria for quantum computation [64].

To implement the scheme on the platform, lithium atoms are natural candidates
for the qudits while sodium atoms can form a bath with phononic excitations. The
detailed derivation of the Hamiltonian can be found in [43].
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Figure 2.10. Quantum computing using ultracold mixtures. Taken from [43].

Starting with the single specie Hamiltonian Ĥs defined in equation 1.2, with the
trapping potential being a deep optical lattice where tunnelling is forbidden, the
Hamiltonian of lithium atoms in an optical lattice is given as the following,

ĤA=
∑
y

[
χ(y)L̂2

z(y) + ∆(y)L̂z(y) + Ω(y)L̂x(y)
]
. (2.17)

where the Schwinger representation for L̂z and L̂x in equation 2.7 and 2.8 is used
and y is the location of individual lattice site. The coupling constants are given below
and the energy shift Em

A can be calculated using equation 1.3.

χ =
1

2

(
g̃00A + g̃11A − 2g̃10A

)
, (2.18)

∆ =
1

2
(NA − 1)(g̃11A − g̃00A ) + E1

A − E0
A , (2.19)

g̃mn
A = gmn

A

∫
x
|ψ̂A(x− y)|4 (2.20)

The first term indicates the interactions between the atoms, while the second term is
the energy shift due to an external magnetic field and the third term is the Rabi cou-
pling between the hyperfine states. The coupling constant χ can be switched off by
distributing atoms in |F = 1,mF = −1⟩ and |F = 1,mF = 1⟩ instead of |F = 1,mF = 0⟩
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and |F = 1,mF = 1⟩ as well as using Raman transitions [65]. The other two coupling
constants can also be tuned via Raman transitions as demonstrated in platforms
with ions [66]. The independent control over all the coupling constants on individual
sites of an optical lattice can generate all unitary operations on a single collective
spin for both qubits and qudits. A detailed discussion on the completeness of the
unitary operations can be found in [43].

A phononic bath in 1D or 2D formed by sodium atoms confined in an opti-
cal dipole trap can be described using the Hamiltonian ĤB where only the purely
phononic part is considered,

ĤB =
∑
k

ℏωkb̂†kb̂k , (2.21)

where b̂k is the annihilation operator of a phonon mode at wave number k with
component ki = π

L
mi. Here, the transversal degrees of freedom are assumed to be

frozen out for sufficiently low temperatures, and the density profile of the condensate
is assumed to be homogeneous by using a box potential.

Finally, the interactions between the collective spins and the phononic bath can
be realised using the contact interactions between sodium and lithium, with the
interaction Hamiltonian being given by,

Ĥint =
∑
y,k

[ḡk(y) + δgk(y)Lz(y)] (bk + H.c.) , (2.22)

where

ḡk(y) = L(y)[g̃0AB,k(y) + g̃1AB,k(y)] , (2.23)

δgk(y) = g̃1AB,k(y)− g̃0AB,k(y) . (2.24)

where the first term corresponds to a constant polaronic shift and the second term
is used to create entanglement between the spins [67,68]. The speed of the entan-
glement gate is determined by the scattering length between two atomic species.

2.5.2 The experimental protocol

For state perpetration, the collective spins can be prepared by creating superposi-
tions of one atomic specie in their hyperfine states in an optical lattice or tweezers.
Post selections or Mott-insulator states can be used to fix the atom number in each
site. A box potential in 1D or 2D can be created using optical dipole traps for the
other atomic specie as a phononic bath. A sophisticated microwave/RF system is
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needed to implement different gates on the collective spins. For detection, fluores-
cence imaging is needed in the regime of a small atom number while homodyne
detection can be used for large collective spins [69,70].

State perpetration and readouts with a very high fidelity are vital for running
gate-based quantum computers. However, there are still several experimental chal-
lenges to overcome in order to implement the proposed scheme on the platform.
Preparing collective spins in optical lattices or tweezers is yet to be implemented on
the machine. A stable magnetic field of the order of 100µG is desired during both
reliable perpetration and coherent evolution of the states. High fidelity fluorescence
imaging is yet to be realised on the platform which is also important for the reasons
mentioned above. Additionally, a continuously running platform with a reliable state
perpetration is a good starting point to implement the proposal.



3 Theoretical Background

In this chapter, the theory used behind the work of this thesis is presented. The
first part starts with the basic interactions between a single atom and electromag-
netic fields, the Zeeman effect due external magnetic fields and then discusses the
two-level model for atoms. Important techniques such as Rabi and Ramsey spec-
troscopy for state manipulation of the Bloch sphere are also explained. The second
part focuses on the theories behind systems with many atoms, which describes
Bose-Einstein condensates.

3.1 Atom-light interaction

3.1.1 The interaction Hamiltonian

The general Hamiltonian of a charged particle in an electromagnetic field with the
scalar potential ϕ and vector potential A is given as the following

Ĥ =
1

2m
(p̂− qA)2 + qϕ (3.1)

In the case of hydrogen-like atoms, the Hamiltonian can be simplified to

Ĥ =
−iℏe
m

A · ∇ (3.2)

The vector potential A can be expressed using the following equation for plane
polarised electromagnetic waves,

A(r, ω, t) = ϵ̂A0(ω)(e
i[k·r−ωt] + c.c) (3.3)

where the matrix elements coupling the ground state |g⟩ and the excited state |e⟩
have the form ⟨e| e−ik·rϵ · ∇ |g⟩ and ϵ̂ is the polarisation unit vector.

For optical transitions where the wavelength of light is much larger than the size
of the atom, the electric dipole approximation can be applied by only taking the first

27
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term in the expansion series e−ik·r. As a result, the interaction Hamiltonian can be
written as

Ĥ = D̂ · E (3.4)

where D̂ = e
∑

i r̂j is the atomic dipole operator while the electric field can be written
as E = ϵ̂ cos(ωt).

3.1.2 Atoms in static magnetic fields

The angular momentum state of an atom in the absence of an external magnetic
field is given by the hyperfine interaction,

Ĥhfs = AÎ · Ĵ (3.5)

where A is the hyperfine splitting constant, Î is the nuclear spin operator and Ĵ is the
electronic angular momentum. The eigenstates |F,mF ⟩ of the Hamiltonian can be
described using the total angular momentum operator F̂ = Î + Ĵ . The eigenvalues
of the states are given as

EHFS(F,mf ) =
1

2
[F (F + 1)− I(I + 1)− J(J + 1)] (3.6)

By applying an external magnetic field, the magnetic dipole moment of the atom
couples the total angular momentum F̂ as well as the nuclear spin Î, which intro-
duces an extra term in the Hamiltonian

ĤB = AÎ · Ĵ + (gIµN Î + gJµBĴ) · B (3.7)

where µB and µN are the Bohr magneton and nuclear magneton respectively. For
J = 1/2, corresponding to alkaline metal atoms in the ground state, an analytical
expression can be obtained for the eigenvalues, which is known as the Breit-Rabi
formula

E(F = I ± 1

2
,mF ) = − ∆hfs

2(2I + 1)
−mFgIuB|B| ±

∆hfs

2

√
1 +

4mF

2I + 1
x+ x2 (3.8)

where
x =

(gJµB − gIµN)|B|
∆Ehfs

(3.9)

The linear and quadratic Zeeman shift can be obtained by expanding the Breit-
Rabi formula in equation 3.8 as a function of the magnetic field, and the energy of
each mF state can be written as the following

EmF (B) = E0 − pm(B)mF + qm(B)m2
F (3.10)
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Figure 3.1. The hyperfine structure and Zeeman shift in external magnetic field for
both Na and Li in F = 1 (green) and F = 2 (purple), according to the Breit-Rabi
formula.

where for F = 1,

E0 = −5∆Ehfs

8
− (gJ − gI)

2µ2
B|B|2

4∆Ehfs

(3.11)

pm =
gJ − 5gI

4
µB|B| (3.12)

qm =
(gJ − gI)

2

16∆Ehfs

µ2
B|B|2 (3.13)

3.1.3 Two-level system

Consider an atom with the ground state |g⟩ and the excited state |e⟩ which can be
coupled by an electric dipole transition of ω0. The atom interacts with a monochro-
matic radiation field of frequency ω.

The evolution of the system can be described by using the time-dependent
Schrödinger equation

iℏ
∂ψ(r, t)
∂t

= Ĥψ(r, t) (3.14)

The Hamiltonian of the interaction is the sum of the unperturbed atom Hamilto-
nian Ĥ0 and the electric dipole transition Hamiltonian V̂ = d̂ · E. The wavefunction
of the system at time t is given by

ψ(r, t) = cg(t) |g⟩+ ce(t) |e⟩ e−iω0t (3.15)
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Substituting equation 3.15 into equation 3.14, two coupled-differential equations for
the coefficients cg and ce can be derived,

iℏ
dcg(t)

dt
= ce ⟨g|d̂ · E|e⟩ e−iω0t (3.16)

iℏ
dce(t)

dt
= cg ⟨e|d̂ · E|g⟩ eiω0t (3.17)

The electric field of the light can be written as E = E0 cos(kr− ωt)ϵ̂ and ∆ =

w − w0 is the detuning of the light frequency relative to the atomic transition. The
coupling constant Ω is defined as the Rabi frequency

Ω =
E0

ℏ
⟨e|d̂ · ϵ̂|g⟩ (3.18)

As can be seen from the equation 3.18, the Rabi frequency is determined by the
intensity of the light, the atomic states involved and the polarisation through the
dipole matrix element.

In order to solve the equations for the coefficients cg and ce, the rotating wave
approximation is used. In the rotating wave approximation, the terms like e−i(ω+ω0),
which oscillate significantly faster than the frequency of driving field, can be ne-
glected, as their time dependence averages out over the much slower timescale
of the evolution of the coefficients cg and ce. The approximation is valid for weak
driving fields such as Ω ≪ ω. Under this approximation, the time evolution of the
coefficients cg and ce can be expressed as follows

d2cg
dt2

− i∆
cg
dt

+
Ω2

4
cg = 0

d2ce
dt2

+ i∆
ce
dt

+
Ω2

4
ce = 0

(3.19)

3.1.4 Rabi oscillations

Assuming an atom is in the ground state |g⟩ initially, then the equations 3.19 can be
solved and the probability of the atom being in the excited state |e⟩ is given by

|ce(t)|2 =
Ω2

Ω′2 sin
2

(
Ω′t

2

)
(3.20)

where Ω′ =
√
Ω2 +∆2. In the case of ∆ = 0, a pulse of duration T = π

Ω
transfers

the atoms from the ground state to the excited state or vice versa, usually referred
to as a ”π-pulse”. If the pulse duration is set to be T = π

2Ω
, the atom is transferred

from the ground state to an equal linear superposition of the ground state and the
excited state, and the pulse is referred as a ”π/2-pulse” accordingly.
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3.1.5 Bloch sphere

The use of the Bloch sphere helps to visualise the evolution of the quantum states
in two-level systems more intuitively. Any pure state |ψ⟩ of a two-level system can
be mapped as a vector known as the Bloch vector on the Bloch sphere. The north
and south pole of the Bloch sphere represent the two basis states |e⟩ −→ (1, 0)⊤ and
|g⟩ −→ (0, 1)⊤ of the system. Any pure state of the system can be represented by a
vector on the Bloch sphere, known as the ”Bloch vector”.

|θ, ϕ⟩ = cos θ
2
|e⟩+ eiϕ sin θ

2
|g⟩ (3.21)

x

z

y

Figure 3.2. Any pure state |ψ⟩ of a two-level system can be mapped on the Bloch
sphere with two angles ϕ and θ.

Two examples of the Bloch vectors in a two-level system are shown in Fig 3.3.
Similarly, the π-pulse and the π/2-pulse can also be visualised as the rotations of
the states on the Bloch sphere.

The Pauli matrices σ̂x, σ̂y and σ̂z form a set of bases of the Hilbert space and
the two basis states |e⟩ and |g⟩ are the eigenstates of the operator R̂z. The rota-
tion operators around different axes can be generated using the set of Pauli matri-
ces. Rotations can be realised using external oscillating electromagnetic fields with
controlled-phase. The full control over the states in two-level systems can be used
for engineering complicated states or gates for quantum information processing.

σ̂x =

(
0 −1

1 0

)
σ̂y =

(
0 −i
i 0

)
σ̂z =

(
1 0

0 −1

)
(3.22)
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x

y

|e>

|g>

(a) A Bloch vector represents the
ground state |g⟩ of a two-level system.

x

y

|e>

|g>

(b) A Bloch vector represents an equal
linear superposition of the ground state
|g⟩ and the excited state |e⟩.

Figure 3.3. The Bloch vectors used to represent different quantum states of a
two-level system.

x
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|e>

|g>

(a) A π/2-pulse used to create a
superposition of the state |e⟩ and |g⟩.

x

y

|e>

|g>

(b) A π-pulse used to couple the state
|e⟩ and |g⟩.

Figure 3.4. The rotations around the x-axis of the Bloch sphere.

Another set of operators which are particularly useful in describing coupled sys-
tems are the ladder operators σ̂±,

σ̂+ =
1

2
(σ̂x + iσ̂y) (3.23)

σ̂− =
1

2
(σ̂x − iσ̂y) (3.24)

where the commutation relations [σ̂+, σ̂−] = 2σ̂z and [σ̂z, σ̂±] = ±σ̂± are followed.

Experimentally, Rabi spectroscopy is used to accurately determine the transi-
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tion frequency between the ground state and the excited state of the system. The
Hamiltonian of the system is given as

ĤRabi =
ℏ∆
2
σ̂z +

ℏΩ
2

(sin(ϕ)σ̂x + cos(ϕ)σ̂y) (3.25)

where the first term corresponds to the Larmor precession of the state with the
frequency equal to the detunning ∆ without the external electromagnetic field, and
the second term introduces Rabi oscillations between the two states of the system
with a Rabi frequency of Ω. The rotation axis can be controlled using the phase of
the field ϕ. By changing the interaction time with the external electromagnetic field,
the probability of the system being in one of the two states can be used to determine
the detunning ∆ and therefore the transition frequency. However, factors such as
the inhomogeneity of the external electromagnetic field affect the accuracy of this
method.

3.1.6 Ramsey spectroscopy

To measure the transition frequencies more accurately, the scheme developed by
Ramsey splits the one π-pulse used in the Rabi scheme into two π/2-pulses with
a free evolution time ∆tevo in between the two pulses. As shown in Fig. 3.5, the
first π/2-pulse rotates the initial state onto the equator of the Bloch sphere, then
the state evolves along the equator during the evolution time ∆tevo, and the second
π/2-pulse is given to bring the state to the another pole of the Bloch sphere. The
advantage of using two short pulses instead of a long pulse is to reduce the effects
from the inhomogeneities and systematic shifts.

x

y

|e>

|g>

(a) The first π/2-pulse

x

y

|e>

|g>

(b) The free evolution of the
state without the external
fields.

x

y

|e>

|g>

(c) The second π/2-pulse.

Figure 3.5. A sequence used for Ramsey spectroscopy.
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As shown in Fig 3.5, the first π/2-pulse rotates the initial state onto the equator of
the Bloch sphere, then the state evolves along the equator during the evolution time
∆tevo, and the second π/2-pulse is given to bring the state to the another pole of
the Bloch sphere. Before the first π/2-pulse is given, the phase ϕ between the
electromagnetic field and the system is undefined. The first π/2-pulse sets the
phase to 0. A phase of ϕ = ∆ × Tevo is naturally accumulated during the free
evolution time, then the phase ϕ is measured by using the second π/2-pulse which
brings the system to the excited state. As a result, the probability of finding the
system in the excited state is given as the

P (ϕ) =
1 + sin(ϕ)

2
= cos2

(
ϕ

2

)
(3.26)

where ϕ = ∆× Tevo.

3.1.7 Dressed states

By introducing two new coefficients c′e = cee
i∆t and c′g = cg, the equations of motion

of the two-level system can be written as

iℏ
dc′g(t)

dt
= c′e

ℏΩ
2

(3.27)

iℏ
dc′e(t)

dt
= c′g

ℏΩ
2

− c′eℏ∆ (3.28)

The Hamiltonian of the system can be written as in equation 3.29

Ĥ =
ℏ
2

(
0 Ω

Ω −2∆

)
(3.29)

The two eigenstates |g′⟩ and |e′⟩ with corresponding eigenvalues Eg and Ee can be
obtained as follows

|e′⟩ = cos θ |g⟩ − sin θ |e⟩ Ee =
ℏ
2

(
−∆−

√
Ω2 +∆2

)
(3.30)

|g′⟩ = sin θ |g⟩ − cos θ |e⟩ Eg =
ℏ
2

(
−∆+

√
Ω2 +∆2

)
(3.31)

In the case of Ω ≪ ∆, a shift in energy ∆E = ℏΩ2

4∆
of each state can be seen

by expanding the square root terms. The energy of the ground and the excited
state shift in opposite direction. This shift is known as the AC Stark shift which is
commonly used to trap and manipulate atoms. The two eigenstates are known as
the dressed states which are coherent superpositions of the two bare states |e⟩ and
|g⟩.
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3.1.8 Rapid adiabatic passage

Although transferring population from one state to another state can be implemented
using a π-pulse with the resonant frequency, there are still factors that limit the
transfer efficiency. The main factors are unstable frequencies, inconsistent timing,
unstable power and unstable external magnetic fields. All these factors contribute
to the failure of an incomplete transfer, and the remaining atoms in the undesired
state can lead to losses in the trap or other unwanted dynamics. One primary ex-
ample would be the remaining sodium atoms in |F = 2,mF = 2⟩ that cause losses
in the number of lithium atoms in the dipole trap.

As a result, a more robust scheme to transfer atoms is needed. The rapid adi-
abatic passage uses a dressed state to transfer atoms from one state to another
adiabatically as it is typically used in a two-level system [71]. A microwave (RF)
pulse sweeps in frequency starting with a large detuning ∆ across the resonance,
and the atoms in the initial states are projected completely onto the dress state,
evolving with the dress state as the detuning changes. When the pulse is switched
off at the other side of the resonance, the atoms in the dress state will get transferred
back to the final state, therefore achieving an almost complete transfer.

The transfer efficiency is determined by the rate of the sweep, too fast of a sweep
causes atoms to tunnel adiabatically into unwanted states. The Landau-Zener for-
mula is used to describe the probability of such tunnelling,

P = e−
2πΩ2

α (3.32)

where α is the sweeping speed and Ω is the resonant Rabi frequency for the desired
transition. A strong Rabi coupling between the states is ideal for more reliable trans-
fers. Both sweeping in frequency at a constant speed and sweeping the magnetic
field at a constant speed can be used to achieve the rapid adiabatic passage. How-
ever, the first option is usually used in the experiment as it is easier to implement
on the platform.

3.2 Quantum degenerate gases

The Heisenberg uncertainty principle gives a relation between the uncertainty in
position ∆x and momentum ∆p,

∆x∆p ≥ ℏ
2

(3.33)
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as the atoms lose energy during the process of cooling, the model of wave packets
is a better description with a de Broglie wavelength,

λdb =

√
2πℏ2
mkBT

(3.34)

where m is the mass of the atom and T is the temperature. The number of particles
contained in a volume of λ3db is defined as the phase-space density,

ρ = n0λ
3
db (3.35)

with n0 being the peak density of the sample. In the regime of ρ = 1, the atoms are
so cold such that the individual wavefunction of each atom starts to overlap. At a
critical temperature Tc, the wavefunctions collapse into the lowest energy quantum
state forming a Bose-Einstein condensate.

The occupation number of an atomic state i with energy ϵi of an ideal Bose gas
is given by,

Ni =
1

e(ϵi−µ)/kBT − 1
(3.36)

where µ is the chemical potential governed by the total amount of atoms. As the
temperature decreases, the total atom number is divided into two parts in order
to prevent from diverging, the atom number in the ground state N0 and the atom
number in all other states Nrest. By using Equation 3.36, total number of atoms can
be expressed as

N = N0 +Nrest = N0 +
∞∑
i=1

1

e(ϵi−µ)/kBT − 1
(3.37)

To conserve the atom number, the chemical potential µ needs to increase as the
temperature goes down. At a certain temperature Tc,N0 is much larger thanNrest. If
the temperature keeps dropping, all the atoms will be in the ground state eventually
and a pure Bose-Einstein condensate is formed with no thermal component present.

3.2.1 A non-interacting BEC in a harmonic trap

All the calculations carried out in this section are under the approximation there is
no interaction between atoms within the BEC. However, the corrections needed to
include these interactions are on the order of a few percent [72].

The conservative potential U(r) used in this work can be approximated as a
harmonic potential,

U(r) = 1

2
m(ω2

xx
2 + ω2

yy
2 + ω2

zz
2) (3.38)
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The condition to form a Bose-Einstein condensation in such a trap can be calculated
[73] with the critical temperature Tc given by

Tc =
ℏω0

kB

(
N

1.202

) 1
3

(3.39)

with N being the atom number and the mean trapping frequency ω0 = (ωxωyωz)
1
3 .

The peak atomic density is given by the number of atoms divided by the effective
volume VE,

n0 =
N

VE
= Nω3

0

(
m

2πkBT

) 3
2

(3.40)

where the effective volume is VE =
∫
e
(
−U(r)
kBT

)
d3r. The condensate fraction as a

function of the temperature can be defined as the ratio between the population in
the ground state and the total population,

N0

N
= 1−

(
T

Tc

)3

(3.41)

The BEC behaves like an ideal gas, without the interactions, as all the atoms
are in the ground state of the harmonic potential Ur. The ground state wavefunction
of a three-dimensional harmonic trap is given by

ϕ0 =
(mω0

πℏ

) 3
4
e−

m
2ℏ (ωxx2+ωyy2+ωzz2) (3.42)

The density distribution of the ground state can be calculated using n(r) = N |ϕ0(r)|2

with a Gaussian profile and scales linearly with the atom number N. However, the
size of the BEC is determined by the harmonic oscillator length aho

aho =

√
ℏ

mω0

(3.43)

aho is also the average width of the Gaussian in the ground state wavefunction ϕ0.
The individual width of the condensate σi =

√
ℏ

mωi
in each direction can then be used

to determine the spread in momentum space in each direction via the Heisenberg
uncertainty principle,

σp,i =
ℏ
σi)

=
√

ℏmωi (3.44)

Finally, the average release energy for an ideal BEC can be calculated using
Erel =

p2

2m
,

Erel =
1

2
ℏ(ωx + ωy + ωz) (3.45)

which is independent of the atom number N .
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3.2.2 Bogoliubov approximation andGross-Pitaevskii Equation

For interacting atoms in a BEC, a many-body Hamiltonian for N particles in an ex-
ternal potential can be used to calculate the properties of the BEC. However, this
method is not feasible for a large number of atoms. A mean field description for
dilute Bose gas was developed by Bogoliubov to solve this issue [74].

Ψ̂(r, t) = Ψ̂
′
(r, t) + Φ(r, t) (3.46)

where the field operator Ψ̂(r, t) is split into the expectation value Φ(r, t) of the field
operator and a first order perturbation Ψ̂

′
(r, t). The expectation value is also known

as the condensate wavefunction due to the fact that the density distribution of the
BEC is given by n(r, t) = |Φ(r, t)|2.

As binary collisions are the dominating interactions between the atoms in a cold
dilute gas, the condition where the approximation holds is given by ⟨n⟩|a|3 ≪ 1 with
⟨n⟩ being the mean atomic density and a being the s-wave scattering length. Groos
and Pitaevskii then replaced the interaction potential between the particles with an
effective interaction potential,

V (r− r′) = gδ(r− r′) (3.47)

where g = 4πℏ2a
m

.

In the case of T ≪ Tc, the first order perturbation Ψ̂
′
(r, t) can be dropped and

Ψ̂(r, t) can be swapped by Φ(r, t). Plugging in ψ(r, t)e−iµt
ℏ for Φ,[

−ℏ2∇2

2m
+ V (r) + g|ψ(r)|2

]
ψ(r) = µψ(r) (3.48)

which is a time-independent Gross-Pitaevskii equation (GPE). The equation has
the form of a non-linear Schrödinger equation due to the interaction term |ψ(r)|2,
and when the interaction is set to be zero (g = 0), the GPE is reduced to the usual
Schrödinger equation.

When the system is in the ground state, the energy is only dependent on the
density and can be expressed in the form of [75]

E(n) =

∫
dr
[
ℏ2

2m
|∇

√
n|2 + nV (r) + gn2

2

]
= Ek + EH + Eint (3.49)

The quantum kinetic energy Ek is derived from the uncertainty principle, the second
term EH is the potential energy of the system and the last term Eint comes from the
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interactions between particles and is referred to as the mean field energy. The
chemical potential µ can be expressed in terms of Ek, EH and Eint

µ =
EK + Eh + 2Eint

N
(3.50)

Summing over the three directions gives

2Ek − 2Eh + 3Eint = 0 (3.51)

3.2.3 Thomas-Fermi approximation

In the mean field regime, the interactions between atoms can be well described
using the energy Eint which only depends on the density of the condensation and
the s-wave scattering length. To understand the effect from the interactions, the
ratio between Eint and Ek is used [75]

Eint

Ek

=
N |a|
aho

(3.52)

With a BEC of sufficiently large atom number N , the ratio between the two en-
ergy terms is much larger than 1. Then, the kinetic energy termEk can be neglected,
and so the ground state energy of the system can be obtained. Such an assumption
is called the Thomas-Fermi approximation. Using |ψ|2 = n(r), the density profile can
be obtained from equation 3.48

n(r) =


µ−V (r)

g
, for u− V (r) > 0

0, otherwise
(3.53)

The density profile reflects the shape of the potential, for atoms in a harmonic trap
the density profile is an inverted parabola. In the case of µ = V (r), the density
profile vanishes at the Thomas Fermi radii

RTFi =

√
2µ

mω2
i

= aho
ωho

ωi

(
15Na

aho

) 1
5

(3.54)

where ωi is the trapping frequency in the i-direction. The peak density in the trap
centre can also be calculated by setting V (r) = 0,

n0 =
µ

g
=

µm

4πℏ2a
(3.55)

Normalising the density profile provides a relation between the chemical poten-
tial and the atom number,

µ =
ℏω0

2

(
15Na

aho

)
(3.56)
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By dropping the kinetic energy term, the release energy only depends on the
interaction energy Eint. The average energy and the release energy in the Thomas-
Fermi approximation can be obtained by integrating over the density profile in Equa-
tion 3.49,

E =
5

7
µ (3.57)

Erel =
2

7
µ (3.58)

The dependence of the release energy on both the scattering length and the atom
number has been demonstrated experimentally [76–78].

3.2.4 Tunable interactions

The interactions within the BEC can be controlled via Feshbach resonances as
mentioned earlier by changing an external magnetic field. When the change in the
scattering length is adiabatic, the density distribution evolves, therefore equations
3.57 and 3.58 still hold.

On the other hand, a sudden change in a magnetic field changes the scattering
length from a to a′ non-adiabatically. There is not enough time for the density profile
to reach equilibrium and is still determined by the scattering length a. As a result,
the release energy per particle is changed to the following,

Erel(a
′) =

2

7
n0(a)g(a

′) =
2

7
µ(a)

a′

a
(3.59)

which scales linearly with a′ [78].

• In the case of a > 0, the interactions between the atoms are repulsive which
produces a stable BEC with a strong mean-field expansion.

• In the case of a < 0, the interactions between the atoms are attractive which
leads to a higher density in the centre of the trap to reduce the interaction
energy. The attractive forces can be compensated with the quantum kinetic
energy. However due to the different scaling factors between the two, sta-
ble BECs can only be formed with the atom number below a critical value
Ncritical = k∗ aho|a| , where k

∗ is the stability constant determined by the ratio of
the trapping frequencies [79].

• In the case of a = 0, there is no interaction between the atoms in a BEC with
minimal internal energy.
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3.2.5 Expansion of condensates

When the trapping potential is switched off, the mean field energy of a condensate
is converted into the kinetic energy in an anisotropic way. The acceleration due
to the internal energy is proportional to the density of the mean field energy and
therefore the density gradient [75]. For a cigar shape condensate trapped in an
anisotropic potential in which the trapping frequency in the radial direction is larger
than the trapping frequency in the axial direction ωρ > ωz, the aspect ratio of a freely
expanding condensate is inverted and acts as an important signature of BECs [80].

The Thomas-Fermi radii in the radial (ρ) and axial (z) directions of a condensate
during the free expansion is given by,

Rρ,z(t) = λρ,z(t)Rρ,z(0) (3.60)

where Rρ,z(0) is the Thomas-Fermi radii in the trap and λρ,z is the scaling param-
eter. In the case of sudden turning off of a trap, the time evolution of the scaling
parameters can be described using the equation,

d2

dτ 2
λρ =

1

λ3ρλz
(3.61)

d2

dτ 2
λz =

ϵ

λ2ρλ
2
z

(3.62)

τ = ωρt and ϵ = ωz/ωρ.

A thermal cloud expands isotropically once released from a trap, and the width
of such a cloud σρ,z can be written as,

σ2
ρ,z =

kBT

m

(
1

ω2
ρ,z

+ t2
)

(3.63)

where T is the temperate of the cloud and m is the atomic mass. The initial cloud
size in a trap is determined by the trapping frequencies while the rate of expansion
is determined by the temperature of the cloud. The time of flight measurement can
be used to determine the temperate of the atoms.

3.2.6 Quantum degenerate mixtures

To describe the quantum degenerate mixtures of two species, a pair of coupled
Gross-Pitaevskii equations are used with additional terms for interspecies interac-
tions, [

− ℏ2

2m1

∇2 + V1(r) + g11|ψ1(r)|2 + g12|ψ2(r)|2
]
ψ1(r) = µ1ψ1(r) (3.64)
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[
− ℏ2

2m2

∇2 + V2(r) + g21|ψ1(r)|2 + g22|ψ2(r)|2
]
ψ2(r) = µ2ψ2(r) (3.65)

Theψ1(r) andψ2(r) are the wavefunctions for species 1 and 2 respectively withmass
m1 and m2 and chemical potential µ1, µ2. The interactions between the atoms are
the dominating terms in the equations, the terms g11|ψ1(r)|2 and g22|ψ2(r)|2 describe
the intraspecies interactions, and the interspecies interactions are encompassed in
the additional terms g12|ψ2(r)|2 and g21|ψ1(r)|2. The interaction coupling constants
are given by,

g11 =
4πℏ2

m1

a11 (3.66)

g22 =
4πℏ2

m2

a22 (3.67)

g12 = g21 = 2πℏ2
(
m1 +m2

m1m2

)
a12 (3.68)

with a11 and a22 being the single species scattering lengths and a12 being the inter-
species equivalent.

The relative strength∆ between the interspecies interactions and the intraspecies
interactions can be used to characterise the behaviour of the mixture,

∆ =
g12√
g11g22

=
a12√
a11a22

√
(m1 +m2)2

4m1m2

≈ a12√
a11a22

(3.69)

When∆ is less than -1, themixture becomesmiscible and unstable against collapse
as the attractive interactions between the two species dominate over the repulsing
interactions within the BECs. In the case when |∆| is less than 1, the intraspecies
interactions dominate, resulting in a stable and miscible mixture. When ∆ is larger
than 1, a phase separation of the two components is caused by the dominant re-
pulsive interspecies interactions.

(a) (b) (c)

Figure 3.6. Characteristics of a dual-species BEC as a function of the interaction
parameter ∆ = g12√

g11g22
.



4 The road to degeneracy

In this chapter, a guide on how to generate the dual-species Bose-Einstein conden-
sates is given along with the changesmade to the platform. An extensive discussion
on the vacuum system and the atomic sources is provided as they are two of the
main bottlenecks for the continuous operation of the platform.

4.1 Vacuum system

The quality of the vacuum is assessed by the pressure and the mean free path of
the particles inside the vacuum. The mean free path is the average distance that a
particle can travel between two consecutive collisions. Based on the pressure and
the mean free path, vacuums can be divided into the following categories. In order

Vacuum quality Pressure (Pa) Mean free path (m)
Atmospheric pressure 1.013× 105 6.8×10−8

Low vacuum 1× 105 to 3× 103 10−8 to 10−4

Medium vacuum 3× 103 to 1× 10−1 10−4 to 10−1

High vacuum 1× 10−1 to 1× 10−7 10−1 to 103

Ultra high vacuum 1× 10−7 to 1× 10−10 103 to 108

Extremely high vacuum <1× 10−10 >108

Outer space <3× 10−15 >108

Perfect vacuum 0 ∞

Table 4.1. Pressure and the mean free path ranges of each quality of vacuum.

to carry out the work with degenerate gases, an ultra high vacuum below 10−10 mbar
is required.
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4.1.1 An overview of the vacuum system

The vacuum system can be divided into four sections, the pumping station, the
atomic source, the pumping stages and the science cell. Each section is connected
to a valve which can be used to isolate the section from the rest of the system. A
schematic view of the vacuum system can be found in Fig 4.1.

CS IP2

AV
IP1 TP

Oven

Na  Li

GV1 GV2

DP1 DP2

BS

IG

N  I

Figure 4.1. The front part of the vacuum system. (Top view). Taken from [81].

The pumping stage section includes a roughing pump, a turbo pump, a venti-
lation valve, a pressure gauge, a metal angle valve and a residual gas analyser
(RGA). The whole section serves as the primary tool to achieve a high/ultra-high
vacuum.

The oven section consists of the dual specie oven, a six-way cross and a metal
gate valve. The gate valve is connected to the pumping stage via a six-way cross.
An ion pump is connected to one flange of the six-way cross tomaintain the pressure
in the region. This section has the highest pressure around 3 × 10−8mbar in the
whole vacuum system.

The intermediate section includes two differential pumping stages, a 75 L ion
pump and a gate valve connected to the science cell. The function of this section
is to limit the amount of the particle flow from the oven section to the science cell in
order to achieve a sufficiently low pressure.

The science cell section is located at the end of the experiment where sodium
and lithium atoms are trapped and cooled to quantum degeneracy as shown in Fig
4.2. The science cell is connected to both a 150 L titanium sublimation pump and
an ionisation gauge. The titanium sublimation pump is used to achieve and main-
tain the ultra-high vacuum required for degeneracy experiments. The hot-filament
ionisation gauge is also installed to monitor the pressure in the science cell region.
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Figure 4.2. The rear part of the vacuum system including the science cell section
(Top view). Taken from [81].

4.1.2 Lifetime of the traps

The lifetime of an atom trap is predominantly determined by the amount of resid-
ual background particles. The background particles collide with the atoms trapped
causing losses. In order to reach quantum degeneracy, atoms in the trap require a
long lifetime for going through all the different stages of cooling processes. On this
platform, the amount of time it takes to reach degeneracy is around 50 seconds.
As a result, an ultra high vacuum with a pressure in the region of 1× 10−10mbar is
necessary to maintain the required lifetime.

The hot-filament ionisation gauge installed in the science cell section gives an
indication of the pressure in the region. The gauge has a lower detection limit of
2.7×10−11mbar, therefore amore precise way of determining pressure is tomeasure
the lifetime of the atoms in the traps. Such measurements can be obtained during
different stages of the experiment. On the platform, measurements are usually done
in the magnetic trap with sodium atoms, after the first evaporative cooling ramp to
reduce the cycle time of the measurements. Atoms are held in the trap for a given
time before imaging. A graph of atom number against the holding time is plotted
and a simple exponential decay curve is fitted to determine the lifetime of the trap.
Two sets of measurements can be found in Fig. 4.3, the first set of measurements
were carried out when the ion gauge had a reading below the detection limit and
the second was done when the reading on the ion gauge was at 1× 10−10mbar.
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Figure 4.3. A comparison of the magnetic trap lifetime measured between a
functioning and non-functioning vacuum. Left: an example of lifetime
measurement for the atoms in the magnetic trap under a non-functioning vacuum.
Right: an example of lifetime measurement for the atoms in the magnetic trap
under a functioning vacuum.

4.1.3 Differential pumping stages

The differential pumping stages are located in the intermediate region between the
atomic source and the science cell to limit the flow rate of the particles into the
science cell. The pumping stages are usually implemented by using long tubes
with small diameters. Such tubes geometrically favour the passing of collimated
atomic beams with few collisions over the background particles. The probability of
a background particle passing through the tube is relatively small due to a large
number of the collisions it experiences in the tube.

To quantify the reduction in pressure, the differential pumping factor is defined as
the ratio of the pressures in the two regions the pumping tube is connected to. Given
two vacuum chambers connected with a differential pumping tube, the pressure in
the first chamber is P1, the base pressure in the second chamber is negligible with
pumping speed S2 and the conductance of the tube is C, which is small. The gas
leak into the second chamber is given by P1C and therefore the pressure in the
second chamber is given by P1C

S2
, then the ratio between P1 and P2 is given by S2

C

which can, in theory, be large.

On the sodium-lithium platform, the ion pump in the science cell region provides
a pumping speed of 500 L s−1, the conductance of the pumping tubes cannot be too
small so that the atomic flux can pass through. Given the high operating tempera-
ture needed for the atomic source, the best pressure can be achieved in the oven
region is around 3 × 10−8mbar after several weeks of baking. Combing all these
effects, two differential pumping stages are used on the experiment as shown in Fig
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4.4. The first pumping stage reduces the pressure between the oven region and the
intermediate chamber by a factor of 100, the pressure in the intermediate chamber
should be in the region of 2×10−10mbar in the ideal scenario, which can be checked
by the reading of the ion pump located in this region. The second pumping stage is
located between the intermediate chamber and the science cell which reduces the
pressure by a factor of ten. An ultimate pressure in the region of 2×10−11mbar can
be achieved which is sufficiently low for creating Bose-Einstein condensates.

Figure 4.4. A schematic diagram of the two differential pumping stages used in
the experiment. The first one is 130mm long and has a conical shape which
reduces the pressure by a factor of 100. The second one is 80mm long which
reduces the pressure by a factor of 10. Taken from [82].

4.1.4 Ultra high vacuum generation

Ultra high vacuums can only be achieved via several stages with different pumping
mechanisms. A basic guide on generating ultra high vacuum is given below.

• Pre-baking and cleaning: the vacuum components need to be cleaned prop-
erly using detergents such as ethanol and acetone. Certain components need
to be baked properly at different temperatures before installation to speed up
the degassing processes. In particular, the atomic source needs to be baked
at a temperature which is higher than the operating temperature to reduce
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the amount of hydrogen coming out of the stainless steel. Excessive hydro-
gen can be the limiting factor for achieving an ultra high vacuum as some ion
pumps perform poorly in absorbing hydrogen. Vacuum firing is also another
recommended option when manufacturing the vacuum components to reduce
the hydrogen problem. Components such as viewports and valves with max-
imum baking temperatures needs to be checked before baking.

• Vacuum assembly: after pre-baking and cleaning, the components can be
assembled together using appropriate gaskets and screw sets. Gaskets with
different materials are used in different conditions, and three different types
of gaskets are used on the platform. Nickel gaskets are used in corrosive
environments such as in the atomic source, silver gaskets are used where
high temperature bake-outs are required and copper gaskets can be used
where a high temperature is not often required. In order to seal the vacuum,
hex socket screws, washers and nuts are used in vacuum applications. Non-
magnetic 316 stainless steel sets are used in the platform, and like the choice
of the gaskets, silver coated screw sets are used in the atomic source region
to avoid welding of the components. A criss-cross (star) tightening pattern
would normally be used to ensure an even preload distribution is achieved in
the joint.

• Primary pumping: once the vacuum is closed, the roughing pump is started
to generate a low or medium vacuum around 1 × 10−1mbar. Oil-free pumps
should be used to prevent contamination of the vacuum. The process should
take fewer than 15 minutes if no major leak is present. Once the pressure is
below 1mbar, the turbomolecular pump can be switched on. The pressure
then should drop further down to 1× 10−6mbar in half an hour in a clean and
functioning vacuum.

• Leak test: after the pressure is below 1 × 10−4mbar, a leak test should be
carried out using a residual gas analyser or leak detector with helium gas. All
the joints and the valves should be checked by spraying helium gas, and if a
leak is present, further tightening is required.

• Baking: the baking process helps to speed up the pumping significantly by
increasing the desorption and diffusion rate. After the leak test, the whole vac-
uum system should be wrapped with aluminium foil first, then heating bands
and clamps can be installed on the system. Type K thermocouples are also
placed onto the different parts of the system to monitor temperatures. The
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(a) An analogue scan of the RGA showing the system with a major leak after
primary pumping

(b) An analogue scan of the RGA showing the system without a major leak
after primary pumping

Figure 4.5. A comparison between the vacuum system with and without a major
leak after initial pumping.

wrapping process should be as uniform as possible with the focus on the
pumps, valves and crosses. A second layer of aluminium foil are then used
to prevent the heat loss from the system. The heat bands and clamps are
connected to the tunable current sources for heating. The heating up should
be done as homogeneously as possible while recording the temperatures of
each component. A general rule of thumb is 1 degree per minute for most
stainless steal parts, however components with glass require extra care to be
taken. A strong temperature gradient should also be avoided to prevent any
parts cracking. The residual gas analyser should be used constantly for mon-
itoring purpose during the baking. Cooling down the system should only be
carried out once the pressure dropped back to the value before heating up.



50 Vacuum system

Another indication of a clean vacuum is only the hydrogen peak being present
in the vacuum, as can be seen in the RGA in Figure 4.6.

Figure 4.6. An indication of a clean vacuum in the RGA at high temperature.

• Switching on the ion pumps: the ions pumps in the system can be turned
on once the vacuum system is at room temperature. When the ion pumps
are switched on initially, a high current corresponding to high pressure can
be observed on the controllers of the ion pumps due to the accumulation of
particles in the ion pumps. However, the pressure should drop quickly. Pumps
are left to run for some time to let the pressure settle.

• Further baking: if the final pressure is still not sufficiently low, further baking
can be done with the ion pumps on as this is a quicker way to achieve the
ultimate pressure in the system. The procedure is the same as the baking
process mentioned above with more attention on the ion pump readings as
those pumps only work below certain pressure.
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4.2 Atomic source

4.2.1 Old oven design

The atomic source provides the sodium and lithium atoms required for the experi-
ment. A dual-species atomic source is used in the experiment, the old design based
on the work from Ketterle’s group [83]. Given lithium and sodium have very differ-
ent vapour pressures at a given temperature, as shown in Fig.4.7, a multi-chamber
oven design is used.
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Figure 4.7. Vapour pressure of both sodium and lithium.

The design consists of two separate chambers and two nozzles as shown in
Fig.4.8. Sodium and lithium chunks are filled into the two cups from the bottom
using CF40 flanges. Both cups and nozzles are heated independently using heat-
ing clamps, and the temperature of each region can be controlled independently.
The sodium atoms coming out of the reservoir enter into a mixing chamber through
the small tube with diameter of 5mm, and then atoms of both species go into a
collimation chamber through the oven nozzle (4mm diameter). The collimation
of the atomic flux is carried out by the oven nozzle along with the copper block
shown in Fig.4.9. The source is connected to the main part of the experiment via
a CF63 flange. The atoms travelling along the direction of the Zeeman slower will
get trapped in the science cell. The sodium and lithium reservoirs are heated at
360 °C and 380 °C respectively during the day. When the experiment is switched
off at night, both reservoirs are cooled down to 260 °C overnight to recycle some
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atoms. One common problem with this type of source is clogging, therefore both
the mixing nozzle and oven nozzle are kept at 450 °C to prevent this. Nickel gaskets
are used for both reservoirs and the connection to the main experiment due to high
operating temperatures and the corrosive nature of the mixture.

Heating
clamp

Heating
clamp

Heating
clamp

Heating
clamp

Sodium
reservoir

Lithium
reservoir

Mixing
chamber

Mixing
nozzle

Oven
nozzle

CF40

CF63

Atomic
beamCollimation

chamber

Figure 4.8. A schematic of the dual-species atomic source used on the
experiment. Adapted from [84].

4.2.2 Oven change

A guide on refilling the atomic source, which is usually required every year, is given
below with some remarks. In order to speed up the whole process, a spare oven is
recommended to reduce the downtime of the platform.

• Two oven cups are filled with 50 g sodium and 25 g lithium in a glovebox filled
with argon. As sodium and lithium are oxidised in the air rapidly, both alkali
should be stored in a glovebox when not used. Scratch off any oxidation layers
on the sodium chunks and cut the lithium rods to check for serious oxidation
(black parts).

• Cooling down the oven by disconnecting all the heating clamps, then close
the valve to the science cell and switch off all the ion pumps. Open the metal
valve to the pumping station.
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Figure 4.9. A technical drawing of the copper block used to collimate the atomic
flux out of the source. Adapted from [82].

• Once the oven is cold, flush the system with nitrogen while disassembling the
old oven and connect the new oven. Immediately start to pumping down and
follow the instructions above to regenerate the ultra high vacuum.

• The oven taken from the system should be sealed properly with flanges and
aluminium foils for sometime to get most of sodium and lithium fully oxidised.
Then the oven can be moved into a fume cupboard for cleaning. First start
to rinse the oven slowly with 99.9% ethanol, violent chemical reactions might
happen as sodium and lithium react with ethanol producing heat and hydrogen
(this process can take up to few days). Once all the sodium has reacted, water
can be used to clean the oven once more. The chemical waste from the
cleaning process usually haves really high PH values and should be handled
properly.

• Once the oven is clean, place it in a baking oven at 300 °C for one or two days
before reuse.

4.2.3 Drawbacks of the old design

While the oven design has been used on the platform for several years, it has suf-
fered from a few issues. The relatively low efficiency of the source leads to high
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operating temperatures which reduces the lifetime of the source and increases the
pressure in the source region. After a few years of running, the vacuum chamber
becomes coated with a thick layer of sodium and lithium. The coating causes further
degradation of the other components such as the valves, ion pumps and vacuum
chambers. Over the course of this thesis, the ion pump near the oven had to be
changed three times as white powder was found in the ion pumps, causing short
circuits. The gate valve between the oven region and the slower region had to be
changed every few years too, due to the severe coating causing leaks.

4.2.4 Effusive atomic sources

As a result of all the problems mentioned above, a new oven is designed to address
these issues. The oven design is inspired by the work done in the group of Selim
Jochim and the erbium oven used in Innsbruck [85, 86]. The oven works in the
effusive regime along with a bright wall collimator which will be discussed in detail
in this section.

The ideal gas law can be used to describe a box of ideal atomic gas in thermal
equilibrium at temperature T ,

P = nkBT (4.1)

where P is the pressure, n is the number density and kB is the Boltzmann constant.
If such a box is connected to the vacuum with a circular aperture of diameter b1, the
atoms then can escape from the box into the vacuum due to the pressure difference.
The atoms can also collide with each other during the process, and the mean free
path λmfp of an atom is given by following

λmfp =
1√

2πd20n
(4.2)

where d0 is the diameter of an atom. In the case of λmfp < b1, the atoms will collide
many times before leaving the box which can be described using fluid dynamics.
On the other hand, in the effusive regime (λmfp ≥ b1), the collisions are mainly
between the atoms and the wall instead of between atoms. Diffusive reflections
can occur in this regime, where an atom sticks to the wall during a collision and
gets emitted by the wall at a random angle. As a result of such process, atoms
hitting in the inner surface of the aperture can return to the box. Both the velocity
and the spatial distribution of the atoms inside the box is independent of the process
of atoms leaving the box in the effusive regime.
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Assuming the oven works in the effusive regime, the flux of the atoms leaving
the box can be calculated as following,

Θ =
1

4
nvrmsA (4.3)

where n is the number density of the atoms inside the box, vrms is the mean speed
of the atoms and A is the area of the aperture. To figure out the mean speed of the
atoms inside the box, the 3D Maxwell-Boltzmann velocity distribution can be used,

Pv(T ) = C

(
m

kBT

) 3
2

v2e
−mv2

2kBT (4.4)

where C is the normalisation constant andm is the mass of an atom. Both the most
probable velocity and the mean velocity then can be calculated using the following
equations,

vmp =

√
2kBT

m
vrms =

2vmp√
π

(4.5)

4.2.5 Characterisation of the new oven design

In the new design, two separate collimation tubes are introduced to collimate the
atomic flux of individual species as shown in Fig 4.10. Atoms coming out of each
reservoir enter a collimation tube with diameter of 6.25mm heated to 450 °C which is
well above the melting point of sodium (98 °C) and lithium (180 °C) to prevent clog-
ging. The atoms stick to the walls of the heated tube can be re-emitted with a certain
probability to exit the collimation tube [87]. The design is expected to increase the
lifetime of the source significantly by reducing the number of lost atoms coming out
the source. These lost atoms also cause coating on the vacuum chambers as well
as damaging the ion pumps. Two separate reservoirs are also used for indepen-
dent temperature control of sodium and lithium given their difference in the vapour
pressure. The design also focuses on getting rid of the chemical reactions between
sodium and lithium at high temperatures by isolating one from the other. There is a
thin wall which has a thickness of 1.5mm between the apertures of the collimation
tubes which physically prevents any reactions from happening.

The new design was tested on the platform when the ion pump near the oven
was broken. The procedure for changing the oven was followed and the ultra high
vacuum was generated after the change. In order to characterise and monitor the
performance of an atomic source, both qualitative and quantitative approaches were
used on the platform. A simple qualitative method used is to monitor the fluores-
cence from sodium atoms at the first six way cross near the oven, where a viewpoint
is installed for this purpose as shown in Fig.4.11.
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Figure 4.10. A technical drawing of the new oven design. Two separate long
tubes are used to collimate the atoms of each specie and increase the lifetime of
the source. A thin wall of thickness 1.5mm is designed to block the chemical
reactions between sodium and lithium.
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(a) An example of relatively low oven
fluorescence coming out of the oven.

(b) An example of relatively high oven
fluorescence coming out of the oven.

Figure 4.11. A comparison of the oven fluorescence seen at the viewport next to
the oven.

While the fluorescence observed next to the oven gives a rough indication of
the performance of the source, there is a more precise method which measures
the fluorescence signal next to the science cell. A CCD camera (MAKO G-030B)
is mounted at the viewport next to the science cell and two pictures are taken dur-
ing a single fluorescence measurement as shown in Fig.4.12. One picture is taken
with the magnetic field of the Zeeman slower and one without, and then the differ-
ence in counts of the two pictures is calculated as a quantitative measure for the
performance of the atomic source.

Provided all the advantages of the new oven design mentioned above, there are
several issues which limit the performance of the oven in this specific system due
to pressure constraints, the main one being the alignment of the Zeeman slower
beam. The differential pumping stages used on the platform generally have small
diameters with 5mm being the smallest, as shown in Fig. 4.4. For the laser beam
of the Zeeman slower to pass through the pumping stages, the beam has to be very
focused to around 2mm in diameter at the entrance of the oven. The 1.5mm thin-
wall used to decouple the species as shown in Fig.4.10 blocking most of the slower
beam leads to a small portion of the atoms coming out the source being slowed and
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Figure 4.12. Left: a signal picture shows some fluorescence where the Zeeman
slower magnetic field is on. Right: a reference picture shows no fluorescence
where the Zeeman slower magnetic field is off.

captured in the MOT region. Overall, the new atomic source is not suitable for the
platform due to the geometries of the pumping stages and the Zeeman slower.

During the work on this thesis, the vacuum system has been opened several
times to change the atomic source and replace the broken components such as
the ion pumps. The amount of sodium and lithium accumulated inside the vacuum
system absorbed a significant amount of water during the process. Sodium hydrox-
ide and lithium hydroxide were formed in the vacuum chamber especially around
the regions of valves and pumping stages. Both chemical compounds have melting
points above 300 °C which makes cleaning via baking extremely challenging.

4.3 Laser Systems

Laser cooling and trapping require light with different frequencies to address tran-
sitions between the internal states of atoms. Given two different species are used
in this platform, two independent laser systems are implemented.

For sodium, a laser (TA-SHG pro-589) from Toptica Photonics which provides
around 1.3W power is used. There are three main parts of the SHG laser, the
master laser which emits 30mW at 1178 nm, a tapered amplifier which amplifies the
light coming from the master laser to around 2.5W and a folded ring cavity in a bow-
tie configuration which generates 1.3Wat 589 nm for laser cooling. The coupling into
the tapered amplifier and the SHG cavity are managed automatically by two pairs
of piezo-mirrors.

For lithium, two commercial lasers from Toptica in a master-slave configuration
are used in the platform. The master laser (DL pro) which provides roughly 30mW
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is used only for the spectroscopy. The slave laser (TA pro) outputs around 320mW
and is used for laser cooling. The slave laser is frequency stabilised using an offset
lock. Additionally, a homemade tapered amplifier seeded with 50mW from the slave
laser provides the power (280mW) needed for the repumping transition for 7Li.

4.3.1 Spectroscopy path

The sodium laser is locked on the F = 2 to F ′ = 3 crossover transition of the
sodium D2 line using the technique of saturated absorption spectroscopy as de-
scribed in [88]. A commercial sodium vapour cell (Thorlabs CP25075-NA) is heated
up to 150 °C in the spectroscopy setup. A simple pump-probe scheme is used, in
which a pump beam is modulated using a 71MHz AOM with a +1 order in a double
path configuration while the probe beam is monitored with a photodiode. The ob-
tained spectroscopy signal is then sent into a lock-in amplifier (LIA-BV(D)-150) from
FEMTO along with the 22 kHz reference signal used to modulate the spectroscopy
AOM. An in-house built PID controller is used to lock the laser using the error signal
generated from the lock-in amplifier.

Similar to the sodium spectroscopy setup, the lithium master laser is locked on
to the F = 2 to F ′ = 3 transition of the 7Li D2 line. The vapour cell which contains
both 6Li and 7 Li is manufactured in-house as described in [89]. The temperature of
the cell is actively stabilised at 450 °C while operating and 360 °C when on standby.
The stabilisation system is also used in the sodium-potassiummixture platform. The
same pump-probe scheme used on sodium is implemented on lithium too, with the
only difference being the −1 order used in the double path for the pump beam.

For the lithium slave laser, an offset lock is used to stabilise the frequency. The
output of the master laser and slave laser are combined using a narrowband fibre
optic coupler (TN670R5A2) from Thorlabs. The combined signal is monitored by
a photodiode from Hamamatsu which is then mixed with a reference signal from
a voltage controlled oscillator. The combined signal is used as the error signal to
lock the slave laser with a PID controller. One big advantage of the locking scheme
is that the offset frequency between the two lasers can be controlled during the
experiment, which is exploited in different loading stages of the lithium MOT.

4.3.2 MOT and repumper path

In order to capture sodium atoms in a magneto-optical trap, both cooling and re-
pumping lights are needed. The frequencies needed for cooling and repumping
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as shown in Fig 4.13 are generated using standard acousto-optic modulators from
Gooch & Housego. In particular, the repumping transition around 1.78GHz is gen-
erated using a 1.7GHz acousto-optic modulator (EF-1700-100-589) from Brimrose
Corp along with a standard AOM (120.7MHz) from Gooch & Housego. The first
order efficiency of the 1.7GHz AOM is between 5% and 10% which requires re-
aligning regularly. The light passing through the AOMs is transferred to the experi-
mental table using single-mode fibres.

To generate a lithium MOT, the light for the cooling transition comes out of the
lithium slave laser. The cooling light is coupled into the same fibres as for the cooling
light for sodium. A part of the light (50mW) from the slave laser is used to seed the
home-built tapered amplifier which provides the light for the repumping transition.
The repumping transition is around 800MHz away from the cooling transition for
lithium as shown in Fig 4.14. The home-built tapered amplifier includes a 350MHz
AOM in the double-path configuration to address this issue. The seed light is fibre
coupled onto a separate platform where the home-built TA is placed and the output
of the TA is fibre coupled back to the experimental table. The repumping light for
lithium is made to overlap with the MOT light and coupled into the same fibres.

On the experimental table, the laser light for cooling with circular polarisation
is retro-reflected by the mirrors in three perpendicular directions to create a three-
dimensional confinement. The linearly-polarised repumper light for sodium is shone
in at Brewster’s angle to the science cell to minimise the loss from reflections. The
centre of the repumper beam is shielded to create a dark-spot MOT, where no atoms
are pumped at the centre of the MOT to increase the phase space density [90]. For
lithium, the repumping and MOT light share the same optical paths.

4.3.3 Zeeman slower path

To capture a sufficiently large amount of atoms in a MOT, the atoms coming out
the source need to be slowed down to a range of velocities that can be captured
for the MOT. Several different methods such as 2D-MOTs and Zeeman-slowers are
available for this purpose, a Zeeman slower is used on the platform due to the
age of the experiment. In the case of sodium, the cooling transition used for the
Zeeman slower is generated with an AOM, and the repumping transition comes
from the sideband of an Electro-optic modulator from QUBIG. In the case of lithium,
the cooling light is provided from the slave laser and the repumping light is from the
TA. The slower light for both species is shone in from the viewport at the rear end
of the experiment in free space. To focus the light to pass through the differential
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Figure 4.13. The hyperfine structure of the Na D2 transition. The cooling,
repumping and spectroscopy transitions are all indicated. Adapted from [91].

pumping stages, a Galilean telescope is used.

4.3.4 Spin-polarisation path

With the spin-dependent nature of magnetic traps, only one fifth of the atoms from
the MOT are transferred into the trappable state |2, 2⟩. The remaining atoms in
other states causing losses need to be removed. The spin-polarisation scheme
used in the platform is based on the work done in the group of Utrecht [92]. The
scheme utilises a combination of a magnetic field and optical transitions that are
stable against polarisation imperfections and magnetic field instabilities, while still
reducing the off-resonant scattering rate significantly. Two separated optical tran-
sitions known as the umpump and umpump repumper are used in the scheme.

For sodium, the umpump is generated using the +1 order of a 76MHz AOM.
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Figure 4.14. The hyperfine structure of the 7Li D2 transition. The cooling,
repumping and spectroscopy transitions are all indicated. Adapted from [91].

The light passing through the 1.7GHz AOM is frequency shifted by another 80MHz
for the umpump repumper beam. Working with 7Li does not require the umpump
repumper transition, therefore only the umpump is implemented using an 23.9MHz
acousto-optic deflector. All the beams for sodium and lithium are coupled into the
same fibre and combined into one of the MOT beam’s paths using a beam splitter
on the experimental table.

4.3.5 Imaging path

A separate breadboard is used for imaging. Both sodium and lithium imaging fre-
quency are controlled by using two separate AOMs, and due to the space constraint
of the breadboard both AOMs are in single-path configurations. Part of the light from
the lithium slave laser and the sodium laser are transferred onto the imaging bread-
board using two fibres. After being frequency shifted by the respective AOMs, the
light for sodium and lithium are then coupled into the same fibre connected to the
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Path Sodium(MHz) Lithium-7(MHz)
Spectroscopy +70.8 -120
Zeeman slower -200.2 -271.3
MOT cooling +82.3 -80.3

MOT repumping +112.7 +150.2
umpump +76.0 +23.9

umpump repumper +80.0 N/A
Imaging +105.3 -80.6

EOM (sodium) +1713 N/A
acousto-optic modulator(sodium) +1699.1 N/A

Table 4.2. The frequencies of the AOMs used in the optical setup on the platform
for both sodium and lithium.

experimental table. On the experimental table, the imaging light is aligned to the
direction of gravity. A detailed description of the imaging system is given in Section
4.7.

4.4 Magnetic fields

4.4.1 Zeeman slower coils

Another important ingredient needed for atom cooling and trapping is the magnetic
fields. To slow the atoms coming out of the source, the magnetic field needed for
the spin-flip slower is controlled using two pairs of coils known as the big slower
and the smaller slower coils. On extra pair of coils known as the compensation
coils is added to cancel out the excess magnetic field from the slower. To be able to
manipulate the magnetic field generated by each coil independently, the three pairs
of coils are connected to individual power supplies.

4.4.2 Cloverleaf Trap coils

In the science cell region, a design of the Cloverleaf Trap is implemented to generate
all the necessary magnetic fields [76]. As shown in Fig.4.15, the design includes
four pairs of coils, namely curvature, gradient, finetune and anti-bias. The curvature
coils are arranged in the Helmholtz configuration, producing a magnetic field for
axial confinement without introducing a field gradient near the centre of the trap.
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The gradient coils provide radial confinement. The anti-bias coils are larger than
the curvature coils to provide a more uniform field. The uniform field is used to
lower the bias field at the centre of the trap. Finally, the finetune coils provide the
magnetic field during the spin-polarisation stage. The coils are placed in a pair of
holders in two separate planes to increase optical access to the trapped atoms.

Figure 4.15. A cross-section view of the design of the Cloverleaf Trap. Four pairs
of coils are present, gradient (green), anti-bias (blue), curvature (red) and finetune
(yellow). Image taken from [88].

4.4.3 Fast switching of the magnetic fields

Each pair of coils is connected to a power supply for independent control. The
fast switching of the magnetic fields is achieved by using a series of insulated-gate
bipolar transistors (IGBTs). IGBTs act like switches with a very short response time
and are controlled via the corresponding drivers. In the platform, both the IGBTs
(MBI600U4-120) and drivers (VLA517R)) used are from FUJI Electric. The driver
has a logic input which is isolated electrically via an internal outcoupler and needs
to be powered using a 24V power supply. The output of the driver is either 15V or
−2V corresponding to conducting and non-conducting of the circuit.

Given each pair of the coils needs an IGBT, 8 IGBTs were implemented in the
platform. To control each IGBT independently and remotely, a driving circuit was
also installed which includes 8 IGBT drivers and logic gates to protect the circuit.
A series of common logic gates were used in the circuit to prevent false switches
of the IGBTs, causing short circuits. Additionally, the switching frequency is limited
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to 12 kHz by using monostable multivibrators. The details of the old design is given
in [93]. However, in the course of this thesis, the driving circuit repeatedly malfunc-
tioned due to issues related to the logic gates. As all of the IGBT drivers are coupled
using a single circuit, issues in one path often held back the other paths. The old
control circuit was replaced by a series of identical circuits to decouple all the IGBTs
drivers from each other. Each circuit is used to control one IGBT only, which makes
exchanging and replacing parts easier without affecting other working components.

The current design completely omits the logic gates used in the old design due
to the complexity of the gates. The circuit consists of one input for power and one
input for the control signal. The voltage regulator(L7820CV) is used to stabilise the
input voltage. The output is directly connected to the respective IGBT. Eight identical
circuits are used in the platform to enable the fast switching of the magnetic fields.
The minimal switching time of the coils is around 3ms, which is similar to the old
control circuit and limited by the inductance of the coils. The finetune coils can be
switched a lot faster with a minimum switching time of around 0.5ms.

Figure 4.16. The schematic of the current control circuit for a single IGBT used on
the platform.

4.5 Optical dipole trap

To trap atoms with far-detuned light, atoms can be treated as classic oscillators
due to the low saturation intensity and scattering rate. The dipole potential and
scattering rate can then be expressed as follows

Udip(r) = −3πc2

2ω3
0

(
Γ

ω0 − ω
+

Γ

ω0 + ω

)
I(r) (4.6)
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where Γ is the natural linewidth of the transition, ω0 is the frequency of the transi-
tion and ω is the frequency of the light. The dipole potential is proportional to the
intensity. Therefore, the force acts to push the atoms away from the high intensity
region when the detuning is positive (∆ = ω − ω0 > 0) and to attract atoms when
the detuning is negative, and the force equates to zero when the light is on reso-
nance (∆ = 0). The dipole potential scales as I/∆ and the scattering rate scales
as I/∆2, therefore optical dipole traps work in a regime where the intensity is high,
to maximise the trap depths, and where the detuning is also large to minimise the
heating caused the scattering. Given the conservative nature of the dipole force, it
cannot be used for cooling directly but more often is used for storing cold atoms.
Far-detuned, high power dipole traps are often used to trap atoms with tempera-
tures well below 1mK as the heating rate is very low [94].

4.5.1 Trap setup

The optical dipole trap used in the platform has been modified during the course
of this thesis. The dipole laser used has been changed from a 30W DiNY cwQ 50
laser to a 50W laser from IPG Photonics due to a malfunctioning chiller of the DiNY
laser. The output beam waist of the IPG laser is around 2mm which is a factor of
3 larger than the original from the DiNY, therefore a telescope is used to reduce
the beam diameter. The output of the laser is divided into two paths known as the
waveguide and dimple. The waveguide path is roughly 8W and the dimple path is
roughly 2Wmeasured near the science cell. A set of piezoelectric mirrors are used
at the ends of the optical paths for a final adjustment of the beams onto the atoms.
By scanning the control voltage of the mirror driver, the mirror can be tilted in small
steps in a repeatable fashion which is crucial for the final alignment.

4.5.2 Trap geometry and frequencies

The geometry of the trap is arranged as follows; the waveguide beam is shone in
at an angle of 8° with respect to the axis of the magnetic trap and the dimple beam
is placed diagonally from bottom to top, making an angle of 50° to the direction of
gravity. The beam waist of the waveguide is compressed to 30µm by a cylindrical
telescope in the direction of gravity and 60µm in the horizontal direction. The dimple
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Figure 4.17. A schematic of the optical dipole trap setup. Taken from [91].

beam has a uniform waist of 80µm. The cylindrical telescope is mounted on a
translation stage which allows a fine adjustment of the focus.

The dipole trap is characterised by measuring the trapping frequencies in three
directions. Trapping frequencies can be measured by either applying a magnetic
field gradient or moving one of the dipole trap beams for a very short time. Both
methods introduce oscillations of the atomic cloud within the trap. By holding the
cloud in the trap and imaging the cloud after a fixed time of flight, the trapping fre-
quencies are measured using the piezoelectric mirrors, with the cloud oscillations
being induced by the mirror’s movement. The position of the cloud can be extracted
from the images and the frequency of the trap can be calculated by fitting a damped
sine wave as shown in Fig. 4.18. The trapping frequencies in the x-y plane per-
pendicular to the direction of the gravity are measured using the main imaging path
and the Retiga EXi camera. To measure the trapping frequency along the direction
of gravity, a separate camera located next to the front MOT beam is used.

Before the dipole laser is changed, the trapping frequencies in Hz are given in
the following [47]

ωx = 2π × (243.7± 1.5) (4.8)

ωy = 2π × (179.6± 0.4) (4.9)

ωz = 2π × (410.4± 6.5) (4.10)

As more power is used in both dipole trap beams, higher trapping frequencies
are expected. The current measurements for the trapping frequencies are shown



68 Optical dipole trap

in Fig. 4.18 and the values obtained are listed below,

ωx = 2π × (331.4± 2.1) (4.11)

ωy = 2π × (243.2± 1.3) (4.12)

ωz = 2π × (566.1± 6.4) (4.13)

Figure 4.18. The trapping frequencies of the dipole trap with the new 50W laser.
The trapping frequencies in x (Top), y (Middle), z (Bottom) directions are
extracted by fitting a damped sine wave to the positions of the cloud.

4.5.3 Power stabilisation of the trap

Both beams are power stabilised using 80MHz AOMs. A small proportion of each
beam near the science cell is reflected by a pick-off plate onto a photodiode. The
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photodiode signal, along with a set-point given by the experimental control, is used
by a PID controller to stabilise the intensity of the dipole beam. The power stabili-
sation provides a stable trap with a constant trap depth which is crucial for further
cooling of the atoms in the dipole trap. During the change of the laser, the optical
paths are realigned by using signals on the photodiode as an initial reference. Once
the error signal approaches zero, the piezoelectric mirrors can be turned manually
while looking for the initial signal of the atoms. After obtaining the first signal, fine
scans can be carried out to optimise the signal. An example of atoms in the waveg-
uide is given in Fig. 4.19.
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Figure 4.19. An example of around 2.3× 106 atoms in the waveguide after the
optimisation of the dipole trap.

4.6 Microwave and radio setup

The setup of the microwave (MW) and radio frequencies (RF) plays a key role in
both achieving quantum degeneracy of both species and utilising the spin degrees
of freedom. The setup has an output frequency range between 5 kHz and 4.4GHz
with 10Wmaximum output power. A detailed description of the setup can be found
in [95].

4.6.1 Frequency sources

Precise frequencies are needed to manipulate atoms in different hyperfine states,
therefore a 10MHz rubidium frequency reference is used as the frequency standard
for the setup. As the main frequency sources for the setup, two DDS (Direct Digital
Synthesis) boards and an adjustable microwave source based on a PLL (Phase
Lock Loop) board are used. Both DDS boards are connected to a function generator
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which outputs a 500MHz signal. Both DDS boards can output between 300 kHz
and 200MHz with a frequency resolution below 1Hz and a 14 bit phase resolution.
One board has two outputs and the other one has four, which can all be controlled
independently in terms of frequency, phase and power. The PLL board is used to
synchronise the frequencies across the setup.

4.6.2 I/Q mixers

The limited bandwidth (200MHz) of the DDS boards leads to an I/Q mixing scheme
for higher frequency generation. A standard I/Q mixer takes in a fixed frequency
f0 and a changeable intermediate frequency f1, resulting in four output frequencies
f0, f1, f− = f0 − f1 and f+ = f0 + f1. Different techniques can be implemented to
suppress unwanted frequencies. In the scheme, two separate I/Q mixers are used
for different frequency ranges, one for RF (50MHz - 500MHz) and the other for MW
(800MHz - 2000MHz). The output power of the mixers are limited by the output
power of the DDS boards, which is not sufficient to directly drive the transitions of
atoms. To amplify the output for both channels, a two-stage amplification is imple-
mented with a pre-amplifier and a final-stage amplifier. The amplifiers used on each
channel are different due to the different frequency range. For frequencies below
50MHz, a direct output of one of the DDS boards is used without the I/Q mixing
scheme.

4.6.3 Antennas

To drive the atomic transitions, two separate loop antennas are used for RF andMW
pulses respectively. An antenna is a loop of bare solid copper wires used in coaxial
cables soldered with a connector which connects to an amplifier via coaxial cables.
A large part of the power is reflected due to the antenna’s impedance not being
matched. The RF antenna is a rectangular loop with two windings which is placed
at the top of the science cell against gravity. Direct couplings between the Zeeman
sublevels are usually around 5MHz which is realised using the RF antenna. The
MW antenna on the other hand only has a single winding and a circular shape. The
position of the MW antenna is also different from the RF one, at the front of the
science cell perpendicular to gravity. The MW antenna plays a big role in cooling
as well as coupling between different hyperfine states.

The position of the MW antenna is crucial for reliably producing Bose-Einstein
condensates of both species during the evaporative cooling stage in the magnetic
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trap. Small movements on the level of 1mm would result in a difference in atom
number in the magnetic trap by a factor of 10. The initial rough alignment of the MW
antenna is usually carried out by moving the antenna incrementally and monitoring
the atom number in the magnetic trap after the evaporative cooling. Further opti-
misation can be done using atoms in an optical lattice. Driving Rabi oscillations for
atoms between |1, 1⟩ and |2, 2⟩ to maximise the Rabi frequency can be carried out
by moving the position of the MW antenna.

4.6.4 Controlling the pulses

With all the necessary tools to generate the pulses with various frequencies, an Ar-
duino DUE is used to control the setup. Each frequency ramp is written in ASCII
format with four parameters, duration(µs), start frequency (Hz), stop frequency (Hz)
and amplitude (0-1000). As an example, a frequency sweep from 1900MHz to
1800MHz for 9 s with maximum output power is written as

rt900000F1900000000f18000000a1000z

where r and z are identified as the start and end of the ramp. All the ramps are
pre-calculated and programmed at the beginning of each run by the Arduino. After
the run is finished, the Arduino will reset automatically.

4.7 Imaging system

4.7.1 Absorption imaging

A commonly used technique for atomic detection is absorption imaging [96]. The
idea behind absorption imaging is to let light which is on resonance with one of the
atomic transitions pass through an atomic sample and then record the signal on a
CCD camera. Since the light is on resonance, a certain amount of photons will be
absorbed by the sample which results in a reduction in the intensity of the light in
the region where the atomic sample is. The signal then can be used to calculate the
properties such as atom number, temperature and density. For spinor gases used
on the platform, both hyperfine ground states F = 1 and F = 2 can be detected by
shining the repumping light for a very short amount of time. In the absence of the
repumping light, only atoms in F = 2 are detected.

In total, 3 images are taken during a typical imaging sequence. The first image
Iatom consists of the imaging beam, atoms and the background. The second image
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Iref consists of the imaging beam and background only. The last image Ibg only in-
cludes the background. The third picture is subtracted from the first and the second
picture to remove the background noise,

I1 = Iatom − Ibg I2 = Iatom − Ibg (4.14)

The optical density is calculated using the two images I1 and I2, along with the
resonant scattering cross section σ0, the saturation intensity Isat0 and the imaging
constant α∗. The formula used to calculate the optical density is as follows,

OD(x, y) = − 1

σ0

[
α∗ ln

(
I2(x, y)

I1(x, y)

)
+
I1(x, y)− I2(x, y)

Isat0

]
(4.15)

where σ0 = 3λ2

2π
. The imaging constant α∗ is determined from experimental imper-

fections, polarisation, residual detuning etc. In the case of I1 ≪ Isat, the optical
density is dominated by the ln term, therefore the second term can be neglected.
When I1 ≫ Isat, the intensity correction from the second term becomes significant
and should be included in the calculation. Both α∗ and Isat have to be calibrated
experimentally for each imaging system, and the calibration for the platforms are
provided in [47]. The values obtained are given in table 4.3. The atom number
for both species in the optical dipole trap can then be determined by summing the
optical density in the corresponding regions.

specie Saturation intensity Isat0 Magnification,M Imaging constant α∗

Sodium 20.3/pix/µs 6.54 ± 0.04 3.6
Lithium 11.2/pix/µs 15.44 ± 0.12 3.1

Table 4.3. The obtained values from the imaging calibration carried out in [47] on
the platform.

4.7.2 Optical setup

Atoms are imaged in the direction of gravity in the platform as the imaging light is
shone from the top of the science cell. After passing through the atoms, the light
is collected using an objective system built in-house before being recorded on a
CCD camera. Both species share a common imaging path up to a dichroic mirror,
where the imaging light for lithium passes through, and the imaging light for sodium
is reflected, as shown in Fig. 4.20. Two independent CCD cameras are used on the
platform, a Q-Imaging Retiga EXi for sodium and a HNü 512 EMCCD for lithium.
The details of the setup can be found in [97].
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Figure 4.20. A schematic of the imaging setup used on the platform. Adapted
from [47].

4.8 Experimental control system

4.8.1 Hardware for control

Four analogue output modules from National Instruments (NI) are used to control
the experiment. Three PXI-6733 modules provide 24 analogue channels and 24 dig-
ital channels. The other PXI-6733 provides another 24 digital channels. Each ana-
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logue channel can output between−10 and 10V and each digital channel can output
either 0V or 5V. Two-state (on/off) controlled devices like shutters and switches,
which only take binary inputs, are controlled using digital channels. Other devices
such as power supplies are controlled using analogue voltages. The four modules
sit in a PXI-1033 chassis which provides all the necessary power and cooling. The
communication between the control computer and the chassis is established using
the Data Acquisition (DAQ) software from NI.

4.8.2 Software for control

Experiments on the platform are usually carried out in a series of stages. Each
stage involves different components of the experiment at a specific time, therefore
sequences need to be pre-programmed to accomplish the tasks. Moreover, a clock
is needed to synchronise each module in the chassis. The control software used
was based on MATLAB. All the instructions for controlling the experiment are edited
and compiled using a self-developed editor know as SDFF. The details of SDFF can
be found in [98]. The control system provided all the necessary features needed
for controlling the platform, with some drawbacks. The clock used for the control
system has a constant rate which makes compiling the experimental sequence very
slow when pulses with a very short duration are needed. In order to reduce the
turnover time between the shots, a new experimental control system known as the
labscript suite was implemented.

The labscript suite was developed for controlling ultracold quantum gas exper-
iments [99–101]. The framework is based on Python and consists of six modules
which can be divided into three categories, preparation, execution and analysis as
shown in Fig. 4.21. An FPGA based pseudoclock clock (Opal Kelly XEM3001)
serves as the master clock of the system which reduces the compiling time of the
sequence significantly compared to the old control system.

For the preparation, the connection table defines all the necessary connec-
tions between the hardware and the control system. The experimental sequence is
placed in a python file named Experimental.py which can be modified to accommo-
date different needs. Runmanager serves as a graphical user interface for chang-
ing the values of global parameters quickly without modifying the experimental se-
quence file every time. The files for the experimental sequence and the connection
table are compiled before being sent to BLACS for execution.

BLACS is the bridge that connects the experimental sequence and the hard-
ware. One advantage of the labscript suite is the ability to integrate new devices
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Figure 4.21. The modules involved in the labscript suite framework. Taken
from [91].

such as arbitrary waveform generators and cameras into BLACS. The microwave
and RF system and two cameras have been integrated into BLACS over the course
of this thesis. Users can also manually change the output of each individual channel
via BLACS for debugging.

The data acquired on the platform via cameras saved in the form of HDF5 is
transmitted to Lyse for visual inspection. Lyse is used to plot the quantities of interest
for users to carry out the necessary data analysis. For debugging, it is often useful
to check the values of certain channels during a shot which can be seen using
Runviewer.

4.9 Experimental sequence for double BECs

A typical sequence used in the platform to generate two BECs for sodium and lithium
is given below. Roughly 50 s is needed for both species to reach quantum degen-
eracy.

Li MOT 
loading

Na MOT 
loading MT ODT TOF Readout

~ 10 s ~ 8 s ~ 18 s ~ 4 s ~ 3 ms

Spin polarisation

~ 1 s

Figure 4.22. The stages involved to achieve quantum degeneracy in the platform.



76 Experimental sequence for double BECs

4.9.1 MOT stage

During this stage, the Zeeman slower is switched on to slow down the atoms from
the atomic source. The lithium MOT is loaded for 10 s before the sodium MOT
gets loaded for 8 s while the laser light for lithium is kept on. The magnetic fields
needed for the MOTs are provided through a combination of the curvature and offset
coils. Once the loading stage is finished, the atomic beam shutter next to the atomic
source is closed to reduce the pressure in the science cell region, and the light for
the Zeeman slower is also blocked by the optical table.

In order to monitor the MOTs loading during a shot, a MAKO G-030B camera
from Allied Vision is mounted around 30 cm above the science cell. The camera
is integrated into BLACS so that it takes a picture during the loading stage. The
image is saved in the corresponding HDF5 file which can be used for analysis. The
image of the MOT is also plotted along with the usual atom image for a quick visual
inspection when the experimental run is finished, as shown in Fig. 4.23

MOT

Figure 4.23. A typical shot of sodium obtained on the platform. During the MOT
loading stage, an image of the MOT is taken by a MAKO camera.
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4.9.2 Spin-polarisation stage

After both MOTs are loaded, a spin polarisation scheme is used to transfer most
atoms into |2, 2⟩ for both sodium and lithium. This is carried out by ramping the mag-
netic field up to 20G using the bias coils and applying an optical pumping scheme
using the umpump light and umpump repumper light. The process usually takes
600µs.

4.9.3 Magnetic trap and evaporative cooling stage

Atoms are then transferred into the magnetic trap by ramping up the currents of the
curvature, gradient and bias coils. The transfer takes 3ms. The magnetic fields are
set to trap the atoms in |2, 2⟩ for both species. There is still an amount of atoms in
|2, 1⟩ which leads to heating of the sample. A microwave pulse is used to clean the
unwanted atoms in the state of |2, 1⟩ by coupling them into untrapped states |1, 1⟩
and |1, 0⟩. The microwave pulses sweeps from 1870MHz to 1810MHz for 500ms.

To further cool atoms down in the magnetic trap, two evaporative cooling pulses
are provided consecutively. The transition used is from |2, 2⟩ to |1, 1⟩. The first
pulse sweeps from 1900MHz to 1800MHz and the second one is from 1800MHz
to 1776MHz. Each pulse lasts 9 s. The end point of the second pulse needs to
be adjusted on a daily basis due to the fluctuation of the magnetic field. After the
cooling, atoms are around 1µK in the magnetic trap.
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Figure 4.24. An example of the magnetic trap with 1.6× 107 atoms after
evaporative cooling. Only a part of the magnetic trap is imaged due to the high
magnification of the imaging system.
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4.9.4 Optical dipole trap stage

Atoms are first loaded into the waveguide path of the dipole trap by reducing the
confinement from the magnetic trap and increasing the power of the waveguide
beam to 10W. The waveguide is located slightly below the magnetic trap so that
atoms can fall into the waveguide. Atoms in |2, 2⟩ have a much higher three-body
loss rate which leads to a short lifetime in the trap [102]. Atoms are then transferred
to |1, 1⟩ using rapid adiabatic passage [103]. A microwave sweep is applied for
500ms with a frequency of 1778MHz and a range of 1MHz. The frequency is calcu-
lated for a magnetic field of 2G using the Breit-Rabi formula and the magnetic field
is provided by using the offset coils and is actively stabilised through a feedback
loop. The transfer efficiency is around 70% for the process.

The dimple beam is then switched on to form a cross dipole trap and the atoms
are trapped in the intersection region of both beams. To finally condense the trapped
atoms, evaporative cooling occurs by reducing the intensity of the waveguide beam
slowly from 10W to 800mW in 5 s.

4.9.5 TOF and readout stage

To image BECs, absorption imaging is used with the setup described in Section
4.20. In-situ profiles are usually not reliable for measuring properties of BECs due
to the high optical density. Time of flight (TOF) measurements are carried out by
switching off the dipole trap which leads to the free expansions of atomic clouds.
Properties such as atomic density and temperature can be obtained through TOF
measurements.

Figure 4.25. A comparison between two profiles of a sodium BEC. Left: An in-situ
profile of a BEC. Right: A TOF profile (3ms) of a BEC with 6.27× 105 atoms.
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The cloud is imaged after TOFwith absorption imaging. Three pictures are taken
during the process. The duration of the imaging pulse can be varied depending on
the atomic cloud, typically 25µs is used to image BECs in the platform. The intervals
between the pictures are given by 200ms and 400ms.





5 Characterisation of the platform

This chapter describes the main improvements carried out on the platform in the
course of this thesis. The stability of producing BECs consistently is improved by
improving several different stages of the cooling sequence. In order to be able to
manipulate atoms in different magnetic substates, a new magnetic field stabilisation
setup was installed on the system. For a tighter confinement and local control, an
optical lattice setup described in [84, 104] was modified and the coherent manipu-
lation of atoms inside the lattice is managed. Work towards single atom counting in
a MOT with fluorescence imaging was also carried out.

5.1 Stability of atomic sample production

To be able to produce Bose-Einstein condensates reliably for both species is ben-
eficial for simulating new physics as well as improving the existing setup. Given
lithium atoms are sympathetically cooled in the magnetic trap via collisions with
sodium atoms, a relatively small fluctuation in sodium atom number leads to a dras-
tic change in lithium atom number in condensates. Moreover, an extensive statisti-
cal analysis was carried out on the project of the dynamic gauge field which indicates
a dependence on the atom number of the model [91]. Given the cooling process is
divided into several stages, it is intuitive to evaluate each stage separately.

The fluctuation of a sample can be quantified by using the coefficient of variation
which is defined as the following,

cv =
σ

µ
(5.1)

where µ and σ is the mean and standard deviation of the sample.

Given the high optical density of a sodium MOT on the platform, it is difficult
to evaluate the atom number precisely with absorption imaging, therefore the fluo-
rescence of the MOT is measured using the MAKO camera mounted on top of the
science cell. The magnetic trap is chosen to be the starting point of the optimisa-
tion. The improvement both on the atom number and fluctuations can be seen in

81
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Fig. 5.1. The main changes include the realignments of several optical paths such
as the Zeeman slower beam and spectroscopy setup. The intensity stabilisation
of the MOT path is also introduced which reduces the fluctuations. The 1.7GHz
frequency-shifter remains one of the bottlenecks of the experiment. The first order
diffraction efficiency is around 5% and reduces on a daily basis which worsens the
performances of the MOT and spin-polarisation. Given the small aperture (75µm)
of the frequency-shifter, a 75mm lens was used to focus the beam onto the aper-
ture. This lens has been replaced by a 150mm lens to reduce the sensitivity of the
alignment which helps to improve the efficiency by up to 8%. As a result, the av-
erage atom number in the magnetic trap is increased by 30% and the fluctuations
(cv) are reduced from 25% to 15%.

Figure 5.1. The atom number fluctuations in the magnetic trap before (Top) and
after (Bottom) the optimisation. The fluctuations quantified by cv is 25% and 15%
before and after the optimisation. The dashed lines indicate the minimum amount
of atoms required for loading into the optical dipole trap.

The next stage is the waveguide path of the dipole trap. Given the dipole laser
was changed over the course of this thesis, the optical alignment was redone while
keeping the same beam waists as before for both beams. However, the power
of both the laser beams increased by 50% which led to an increase in trapping
frequencies by 20%.
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The increase in power leads to a higher stability of loading in the waveguide with
a reduction of the coefficient of variation from 50% to 15%, as shown in Fig. 5.2.
Atoms can be condensed in the waveguide alone after the optimisation with a typical
condensate fraction η of 0.7 compared to a thermal cloud before the optimisation. To
extract the condensate fraction, the density profiles are fitted with a Thomas–Fermi
profile, the thermal profile and a sum of both which can be seen in Fig. 5.3.

Figure 5.2. The atom number fluctuations in the waveguide before (Top) and after
(Bottom) the optimisation. The fluctuations quantified by cv are 50% and 15%
before and after the optimisation. The dashed lines indicate the minimum amount
of atoms required for crossing the dipole beams.

The last stage is managed by ramping up the second dimple beam of the dipole
trap; given atoms are already reasonably cold in the waveguide, the additional
beams help to increase the condensate fraction even further to η =0.81. Similarly,
the atom number in the cross-dipole trap is improved with the mean atom number
increased from 3.05 × 105 to 4.1 × 105. The fluctuation (cv) on the other hand is
reduced from 18.6% to 9%.

5.2 Internal states manipulation

Coherent manipulation of both species via their internal states is an important tool
for the platform. To fully utilise the spin degree of freedom with the Zeeman shift,
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Figure 5.3. The density profiles of atoms in the waveguide. A condensate fraction
η of 0.71 (Left) is achieved after the optimisation compared to η = 0.32 before
(Right).

Figure 5.4. The atom number fluctuations in the cross-dipole trap before (Top)
and after (Bottom) the optimisation. The fluctuations quantified by cv is 18.6% and
9% before and after the optimisation. The dashed lines indicate the minimum
amount of atoms required for carrying out simulation or computation tasks.

precise control of the offset magnetic field is needed. By applying an offset magnetic
field, the energy differences between magnetic substates can be calculated using
Eqn. 3.8. Sodium atoms are used to understand the magnetic field fluctuations on
this platform given there are fewer atom number fluctuations compared to lithium.
For sodium atoms in |F = 1⟩ and |F = 2⟩ hyperfine manifolds, the Zeeman shift due
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to a small magnetic field B up to the second order is given by,

∆E ≈ pmF |B|+ q(4−m2
F )|B|2 (5.2)

where

p = ±
(
gJ − gI

4
± gI

)
µB ≈

+699.583 kHzG−1 F = 2

−702.369 kHzG−1 F = 1
(5.3)

q = ±
(
gJ − gI

4

)2
µ2
B

Ehfs

≈ ±138.65Hz/G2 (5.4)

For hyperfine transitions between |F = 1,mF ⟩ and |F = 2,m′
F ⟩, the change in

the transition frequency due to the Zeeman shift is given by

∆f = 2π × (mF +m′
F )× 0.71

kHz
mG

(5.5)

Given the transition between |1, 1⟩ and |2, 2⟩ is 3 timesmore sensitive tomagnetic
field fluctuations compared to the transition between |1, 1⟩ and |2, 0⟩, the transition
is used to calibrate the offset magnetic field of the platform.

On the platform, different magnetic substates can be coupled via microwave or
RF pulses. By applying a microwave pulse of certain duration, a certain amount of
atoms is transferred to the other state, Rabi oscillations between |1, 1⟩ and |2, 2⟩ can
be observed by varying the pulse duration tRabi as shown in Figure.5.5. The ratio
of the population difference between the two coupled states Ndiff and population
sum Ntotal is plotted as a function of the microwave duration tRabi. To quantify the
oscillations, a function f(t) is used to fit the experimental data.

f(t) = O + A× cos(Ω′t+ ϕ)× e−t/τ (5.6)

where A = Ω2

Ω′2 is the amplitude of the oscillation, Ω′ is the effective Rabi frequency
and ϕ is the phase. Factors such as fluctuations in the offset magnetic field and mi-
crowave power contribute to the dephasing process, therefore an exponential decay
function with a decay constant τ is used to quantify the effect of dephasing. The
Rabi frequency Ω and detuning ∆ can be calculated using the following equations,

Ω =
√
A× Ω′2 (5.7)

∆ =
√
Ω′2 − Ω2 (5.8)

In the ideal case without any technical fluctuations, the Rabi oscillations can be
characterised using the Rabi frequency Ω and the detuning ∆ which stay constant
during the oscillations. The magnetic field and the microwave power fluctuations
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play as the two main parts in the dephasing of the Rabi oscillations on the platform.
As Rabi frequencies Ω are proportional to the square root of MW power, the fluctua-
tions in power result the Rabi frequencies changing. On the other hand, fluctuations
in magnetic fields shift resonance frequencies according to Equation 5.5, leading
to changes in the detuning ∆. Fluctuations in both parameters contribute to the
dephasing of the Rabi cycles with a reduced decay constant τ . Typical free Rabi
oscillations between |F = 1,mF = 1⟩ and |F = 2,mF = 2⟩ without any stabilisation
are presented with a dephasing time of 0.43(12)ms in Figure.5.5.

Figure 5.5. Left: a single realisation of Rabi Oscillations between |F = 1,mF = 1⟩
and |F = 2,mF = 2⟩. Atoms in the two different states are separated by using a
Stern Gerlach pulse. Right: The population difference Rabi oscillations between
|F = 1,mF = 1⟩ and |F = 2,mF = 2⟩ without activate magnetic stabilisation. The
ratio of the population difference between the two coupled states Ndiff and
population sum Ntotal is plotted as a function of the microwave duration tRabi. A
dephasing time of 0.43(12)ms can be obtained by fitting the data.

It is also important to distinguish between the different timescales of the fluctua-
tions of the parameters. These can be categorised into shot-to-shot fluctuations and
long-term drifts due to effects such as the temperature. A simple toy model is used
to help understand the effects of shot-to-shot fluctuations in magnetic fields and mi-
crowave and radio power on the Rabi cycles. Long term drifts can be characterised
by preparing a coherent spin state with an equal-superposition of |F = 1,mF = 1⟩
and |F = 2,mF = 2⟩ and measuring the population imbalance for several hours.

5.2.1 A toy model for magnetic field fluctuations

The toy model uses Monte Carlo methods which rely on repeated random sampling
from certain distributions for both the Rabi frequency Ω and the detuning ∆. The
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Figure 5.6. The dephasing time τ extracted as a function of both the magnetic
field fluctuations (black) and MW power fluctuations (red) respectively. The data
used to extract the dephasing time τ is generated using the toy model with the
Rabi frequency Ω = 2π×8 kHz and the detuning ∆ = 2π×0 kHz. The dashed lines
indicates the dephasing time extracted from the experimental platform.

output data from the model is fitted with Equation 5.6.

To understand the effect of MW power fluctuations qualitatively, it is assumed
the Rabi frequency follows a Gaussian distribution Ω ∼ N(Ω0, σ

2), with Ω0 = 2π×
8 kHz and σ varies from 0.1% to 5% Ω0. Similarly, magnetic fluctuations can be
simulated by assuming ∆ ∼ N(∆0, σ

2), with ∆0 = 2π× 0 kHz and σ varies from
2π×0.1065 kHz (50µG) to 2π×10.65 kHz (5mG). Rabi oscillations are simulated up
to 5ms for each parameter independently while setting the fluctuations in the other
parameters to zero. 1× 104 samples are generated for each value of the parameter
with a step size of 0.02ms (Fig.5.7).

Qualitatively, the dephasing time decreases as the fluctuations increase for both
parameters. However, the Rabi oscillations behave differently at longer timescales
(5ms) for the two parameters. To gain a more intuitive idea of the contribution
to the dephasing process from different levels of fluctuations in each parameter,
the dephasing time is extracted from the Rabi oscillations with different levels of
fluctuations in each parameter. At each fluctuation level, 1 × 104 samples of the
Rabi cycles up to 5ms was simulated and fitted to obtain the dephasing time. The
results obtained are shown in Fig.5.6. For MW power fluctuations, a clear trend of
reduction in the dephasing time can be observed as the fluctuation increases. The
same overall trend can also be observed in the case of magnetic field fluctuations
but with larger standard errors.
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Figure 5.7. Simulated Rabi oscillation between |F = 1,mF = 1⟩ and
|F = 2,mF = 2⟩ for both the magnetic field fluctuations (black) and MW power
fluctuations (red). To generate both sets of data, the Rabi frequency is set to be
Ω = 2π×8 kHz and the detuning is set to be ∆ = 2π×0 kHz

.
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5.2.2 Stabilisation scheme

The general idea behind the stabilisation scheme is demonstrated in Fig.5.8. The
input signal from the fluxgate sensor is subtracted by a reference voltage and then
amplified using a home-built circuit. The amplified signal is then fed into a PID
controller along with a set-point provided externally via the experimental control,
and the output of the PID is used to control the power supply which regulates the
magnetic field.

Offset board PID control

Y-coils

Y-fast coils

Fluxgate sensor

Atoms

Set pointVref

Vin

Vcontrol

Power supply
(Offset Y)

Power supply
(Offset Y-fast)Current driver + +

x

z

y

Figure 5.8. The magnetic field stabilisation scheme used in the platform. Adapted
from [91].

The magnetic field required is generated by three sets of offset coils. Two sets
are responsible for the magnetic field in the direction of the Zeeman slower beam,
the Y-coil and Y-fast-coil. The other set is responsible for the magnetic field in the
direction of gravity, known as the Z-coil. Each pair of coils are connected to a power
supply which can be controlled using an analogue voltage provided by the experi-
mental control. The offset magnetic field is generated by using a combination of Y
and Z-coils, and the Y-fast coil is used to actively regulate the magnetic field.

To measure the magnetic field next to the science cell, a three-axis magnetic
field sensor (Bartington MAG-03MS1000) is placed directly in front of the glass cell.
The sensor can measure the magnetic field in three perpendicular axes with a range
between −10 and 10G, with an extremely low measurement noise floor 60 nG/

√
Hz

at 1Hz. The fluxgate sensor outputs three separate voltages which scales linearly
with the magnetic fields in the corresponding directions, with the scaling factor being
1VG−1 for the model used in the platform. Only the magnetic field in the Zeeman
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slower (Y) direction is measured and regulated.

The regulating bandwidth of a set of coils connected to a power supply is limited
by the inductance of the coil and the output capacity of the power supply. For the
Y and Y-fast coils, the bandwidths are measured to be around 30Hz and 90Hz
respectively. To regulate high-frequency noises away, the output capacity of the
power supply needs to be reduced. A circuit serving as a voltage controlled current
source is used for this purpose, with the design based on the work in [105,106].

The current source regulates the current through a feedback loop by using an
operational amplifier (OP 27). The OP 27 takes a control voltage as the set-point
and the measured signal is provided by the voltage drop across a high power re-
sistor (R5) which acts like a shunt resistor. The output of the OP 27 flows through
a Darlington transistor (MJ11032) which regulates the current flowing through the
coils. The value of the shunt resistor (R5) determines the conversion factor between
voltage and current which is chosen to be 1Ω.
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Figure 5.9. The circuit diagram of the voltage controlled current source used in
the platform. Taken from [105].

The bandwidth of the current controller is set by a low pass filter which consists
of a resistor (R3) and a capacitor (C3). The maximum regulating current of a sin-
gle current controller is 10A. For applications requiring a higher current, several
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identical controllers can be connected.

The old stabilisation scheme was implemented as described in [107]. The ref-
erence voltage is provided using a 20 bit digital-to-analog converter (AD5791). The
amplification is provided by a single-channel, 1024-position digital potentiometer
(AD5293). Both the reference voltage and the amplification factor can be controlled
using an Arduino. Additionally, an opto-isolator is also included in the setup to pro-
tect the high-precision components. A PCB board is used to host all the components
mentioned above.

Soldering and debugging of the PCB board, however, is difficult due to the com-
pact size and complexity of the layout. Therefore, a simplified circuit is used to
replace the old setup in the experimental platform while keeping the same over-
all stabilisation scheme. In the new setup shown in Fig.5.10, the measured voltage
from the fluxgate sensor is subtracted by a reference voltage. The reference voltage
is provided by a high precision, dual-tracking reference (AD588) and a 25-turn man-
ual potentiometer is used to vary the reference voltage. The amplification is carried
out by a precision instrumentation amplifier (AD-524N). The amplification factor of
the amplifier is fixed to either 10, 100 or 1000 by moving the jumper at SV3. The new
design reduces the complexity of the board for easy assembling and debugging,
and can also be used for other high-precision applications such as microwave and
radio power stabilisation.
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Figure 5.10. The circuit diagram of the new stabilisation board. The reference
voltage provided by AD588 can be varied using the manual potentiometer (R2).
The amplification is managed by AD542N. The amplification factor can be
changed from 10, 100 and 1000 by changing the jumper at SV3
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5.2.3 Rabi oscillations with stabilisation

To compare the old and new stabilisation setup, Rabi cycles were carried out us-
ing the same transition (|F = 1,mF = 1⟩ to |F = 2,mF = 2⟩) around 2G as shown in
Fig.5.11. The dephasing time is increased by a factor of 2with the new setup. By as-
suming the fluctuation is from the MW power or the magnetic field only, estimations
can be made of the magnitude of the fluctuations using the simple toy model. If the
dephasing is caused by the MW power fluctuations only, by comparing a dephas-
ing time of 3.36(62)ms obtained from the experiment to the simulation, the power
fluctuation of the MW setup can be bounded between 0.5% and 1%. However, no
estimation of the magnetic field fluctuations is feasible due to the large standard
errors predicted by the toy model on the transition alone.

Figure 5.11. Rabi oscillations between |F = 1,mF = 1⟩ and |F = 2,mF = 2⟩ with
activate magnetic stabilisation. Left: fringes obtained with the old setup with a
dephasing time of 1.72(26)ms. Right: fringes obtained with the new setup with a
dephasing time of 2π×3.36(62)ms.

A second transition from |1, 1⟩ to |2, 0⟩ is used to help estimate the magnetic
field fluctuations. The change in frequency ∆f = 2π× 0.71 kHzmG−1 is a factor
of 3 smaller than |1, 1⟩ to |2, 2⟩ (2π×2.13 kHzmG−1). By repeating the Rabi cycle
using this transition, a dephasing time of 10.2(34)ms is obtained. A similar simu-
lation based on the toy model with the same transition is carried out, taking into
consideration the lifetime of |2, 0⟩ which is measured to be 15.3(21)ms. As shown
in Fig.5.13, a similar bound can be obtained for the magnetic field fluctuation which
is given as ∆B ∈ [0.7mG, 0.9mG].
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Figure 5.12. Rabi oscillations with different transitions. Left: oscillations between
|F = 1,mF = 1⟩ and |F = 2,mF = 0⟩ with a dephasing time of 10.2(34)ms. Right:
oscillations between |F = 1,mF = 1⟩ and |F = 2,mF = 2⟩ with a dephasing time of
3.36(62)ms.
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Figure 5.13. Dephasing time as a function of the magnetic field fluctuations for
two different transitions. Left: The transition |1, 1⟩ to |2, 2⟩ is used. Right: The
transition |1, 1⟩ to |2, 0⟩ is used whilst taking into account the lifetime of |2, 0⟩. The
dashed lines indicate the dephasing time obtained from the experiment using each
transition respectively. The dashed lines indicates the dephasing time extracted
from the experimental platform.
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5.3 Local confinement

5.3.1 Optical lattice

The local confinement is achieved in the platform using a one-dimensional lattice as
described in [84,104]. The lattice is created by focusing two parallel beams using a
lens with focal length of 200mm, as can be seen in Fig.4.20. The distance between
the two lattice beams before the lens is given by 10mm, therefore the lattice spacing
aL for a given wavelength λ can be calculated using the following equation,

aL =
λf

d
f ≫ d (5.9)

where λ is the wavelength of the lattice beams, f is the focal length of the lens
and d is the distance between the two parallel lattice beams. The simplest way of
changing the lattice spacing is to change the wavelength of the lattice beams. For
this reason, the lattice laser is changed from a coherent Verdi V10 (532 nm) to a
tunable Ti:sapphire laser system (520 nm to 1030 nm) from Sirah Lasertechnik. The
wavelength of the lattice is set to be 610 nm which makes it red-detuned for sodium
atoms and the lattice spacing is given by 11.6(6)µm in this case. Given 5mW in
each lattice beam, the trapping frequency is around 2 kHz, therefore the tunnelling
effect between different lattice wells can be ignored in this regime [94,108] and each
lattice well can be assumed to be an independent system.

5.3.2 Spatial inhomogeneity of one-photon coupling

Rabi cycles inside the optical lattice are used to understand the system locally.
After sodium atoms are condensed in the cross dipole trap, the lattice is ramped
up adiabatically in 200ms to confine the atoms locally. The coupling between |1, 1⟩
and |2, 2⟩ is carried out using the MW field at 2G, as in the dipole trap without
any local confinement. For detection, atoms are first separated using a magnetic
field gradient (Stern Gerlach) while keeping both the dipole beams on. The Stern
Gerlach pulse used is optimised such that the separation is along the direction of the
lattice. Absorption imaging is used to image the atoms inside the lattice. By varying
the duration of the MW field, the Rabi oscillations can be observed as shown in Fig.
5.15.

Rabi frequencies can be extracted locally by measuring the population imbal-
ance in each lattice well as shown in Fig.5.16. Assuming the magnetic field gradi-
ent across the cloud is negligible, and given the Rabi frequency is proportional to
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Figure 5.14. An in-situ image of sodium atoms inside a 610 nm optical lattice.
Each lattice beam has a power of 5mW. Atoms are trapped at intensity
maximums.

Figure 5.15. Rabi oscillations between |F = 1,mF = 1⟩ and |F = 2,mF = 2⟩
inside an optical lattice. The two states are separated using a Stern Gerlach pulse
before imaging.
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square root of the MW power, the incident field gradient across the atomic cloud
can be deduced from the Rabi frequencies as shown in Fig.5.16. Due to the limited
amount of data available caused by the vacuum issue, more measurements are
needed for the MW field gradient analysis.

Figure 5.16. The local Rabi frequencies obtained from each well of the lattice.
The Rabi frequency ranges from 16.80(82) kHz to 17.60(75) kHz. The large
standard errors can be attributed mainly to the limited amount of data points
available for the measurement.

5.3.3 Detection noise of the imaging system

By taking advantage of the local confinement achieved by the lattice, the detection
limit of the current imaging system can be calibrated. The calibration method makes
use of a coherent spin state which follows a binomial probability distribution [109].
By carrying out statistical analysis of N independent particles in a superposition
state of |ψ⟩ =

√
1− p |1⟩ +√

p |2⟩, the probability of finding N2 particles in state |2⟩
is given as follows

P (N2;N, p) =
N !

N2!(N −N2)!
pN2(1− p)N−N2 (5.10)

Similarly the variance and covariance are given by the following,

Var(N2;N, p) = Var(N1;N, 1− p) = Np(1− p) (5.11)

Cov(N1, N2; p) = −Np(1− p) (5.12)

Combing Eq.5.11 and 5.12, the variance of the difference of the atom number in the
two states |1⟩ and |2⟩ for a coherent spin state can be expressed as

Var(∆N)CSS = Var(N1) + Var(N2)− 2Cov(N1, N2) = 4Np(1− p) (5.13)
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where ∆N = N1 − N2 is the population difference between the two states. The
fluctuation is maximised (Var(∆N)CSS = N ) for an equal superposition (p = 0.5)
and minimised (Var(∆N)CSS = 0) for fully polarised states (p = 0, 1). Given the
population imbalance is defined as z = ∆N/N , the fluctuations of z known as the
quantum projection noise, or shot noise, can be expressed as

Var(z)CSS =
4p(1− p)

N
=

1− ⟨z⟩2

N
(5.14)

Experimentally, quantum projection noise of a coherent spin state can be used
to calibrate the imaging system [110]. An equal superposition of sodium atoms in
|1, 1⟩ and |2, 2⟩ can be prepared using the MW field. The sum N = N1 + N2 and
difference∆N = N1−N2 of atom number for the two states can then be calculated.
For such a coherent spin state, the variance of the difference in atom number is
given by Var(∆N)CSS = N +Var[Det(I)]. The term Var[Det(I)] corresponds to the
detection noise, which depends on intensity of the imaging light. The measurement
was carried out for sodium atoms inside the lattice and the results are given in
Fig.5.17. As the imaging calibration was performed on the platform as described
in [47], a function y = N + δ2techN

2 + ∆Det is fitted by taking the technical noise
∆2

tech = δ2techN
2 into account. The technical noise can arise from fluctuations in either

the Rabi coupling strength or magnetic field. A detection noise of ∆Det=331(37) is
extracted from the experimental data.

N1

N2

Figure 5.17. Shot-noise measurements using an optical lattice. Left: A realisation
of a coherent spin state prepared in the lattice. The atom number in 6 lattice wells
are measured separately. Right: The detection noise extracted from the fit is
∆det=331(37) atoms.

Given the quadratic dependence presented in the experimental data, technical
noise is a dominating factor for the measurements. Fluctuations in the MW power
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can be reduced by actively stabilising the MW power as described in [111]. The
imaging path on the experimental table could be optimised by using an AOM double
path as well as actively stabilising the imaging beam intensity. After reducing the
technical noises, the imaging calibration should be carried out again by varying the
intensity of the imaging beam and looking for the linear dependence between the
variance in ∆N and atom number N with the gradient equal to 1.
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5.4 Fluorescence imaging

Due to the issues related to the vacuum system during the last stage of this thesis,
as well as working towards non-destructive detection on the platform, effort has
been put in to achieve single atom counting in a sodium MOT with fluorescence
imaging. Fluorescence imaging at the level of a single atom has been demonstrated
on similar platforms [112,113].

5.4.1 A toy model for atom number dynamics

To understand the loading process, a simple toy model is developed. At each time
step, there are three processes involved in the model which are loading an atom,
losing one atom due to collisions with the background gas and losing two atoms
due to light-assisted collisions. The probability of losing one atom is given by p1
and the probability of losing one atom in a MOT with N atoms due to collisions with
background gas is given by the following,

P (1;N, p1) =
N !

1!(N − 1)!
p1(1− p1)

N−1 (5.15)

Similarly, the probability of losing two atoms from the trap due to light-assisted colli-
sions can be described using Eqn. 5.16, whereNpair is the number of pairs of atoms
inside the trap.

P (1;Npair, p2) =
N !

1!(Npair − 1)!
p2(1− p2)

Npair−1 (5.16)

Integrating the three processes into the toy model in the continuum limit gives a
basic understanding of the dynamics of the sodium MOT loading process on the
platform.

An example of time traces generated using the toy model is shown in Fig. 5.18.
Light-assisted collision has been studied extensively both theoretically and exper-
imentally [114–116], which could lead to sub-Poissonian loading of atoms in traps
[117]. A similar behaviour can also be observed using the toy model by looking at
the variance of each atom number as shown in Fig. 5.19

5.4.2 Experimental observations

The experimental sequence used for atom counting is similar to the one used in
[113]. During each experimental run, 200 images are taken before switching on the
magnetic field to load the atoms. During the loading process, another 200 images
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Figure 5.18. A single time trace (left) and 100 (right) time traces of loading
dynamics up to T = 3 s generated using the toy model.

Figure 5.19. Sub-Poissonian loading due to light-assisted collisions observed
using the toy model. The orange line indicates the mean and variance computed
from the time traces and the blue line indicates the Poissonian limit. Left:
Light-assisted collisions are switched off. Right: Light-assisted collisions are
switched on.

are taken for the propose of counting and finally another 100 images are taken after
the magnetic field is switched off. The MOT beams are kept on during the whole
sequence and the exposure time of each image can be varied by changing the
trigger pulse length of the camera.

In order to observe a single sodium atom in the MOT, the experimental platform
has been modified. Firstly, the imaging magnification has been reduced from 6 to
0.75 to reduce the size of the MOT on the camera, which reduces the number of
pixels needed to image the MOT. Given the platform was optimised for fast loading,
the diameter of theMOT and repumper beamswere reduced from 2.54 cm to roughly
2mm. The valve to the science cell was also closed to reduce the number of atoms
entering the science cell as well as actively cooling the ion pump of the science cell.
Despite all the efforts to reduce the loading rate of the MOT, the minimal loading
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rate is still around 20 atom/s.

Figure 5.20. The single atom signal obtained on the platform. Left: A single time
trace before (orange) and after (red) digitisation using the calculated calibration
factor. Right: A histogram of the camera counts during the MOT loading for 100
time traces. Clear separation due to single atom dynamics cannot be observed
from the histogram.

For data analysis, the number of counts in a selected region of interest seen
on the camera is summed up for each image. The first and last 100 images serve
as the reference images which are subtracted from the 200 images with loading.
Typically, the camera has a dead time of 12ms for the external acquisition mode
used, and an exposure time of 20ms is used for each image. To extract the atom
number from the counts measured on the camera, clear jumps should be observed
in the time traces as well as in the histogram of the camera counts. However, clear
jumps are not able to be observed in the histogram due to the fast loading rate and
short lifetime of the atoms inside the trap as shown in Fig. 5.20. As a result, an
estimation of imaging efficiency is carried out by taking into account factors such as
the numerical aperture of the imaging system, the quantum efficiency of the camera
and the transmission of the optical elements in the imaging path which yields a value
of 0.9%. The scattering rate of an atom is given by the following [118],

Rsc =
Γ

2

I/Isat
1 + 4(∆/Γ)2 + (I/Isat)

(5.17)

where Γ = 2π×9.795(13)MHz is the natural line width of theD2 transition, Isat =6.26mW/cm2

is the saturation intensity, and ∆ and I are the detuning and intensity of the MOT
beams. For I =13.8mW/cm2 and ∆ = 1.3Γ, the scattering rate is given by 6.8 ×
106 s−1. For 20ms exposure time, around 1300 photons are expected to be collected
by the camera for an atom. Using the calibration number obtained from the estima-
tion, the raw data is digitised to extract the atom number as shown in Fig.5.20.
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To summarise, single atom dynamics could be observed on the platform from the
time traces after digitisation of the raw data. However, factors such as fast loading
and the short lifetime of the atoms inside the trap smear out individual jumps in the
histogram. Further work needs to be carried out to reduce the loading rate and
improve the lifetime of the MOT.





6 Outlook

Ultracold mixture platforms have shown great potential for both quantum simula-
tion and computation, but the stability and reliability of such platforms still remain
a challenge. In the platform described in this thesis, progress has been made in
various aspects of the experiment. Stable production of sodium BECs with around
460×103 atoms has been achieved. More precise control of the internal spin states
via Rabi oscillations could be achieved with a more precise magnetic field stabil-
isation scheme down to 750µG. The local confinement of the system has been
achieved by using a 1D optical lattice where Rabi oscillations were made possible.
For state detection, the ima ging system is characterised using the quantum pro-
jection noise of a coherent spin state inside the lattice. The detection limit is given
by ∆det=331(37) atoms. Additionally, to prepare for non-destructive detection inside
the lattice, progress has been made towards single atom resolution in a sodium
MOT with fluorescence imaging.

To further improve both the stability and control of the platform, further work
can be carried out. The stability of BEC production can be improved by simplifying
the current laser table setup, such as replacing the 1.7GHz frequency AOM with a
350MHz AOM in a quadruple path configuration. The diffraction efficiency could be
improved from 5% up to 40% in a similar sodium potassium mixture platform in the
same lab. For spin manipulation, a stabilisation scheme needs to be implemented
on the MW power setup, as a small change in MW power reduces the dephasing
time significantly. More involved state manipulation sequences such as Ramsey
spectroscopy and spin echoes can also be carried out on the platform. Long term
stability of spin control can be achieved by activate temperature stabilisation of the
microwave and magnetic field control setup. To improve the detection, the imag-
ing system needs to be re-calibrated using the lattice implemented in the platform.
Moreover, work towards a non-destructive detection of atoms inside the optical lat-
tice can also be carried out based on the knowledge obtained implementing the
sodium MOT.
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