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Abstract

The rise of artificial intelligence has significantly impacted the field of computer vision. In par­
ticular, deep learning has advanced the development of algorithms that comprehend visual data,
and that can infer information about the environment, i.e., to mimic human vision. Among the
wide variety of visual algorithms, in this thesis, we study and devise generative deep­learning
models that enable image­to­image translation tasks, including style transfer and attribute ma­
nipulation. Such editing capacity might come in handy in those scenarios where additional data
that contains certain properties is required, but is not available a priori, or it is quite restricted.

Over the last years, we have seen how data has become the new gold in many domains,
as it has for deep­learning approaches. Indeed, the main Achilles’ heel of these models is the
ridiculous amount of labelled information that they crave. Therefore, we start this work by pre­
senting a few­shot learning system that exploits alternative forms of supervision, successfully
completing translation tasks with a very limited amount of samples. In this way, we open the
door to less data­demanding image­to­image systems. A second focus of this thesis is the explo­
ration and analysis of novel end­to­end models that incorporate inpainting modules to further
improve their editing abilities. To that end, we assess different architectures and loss terms, to­
gether with semantic manipulations (label information) as well as with geometry manipulations
(mask information), as input signal controls. The experimental evaluation of these scenarios al­
low us to gain insight into the role that the aforementioned elements might play when applying
style and attribute modifications. Furthermore, we conduct a frequency spectrum analysis for
both forged (deepfake) and generated images, paying attention to our image­to­image context
as well. From this, we derive and discuss the effects that up­convolutional units might have on
the final outcomes, such as artefacts in the high­frequency band. Last but not least, we present
an image­to­image transformation system for a real­world application: identification of seismic
events, such as diffraction and faults. The goal here is to combine two academic disciplines,
i.e., computer vision and geophysics, into one project, drawing and integrating their knowledge
to solve a given seismic problem.
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Zusammenfassung

In den letzten Jahrzehnten wurde der Bereich Computer Vision erheblich durch künstlichen In­
telligenz vorangetrieben. Durch den Erfolg von Deep Learning wurden Algorithmen entwick­
elt, die es ermöglicht, visuelle Daten automatisch zu verstehen. Diese erlaubt es dem Com­
puter, das menschliche Sehen nachzuahmen und dadurch Rückschlüsse über ihr Umgebung zu
ziehen. In dieser Arbeit untersuchen wir generative Deep­Learning­Modelle, die Bild­zu­Bild­
Übersetzungsaufgaben ermöglichen. Diese beinhaltet auch die Übertragung von Stilen und der
Manipulation von Attributen. Eine solche Art von Technik kann sich in Szenarien als nützlich
erweisen, in denen zusätzlicheDatenmit bestimmten Eigenschaften benötigt werden, die jedoch
a priori nicht oder nur sehr eingeschränkt verfügbar sind.

Deep­Learning­Ansätze benötigen eine große Menge an Daten. Dadurch nimmt der Be­
darf an Daten immer mehr an Bedeutung. Konkret brauchen solche Ansätze sogenannte an­
notierten Daten, um effektiv die Zielfunktion automatisch zu lernen und das Training dadurch
überhaupt zu ermöglichen. Daher stellen wir in dieser Arbeit zunächst ein Lernsystem vor,
das alternative Formen der Überwachung ausnutzt und Übersetzungsaufgaben mit einer sehr
begrenzten Anzahl von Stichproben erfolgreich bewältigt. Auf diese Weise vereinfachen wir
die datenintensiven Bild­zu­Bild­Systemen durch das automatische Generieren von Bilddaten.
Ein zweiter Schwerpunkt dieser Arbeit ist die Erforschung und Analyse neuartiger End­to­End­
Modelle, die Inpainting­Module zur weiteren Verbesserung ihrer Bearbeitungsfähigkeiten en­
thalten. Zu diesem Zweck werden verschiedene Architekturen und Zielfunktionen zusammen
mit semantischen Manipulationen (Label­Informationen) sowie mit geometrischen Manipu­
lationen (Masken­Informationen) als Eingangssignalsteuerungen untersucht. Unsere Experi­
mente zeigen, welche Faktoren bei der Anwendung von Stil­ und Attributmodifikationen eine
wichtige Rolle spielen undwie diese beeinflusst werden können. Darüber hinaus führenwir eine
Frequenzspektrumsanalyse durch, welche sowohl gefälschte (Deepfake) als auch für generierte
Bilder beinhalten werden. Daraus leiten wir die Auswirkungen ab, die Aufwärtsfaltungsein­
heiten auf das Endergebnis haben können, wie z. B. Artefakte im Hochfrequenzbereich. An­
schließend stellen wir ein Bild­zu­Bild­Transformationssystem für eine konkrete Anwendung
vor: das Identifizieren von seismische Ereignisse wie Beugung und Verwerfung. Ziel ist es,
zwei akademische Disziplinen, Computer Vision und Geophysik, in einem Projekt zu vereinen.
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x Zusammenfassung

Dadurch können in Zukunft seismische Probleme mit Computer Vision Ansatz gelöst werden.
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Chapter 1

Introduction

1.1 Computer Vision

Computer vision is a field of artificial intelligence that enables machines, such as computers,
mobile phones and cameras, to extract meaningful information from images, videos and other
visual digital content, and to take consequent actions. In other words, if artificial intelligence
enables systems to think, computer vision enables them to see. Therefore, its main goal is to
develop algorithms that help artificial entities to understand the content of visual data, and to
infer information about the environment, i.e., to mimic human vision.

When talking about human vision, the eyes are probably the first thing that comes to our
mind. In fact, they are the sensing organs responsible for detecting light, and sending signals
with the visual information along the optic nerve to the brain, which ultimately analyses and
memorizes the input content. Note, however, that this is a lifetime process with a slow but
steady learning curve. Only when we have been exposed to enough contexts and environments,
is it then possible to understand and explore unseen surroundings, finding connections within
these new scenarios. Computer vision works much the same as human vision does, except it
has a far shorter head start. Hence, the artificial solutions will be time­constrained. To deal
with this limitation, computer vision systems are equipped with cameras, data and algorithms,
instead of retinas, optic nerves and a visual cortex, which allow the engines to speed up the
learning process by several orders of magnitude. Figure 1.1 illustrates the schematic pipeline
of human vision and its artificial equivalent for computer vision.

New technologies are constantly emerging and evolving to cope with the current, upcoming
challenges. Machine learning, in particular deep learning, has become a dominant player for
most computer vision tasks, such as image classification, object detection, image generation
and semantic segmentation. The reason for its success is that deep­learning approaches involve
stand­alone iterative learning to recognize specific patters of the input, rather than traditional
hard­coded programming. As a result, automatic feature extraction is, nowadays, leading to

1



2 1.2. Generative Deep Learning

Figure 1.1. Schematic pipeline of human vision and of computer vision. Nature has always
been a source of inspiration for human being. In the computer vision community, scientists are
inspired by the different elements of human vision to build an artificial one.

major breakthroughs, not only in the vision community, but in many other domains. By feature
extraction, we refer to the skill performed by an artificial neural network, where it has to derive
task­specific indicators from given data, under the constraints of a specific problem. Histori­
cally, finding these indicators or characteristics has been a very time­consuming procedure, due
to machine­learning practitioners needing to do it manually. While deep­learning approaches
have eclipsed previous work in this regard, they do also have flaws that one might need to
consider when using them. For example, they often suffer from data­hungriness due to the ne­
cessity of vast amounts of labelled data. Data augmentation, less data­demanding algorithms
or structures with inductive biases are some techniques to try to circumvent this drawback.
Nonetheless, this is still an ongoing research problem that keeps the researchers busy.

As mentioned before, deep learning has surpassed those traditional manually designed com­
puter vision algorithms in global performances for almost every data type, in this way allowing
data science teams to invest their efforts in more meaningful tasks. In fact, its success has been
so profound that it has become an indispensable player on Industry 4.0. A real­use case sce­
nario could be to train a system to recognize vehicle tyres, so that if there were any defect or
tyre­related issues, they would be automatically spotted and discarded.

1.2 Generative Deep Learning

Generative modelling is a machine­learning task, where a model learns the data distribution of
the training set x, so that it can describe it in terms of a probabilistic model p(x). The model
essentially addresses the density estimation, which is a core problem in unsupervised learning.
However, it is possible to extend generative models to a supervised setting, where labelled in­
formation y is also employed. To do so, the model now attempts to estimate the joint probability
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distribution p(x,y) by creating new plausibly instances, given the observation and the desired
label. Often, generative algorithms go hand in hand with discriminative ones. Unlike genera­
tive approaches, discriminative modelling tries to estimate a conditional probability distribution
p(y|x), which in practice means to model a decision boundary between the classes, ignoring
the actual distribution of each class.

Suppose we have a dataset with two classes of animals, dogs and cats, and our goal is to
classify them. A discriminative approach will try to find a straight line, i.e., a decision boundary
that separates the two animals. In contrast, a generative approach, however, will build a model
of what dogs look like, and a second model of what cats look like. Then, it will classify new
instances after checking whether the new animal matches better with the dog model or with the
cat model.

Learning generative models is usually a non­trivial task—especially when dealing with
exact distributions in the computer vision domain. This is mainly due to the complex, high­
dimensional probability distribution of the input data, i.e., images. Nevertheless, convolutional
neural networks (CNNs) have been proven to be a reliable partner for generative modelling for
vision, as they can automatically discover features and patterns in the input data distribution.
Over the past years, thanks to the rise in neural­based approaches, deep­generative models have
started to flourish, and have quickly become a very relevant technology. Current state­of­the­art
modelling methods show remarkable capacity at estimating the likelihood of each observation,
and at generating samples that reliably follow the real underlying distribution.

The principle of maximum likelihood defines a model that provides an estimate of a prob­
ability distribution, which is parameterized by θ. Note that we refer to the likelihood as the
probability that the model assigns to the training data

∏m
i=1 p(x

(i),θ), given a dataset contain­
ing m training examples. Therefore, the principle simply says to choose those parameters that
maximize the likelihood of the training data

θ∗ = arg max
θ

m∏
i=1

p(x(i),θ). (1.1)

If we only stick to deep­generative models that work via this principle, we can construct
a simple taxonomy scheme, as shown in Figure 1.2. From top to bottom, we first split maxi­
mum likelihood into two classification nodes: explicit density models and implicit density mod­
els. Explicit density models provide an explicit parametric specification of the density function
p(x,θ), whereas implicit density models define a stochastic procedure that can directly generate
data. Additionally, explicit models can be classified as a tractable or an approximate group. If
the model is able to capture all the complexity of the data while still maintaining computational
tractability, it will fall into the tractable group, otherwise the approximate group.
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Maximum likelihood

Explicit density

Tractable density Approximate density

Implicit density

Figure 1.2. Taxonomy of deep generative models based on the principle of maximum likeli­
hood. On the left branch of this taxonomic tree, models build an explicit density that can either
be computationally tractable, e.g., flow­based generative models [1], or an approximation, e.g.,
variational autoencoders [2]. On the right branch of the tree, the models implicitly represent the
probability distribution over the space where the data lies. To do so, these models work with
an indirect interaction with the probability distribution that allows samples to be drawn from it,
e.g., generative adversarial networks [3].

1.3 Generative Adversarial Networks

Generative adversarial networks (GANs) [3] are deep generative models composed of two net­
works: the generatorG and the discriminatorD (see Figure 1.3). GANs have an implicit density
function that allows us to sample from the input model distribution without explicitly defining
it. In order to achieve this, GANs approximate the real data distribution pr with a surrogate
(fake) data distribution pf, by minimizing the “distance” between them. More specifically, the
generator, as originally introduced by Goodfellow et al. [3], optimizes the Jensen­Shannon di­
vergence between pr and pf, by using the feedback of the discriminator. From a game theory
perspective, this optimization problem may be seen as a zero­sum game between two play­
ers: the discriminator model and the generator model. On the one hand, D tries to maximize
the probability of correctly classifying the input, either as real or as fake, by updating its loss
function

LD = Ex∼pr [log (D(x))] + Ez∼pz [log(1−D(G(z))], (1.2)

through stochastic gradient ascent. On the other hand, G tries to minimize the probability of
the discriminator to correctly classify the generated data, by updating its loss function

LG = Ez∼pz [log(1−D(G(z))] (1.3)

via stochastic gradient descent. Note that x are data samples and z is random noise.
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Figure 1.3. Schematic pipeline of a GAN. A GAN consists of two neural networks: the genera­
tor and the discriminator. The generator is fed with random noise z, and its goal is to transform
it into a sample x′ that follows the real data distribution. To achieve that, x′ is sent to the dis­
criminator, and through back­propagation, the discriminator provides gradient information to
the generator, which the latter will use to improve its outputs. Simultaneously, the discrimina­
tor also learns to distinguish between real x (R) and generated sample x′ (F), making the whole
framework an adversarial setup.

The convergence of this minimax game is intrinsically different from standard cases with
a single objective function, since GANs may converge to a Nash­equilibrium. This will occur
when the generator synthesizes samples that look as if they were drawn from the pr. As a result,
the discriminator is left indecisive, no longer able to consistently determine the nature of its
input. In practice, since the objectives are non­convex, by using local gradient information we
can only guarantee to find local optima, i.e., a local Nash­equilibrium [4].

GANs have had and still have a tremendous impact on the computer vision community;
their frameworks have been adopted in numerous deep­learning fields. Semi­supervised learn­
ing [5], transfer learning [6], reinforcement learning [7], and feature selection are just a few
examples where GANs have shown remarkable results in recent years. In terms of final appli­
cations, the most important work lays in the image­processing field, where novel contributions
are continuously appearing in many diverse subfields, such as image synthesis [8–10], image
super­resolution [11–13], image­to­image translation [14–16], inpainting [17–19] and semantic
segmentation [20–22].
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Figure 1.4. Examples of image­to­image translation [15, 16]. (Left) Style transfer from zebra
to horse, and from apple to orange, and vice versa. (Right) Attribute transfer where the outputs
contain the target attribute: blond hair, gender and pale skin.

1.4 Image­to­Image Translation

Image manipulation is a challenging task in computer vision due to the cumbersomeness of
generating images, or parts of them, whilst preserving the subtle texture and patterns of the
source input. Image­to­image translation is a class of image manipulation, where the goal is to
convert an input image xA from a source domainA to a target domainB with the intrinsic source
content preserved and the extrinsic target properties transferred. To that end, we need to train a
mapping networkGA→B that generates an image xAB indistinguishable from the target domain
image xB ∈ B given the input source image xA ∈ A. Mathematically, we can formulate this
translation process as

xAB ∈ B : xAB = GA→B(xA). (1.4)

Solving the problem of image­to­image translation is attracting increasing attention because
of its wide practical application value. For example, it can be used in the medical domain, where
the data available is often scarce and very sensitive. Using image­to­image translation could
help to create synthetic datasets. However, many of the translation approaches still require
supervised learning settings in which pairs of corresponding source and target images need to be
available—and this is not always possible. As a consequence, there is an increasing motivation
towards unsupervised solutions, where the source and target image sets are not paired examples
between the two domains. In recent years, GAN­based models for image­to­image translation
have achieved great success producing lifelike images with a high degree of variability, i.e.,
providing diverse geometry, textures and colours. As a result, many computer vision tasks
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have benefited from it, by exploiting GANs for common editing techniques, such as image
segmentation [23, 24] colourization [25, 26], style transfer [14, 27] and attribute manipulation
[16, 28].

Figure 1.4 illustrates a few image­to­image translations. On the left side, there are examples
of style transfer, where for example, given a set of images of zebras as the source domain, the
system translates them to a horse style domain, and vice versa. On the right side, there are
examples of attribute transfer, where, given a set of input faces, the system modifies the target
attribute, such as hair colour, gender and skin colour.

1.5 Contribution

This thesis provides the following main contributions:

• We highlight the important weakness of attribute transfer regarding its label dependency,
since almost all existent methods are based on vast amounts of annotated data. A few­
shot meta­learning strategy is proposed to cope with such a limitation, by allowing our
model to transfer when scarce, new attributes appear.

• The robustness of attribute transfer approaches can be further improved by employing
additional inpainting techniques. More specifically, we suggest incorporating an inpaint­
ing block that focuses on the region of interest—where the attributes are located—while
keeping the background unmodified yet consistent with the modifications.

• More advanced models are those that not only can deal with attribute transfer, but also
with style transfer. To that end, we introduce a novel model that enables rich, simultane­
ous style transfers and interactive attribute manipulation, while maintaining the featured
person’s identity.

• Currently, there are many techniques that can seamlessly stitch anyone in the world into
a photo they never actually participated in. Such altered content might become very
dangerous, as they can be widely propagated over the Internet. We address this problem
by detecting artificial image content using a simple yet effectivemethod based on classical
frequency domain analysis.

• We present a use case application, where the system benefits from transferring the style
domain of real image so that there is no need for labelled real data. To achieve that, we
propose an end­to­end system for seismic applications that reduces the generalization gap
between synthetic training data and real testing data.
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1.6 Thesis Organization

This thesis consists of five main parts, not counting the introduction and conclusion. A brief
overview of the chapters is given hereunder.

Chapter 2. In the last few years, researchers have worked on improving few­shot learning
in many different domains. Nonetheless, for image­generation tasks it is still underexplored.
Therefore, before discussing advanced image­to­image translation systems, we study the pos­
sibility of few­shot meta­learning approaches when facing attribute­translation tasks. In this
way, we gain some insight into understanding to what extent the labelled data is required for
such applications. Specifically, we train a model on certain attributes and test it on others that
were not seen during training; in this context, the attributes are treated as classes. This work
was previously published at IVCNZ 2019.

Chapter 3. We devise a method to learn attribute translation based on semantic­manipulation
(label information). To do so, we build an end­to­end approach that incorporates an inpainting
network that helps to improve the translation results. In particular, we take advantage of the
fact that most facial attributes are induced by local structures, e.g., relative position between
the eyes and ears, resulting in more realistic synthesis and more manageable attribute control.
The quality of generated results is assessed on experiments using different target attributes.
We believe that merging techniques, i.e., attribute transfer and inpainting, can help the field to
progress at a faster pace. This work was previously published at ICPR 2020.

Chapter 4. Besides attribute translation, this thesis addresses the style­transfer problem as well.
To that end, we design a novel architecture, composed of a generative network, a style network,
a segmentation network, and a discriminative network, which sequentially combines each of
these blocks. It uses both semantic­ and geometry­manipulation (label and mask information)
as input signals, to deal with style transfers as well as interactive facial­attribute manipulation.
Moreover, we introduce a local segmentation loss that guarantees a pixel­wise attribute control.
Finally, we evaluate the results, both qualitatively and quantitatively, and report state­of­the­
art scores on reference­guided generation. This work was previously published at BMVC 2021.

Chapter 5. The increasing sophistication of smartphones and the growth of social networks
have led to a gigantic amount of new digital content. This tremendous use of digital images
together with GANs’ improvement have opened the door to a new vein of AI­based synthetic
image generation, leading to a fast dissemination of high­quality modified content. While sig­
nificant developments have been made in image forgery detection, it still remains an ongoing
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research task. In this chapter, we tackle the problem of detecting artificial image content, pay­
ing attention to the image­to­image cases too. This work was previously published at CVPR
2020.

Chapter 6. We present an image­to­image transformation system for a real­world application:
identification of seismic events, such as diffractions and faults. In particular, an end­to­end
model that allows synthetic patterns to be transferred (style transfer) into generated data, as
well as the identification of seismic events to be automated. We formulate the problem as a
supervised semantic­segmentation task, where the combination of synthetic data and its real­
istic transformation is the key to provide a larger, more realistic variety of samples, with their
ground­truth, at minimal manual labour cost. We show that our proposed model outperforms
standard methods, which traditionally have only been trained on purely synthetic data. This
work was previously published at TLE 2021.

Chapter 7. Last but not least, we conclude this thesis with a final discussion summarizing the
most interesting findings regarding attribute and style translation. We also draw some conclu­
sions on what might be promising future directions.





Chapter 2

Few­shot Learning for Attribute Transfer

Deep­learningmodels for computer vision have experienced tremendous growth in recent years,
achieving state­of­the­art results in a large range of tasks, from image classification [29, 30],
to semantic segmentation [31, 32], and generative models [3, 10]. Some factors fuelling this
dramatic expansion include the increase in the sophistication of learning algorithms and the
growing computing capability of machines. However, most of these seminal outcomes rely
heavily on deep­learning models, which need to be trained in both abundant labelled data and
rich sample diversity. The high annotation cost, as well as the scarcity of data in some domains,
significantly limit the applicability of some of these advanced vision systems. In contrast, hu­
mans tend to be highly effective at recognizing new instances with extremely few annotated
examples, or even without any. This is possibly due to our deep understanding of our surround­
ings, our innate capacity to establish connections between new concepts, and our own prior
knowledge and experience. It is thus of great interest to develop models that can mimic such
behaviour, and consequently, to generalize when new cases appear. Few­shot learning tasks
have been defined for this purpose.

Few­shot learning is a powerful paradigm of limited supervision, where a model can be
trained on a set of classes with a very small amount of training data, contrary to the normal
practice involving large quantities. For example, if we have a task of categorizing beetle species
from photos where some rare specimens lack pictures, we can use a few­shot classifier to cope
with this limitation. In the case of only having one image of a particular species, it would be
a one­shot classifier. In the extreme case where no image is present in a certain category, it
would be a zero­shot machine learning problem. Among few­shot learning methods, two main
approaches exist: a data­level approach and parameter­level approach (see Figure 2.1). The
data­level approach is based on the concept that, whenever there is an insufficient amount of data
to build a model without underfitting or overfitting, more data samples need to be added. Data
augmentation is the classic technique to deal with this issue. This involves increasing the dataset
by creating slightly modified copies of already existing samples. A feasible alternative is to

11
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Few­shot learning

Parameter­level (Meta learning)

Optimization­based Model­based Metric­based

Data­level

Figure 2.1. Taxonomy of few­shot learning. This work is based on the meta­learning branch,
more specifically, on an optimization­based approach.

generate new data using generative models like GANs. On the other hand, instead of generating
more data, we can enhance the performance of the model by limiting its parameter space using
regularizations and customized loss functions. In this manner, parameter­level algorithms can
help to generalize, evenwith a limited number of samples. Theymanage to become generalizing
engines thanks to their capacity to find the best route in the parameter space, and to give optimal
predictions with little data. This second approach is also called meta learning.

One promising direction of few­shot meta learning is image classification. In fact, it has al­
ready attracted considerable attention [33–37] given its success in several practical applications.
The main idea behind this work is the accumulation of experience from learning multiple train­
ing tasks so that the performance holds when dealing with potentially unseen tasks. Besides
classification tasks, meta learning has also been proven to be suitable for other types of ap­
plications. Recent work on generative modelling has implemented meta­learning techniques,
showing their viability of image generation [38–41]. These novel approaches can lead to a
breakthrough in generative models, since most others still require vast amounts of data points
to generate comprehensible images. In particular, meta learning could potentially be very rele­
vant for GAN­based approaches, by contributing to continuing to push the current state of the
art forward in a wide variety of generative tasks, such as style transfer or attribute transfer.

In this chapter, we address the label limitation that supervised generative methods suffer
from, by proposing a new conditional GAN­based approach, trained in a meta­training fashion.
This allows us to perform attribute transfer using just a few labelled samples from a new class.

2.1 Background

In this section, we define the few­shot paradigm, and provide an overview of the meta­learning
algorithms. Additionally, we introduce related literature and some of its most prominent work.
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Figure 2.2. Meta­learning framework for a 2­shot, 3­class classification. At training time, for
each training task, the model trains using the support set and evaluates its performance on the
query set. At testing time, we use an unseen set of tasks, and reevaluate the results following
the same procedure. Ideally, the model will be able to classify the new tasks correctly as well.

2.1.1 Preliminaries

While machine­learning systems have surpassed humans at many tasks, they generally need
far more data to reach the same level of performance. Nonetheless, it is not completely fair
to directly compare humans to algorithms, since we confront new tasks with a large amount
of prior knowledge. In other words, we do not learn a new skill from scratch, but rather by
fine­tuning and recombining sets of pre­existing skills. Meta learning is a machine­learning
subfield, also known as learning to learn [42], which aims to design models that can learn new
skills or adapt to unseen environments rapidly with just a few training examples. It can solve
the data­hungriness dependency while maintaining a similar rate of performance. To achieve
this goal, meta­learning paradigms are trained using a variety of learning tasks (training tasks),
and optimized for the best performance on a set of several tasks, including those potentially
unseen (test tasks). Each of these tasks is associated with a labelled dataset that can consist of a
set of images for a classification problem; a set of state, action and reward for a reinforcement
setup; or even a set of attributes for an image generation task.

Suppose we have an image classification problem in a meta­learning context. In particular,
consider the typicalK­shot, N ­class classification, where each training task includes a support
set with K examples, N classes, and a query set to evaluate the performance of the current
classification task. The main idea here is that the system is repeatedly trained with different
training tasks that match the structure of the testing task. At each training task, the model
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updates its parameters. The loss function is determined by the classification performance on
the query set of the current training task, based on knowledge gained from its support set. Since
the network is presented with a different task at each time step, it must learn how to discriminate
data classes in general, rather than a particular subset of classes. Finally, the testing task can be
quickly learnt with few samples following the same steps. Figure 2.2 depicts a 2­shot, 3­class
image classification scenario for nine different animals.

2.1.2 Related Work

Research literature on few­shot meta learning exhibits a great diversity of approaches, each of
which with its own flavour. In broad terms, they can be divided into three main categories:
metric­based, model­based and optimization­based methods. 1) Metric­based methods [33,36,
37, 43] during the training tasks learn embeddings that separate different classes. Essentially,
these methods exploit prior knowledge about similarity, and learn an efficient distance metric.
2) Model­based methods [44, 45] use a network with external or internal memory to learn to
store “experience” during training, in order to generalize on new tasks. 3) Optimization­based
methods [34,35,46–48] intend to constrain the optimization algorithm to choose parameters to
speed up the learning process so that the model can perform well with few examples. In our
work, we focus especially on the latter category.

Optimization­based methods, also known as initialization­based methods, tackle the meta­
learning problem by “learning to fine­tune”. The idea behind this approach is to learn a good
model initialization, i.e., the weight parameters. If we bring this problem into the loss landscape,
the aim of this method is to find a rather flat region where the model can generalize well when
new instances appear. In order to be good at generalization while fulfilling its main goal, e.g.,
a classification task, this kind of model is two­fold constrained. It is limited in terms of the
amount of labelled data, and the gradient update steps. In general, these initialisation­based
methods are capable of achieving fast and effective adaptations with scarce training examples,
as long as domain shifts between base and novel classes are not too abrupt.

Although most meta­learning applications address classification tasks, new scenarios and
contexts are being constantly pushed forward. For instance, it is possible to extend the few­shot
meta­learning definition to fit generative modelling setups. To the best of our knowledge, Lake
et al. [38] were some of the pioneers in successfully combining few­shot techniques with im­
age generation, i.e., few­shot image generation. In this first approach, the model was trained on
handwritten character images and their strokes, sampled from the Omniglot [42] dataset. This
yielded a novel system that was able to generate binary samples. Driven by the idea of taking a
more general approach, Rezende et al. [39] presented a sequential generative model which was
only trained on purely handwritten characters—this time with no stroke information. Despite
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the clear advantage of having a simplified input, this second approach suffered from lengthy se­
quential inference as an inherent consequence of its framework. In a later publication, Bartunov
and Vetrov [40] tackled this issue by suggesting matching networks, known as memory­assisted
networks. This new implementation generated binary images from the Omniglot dataset, us­
ing few­shot learning with fast inference periods. Last but not least, the FIGR [41] framework
proposed a radical change by integrating GANs as a fundamental block of pipeline structure.
In this way, they could overcome the scaleability limitation found in the previous models. Fur­
thermore, this latter work presented a more extensive set of experiments, including additional
results using the MNIST [49] and the FIGR­8 [41] datasets.

2.2 Contributions

In this work, we focus on a challenging meta­learning problem, where we define a scenario of
few­shot attribute translation. In particular, we propose a novel approach, capable of performing
facial­attribute transfer, while being restricted in terms of quantity of available labelled data.
In order to achieve this goal, we employ an optimization­based method, based on the Reptile
[47] algorithm, where we sequentially train two independent but topologically equal neural
networks. One of the major challenges comes from the lack of work on attribute translation in a
meta­learning context. As we mentioned, most of the existing few­shot algorithms are applied
to classification tasks. In our approach, we extract techniques from these methods [33–37] and
from FIGR­8 [41], and we leverage those ideas that can be implemented in our use case. That is
to say, we apply similar principles but with attributes. We name it “Semi Few­shot Generative
Adversarial Network” (Semi Few­shotGAN) because it uses GANs as a main building block,
and there is only one class: human faces. Notice that although we have only one kind of image,
they do have different attributes. As a result, we have a scenario where we have more than one
class represented by the attributes. Therefore, this is not a trivial setup, since the network still
needs to learn the ability to perform image­to­image transformation for untrained target domains
(attributes) with few examples. In particular, we apply our model to the CelebA dataset, and
control several hair­colour attributes. Overall, our contributions are summarized as follows:

• We propose a novel generative adversarial network based on meta­learning trained for
end­to­end attribute translation.

• We demonstrate how we can successfully learn to transfer hair attributes in a few­shot
fashion, opening the door to further research with more complex translations.

• We provide qualitative results based on the CelebA dataset showing the effectiveness of
our approach.
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2.3 Method

We start this section introducing the problem definition. Then, we present the training of the
model in two levels of abstraction, which train separately but in a symbiotic manner: 1) from a
few­shot perspective, we give a detailed explanation of the configuration of our meta­learning
framework; 2) from a generative model perspective, we define a conditional GAN framework
capable of conducting the attribute­translation task. After that, we merge both perspectives
so as to have a few­shot attribute­transfer system. Eventually, we close this section with the
description of our end­to­end training strategy.

2.3.1 Problem Definition

Our proposed model addresses the attribute­translation task in a meta­learning context. Given
a source image x ∈ RH×W×3, and its attribute task τ ∈ R1×N , our goal is to train a model that
can translate facial attributes even when the target task is very restricted in quantity of samples.
Note that H and W are the height and width of the data, respectively, and N is the category
number of the attribute tasks.

2.3.2 Meta­learning Model Architecture

We define a few­shot attribute­transfer problem, based on the meta­learning setup Reptile [47]
and FIGR [41]. In this scenario, we have access to a set of tasks τ , where each individual
task τ is an attribute­transfer problem with one target attribute and its corresponding loss Lτ .
Ideally, this loss term assesses the ability to generate realistic samples belonging to the target
domain of the attributes. We tackle this problem by building a meta­learning model that learns
an initialization for the parameters of a neural network θ within a limited k updates, such that
when we optimize these parameters at testing time, learning will be fast, i.e., the model will
generalize well from few examples from the test task. Such a learning algorithm can be defined
as

min
θ

Eτ [Lτ (U
k
τ (θ))], (2.1)

whereUk
τ (θ) is usually the stochastic gradient descent operator from the minimization problem.

The architecture of our method consists of two independent neural blocks with the same
topology: one called inner­loop structure and the other outer­loop structure. As a result, the
optimization algorithm is split into two parts as well. The first part, known as meta training,
requires the inner structure to be trained. To accomplish this, we sample tasks τ from the
training dataset. This dataset contains a virtually infinite amount of samples belonging to certain
classes/attributes. We then use these samples to train the inner­loop, and then we update the
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parameter θ. After k updates, we start with the second part of the optimization: the outer
structure training. To train this part, we set the gradient of the outer optimizer to be equal to
θ̃ − θ, and we take one step on the optimizer, i.e., back­propagation. Notice that this second
network never runs forward­propagation. Algorithm 1 describes the pseudocode of the meta­
learning model.

Algorithm 1 Reptile algorithm [47].
1: Initialize θ, the vector of initial parameters.
2: for iteration = 1, 2, 3... do
3: Sample a task τ
4: Compute θ̃ = Uk

τ (θ), denoting k steps of the optimizer {Here starts inner­loop}
5: Update θ ← θ + ϵ(θ̃ − θ) {Here starts outer­loop}
6: end for

One of the main advantages of this algorithm is the high degree of flexibility it offers. With a
few modifications, this framework can accommodate different types of problems. In this work,
we make use of said property, and integrate a generative network inside the algorithm, more
specifically, a GAN architecture in each loop.

2.3.3 Attribute­Transfer Model Architecture

We build our attribute­transfer baseline based on the recent state­of­the­art image­to­image
translation model StarGAN [16], which in turn was an adaptation of CycleGAN [15]. In broad
terms, the architecture resembles the vanilla GAN [3] as it also employs an adversarial frame­
work made of a generator and a discriminator. However, in this scenario, the goal of the gen­
erator is to synthesize samples containing the target attribute, but that are also realistic enough
to deceive the discriminator. The network architecture of our proposal is shown in Figure 2.3.

Discriminative Network. The discriminator D takes samples of real images x and generated
images x′, and tries to classify them correctly. This procedure consists of two classification
steps. First, there is a classifier that evaluates whether the input image looks realistic or not. For
this task, we implement an adversarial loss Ladv that employs Wasserstein distance [50]—more
specifically, a variation called Wasserstein with gradient penalty [51], defined for the generator
as

Ladv,gen = −Ex′ [D(x′))], (2.2)

and for the discriminator as
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Figure 2.3. Overview of the attribute­transfer model based on GAN structure. It consists of
a generator G and a discriminator D, which are trained in alternative pattern [3]. G takes the
source (input) image x, and the task τ , and learns to generate an output image x′, according
to a target domain. On the other hand, D learns to distinguish between real x (R) and gen­
erated images x′ (F), and to classify them according to their domain (C). The figure shows an
attribute­transfer example, whereG changes the original hair colour to a target one (blond), and
D evaluates the results.

Ladv,disc = −Ex[D(x)] + Ex′ [D(x′))] + λgp Ex′ [(||∇D(αx+ (1− α)x′)||2 − 1)2], (2.3)

where α is a random variable following the discrete uniform distribution over the set {0, 1}.
Then, inspired by Triple­GAN [52], there is a second classifier that is in charge of the

attribute­domain classification. This additional loss function Lclass computes the binary cross­
entropy, penalizing incorrect image­domain transformations. For the training of the generator,
this term can be written as

Lclass,gen = Ex′ [− logD(τ target |x′)], (2.4)

where τ target are the target domains (attribute) of x′, and for the discriminator as

Lclass,disc = Ex[− logD(τ original |x)], (2.5)

where τ original are the source domains of x.
The overall discriminator loss can be formulated as

Ldisc = λadv Ladv,disc + λclass Lclass,disc. (2.6)

Generative Network. The aim of the generator G is to learn mappings between multiple at­
tribute domains. To achieve this, we train G to translate source (input) images x into output
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images x′, where x′ have to belong to the target domains, defined by the target tasks τ target;

x′ = G(x, τ target). (2.7)

Similarly to the discriminator, the generator loss also uses an adversarial loss Ladv,gen (see
Equation 2.2) and a domain classification loss Lclass,gen (see Equation 2.6). However, when
training the generator, these losses are fed exclusively with synthetic examples x′ and using
the target tasks τ target. Additionally, there is a third loss term called cycle consistency loss
Lcycle [15], whose mission is to guarantee that the translated images x′ preserve the content of
their input imagesx, while changing only the domain­related parts. To achieve this,G performs
an entire cyclic translationx→ x′ → x′′, forcing τ to be crucial for moving between domains.
First, it translates the original images x into images in the target domains x′ (conditioned on
τ target), and then, it reconstructs the original images from the translated images x′′ (conditioned
on τ orginal). This cyclic procedure can be written as

Lcycle = ||x − x′′||1, (2.8)

with x′′ = G(x′, τ orginal).

The overall generator loss can be defined as

Lgen = λadv Ladv,gen + λclass Lclass,gen + λcycle Lcycle. (2.9)

2.3.4 End­to­End Model Architecture

In order to merge the GAN’s framework with the meta­learning algorithm, we first need to
duplicate the GAN architecture. In other words, we create two models: GANA and GANB.
Then, we set GANA in the inner­loop structure, with its generatorGA and discriminatorDA, and
GANB in the outer­loop structure, with its generatorGB and discriminatorDB. In Figure 2.4 an
overview of the scheme is depicted.

Algorithm 2 describes the adaptedReptile pseudocode formeta­training the attribute­transfer
GAN system. Once the meta­training part converges to a minimum, i.e., the model generates
realistic samples within the target domain, the meta­testing process can take place. Meta­testing
refers to the learning part, where a new, reduced task needs to be learnt, which in our case is a
certain attribute. Algorithm 3 depicts how the model can quickly adapt to incorporate the new
task on its generative setup. For that purpose, we copy the final meta­learning parameters θB
to the parameters θA, and we train GANA on the new task. Note that now the k value might be
set to a large value, while for the meta­training part it is 1 by default. Intuitively, the reason for
doing more gradient steps during meta­testing is to prioritize learning features that are hard to
reach when there is a limited amount of samples.
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Figure 2.4. Overview of our few­shot attribute­transfer architecture. It consists of an inner­loop
structure and an outer­loop structure. Each of these structures contains a GAN model made of
a generator G and a discriminator D. The inner­loop trains GANA by optimizing the minimax
game between GA andDA on a task τ . The outer­loop sets its gradient to θA − θB, and then its
optimizer takes one step, updating GB and DB. Note that the gradients from the generator and
discriminator are independently treated.
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Algorithm 2Meta­training the attribute­transfer GAN model.
1: Require: niter, number of iterations. α’s, learning rate. m, batch size. k, number of

iterations inner­loop. ngen, number of skipped iterations of the generator per discriminator
iteration.

2: Require: θ0, initial generator and discriminator parameters.
3: Initialize θB = θ0

4: for i < niter do
5: Sample a batch of images {x(z)}mz=0

6: Sample a task τ
7: Initialize θA = θB

8: for j < k do
9: Train discriminator DA {Here starts inner­loop}
10: θA,disc ← θA,disc + αdisc∇θALdisc(x, τ)
11: Train generator GA

12: if mod(i, ngen) = 0 then
13: θA,gen ← θA,gen + αgen∇θALgen(x, τ)
14: end if
15: end for
16: Train discriminator DB {Here starts outer­loop}
17: θB,disc ← θB,disc + ϵ(θA,disc − θB,disc)

18: Train generator GB

19: θB,gen ← θB,gen + ϵ(θA,gen − θB,gen)

20: end for
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Algorithm 3Meta­testing the attribute­transfer GAN model.
1: Require: α’s, learning rate. m, number of sample. k, number of iterations inner­loop. ngen,

number of skipped iterations of the generator per discriminator iteration.
2: Require: θB, a copy of the final meta­trained parameters.
3: Initialize θA = θB

4: Sample of images {x(z)}mz=0

5: New task τ
6: for i < k do
7: Train discriminator DA {Here starts inner­loop}
8: θA,disc ← θA,disc + αdisc∇θALdisc(x, τ)
9: Train generator GA

10: if mod(i, ngen) = 0 then
11: θA,gen ← θA,gen + αgen∇θALgen(x, τ)
12: end if
13: end for

2.4 Experiments

In this section, we present experimental results evaluating the effectiveness of the proposed
method. We first give a detailed description of the experimental setup. Then, we present the
results, and we discuss the possible interpretation. Finally, we run a hyperparameter search to
estimate the limitations.

2.4.1 Experimental Setup

We train Semi Few­shotGAN on the CelebA [53] dataset, which consists of 202,599 images of
celebrity faces with different facial attributes. In our experiments, we focus on hair attributes, in
particular, hair colour: blond, black, brown and grey hair. As the dataset is heavily unbalanced,
we generate a subset of CelebA with 32,500 images equally distributed between all the hair
attributes. Notice that it is important to have a balanced distribution, otherwise the algorithm
might fail when transferring to marginal attributes. We randomly select 2,000 images for test­
ing, and use the remaining images as the training dataset. Finally, before starting training, we
crop and resize the initially 178×218×3 pixel image to 128×128×3 pixels. All experiments
presented are conducted on a single NVIDIA GeForce GTX 1080 GPU.
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(a) Few­shot on brown hair translation.

(b) Few­shot on grey hair translation.
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(c) Few­shot on blond hair translation.

(d) Few­shot on black hair translation.

Figure 2.5. Examples of results from few­shot hair­attribute transfer at testing time. Each sub­
figure is an independent experiment with a different attribute scenario, where the first column
contains the input images, the following three columns shows the attribute translation outputs
learnt during the meta­training. The last column displays the output results of the target at­
tribute, which has been trained using only a few training samples at meta­testing time.
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2.4.2 Training Setting

Our approach is divided into two generative models, GANA and GANB. Each of them uses
an independent Adam [54] optimizer with β1 = 0.5 and β2 = 0.999. The batch size is set to
16, and the model is trained for 200,000 iterations. The generator is updated after every five
discriminator updates, as suggested in [16, 51]. We set λclass, λcycle and λgp to 10, and λadv to
1. Furthermore, we implement a learning rate scheduler, setting its initial value to 10−4, which
linearly decreases to zero over the last 100,000 iterations. The inner­loop for meta­learning is
set to k = 1 iteration, and for the meta­testing k = 10 iterations.

2.4.3 Results of Attribute Transfer

We present a qualitative evaluation of the results of our proposal, including an empirical study
for different attributes. To do so, we verify that the generated images consistently contain the
target attribute, pre­defined by the task τ . As previously mentioned, we focus on hair­colour
attributes: blond, black, brown and grey. Therefore, our attribute transfer involves translating
from the original hair colour, to the target one. We conduct our experiments in a simulated sce­
nario, where duringmeta­training 3 hair colours are used, and duringmeta­testing a few samples
are used from the remaining colour. For example, Figure 2.5a shows the results of training the
images using the tasks blond, black and grey during meta­training, and then applying few­shot
learning, i.e., meta­testing, for the target task, in this case, brown hair. Independently, we re­
peat the same experiment for each of the hair­colour attributes; Figure 2.5 shows some testing
examples.

By assessing the qualitative results, we can verify that through our meta­learning approach,
the generative algorithm learns to find suitable initialization weights so that when an unseen
and limited task appears, e.g., brown hair, with just a few samples and iterations, the algorithm
is able to synthesize samples incorporating this new attribute. Additionally, the system keeps
the capacity to transfer the attributes for which it is originally trained, e.g., blond, black and
grey hair as well as the ability to produce natural­looking faces.

Finally, we notice empirically that the grey hair attribute incorporates more information than
just the colour of the hair. In fact, we observe that this transformation often implies an ageing
effect on the subject. The main reason for such an event is the inherent entanglement of some
attributes. In the CelebA dataset, the attribute grey hair is almost always associated with older
people. Therefore, when the model is to learn the attribute, it cannot untangle the old and grey
hair attributes, unless we deliberately introduce a signal for that, e.g., an additional label for
old.
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Figure 2.6. Examples of few­shot hair attribute transfer results for different hyperparameters
at testing time. From top to bottom, our target attribute is black, grey and brown hair. Each
subfigure is an independent experiment, where we run an evaluation on the grid search space
from the hyperparameters. On the one hand, we modify the amount of samples of the unseen
target class (differentK­shots). Column­wise from left to right: We use 4, 8, 16 and 32 samples.
Row­wise from top to bottom: We use 10, 100, and 1000 gradient updates. We observe best
results when using 32 samples and 10 gradient step updates (upper­right corner).
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2.4.4 Hyperparameter Study

In this subsection, we present additional experiments, which help to build a general idea of how
sensitive our model is, and to what extent it is limited. Hence, we explore a grid search space,
evaluating the impact of two hyperparameters: 1) the amount of samples of the unseen target
attribute (differentK­shots scenarios); and 2) the number of gradient steps at meta­testing time.
More specifically, we employ 4, 8, 16 and 32 samples, and 10, 100 and 1000 for the gradients
updates.

In Figure 2.6 we empirically observe the impact after applying the different configuration
setups on three examples. Column­wise, the generated images are shown for the different K­
shots, and row­wise, for gradient steps. As one might expect, the more samples are used during
meta­testing optimization, the better the translation results. This behaviour emphasizes the
high correlation between good results and a massive amount of data that we are used to in
the deep­learning community. On the other hand, more surprisingly, the number of gradient
updates shows, at first sight, a counter­intuitive effect. The more we optimize towards the new
attribute task, the worse the results become. This phenomenon might be explained in terms of
the loss surface during training, with respect to its generalization behaviour. In [55–57], it is
speculated that the width of a loss optimum is critically related to its generalization properties.
Consequently, training our optimizer in excess, i.e., updating the gradients too many times,
might lead to them leaving the wide regions, i.e., significantly sharp optimums. In practice, this
means that at testing time, the generative model yields worse results. In our experiments, we
observe a decline in attribute­transfer capabilities, the more updates the optimizer makes.

2.5 Limitations

Although moving towards unsupervised or few­shot learning might be the solution for limited
labelled data in the upcoming years, it is still unclear which will be the winner approach. While
it is true that our method successfully generates samples from a very limited target domain, the
meta­training domains are very similar—at least from a level of human understanding. There­
fore, one important limitation might be the incapacity to generalize for a wider range of attribute
domains, especially when those involve morphological changes, e.g., training the meta­training
with attribute domains, such as blond, moustache or eyeglasses, and then at meta­testing time,
targeting skin colour or gender. Said generalizability is the ultimate goal for any attribute­
transfer model, in particular, for those with scarcity of annotated data.
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2.6 Summary

In this chapter, we tackle few­shot learning for attribute transfer, a form of limited supervision
for image­to­image translation tasks. By using this approach, our model learns to generate real­
istic images containing unseen attributes with just a few samples. While previous work trained
with simple datasets, such as MNIST, we propose a new meta­learning system capable of learn­
ing and transferring attributes, given a more complex image dataset, i.e., CelebA. Furthermore,
our proposal is conducted with no lengthy inference time, no external memory and no addi­
tional data. As for the amount of data, the hyperparameter study shows the potential from our
model, where no more than 16 samples are needed to synthesize new attributes that coherently
merge with the rest of the image. This feature may open the door to other applications that were
previously restricted by the large amount of data required. We see many interesting avenues
for future work, including combining different types of facial­attribute transformation, such as
hair colour with smiling, eyeglasses, or applying it to other fields, such as medical or seismic.



Chapter 3

Inpainting for Attribute Transfer

Generative deep­learning modelling is a growing field, in which recent work has shown remark­
able success in different domains. In particular, the computer­vision community has witnessed
a dramatic improvement in a large variety of tasks, such as image synthesis [3, 8, 10], image
inpainting [18,19,58,59], and image­to­image translation [16,60,61]. The latter task poses the
problem of translating images from one domain to another, including style transfer [9, 14, 15],
and attribute transfer [16, 62, 63].

Figure 3.1. Schematic pipeline of an attribute­translation system. The input image undergoes
some attribute transformations so that the output contains smiling, moustache or eyeglasses on
the face.

The objective of an attribute­transfer system is to synthesize realistic and appealing images
containing pre­defined target attributes. Figure 3.1 depicts a schematic pipeline of such a sys­
tem. On the left side, we have the input images, which we feed into the model. Then, we select
which attributes we want to modify, either adding or removing them. Finally, the model gen­
erates the output images with the target attributes. In this case, for example, if we look at the
second input image, which is originally a not­smiling man, without a moustache and without
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eyeglasses, after the attribute­transfer operation, the man is smiling (his target), while keeping
the other two attributes unmodified.

Attribute­transfer methods have achieved rapid progress with different implementations of
GANs [16, 63], leading to state­of­the­art results in the field. Most of these approaches are
based on the global manipulation of the latent space; these often end up with complex training
procedures. For example, unlike invertible systems [64], it is fairly common for GAN­based
models to require additional mapping paths between any two attributes, which tends to make
the approaches less stable.

Image inpainting or reconstruction refers to the task of inferring locally missing or damaged
parts of an image. Its main challenge is to synthesize realistic pixels that are coherent with
existing ones. These techniques have been quite extensively applied to applications like photo
editing [65], restoration of damaged paintings [66], and image­based rendering [67]. Figure 3.2
shows a simplified pipeline of an image inpainting system.

Figure 3.2. Schematic pipeline of an inpainting system. Given a source image, we crop a square
patch from the centre of it to generate the input image. The output image must have the missing
area inpainted, taking the rest of the image into consideration.

Image inpainting techniques are mostly classified according to their underlying approach.
On the one hand, we have local methods, based on low­level feature information, such as colour
or texture. On the other hand, we have methods that rely on recognizing global patterns in im­
ages, such as small shapes or objects, to predict pixels from the missing regions. This second
type is often implemented with deep CNNs. In recent years, CNN­based models have been
combined with generative models, resulting in approaches that can deal with both local and
global features while inpainting. In particular, the introduction of GANs has been very fruitful,
inspiring numerous recent projects [17, 18, 58, 60]. Most of this work has formulated the in­
painting task as a conditional image generation problem, exploiting the generator network for
inpainting, and the discriminator network for validating the results.

In this chapter, we present a novel image­to­image method for the common sub­task of local
attribute transfers. In particular, we introduce a model that targets specific face attributes and
performs semantic alterations, e.g., removing a moustache. In contrast to previous methods,
where local changes were conducted by generating new global images, we propose formu­
lating local attribute transfers as an inpainting problem. By removing and then regenerating
specific parts of the images, “Attribute Transfer Inpainting Generative Adversarial Network”
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Figure 3.3. ATI­GAN image­to­image attribute­translation results. The first column shows
the source images, the second the input masked images, the third the inpainted results and the
remaining columns are the attribute­transfer results (eyeglasses, smiling and moustache). Note
that the inpainted results are an intermediate step in the translation system, and the attribute
results contain or exclude the target attribute with respect to the source images.

(ATI­GAN) is able to exploit local contextual information, while keeping the background un­
modified, resulting in visually sound results. Figure 3.3 displays a few samples of different
attribute translations from ATI­GAN.

3.1 Background

In this section, we formally define the image inpainting problem, and provide an overview of
the related work, paying special attention to GAN­based approaches.

3.1.1 Preliminaries

Assuming x̄ are the observed images that are missing some parts of their content, and x are the
source (original) uncorrupted images, we can formulate the image corruption process as

x̄ = η(x), (3.1)
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where η is an arbitrary stochastic damaging process that corrupts the source images. Given this
scenario, the inpainting task’s learning objective can be formulated as

min
f

Ex||f(x̄)− x||22. (3.2)

From this formulation, we can see that the goal is to find a function f that best approximates
η−1. Therefore, we can treat the image­inpainting problems in a unified framework, and choose
an appropriate η for each case. In a deep­learning context, the η function is modelled by neural
networks, where GAN­based approaches have gained popularity.

3.1.2 Related Work

Classic inpaintingmethods are often based on either local or non­local information algorithms to
reconstruct the missing pieces of the images, known as holes or patches. Local methods [68,69]
attempt to solve the problem using only contextual information, such as colour or texture. In
other words, they match, copy and merge background areas into the holes by propagating the
information from the holes’ boundaries. These approaches need very little training or prior
knowledge to provide accurate results, especially in backgrounds and regular structures. How­
ever, these inpainting methods usually fail when dealing with large patches due to their inability
to generate novel image content. More powerful methods are global, also known as non­local
approaches. Even though these techniques requiremore expensive patch computations, they can
successfully handle larger and denser patches. In many of these methods, CNNs have become
the de facto core implementation. The reason for that is their capability to learn to recognize
patterns, features and irregular structures in images, and then to employ them to fill holes or
corrupted areas. Among the large collection of CNN frameworks, GANs have emerged as a
promising paradigm for inpainting tasks [17,18,58,60]. They have even shown significant po­
tential to produce inpainted results on high image resolution [19,59]. Nevertheless, to reach this
peak performance, GANs have gone through a constant evolution over the past few years. For
instance, the inpainting task was initially formulated as a simple conditional image generation
problem, with one generator and one discriminator [17,58]. However, Iizuka et al. [60] and Yu
et al. [19] introduced the concept of global discriminators (for coarse structures) and local ones
(for fine­grained structures), as a substitute for the one­discriminator baseline topology.

GAN­based architectures have also been employed on other computer­vision tasks. Re­
cently, researchers have focused their attention on transferring visual attributes, such as colour
[25], texture [14, 15] or facial features [16, 62, 63]. Although most of these approaches suc­
cessfully synthesize images belonging to the target domain, developing models that generalize
between completely different problems is still an open question. Pix2pix [14] was one of the
first proposed models to consistently learn image­domain transformations with some general­
izability. They accomplished this task by employing pairs of images. The model could convert
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samples from their original domain to the target domain, e.g., segmentation labels to the source
(original) image. Unfortunately, this system required both source and target images to exist as
pairs in the training dataset. Posterior work, CycleGAN [15] and StarGAN [16], addressed this
drawback by introducing alternatives that did not need a paired structure, e.g., via a virtual result
in the target domain. In this way, if it is inverted again, the output must match the source image.
IcGAN [70] combined a conditional GANwith an encoder, which allowed multiple attributes to
be manipulated at once. VAE/GAN [71] joined a variational autoencoder with a GAN method
to learn embeddings in which high­level abstract visual features, e.g., wearing eyeglasses, could
be modified using simple arithmetic. Furthermore, alternative loss terms haven been adopted,
reporting better stability, efficiency and efficacy properties. WGAN [50] was the first GAN
to use Earth­Mover distance loss, also known as Wasserstein loss, outperforming the vanilla
GAN [3]. This new loss was quickly and successfully employed on image­to­image transla­
tion [14,15,72]. Not long after that, Gulrajani et al. [51] showed that there were improvements
in image generation when a gradient penalty was added to the Wasserstein loss, to restrict the
discriminative function 1­Lipschitz. They named the approach WGAN­GP. As a result, a sec­
ond wave of publications [16, 19], proposed to use the latest adversarial loss.

3.2 Contributions

In this work, we introduce a novel attribute­transfer approach that modifies source images in
such a way that the output images incorporate the pre­defined target attributes. To accom­
plish this task, the proposed GAN­based architecture integrates an inpainting block. This block
allows all attention to be focused on the region of interest—where the attributes are located—
while keeping the background unmodified yet consistent with the modifications. In particular,
we take advantage of the fact that most facial attributes are induced by local structures, e.g.,
relative position between eyes and ears. Hence, it is sufficient to change only a few parts of the
face, and to force the generator to synthesize them into realistic outputs.

The ATI­GAN model achieves local attribute transfer in a single end­to­end architecture
with three main building blocks. First, we have an inpainting network that takes masked images
as the input, and outputs fully restored images. Second, we have a network that takes these
inpainted images as the input, including their encoded attributes in a one­hot vector. Then,
it generates the final images combining both pieces of information. Therefore, the network
learns how to separate attribute information from the rest of the image representation. Finally,
a third network acts as a discriminator; its goal is to judge if the output images look realistic,
and if they comply with their target attributes. We apply our model on the CelebA dataset,
and demonstrate the capacity of the system to produce high­quality outputs. Quantitative and
qualitative results show superior inpainting and attribute­transfer performance compared with
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similar work. Overall, our contributions are summarized as follows:

• We propose ATI­GAN, a novel generative adversarial network for local attribute transfer.

• We demonstrate that our model can successfully learn to fill holes while learning attribute
translation through a collaborative embedded system.

• We introduce an image­to­image translation system that benefits from a dual coopera­
tion, resulting in an overall improvement. Such cooperation opens the door to further
combinations within the field.

• We provide both quantitative and qualitative results for the intermediate task of inpaint­
ing, as well as for the attribute­transfer task. We assess the effectiveness of the approach
on the CelebA dataset.

3.3 Method

We start this section by introducing the problem definition. Then, we provide a detailed pre­
sentation of the architecture of our model, which is split into three parts. After that, we analyse
the role of each of these blocks and their corresponding objective optimizations via their loss
formulation. Eventually, we close this section with the description of how our model trains
in an end­to­end fashion, embedding different tasks, i.e., inpainting and attribute transfer, to
produce realistic and controllable sample results.

3.3.1 Problem Definition

Our proposed model addresses the attribute­translation task in an inpainting context. Given
a source image x ∈ RH×W×3, its masked pair x̄ ∈ RH×W×3, and its attribute­domain label
c ∈ R1×N , our goal is to train a model that can exploit the inpainting paradigm to control facial­
attribute transfer. Note that H andW are the height and width of the data, respectively, and N
is the category number of the attribute­domain label.

3.3.2 Model Architecture

The pipeline of our proposal is depicted in Figure 3.4. It is composed of a reconstructive net­
work, a generative network and a discriminative network. By combining each of these blocks
sequentially, the ensemble model successfully learns to transfer attributes.
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Figure 3.4. Pipeline of the ATI­GAN framework at training. Each network has its own separate
training process. (Top) The reconstructor R takes the masked image x̄ and inpaints a realistic
filling x̂. Then, the discriminator D judges the outcome. (Centre) D takes the real image x

(R) and the fake image x′ (F), and learns to distinguish them. Furthermore, it also classifies
them according to their target domain (C). (Bottom) The generator G takes the output image x̂
and its domain label c, and synthesizes the attribute­transfer image x′. Next, the synthesized
image x′ and the original domain label are fed into G to generate x′′—creating a loop to learn
attribute­inversion paths. After that, both x′ and x′′ are passed to D to be evaluated.
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Reconstructive Network. Given a set of source (real) imagesx and their pairedmasked images
x̄, the goal of the reconstructor R is to fill the large missing region of x̄ , known as a patch or
hole, with plausible content so that the inpainted results ẋ looks realistic. To achieve appealing
inpaintings, the reconstructor R relies on different loss terms. On the one hand, we have an
autoencoder loss Lae which essentially constrains the reconstructed images by minimizing the
absolute differences between these images and their source at both contour and patch level. This
optimization task is defined as

Lae = ||xc − ẋc||1 + λp ||xp − ẋp||1, (3.3)

where the subindexes c and p refer to contour and patch, respectively. Figure 3.5 illustrates the
different components that intervene.

Figure 3.5. Components of Lae: contour from the source image xc, contour from the recon­
structed image ẋc, patch from the source image xp, and patch from the reconstructed image
ẋp.

We apply separate l1 distance norms: one for the contour and one for the patch. The reason
for this is that the patch loss does not have to be strictly 0 since it is possible to generate valid
synthetic patch images, i.e., realistic and consistent with the contour, which are not exactly
the same as the source images. Consequently, they will not reach a 0 loss value. In contrast,
the contour loss has to get as close as possible to 0. Here we are not interested in alternative
reconstructions, but the source one.

On the other hand, we have Ladv,rec (see Equation 3.7 and 3.8), which penalizes unrealistic
images, and Lclass,rec (see Equation 3.11), which takes care of incorrect image­domain trans­
formations. These two loss terms are assessed by the discriminator D. The whole inpainting
training process is therefore formulated as a minimization problem of the following terms

Lrec = λaeLae + λadvLadv,rec + λclass Lclass,rec. (3.4)

Once the inpainting task is complete, the reconstructed result ẋ undergoes a contour swap­
ping process, creating x̂. We refer to it as a “modification” step; a visual example is displayed in
Figure 3.6. The reason for this manipulation is that we only want to modify the attributes, i.e.,
the inpainted patch. Thus, the contour can be replaced by the original (source) one. While it is
true that it is useful for the reconstructor to enhance its understanding by learning to reconstruct
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Figure 3.6. The “modification” step takes place in between the reconstructor and the gener­
ator. It consists of combining the contour from the source image xc with the patch from the
reconstructed image ẋp, which produces x̂.

the contour during the inpainting process, the result has no further use in the rest of the system.
Consequently, it can be dismissed.

Finally, in terms of topology implementation, we adopt the coarse network architecture in­
troduced by Yu et al. [19]. As the size of the receptive fields are a decisive factor in inpainting
tasks, we use dilated convolutions to guarantee a sufficiently large size. Additionally, we apply
mirror padding for all convolution layers and exponential linear units [73] as activation func­
tions. Figure 3.7 depicts the scheme of the pipeline of the reconstructive model, together with
the “modification” step.

Figure 3.7. Pipeline of the reconstructor structure. Given a masked input x̄, the network in­
paints the mask, producing ẋ. The “modification” step is also depicted, where ẋ becomes x̂
after the contour swap.

Generative Network. The role of the generator G is to learn the mappings between multiple
attribute domains. To achieve this goal, we use the modified outputs from the reconstructor x̂
as the inputs. Then, we train G, to translate x̂ into output images x′ that belong to the target
domains. We control the domains by conditioning the x̂ via domain labels ctarget. The generator
relies on several loss terms to fulfil the translation task. In the same manner as in the inpainting
block,G also employs an adversarial lossLadv,gen (see Equation 3.7 and 3.9) and a classification
loss Lclass,gen (see Equation 3.12). Moreover, we have an extra term called cycle consistency
loss Lcycle (see Equation 3.5), which helps create strong inversion paths between latent space
and target domains [15, 16, 62]. In our case, such paths guarantee that the translated images
x′ preserve the content of their input images x̂, while changing only the domain­related parts
through the latent space; namely, it creates attribute inversion paths. This cyclic term is defined
as
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Lcycle = ||x̂ − x′′||1
with x′′ = G(x′, coriginal),

and with x′ = G(x̂, ctarget).

(3.5)

Note that the generator performs the entire cyclic translation x̂→ x′ → x′′, forcing the domain
labels to be crucial for moving between domains. First, the source images x̂ are translated to
the target domains x′ (conditioned on ctarget) and then, x′ are translated back to their original
domain x′′ (conditioned on coriginal).

Finally, arranging all the generator terms together leads to the following objective loss

Lgen = λadvLadv,gen + λclass Lclass,gen + λcycle Lcycle. (3.6)

Figure 3.8. Pipeline of the generator structure. Given an input x̂ and the domain label c, the
network synthesizes an output x′, containing the target attribute.

Regarding the topology, we build our attribute­transfer generator, based on the recent state­
of­the­art image­to­image translation model StarGAN [16], which in turn was an adaptation of
CycleGAN [15]. On top of this baseline, we incorporate dilated convolutional layers, to increase
the reception field, which empirically has proven to benefit our system. We use instance nor­
malization in this network. Figure 3.8 depicts the scheme of the pipeline of the generator model.

Discriminative Network. Our discriminator D behaves slightly differently from the vanilla
GAN [3]. As one might expect, it classifies samples as real or fake, according to their appear­
ance. However, it has an additional in­built classifier that tries to determine the domain from
each sample, as in AC­GAN [74]. As a result, the discriminator needs to have one adversarial
loss Ladv, judging the appearance of the images, and one classification loss Lclass, classifying
the attributes. Concerning the inner structure of our discriminator D, it also differs from stan­
dard discriminators. In particular,D is split into two fully convolutional topologies: the global
discriminator Dg and the patch discriminator Dp, along with one final convolutional block to
combine both discriminators’ outputs to determine the domain (see Figure 3.9). The idea behind
this double discriminator structure is that while Dg deals with the global semantic consistency
of the whole image, Dp deals with the local semantic consistency of the generated patch. In
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Figure 3.9. Pipeline of the inner structure of the discriminator. It has two main blocks: 1) the
global discriminator Dg, which assesses the consistency of the entire image via its global loss
Lg, and 2) the patch discriminator Dp, which assesses the consistency of the inpainting via its
patch loss Lp. Finally, there is also the class error Lclass, which uses the whole architecture of
D to determine the class of the label.

order to guarantee both consistencies, every image is evaluated simultaneously by the discrim­
inator on two independent loss functions: a patch loss Lp and a global loss Lg. Together, they
form the adversarial loss formulated as

Ladv = Lg + Lp. (3.7)

Following recent work from Choi et al. [16] and Yu [19], we employ Wasserstein loss with
gradient penalty as our adversarial loss Ladv. Thus, we can write the global loss Lg for the
reconstructor as

Lg,rec = −Ex̂[Dg(x̂))], (3.8)

for the generator as
Lg,gen = −Ex′ [Dg(x

′))], (3.9)

and for the discriminator as

Lg,disc = −Ex[Dg(x)] + Ex′ [Dg(x
′)) + λgp Ex′ [(||∇Dg(αx+ (1− α)x′)||2 − 1)2], (3.10)

where α is a random variable following the discrete uniform distribution over the set {0, 1}.
Regarding the patch loss Lp, notice that it can be calculated after replacing Dg with Dp.

As we mentioned above, our discriminator D has a final convolutional block to compute
the Lclass, which accounts for domain classification. In particular, we implement a binary cross­
entropy function between the outputs from our domain classifier and the domain labels, either
ctarget or coriginal. Thus, we can write the classification loss for the reconstructor as

Lclass,rec = Ex̂[− logD(coriginal|x̂)], (3.11)

for the generator as
Lclass,gen = Ex′ [− logD(ctarget|x′)], (3.12)



40 3.4. Experiments

and for the discriminator as

Lclass,disc = Ex[− logD(coriginal|x)]. (3.13)

Finally, the optimization problem of the training process of the discriminator is described as

Ldisc = λadvLadv,disc + λclass Lclass,disc. (3.14)

3.3.3 End­to­End Model Architecture

In order to successfully merge the three components within the same framework, it is important
to find the right balance between their interactions and to weigh their contributions, in partic­
ular, that of the discriminator, since it plays a fundamental role in our image­to­image system.
On the one hand, the discriminator indirectly forces the generator to produce correct image
transformations by penalizing those outputs that do not belong to the target domain, and/or
look artificial. On the other hand, the discriminator also contributes to enhancing the inpainting
results, by teaching the reconstructor to follow the source images. Algorithm 4 describes the
pseudocode of our proposal.

3.4 Experiments

In this section, we present results for a series of experiments evaluating the proposed method
quantitatively and qualitatively. We first give a detailed description of the experimental setup
and the evaluation metrics. Then, we discuss the inpainting outcomes. Finally, we assess the
attribute­transfer capability of our proposal.

3.4.1 Experimental Setup

We train ATI­GAN on the CelebA [53] dataset, which consists of 202,599 images of celebrity
faces with different facial attributes. We randomly select 2,000 images for testing, and use all
the remaining images as the training dataset. Before training, we crop and resize the initially
178×218×3 pixel images to 128×128×3 pixels, and mask them with 52×52×3 size patches.
These masked regions are centred around the tip of the nose, which in most cases, obstructs a
large part of the face. All experiments presented are conducted on a single NVIDIA GeForce
GTX 1080 GPU.

3.4.2 Training Setting

Our approach is divided into three blocks: the reconstructor (for inpainting), the generator and
the discriminator. Each of them uses an independent Adam [54] optimizer with β1 = 0.5 and β2
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Algorithm 4 Training of the ATI­GAN model.
1: Require: niter, number of iterations. α’s, learning rates. m, batch size. ngen, number of

skipped iterations of the generator per discriminator iteration. nrec, number of iterations
before G starts to train with x̂.

2: Require: θ, initial reconstructor, generator and discriminator parameters.
3: Note: x̂ are the modified outputs of the reconstructor.
4: for i < niter do
5: Sample a batch of images {x(z)}mz=0

6: Mask the batch of images {x̄(z)}mz=0

7: Sample domain labels c
8: Train discriminator D
9: θdisc ← θdisc − αdisc∇θLdisc(x, c)
10: Train reconstructor R
11: θrec ← θrec − αrec∇θLrec(x, x̄, c)
12: Train generator G
13: if mod(i, ngen) = 0 then
14: if i < nrec then
15: θgen ← θgen − αgen∇θLgen(x, c)
16: else
17: θgen ← θgen − αgen∇θLgen(x̂, c)
18: end if
19: end if
20: end for
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= 0.999. The batch size is set to 16, and the model is trained for 200,000 iterations. We employ
the output of the reconstructor as the input for the generator after 50,000 iterations. This sort
of delay can be seen as a warm­up to ensure that the reconstructor provides informative inputs
for the generator. The generator is updated after every five discriminator updates, as suggested
in [16, 51]. We set λae, λcycle and λgp to 10, λclass and λadv to 1, and λgp to 5. Furthermore, we
implement a learning rate scheduler, setting its initial value to 10−4, linearly decreasing to zero
over the last 100,000 iterations.

3.4.3 Evaluation Metrics

Reconstruction­level Evaluation. The term peak signal­to­noise ratio (PSNR) is an expression
for the ratio, in decibels, between two images. It is used as a quality measurement between the
maximum possible value (power) of a source image and the power of distorting noise. Its
mathematical representation is

PSNR = 20 log
MAXx

MSEx,y

, (3.15)

where MAXx is the maximum possible pixel value of the source image x, and MSEx,y stands
for mean square error between x and its modified output image y.

Inpainting approaches often use PSNR as a measurement of quality. The higher the value of
this metric, the better the quality of the output image. However, PSNR might oversimplify the
comparison since it directly measures the difference in pixel values, estimating absolute errors.
Therefore, this metric is usually combined with a second fidelity measure called the structural
similarity index [75] (SSIM). Its formula is defined as

SSIM =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
, (3.16)

where µ’s represent the means, σ’s the standard deviations, and C’s the constants to ensure
stability. Last but not least, the term σxy is calculated from

σxy =
1

N− 1

N∑
i=1

(xi − µx)(yi − µy), (3.17)

where N is the amount of pixels.
The SSIM is a perceptual metric that quantifies image quality degradation as the perceived

change in structural information (strong interdependencies). It requires two images from the
same image capture—a reference image and a manipulated image. The range of values for the
SSIM is [­1, 1]. A value of 1 indicates that the two images are the same or very similar. A
value of ­1 indicates the opposite. Frequently, these values are adjusted to be in the range [0,
1], while holding the same meaning. In this work, we employ the latter range.
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Attribute­level Evaluation. For a qualitative evaluation, in order to assess the attribute­transfer
capacity of our model, we perform a user study in a survey format, where users have to label
an image with a 1 when the attribute is recognized, and a 0 otherwise. For each target attribute
and its antonymous counterpart, e.g., eyeglasses and not­eyeglasses, we conduct a separate test
that randomly evaluates 10% of the testing data, and we calculate the average accuracy.

3.4.4 Results of Image Inpainting

The image inpainting problem has a number of different scenarios. The context of our interest
is human faces. Given a face, where a significant part of the pixels are masked, our objective
is to restore them so that the final outcome is a plausible and realistic human face. In order to
achieve an appealing inpainting result, the synthesized face must fit into the mask/hole, taking
into account both the quality of the reconstructed area, and the adaptation within the unmasked
regions of the input image.

As mentioned by Yeh et al. [58] and Yu et al. [19], the perfect numerical metric for semantic
inpainting does not exist. The reason for that is the existence of an infinite amount of valid
solutions. In other words, image inpainting algorithms do not aim to reconstruct the ground­
truth image, but to fill the masked area with content that is in line with the image. Hence, the
ground­truth solution is only one out of many possibilities.

As for our inpainting task, we crop square patches from the centre of the images. This pro­
cedure leads to a standard scenario for inpainting on the CelebA dataset, since most relevant
information is located in the centre. Table 3.1 shows the comparison of PSNR and SSIM met­
rics, where the other inpainting solutions have also followed the same cropping procedure. We
can observe how our proposal achieves very competitive results, obtaining substantially higher
values of PSNR. Such an improvement mainly comes from a good balance between the inpaint­
ing block and the discriminator block. While the reconstructor learns to produce the coarse fea­
tures from faces (natural­looking structures) based on the autoencoder loss, the discriminator
provides signals, in the form of gradients, to drive the results to be smooth with fine­grained
details (detailed structures). Figure 3.10 illustrates inpainting results for different types of facial
features such gender, age or skin colour. Note that since the reconstructor never sees the source
image directly, but its masked versions, the inpainted solution tends to be a slightly different
face. Besides that, due to the intrinsic limitations of our reconstruction model, we can observe
that some complex attributes containing high­frequency components might turn out blurry, such
as the inner structure of the eyes. Although this is an undesired effect that could cause severe
problems for inpainting applications, it is not an issue for our approach, as the inpainted outputs
are an intermediate step in our architecture, and eventually the final outputs become sharper
after the generator transfers the target attributes.
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Method PSNR (dB) ↑ SSIM ↑
SIIWGAN [76] 19.20 0.920
SIIDGM [58] 19.40 0.907

CE [17] 21.30 0.923
GL [60] 23.19 0.936

GntInp [19] 23.80 0.940
GMCNN [77] 24.46 0.944
GL+LID [78] 25.56 0.953

Ours 31.80 0.946

Table 3.1. Reconstruction­level evaluation on inpainting. Quantitative comparison between
our inpainted result and other inpainting approaches.

Figure 3.10. Example of inpainted results at testing times. Each pair consists of an original
image (left), and its reconstruction (right). Note that even though some results may be blurry,
they are just an intermediate step, and the final outputs will be sharp again.
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Our inpainting results demonstrate that the proposed approach is able to exploit the benefits
of an end­to­end GAN­based architecture, propagating informative gradients throughout the
whole system, achieving significant scores on reconstruction evaluation. Nevertheless, notice
that we do not aim to outperform state­of­the­art image inpainting techniques, but rather we use
the inpainting algorithm as a key element of our attribute­transfer system.

3.4.5 Results of Attribute Transfer

As we mentioned before, our ultimate objective is to build a system that successfully performs
attribute transfer. In this subsection, we focus on the assessment of such a task. In particular,
we validate the manipulation of the following facial attributes: eyeglasses, moustache, smiling
and young, and their opposites: not­eyeglasses, not­moustache, not­smiling and old.

We start running a qualitative evaluation of the results. Figure 3.11 shows a few generated
examples, where inpainting and attribute­transfer networks have been employed in an end­to­
end system to synthesize the target attribute. We can observe how ATI­GAN clearly fulfils
its goal, synthesizing natural­looking faces that include the pre­defined specifications. Fur­
thermore, the results contain detailed structures, removing the blurriness that the intermediate
inpainted images suffer from.

We conduct a user study to evaluate the attribute­transfer capability of ATI­GAN. We focus
on the aforementioned list of facial attributes. Results in Table 3.2 demonstrate that the majority
of our translations achieve high rates of success. More interesting, however, is to understand
the meaning behind these percentages. The first relevant event happens when moving from
eyeglasses → not­eyeglasses and vice versa. The perceptual evaluation shows a substantial
dissymmetry upon transferring this attribute. The main reason for this is the non­invertible
nature of our approach, meaning that moving from domain A to B involves one path, whereas
moving from B to A involves another. Consequently, in order to build these attribute paths,
our model needs to be exposed to translations from both directions. We hypothesize that an
unbalanced exposure to certain attributes, in this case eyeglasses, might have a significant effect
on the model’s final performance. In fact, it is well­known that the CelebA dataset suffers
from unbalanced attribute distributions. An even more prominent example of this kind is the
moustache attribute. Following the same line of thought, it is expected that not­moustache→
moustache has a lower success rate for women than for men, since presumably, there are no
examples of women with a moustache. Finally, Figure 3.12 shows a comparison of attribute­
transfer accuracy between different baselines and our proposal. Together with StarGAN, ATI­
GAN provides the most stable transfer results across the different target attributes.
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(a) (Top) Transfer smiling. (Bottom) Transfer not­smiling.

(b) (Top) Transfer not­eyeglasses. (Bottom) Transfer eyeglasses.

(c) (Top) Transfer old. (Bottom) Transfer young.

(d) (Top) Transfer not­moustache. (Centre) Transfer moustache for men. (Bottom) Transfer moustache
for women.

Figure 3.11. Example of attribute­transfer results at testing times. Each pair consists of a source
image (left), and its transfer image (right). The variety of faces displayed in the examples
demonstrates the capacity of our model to deal with attribute transfer, independently of gender,
age, skin colour among other facial features.
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Attribute transfer Accuracy (%)
smiling→ not­smiling 86
not­smiling→ smiling 88

eyeglasses→ not­eyeglasses 50
not­eyeglasses→ eyeglasses 82

young→ old 85
old→ young 70

moustache→ not­moustache (men) 33
not­moustache→ moustache (men) 98

not­moustache→ moustache (women) 68

Table 3.2. Attribute­level evaluation on transformed images for each target attribute. Note that
adding and removing attributes are not symmetric operations, and neither are their final scores.
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Figure 3.12. Attribute­level evaluation on transformed images for smiling, eyeglasses, old and
moustache attributes. Quantitative comparison between the baseline models StarGAN [16],
CycleGAN [15],VAE/GAN [71], IcGAN [70] and our approach.
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3.5 Ablation Study

Wepresent further results that support the importance of the inpainting block and its contribution
to the ATI­GAN framework. In this ablation study, we evaluate the outcomes quantitatively,
applying the reconstruction­level metrics. Despite their name, these are also valid scores for
assessing our final attribute­transfer results in terns of image quality. We first compare our
approach to StarGAN, as both methods offer the best results on average across the attributes
(see Figure 3.12). In Table 3.3 we can observe how ATI­GAN obtains superior scores, having
important gains in both metrics. Thus, one can confirm the superiority of ATI­GAN in the pre­
sented scenario. Last but not least, we assess the role of our reconstruction block. To conduct
this experiment, we simply remove the inpainting network, and train the model again. Qualita­
tive results show that the implementation of the reconstructor, leads to a notable improvement,
consistently boosting both metric scores—by around 2dB on PSNR, and 5% on SSIM.

Method PSNR (dB) ↑ SSIM ↑
StarGAN [16] 22.80 0.819

Ours (w/o inpainting) 29.84 0.901
Ours 31.80 0.946

Table 3.3. Reconstruction­level evaluation on attribute transfer. Quantitative comparison on
final synthetic results between StarGAN [16], our ablated model and our end­to­end model.

3.6 Limitations

The ATI­GAN framework exploits the local structures of the face, e.g., the relative position
between eyes and ears, to inpaint and then to transfer attributes with a high degree of freedom.
While the symmetrical property of local structures allows synthetic faces to be successfully
rendered containing the target attributes, it also constrains this framework’s usage for other ap­
plications. This is due to the method having a strong dependency on the structural properties
of the input data. As a result, in order to explore different applications, one needs either to
employ images with structural similarities, or to implement a stronger reconstructor. A second
drawback of ATI­GAN arises from the inpainting strategy. As we explained before, the recon­
structor provides one of many possible solutions. As a consequence, the identity of the original
face might not be preserved, or it might be slightly modified. In our experiments, we observe
that this is not the usual case, however, sometimes small alterations can be found. On the other
hand, such small discrepancies can be viewed as a source of valid permutations, leading to a
wider range of output possibilities.
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3.7 Summary

In this chapter, we introduce a novel image­to­image translation model that performs accurate
local attribute transfers. While previous work was mostly based on attribute manipulations
through GAN’s latent space, we propose a complementary approach that allows the inpainting
techniques to be exploited in attribute­transfer scenarios. ATI­GAN is a functional end­to­end
attribute­transfer model that utilizes the inpainting paradigm to try to change only the targeted
parts of the image, i.e., the pre­defined attributes, while the remaining parts are used to reinforce
the generator’s learning to produce realistic outputs. Results of our experiment show that our
proposal synthesizes high­quality human faces, containing the target attributes. We do believe
the method is generalizable to other objects and domains, since it is able to produce synthetic
images that contain certain specifications on demand. Interesting avenues of future work could
include the exploration of multi­attribute transfer, high­resolution synthesis, and new applica­
tion domains, among others.





Chapter 4

Style Transfer and Attribute Manipulation

Facial image manipulation is a challenging task that involves generating faces whilst preserving
the subtle texture of their relevant features. When editing, different levels of structural changes
are imposed on key characteristics so that the system steers in the target direction, aiming to
synthesize realistic facial images. Generative neural networks have been very successful in
this task due to their ability to produce lifelike faces with a high degree of variability, i.e.,
providing diverse geometry, textures and colours. Therefore, they have been utilized in different
editing scenarios. Common editing techniques, such as image­to­image translation, include
style transfer [14, 27] and attribute manipulation [16, 28].

Style­transfer approaches define two or more visual domains, where the goal is to translate
images from one domain to another. Usually, these domains represent distinguishable proper­
ties, like gender, hairstyle, and skin colour, among others. Ideally, while training these models,
one needs to pre­define the boundaries of the target domains/styles, as they can be arbitrar­
ily large. To address this problem, StarGANv2 [27] introduces an approach where the styles
are controlled either by domain­specific encoders or by semantic labels. This structure allows
image­to­image translation models to handle a wide diversity of styles. Despite StarGANv2’s
remarkable results, it has two important limiting factors. First, the scaleability over multiple do­
mains, as it has a direct impact on the size of the architecture and consequently, the model is not
appropriate for certain scenarios. Additionally, it might require pre­classification of the data,
according to the target domain, which is not always a simple task since some domains cannot
be binarised. The second limitation comes from its intrinsic semantic­manipulation property,
i.e., it translates whole images, not allowing local nor pixel­wise manipulations. As a result,
the model cannot have full control over the faces, generating less diverse attributes than other
attribute­manipulation techniques.

Thanks to the semantic reasoning of facial­attribute manipulations, one can achieve a rich
generation of attributes. These manipulations consist of an image­generation process, closely
bound to the style transfer, with supervision fromwell­defined features (target attributes), which
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Figure 4.1. Given a source image, its semantic­segmentation mask and a reference image, users
can change the mask so that the synthetic result follows the modified mask, while retaining the
identity from the source and the style from the reference. Additionally, the gender can also
be chosen. In this figure we show three cases (rows) each with two segmentation masks and
their synthetic results. Note that the mask 1 column is not modified, while mask 2 contains
modifications of the eyes, nose or mouth attributes.

are modified with consistency, preserving realism compared with the rest of the face. We can
categorize attribute­manipulation techniques into semantic­level manipulations [16,79,80] and
geometry­level manipulations [81–83]. The former is precise and easy to train, but it does not
allow users to interactively alter the face images. On the other hand, the latter achieves notable
results using segmentation masks as intermediate representations of facial features, granting the
users more freedom to manipulate the attributes at will. However, these geometry approaches
still struggle to generate high­diversity outputs. MaskGAN [28] tries to overcome this draw­
back by mimicking the user’s manipulation via a mask manifold. In this way, the model trains
with a wide variety of masks, resulting in a richer output diversity when synthesizing. Nev­
ertheless, this method is limited in terms of style transfer, since it lacks the ability to conduct
morphological changes when applying the transfer. A solution to mitigate this issue is to de­
scribe the style via the available attributes, but it is quite restrictive and impractical, all things
considered.

In this chapter, to address these limitations, we propose FacialGAN, a model that learns both
style transfer and attribute manipulation, thereby ensuring that it can deal with all the aforemen­
tioned tasks at once. Similarly to StarGANv2, we design a network that extracts and applies
diverse styles to generate realistic facial images. Furthermore, inspired by MaskGAN, we in­
corporate geometry information via semantic­segmentation masks to achieve a fine­grained
manipulation of facial attributes, leading to a rich diversity of outputs. Figure 4.1 displays a
few samples of different style and attribute transformations from FacialGAN.
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4.1 Background

In this section, we formally define the semantic­segmentation problem, and provide an overview
of the related work, paying special attention to GAN­based approaches.

4.1.1 Preliminaries

Semantic segmentation can be defined as the task of classifying each pixel in an input image
from a pre­defined set of classes. Therefore, it can be viewed as a classification problem at
pixel level. Due to their multi­domain versatility, segmentation models play a central role in
a broad range of applications, including medical image analysis, autonomous driving, video
surveillance, and augmented reality to count a few. Over the past few years, deep­learning
based methods [31, 84–86] have yielded a new generation of image­segmentation models with
remarkable performance improvements—often achieving the highest accuracy rates in popular
benchmarks—resulting in a paradigm shift in the field. Figure 4.2 presents a few examples of
image segmentation outputs.

Figure 4.2. Semantic­segmentation results of Durall et al. [21].

4.1.2 Related Work

GANs [3] have shown impressive results in various computer vision tasks like image gen­
eration [8, 10], image­to­image translation [14, 87], inpainting [59, 88] and image segmenta­
tion [89,90]. Among them, facial manipulation tasks have continuously gained attention in re­
cent years due to the high demand of facial editing applications. Facial manipulation can be seen
as a multi­domain image­to­image translation problem, where the model works with a unique
domain (features) from the face. From a style­transfer point of view [14,15,27,79,91–94], each
domain consists of styles, e.g., hairstyle, makeup and skin colour. From an attribute­translation
perspective [16, 28, 70, 82, 83, 95–99], each domain consists of attributes, e.g., smiling, eye­
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glasses and moustache. Note, however, that these domain definitions are rather loose, and
some styles can fall into attribute categories and vice versa.

Pix2pix [14] was one of the pioneers in style translation, and suggested learning to map
from a source to a target domain, using paired images in a supervised manner. Shortly after,
new techniques, such as cycle consistency loss [15] or shared latent space [79], were introduced
to remove the need for pairs, reducing the dataset complexity in this way. Concurrently, more
advanced topologies were developed, e.g., cascaded refinement [91] or multiscale [92]. Follow­
up work proposed using disentangled representations: DRIT [93], based on a domain­invariant
content space and a domain­specific attribute space; MSGAN [94], based on a maximization of
the ratio of the distance between generated images and their latent codes; and StarGANv2 [27],
based on a framework that tackled both diversity of generated images and scaleability over
multiple domains.

Attribute­translation tasks have also undergone major improvement, including semantic­
level and geometry­level manipulations. Under the semantic­level umbrella, DNA­GAN [95]
tried to approach the attribute­translation task by generating swappable attribute­related blocks
in the latent space between two images. IcGAN [70] combined a conditional GAN with an en­
coder, which allowedmultiple attributes to bemanipulated at once. StarGAN [16] introduced an
important breakthrough by employing a single generator to perform multi­domain image trans­
lations. AttGAN [96] also achieved remarkable results with an encoder­decoder architecture,
where the attribute information had been treated as part of the latent representation. Modu­
larGAN [100] proposed a modular architecture consisting of several reusable and composable
modules. GANimation [101] trained its model on facial images with real­valued attribute la­
bels, and thus could achieve impressive results in facial expression interpolation. For a finer
control, RelGAN [97] primarily took advantage of relative attributes, which described the de­
sired change on selected attributes. As for geometry­level attribute approaches, ELEGANT [98]
introduced a new model that used two images of opposite attributes as inputs, to transfer ex­
actly the same type of attribute from one image to the other by exchanging certain parts of their
encodings. A different approach was implemented by SPADE [82], where they employed the
input layout for modulating the activations in normalization layers. Chen et al. [99] suggested
splitting facial attributes into multiple semantic components, each of which corresponding to a
specific facial region. More recent approaches have incorporated semantic­segmentation masks
to grant pixel­wise control of the synthetic outputs. Gu et al. [81] introduced a mask­guided
portrait­editing framework, leveraging conditional GANs, guided by provided facemasks. Sim­
ilarly, MagGAN [83] developed a segmentation mask­guided conditioning strategy that incor­
porated into the generator the influence region of each attribute, which was combined with a
multi­level patch­wise discriminator. Finally, MaskGAN [28] also enabled face manipulation
via semantic­segmentation masks, which served as intermediate representations for flexible
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modifications with fidelity preservation. However, it learnt the face­manipulation process via
a mask manifold, instead of directly transforming images in the pixel space.

4.2 Contributions

In this work, we focus on the challenging task of facial image editing. Given a source face
image, a target­style face image, and a guide segmentation label mask, our novel model is able
to synthesize an output image that first, shares a similar style with the target­style image while
preserving the input face identity, and second, accurately follows the semantic mask. To the
best of our knowledge, FacialGAN is a pioneer of incorporating both techniques under the same
framework, leading to flexible and fine­grained editing control. Moreover, our facial system
achieves state­of­the­art scores in reference­guided synthesis, improving seminal work, such
as StarGANv2 and MaskGAN. To achieve this, we propose a multi­objective training process
that is able to balance the different components of the architecture. In particular, we introduce
a new local segmentation loss to encourage the network to follow the geometry specified in the
guidance face mask. Unlike MaskGAN, where a complex training strategy generates supervi­
sion signals, our segmentation loss back­propagates informative gradients thanks to its locality
characteristics. In other words, it exploits the region of interest (the target attributes) at pixel
level. Overall, our contributions are summarized as follows:

• We propose FacialGAN, a novel model enabling rich simultaneous style transfers and
interactive facial attribute manipulations, while maintaining the identity.

• We introduce an intuitive local segmentation loss that guarantees the pixel­wise attribute
control, simplifying the complex global pipelines of MaskGAN.

• We assess results, both qualitatively and quantitatively, on the CelebA­HQ dataset. We
report state­of­the­art scores on reference­guided generation, surpassing StarGANv2 and
MaskGAN.

4.3 Method

We start this section by introducing the problem definition. Then, we provide a detailed pre­
sentation of the architecture of our model that splits into four parts. After that, we explain the
loss function used in our training process, including its various terms and the reason for them.
Eventually, we close this section with the description of our end­to­end training strategy.
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Figure 4.3. Pipeline of FacialGAN framework at training. First, the style network extracts the
latent code s containing the style. It can be defined either from a reference image y, or from
random noise z. It is in this step that the gender is specified: man (M) or woman (W). Then, the
latent code s together with the source image x and its semantic­segmentation mask m are fed
into the generator to synthesize x′. To ensure that the generated face x′ is consistent with the
maskm, we employ a segmentation network. Finally, the discriminator classifies the output as
real (R) or as fake (F) according to its gender.

4.3.1 Problem Definition

Our proposedmodel addresses the attribute­translation task in a semantic­segmentation context,
while dealing simultaneously with the style­transfer task. Given a source image x ∈ RH×W×3,
its segmentation label mask m ∈ RH×W×N , an arbitrary reference image y ∈ RH×W×3, and
random noise z ∈ R1×16, our goal is to train a model that can synthesize new faces. These
faces would be conditioned on the style from y and z, including the gender domain, which are
consistent with the geometry constraint of m, and that maintain the identity from x. Note that
H and W are the height and width of the data, respectively, and N is the category number of
the semantic label.

4.3.2 Model Architecture

The pipeline of our proposal is depicted in Figure 5.3. It is composed of a generative network,
a style network, a segmentation network and a discriminative network. By combining each of
these blocks sequentially, the ensemble model successfully transfers styles and attributes.
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Figure 4.4. From left to right, a source image, its segmentation mask, and its masked input. In
this example, the random masked attribute is the nose.

Generative Network. The task of the generator G is to translate source images x into out­
put images x′, which retain the identity from the source, following the label masks m, while
reflecting the style codes s. Inspired by ATI­GAN [87], we use an encoder­decoder topology
and randomly mask one of the attributes of x, so that the network learns to inpaint coherent
attributes (see Figure 4.4). Then, we concatenate the masked images with the segmentation
masks m, and feed them into the encoder. For the style transfer, we inject the latent codes s
into the decoder using adaptive instance normalization, introduced by Hang et al. [102].

Style Network. The aim of this network is to generate valid style codes s. To do so, the net­
work is split into two subnetworks: a mapping network F and an encoder network E. While F
generates style codes from random noise z, E extracts the style from reference images y. We
adopt the architecture of StarGANv2 [27] as a backbone and simplify it for a binary domain to
control the gender information. The remaining attributes are manipulated through the mask.

Segmentation Network. To guarantee a diverse and interactive face manipulation, we need
to ensure that G follows the geometry of the mask. Therefore, the moment that the outputs x′

andm are not aligned, the segmentation network S generates a control signal that penalizes the
generator. To achieve this, we feed x′ into S and compare the generated output masksm′ with
the label masksm, which serve as ground­truth. Furthermore, in order to improve results, we
apply random modifications on the input maskm, such as erosion and dilation, at training time.
In this way, the model is exposed to a more diverse mask scenario.

Discriminative Network. The last component is a convolutional discriminator D. However,
it behaves slightly differently from the vanilla implementation [3], as it takes samples of both
real and generated faces and tries to correctly classify them as real and fake, based on the gen­
der domain. This discrimination procedure is called “multitask classification” and it has been
successfully employed in previous work [27, 103].
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4.3.3 Multi­Objective Learning

Learning to synthesize realistic and diverse images while transferring styles and manipulating
attributes is a complex task; it requires different regulariser terms that focus on specific tasks.
In this work, we mainly use five independent losses during training to achieve our goal.

Ladv = Ex[logD(x)] + Ex,m,z[log(1−D(G(x,m, F (z))))] (4.1)

The adversarial lossLadv [3] is the core element in any GAN­based model. Essentially, it makes
the generated images more realistic and assess the control over the gender domain.

Lsty = Ex,m,z[||s− E(G(x,m, s))||1] (4.2)

The style loss Lsty [27] is vital to achieving reliable style transfers. It is responsible for forcing
the generator to utilize the style codes s, which are extracted from F (z). This is possible by
minimizing the distance between them and those extracted from E when fed with generated
images x′ = G(x,m, s).

Lds = −Ex,m,z1,z2 [||G(x,m, F (z1))−G(x,m, F (z2))||1] (4.3)

By maximizing the distance between two generated images with respect to their corresponding
latent codes z1 and z2, the diverse sensitivity loss Lds [94] forces the generator to explore more
minor modes, and therefore, to produce more diversity.

Lcycle =Ex,m,z[||x−G(x′,m, E(x))||1]

with x′ = G(x,m, F (z))
(4.4)

The cyclic consistency loss Lcycle [15] guarantees the preservation of the domain’s invariant
characteristics, such as pose, while changing the styles faithfully.

Lseg = −
∑
h,w

Ex

[
mh,w,c logS(xh,w,c) + (1−mh,w,c) log(1− S(xh,w,c))

]
(4.5)

Finally, the local segmentation loss Lseg is based on binary cross­entropy formulation with the
singularity that it works locally. Depending on the manipulated attribute c, Lseg will evaluate
a certain region (h, w) of the image. The goal of this loss is to ensure that the mask rules the
attribute geometry of output images.

Combining all the aforementioned loss terms leads to the final objective, which can be
formulated as

min
G,F,E,S

max
D
Lfinal = λadvLadv + λstyLsty + λdsLds + λcycleLcycle + λsegLseg, (4.6)

where λadv, λsty, λds, λcycle and λseg are the hyperparameters for each term.
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4.3.4 End­to­End Model Architecture

To obtain images with diverse styles and flexible attribute manipulation, we train our approach
to perform a twofold task: 1) generate domain­specific style vectors from arbitrary images and
random noise, and 2) synthesize realistic faces following the geometry dictated by pseudo­
random masks. By enforcing such a behaviour, the model learns to reflect the style vectors
and the changes to the masks’ attributes, producing images with diversity and scaleability over
multiple domains. Algorithm 5 describes the pseudocode of our proposal.

Algorithm 5 Training of the FacialGAN model.
1: Require: niter, number of iterations. α’s, learning rates. m, batch size.
2: Require: θ, initial generator, style and discriminator parameters.
3: Require: θseg, pre­trained segmentation parameters.
4: Note: θrest represents the generator and style parameters.
5: for i < niter do
6: Sample a batch of images {x(j)}mj=0

7: Mask of the batch of images {m(j)}mj=0

8: Sample a batch of reference images {y(j)}mj=0

9: Sample a batch of random noise {z(j)}mj=0

10: Train discriminator D
11: θdisc ← θdisc − αdisc∇θLadv(x,m, z)

12: Train generator G and style networks E and F
13: θrest ← θrest − αrest∇θ(Ladv + Lcycle + Lseg + Lsty + Lds(x,m,y, z))

14: end for

4.4 Experiments

In this section, we benchmark our approach by showing quantitative and qualitative results. We
first give a detailed description of the experimental setup and the evaluation metrics. Then, we
comprehensively analyse different style­transfer setups. Finally, we assess the attribute­transfer
capability of our proposal.

4.4.1 Experimental Setup

We train FacialGAN on the CelebA­HQ [104] and CelebAMask­HQ [28] datasets. While
CelebA­HQ consists of 30,000 high­quality facial images picked from the CelebA [53] dataset,
CelebAMask­HQ consists of the corresponding semantic­segmentation labels, separated into 19
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classes. For our experiments we resize all images and labelmasks to the size of 256×256×3 pix­
els, and we create and employ four customized classes: eyes, nose, mouth and skin. We choose
the state­of­the­art DRIT [93], MSGAN [94], SPADE [82], StarGANv2 [27] and MaskGAN
[28] models as our baseline models for comparison. DRIT, MSGAN and StarGANv2 per­
form latent­guided and reference­guided style transfer, whereas SPADE and MaskGAN per­
form geometry­level facial­attribute manipulation. All the experiments have been conducted in
a single NVIDIA Tesla A100 GPU.

4.4.2 Training Setting

Our approach is divided into two blocks. First, we train our segmentation model, based on U­
Net [31], with the default Adam [54] optimizer with learning rate set to 10−2. The batch size
is set to 32, and the model is trained for 50 epochs. Then, we train our generative model for
200,000 iterations using a batch size of 8, but in this training we have four Adam optimizers,
where we set β1 = 0 and β2 = 0.99. As for the learning rates, we set 10−4 for G, D and E, and
10−6 for F . The losses are all equally weighted, except for the segmentation with λseg = 2, and
the style diversification, where λds is linearly decayed to zero over training. We implement the
non­saturating adversarial loss with R1 regularization [105], and we set γ = 1.

4.4.3 Evaluation Metrics

Distribution­level Evaluation. To evaluate both the diversity and the visual quality from dif­
ferent models, we use the Fréchet inception distance (FID) [106] and the learnt perceptual image
patch similarity (LPIPS) [107] metrics. FID measures the discrepancy between generated and
real images, by using the Fréchet distance between features extracted from the last average
pooling layer of Inception­V3 [108], pre­trained on ImageNet; these features are then fitted to
a multivariate Gaussian distribution. LPIPS measures the diversity between image patches of
generated images, using the l1 distance norm between features extracted from AlexNet [29],
pre­trained on ImageNet.

Attribute­level Evaluation. To evaluate the ability of our system to manipulate target at­
tributes, we pre­train binary facial classifiers for the specific attributes on CelebA so that later
we can test our attribute manipulation. In particular, we use a ResNet­18 [109] architecture.

Segmentation­level Evaluation. To evaluate the capacity of our proposal to generate synthetic
images conditioned on the input mask, we pre­train a facial semantic­segmentation network on
CelebA­HQ. In particular, we use a U­Net [31] architecture to measure the pixel­wise accuracy
between the input layout and the predicted results.
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Method FID ↓ LPIPS ↑
DRIT [93] 52.1 0.178

MSGAN [94] 33.1 0.389
StarGANv2 [27] 13.7 0.452

Ours 15.8 0.426

Method FID ↓ LPIPS ↑
DRIT [93] 53.3 0.311
SPADE [82] 46.2 ­
MSGAN [94] 39.6 0.312
MaskGAN [28] 37.1 ­
StarGANv2 [27] 23.8 0.388

Ours 22.8 0.415

Table 4.1. Distribution­level evaluation on style transfer. (Left) Quantitative comparison on
latent­guided synthesis. (Right) Quantitative comparison on reference­guided synthesis.

Identity­level Evaluation. In the context of style and attribute facial manipulation, it can be
relevant to preserve the identity of the person featured in the image. Therefore, we employ a pre­
trained face­verification classifier on LFW [110] dataset. In particular, we use the ArcFace [111]
model with an accuracy of 99.5%.

4.4.4 Results of Style Transfer

We start our experimental evaluation by assessing the style­transfer ability of our model from
two perspectives: latent­guided synthesis and reference­guided synthesis.

Latent­guided refers to the fact that the system learns to model random noise into valid
latent code representations, which account for specific styles. Table 4.1 (left) provides a quan­
titative comparison of the baseline methods. Our approach provides very competitive results,
outperformingmost of themodels on both FID and LPIPS scores, and coming very close to Star­
GANv2. Themain reason for these scores is the ability tomorphologically change the attributes,
resulting in a wide variety of synthetic faces. In other words, our model produces highly diverse
results with a balanced image quality. Furthermore, we conduct a visual inspection of a few
samples. In Figure 4.5 (top), a qualitative comparison between the different baselines is illus­
trated. Each column contains the style­transfer result from different models when using random
noise as an input. The top two rows correspond to the results of converting man to woman and
vice versa in the bottom two rows. We observe that both StarGANv2 and our model generate
images with a higher visual quality compared to the DRIT and MSGAN models. While most
of the time DRIT synthesizes plausible outcomes, they do not contain morphological changes,
leading to poorer style transfers. On the other hand, MSGAN generates results containing more
substantial modifications; nonetheless, the method seems to fail to synthesize realistic images.

The second perspective, reference­guided, refers to the fact that the system learns to ex­
tract high­level semantics, such as hairstyle, makeup or skin colour, from the reference images,
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Figure 4.5. Qualitative comparison of style transfer on image synthesis. (Top) Latent­guided
generation using random latent codes. (Bottom) Reference­guided generation using input im­
ages.
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and to represent it in a latent code. The pose and identity of the source images are preserved.
Table 4.1 (right) shows the quantitative comparison of our method and the baseline methods
for reference­guided synthesis. Additionally, we also benchmark the models from SPADE and
MaskGAN. However, note that these methods use reference labels on top of the source images.
In this second experiment, our model achieves superior scores in both FID and LPIPS metrics
compared to the competing baselines. This implies that our approach produces the most diverse
and realistic results, while taking the styles of reference images into consideration. Figure 4.5
(bottom) compares the appearances of FacialGAN with the baseline methods. We observe that
our approach and StarGANv2 have successfully rendered distinctive styles like hairstyle or
skin colour, while MaskGAN fails at hairstyle translation, and SPADE mostly matches only the
colours of reference images.

4.4.5 Results of Attribute Transfer

On top of the style­transfer capability, our model also offers a fine­grained attribute manipu­
lation, based on supervised signals. These signals come from a one­hot encoded vector that
determines the gender, and, from the semantic facial mask that controls the eyes, eyebrows,
nose and mouth. Figure 4.6 shows synthesized images with style and attribute modifications.

We start our analysis by investigating the control over attributes, in particular, over the gen­
der. One important difference between some baseline models and ours is how the gender infor­
mation is encoded into the generative system. On the one hand, we have SPADE andMaskGAN
that employ the reference image to determine the gender; in other words, they treat gender as
a part of the style information. On the other hand, we have our model and StarGANv2 that use
a label to set the gender, and therefore, treat it independently of the style. The first column of
Table 4.2 shows the classification accuracy that each baseline achieves on a gender classifier
when targeting only man outputs. As one can expect, there is a clear difference between those
approaches that use a gender­specific signifier, and those that do not. Note that the pre­trained
classifier has an accuracy of 96.1%, which serves as a ground­truth.

Besides gender, our model allows the eyes, eyebrows, nose andmouth to be manipulated in­
dependently, synthesizing images accordingly. As mentioned above, such control comes from
the information of the masks that enable our approach to react to modifications on these masks
at pixel­level. Hence, it is possible to scale the size of a specific attribute, or even to redraw
it completely from scratch. The main limitation in terms of manipulation may arise from the
need for realistic customized masks so that they can be translated into realistic faces. Thus, to
validate our model on an attribute controlled by the mask, we conduct an experiment on the
smiling attribute. We compare with previous work: SPADE and MaskGAN. Drawing smiles
is a challenging task since it not only affects the mouth attribute, but also influences the whole
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Figure 4.6. In these pictures, we show that ourmodel is able to learn to transform a source image
to reflect the style of a given reference image while being consistent with the semantic mask.
The source and style­reference images appear in the first two columns, whereas the respective
segmentation masks are given in columns 3 and 5. Columns 4 and 6 show the generated images.
Each block of four rows displays a modified attribute. From top to bottom: mouth, nose, eyes
(eyebrows) and mixed.
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Method Man accuracy (%) Smiling accuracy (%) Identity accuracy (%)
SPADE [82] 54.5 73.8 70.7

MaskGAN [28] 71.7 77.3 76.4
StarGANv2 [27] 100 ­ ­

Ours 100 81.4 89.8*
Ground­truth 96.1 92.3 99.5

Table 4.2. The second and third columns show the attribute­level evaluation on man and smil­
ing transfer synthesis accuracy. The fourth shows the identity­level evaluation after drawing
smiles. *Note that our synthetic images also contain style modifications, which make identity
preservation more challenging.

expression of the face, resulting in large geometry variations. To run this evaluation, we ma­
nipulate not­smiling masks to become smiling ones, and then, we generate a new set of images.
The second column of Table 4.2 shows how our method achieves very competitive results, out­
performing the baselines.

In addition to the attribute­transfer assessment, we study identity preservation. We first
analyse the effect of style transfer on face recognition. To that end, we measure the accuracy of
face recognition on the source images and the generated images with style transfer; we reach an
identity accuracy of 89.8%. Then, we apply attributemodification, more specifically the smiling
attribute, and we measure again the accuracy of face recognition between the source images
and the generated images. This time, the generated images contain both attribute modifications
and style transfer; we reach the same identity accuracy of 89.8%. Table 4.2 shows that even
with additional style transfer, our method is able to preserve identity better than the baselines,
obtaining a significant improvement.

Last but not least, having high attribute­transfer and identity accuracy are important steps
towards our goal. Nevertheless, these metric might be incomplete since it does not evaluate the
precision of the mask. Hence, we conduct a segmentation study per attribute (see Table 4.3),
where we assess the consistency between the input layouts m and the predicted results m′ in
terms of pixel­wise accuracy.

4.5 Limitations

We run an empirical study to determine under which circumstances our proposal starts to behave
erroneously, producing inconsistent outputs. To find such limitations, we constantly increase the
size of the mask of the target attributes and evaluate the results. We repeat the same procedure
but decreasing the mask size. Figure 4.7 displays a few examples, where we can see how our
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Attribute Ours Ground­truth
Eyes accuracy (%) 98.39 98.81
Nose accuracy (%) 99.30 99.45
Mouth accuracy (%) 98.78 99.06
All accuracy (%) 96.40 98.75

Table 4.3. Segmentation­level evaluation to measure the consistency between the input masks
and the predicted parsing results in terms of pixel­wise accuracy.

model follows the mask if it can be translated into a plausible, realistic face. Once the modified
mask contains unnatural structures, such as no eyes, the network starts to ignore the mask input.
The main reason for this behaviour is the effect that the discriminator has over the generator
during training, forbidding the generator to learn to synthesize unrealistic faces.

Figure 4.7. Results on extreme manipulation of eyes (eyebrows) mask.

A second limitation factor arises from our segmentation loss. In order to generate informa­
tive gradients, this loss needs to work locally. Therefore, we need training data with pre­defined
areas, i.e., the masks of the target attributes. Otherwise, the regions of no interest weaken the
learning signal, leading to a possible loss of control of attribute editing.
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4.6 Summary

In this chapter, we propose a novel interactive attribute­manipulation and style­transfers frame­
work for facial image editing, named FacialGAN. It learns to extract and to apply diverse styles
from reference images, while preserving the input face identity, and to incorporate the geom­
etry information of a guidance segmentation mask. A multi­objective strategy guarantees the
generation of high­quality faces, and a fine­grained manipulation of facial attributes. Exper­
imental results demonstrate that our FacialGAN outperforms state­of­the­art approaches. We
see many interesting applications for future work, including simulation for virtual try­on eye­
glasses, earrings, makeup or even some cosmetic surgeries such as rhinoplasty, eyelid lift, or
cheek enhancement to mention a few.



Chapter 5

Perils of Image Manipulation

In the last years, the increasing sophistication of mobile devices and the growth of social net­
works have led to a gigantic amount of new digital content. This tremendous use of digital im­
ages has been followed by a rise in techniques for altering them. Until recently, such techniques
were beyond the reach of most users, since they were complex and time­consuming, requiring
a high domain expertise in computer vision. Nevertheless, thanks to the latest advances in ma­
chine learning and the accessibility to large volumes of training data, those limitations have
gradually faded away. As a consequence, the complexity and time needed for generating and
manipulating the digital content has significantly decreased, resulting in a democratization of
such modification techniques.

Deep generative models have lately been extensively used to produce artificial images with
a realistic appearance. These models are based on deep neural networks, which are able to
approximate the true­data distribution from a given training set. Thus, it is possible to sample
from and manipulate the learnt distribution at will. Two of the most popular approaches are
variational autoencoders [2] and GANs [3]. The latter approach, especially, has been pushing
forward the limits of state­of­the­art results, improving the control and the quality of synthetic
images [8,9,104]. As a result, GANs are opening the door to a new vein of artificial­intelligence­
based fake image generation, leading to a fast dissemination of high­quality synthetic content.
While significant developments have been made for image forgery detection, it still remains an
ongoing research task, since most current methods rely on deep­learning systems, i.e., they are
strongly dependent on large amounts of labelled training data.

In this chapter, we address the problem of detecting artificial image content, more specif­
ically, fake faces. Despite the fact that many face­editing and generative algorithms seem to
produce flawless realistic human faces [87,112,113], upon closer examination, they do exhibit
artefacts in certain domains, which are often hidden to the naked eye. In order to spot such
irregularities, we present a simple yet effective method, based on classical frequency domain
analysis. Compared to previous systems [114–116], which demand large amounts of labelled
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Figure 5.1. Azimuthal integration statistics (mean and variance) of the sub­datasets from the
Faces­HQ dataset. The higher the frequency, the larger the difference is between real and fake
data.

data, our approach achieves cutting­edge results using only a few annotated training samples,
and remarkable accuracy in fully unsupervised scenarios. Figure 5.1 shows the frequency com­
ponents of real and synthetic data, where one can notice how differently they behave at high­
frequency bands.

5.1 Background

In this section, we formally define the forensic analysis of deepfakes, and provide an overview
of the related work, paying special attention to GAN­based approaches.

5.1.1 Preliminaries

Nowadays, there are many deep­learning techniques that are able to seamlessly stitch anyone
in the world into a photo in which she/he never actually participated. While forged media has
been in existence for decades, recent progress has enabled automatic, large­scale creation of
realistic­looking fake content. These fake photos (images) and videos are known as deepfakes.

Deepfakes can become very dangerous, since they can be widely propagated on social me­
dia, spreading propaganda, disinformation, and fake news in a matter of minutes. For example,
the comedian Jordan Peele produced a fake video of President Obama criticizing President
Trump by modifying the lip movements and Obama’s voice in a real video. This comedy video
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illustrates the huge potential perils that deepfakes might have, as they essentially cast doubt on
the veracity of all online information.

Figure 5.2. Two examples of deepfakes from [117, 118]. Both show the original image (left)
and its deepfake result (right), which contains the face of the target person (top right corner),
resulting in the concealment of the original person’s identity.

5.1.2 Related Work

Traditional image­forensic methods for tampering detection can be classified according to the
image features that they work with, such as local noise estimation [119], pattern analysis [120],
illumination model [121] and steganalysis feature classification [122]. However, with the deep­
learning breakthrough, the computer vision community has radically steered towards neural
network techniques. For example, Zhou et al. [123] and Cozzolino and Verdoliva [124] em­
ployed CNN­based models to try to capture some of the aforementioned image features, but in
an implicit manner. In other words, their neural networks learnt to spot altered content, without
the need for an explicit definition of the features.

Brundage et al. [125] forecast the impact of new deep­learning technologies in a detailed
report, and the necessity to mitigate the harmful effects of malicious uses of artificial intelli­
gence. In particular, the introduction of GANs [3] has marked a milestone in generative models,
but also in fake­data detection, known as forgery detection. GANs have shown great potential
to synthesize and manipulate images and videos, which might sometimes result in deepfake
content. In fact, this sort of fraudulent content has been emerging and establishing itself on
renowned online portals over recent years. As a result, the image­forensic community has re­
doubled its efforts to detect such content, paying special attention to deep­learning models.

Li et al. [126] noticed that when videos were artificially created, the people featured did
not blink. This happened due to the scarcity of training images where the subjects’ eyes were
closed. Nevertheless, this flaw was rapidly circumvented by adding training pictures displaying
people with their eyes closed. Yang et al. [127] suggested focusing on finding unnatural head
poses to detect modified digital content. However, shortly after, the pose information became
a parameter that tampering techniques started taking into consideration, solving this other flaw.
On the other hand, Closkey and Albright [128] and Li et al. [129] proposed analysing the colour­
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space features from generated and real images, and exploiting their disparity in order to classify
them. In the context of GANs, other approaches [114–116], rather than leveraging explicit
lacks or failures, they relied on CNNs to distinguish synthetic from real images. In the same
vein, Hsu et al. [130] introduced a deep forgery discriminator with a contrastive loss function.
Finally, work including temporal domain information by employing recurrent neural networks
upon CNNs has also been proposed [131].

Summarizing, although deep­learning methods for forgery detection show promising per­
formance when spotting any kind of anomaly, e.g., not blinking and head pose, most of these
flaws can be easily incorporated into the counter­forensic method. For example, by integrating
the missing feature into a GAN’s discriminator, the generator can be fine­tuned to learn a coun­
termeasure for that specific weakness. Thus, the forgery detection can be viewed as some sort
of endless race.

5.2 Contributions

In this work, we address the problem of detection of manipulated face images, including par­
tially modified, fully generated and image­to­image transformations. In order to determine the
nature of these images, we introduce a machine­learning pipeline, which relies on a classical
frequency analysis, followed by a traditional machine­learning classifier. The core of our ap­
proach is the significant information that high­frequency components implicitly contain, since
they allow us, most of the time, to unequivocally differentiate real and artificial images. To that
end, we exploit such differences/artefacts by analysing and classifying the frequency compo­
nents with supervised and unsupervised classifiers. Note that the proposed pipeline does not
involve nor require vast quantities of data, making it a very convenient approach for those sce­
narios that suffer from data scarcity. Furthermore, we study the relationship between spectral
properties of generated images and their up­sampling operations, linking in this way the arte­
facts with the up­convolutional units. In addition, we provide a new dataset, called Faces­HQ,
which we use to complement the CelebA and FaceForensics++ datasets, for our experimental
evaluation. Overall, our contributions are summarized as follows:

• We introduce a novel classification pipeline for artificial­face detection based on the fre­
quency components.

• Our theoretical analysis and further experiments reveal that commonly used up­sampling
technique, i.e., up­convolutions, might cause the observed artefacts.

• We present a new dataset of images (Faces­HQ) with high­quality real and fake faces
from a collection of different public databases.
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Figure 5.3. Pipeline of our forgery­detector approach. Given an input image, the pre­processing
block computes the DFT and AI, and outputs the frequency features that the classifier uses to
determine whether the face is real (R) or fake (F). Notice that input images are grey­scaled.

• We exploit the spectral distortions to achieve highly accurate detection rates that reach
up to 100% accuracy on public benchmarks.

5.3 Method

We start this section by introducing the problem definition. Then, we provide a detailed pre­
sentation of the architecture of our model that is split into two parts. After that, we analyse
the spectral effects of up­convolutions, from a theoretical perspective. Finally, we close this
section with the description of our end­to­end training strategy.

5.3.1 Problem Definition

Our proposed system addresses the task of detecting artificial faces, by exploiting the artefacts
on certain frequency components. Given a synthetic image x ∈ RH×W×3 and real image y ∈
RH×W×3, our goal is to train a model that can accurately classify them according to their nature,
i.e., fake or real. Note that H andW are the height and width of the data, respectively.

5.3.2 Model Architecture

The pipeline of our proposal is depicted in Figure 5.3. It is composed of a frequency domain
transformation (pre­processing part), followed by a basic classification method (training part).
By combining both blocks, our approach successfully detects modified and fully synthetic im­
ages.

Frequency Domain Analysis. The analysis is of utmost importance in signal processing the­
ory and applications. In particular, in the computer vision domain, the repetitive nature or the
frequency characteristics of images can be analysed on a space defined by the Fourier trans­
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Figure 5.4. Example of a DFT applied to a sample. (Left) Input image. (Centre) Power spec­
trum. (Right) Phase spectrum. Notice that we convert the input image to greyscale before
applying DFT.

form. Such a transformation consists of a spectral decomposition of the input data, indicating
how the signal’s energy is distributed over a range of frequencies. Methods based on frequency
domain analysis have shown wide applications in image processing, such as image analysis,
image filtering, image reconstruction and image compression.

The discrete Fourier transform (DFT) is the discrete analogue of the (continuous) Fourier
transform for signals sampled on equidistant points. More specifically, the DFT (F) is a math­
ematical technique to decompose a discrete signal into sinusoidal components of various fre­
quencies, ranging from 0 (the constant frequency corresponding to the image mean value), up
to the maximum representable frequency, given the spatial resolution. In our scenario, before
computing the DFT, we first grey­scale the input images, x and y, to have 2D image data I of
size H ×W . Then, we can compute the DFT as

F(I)(ℓ, k) =
H−1∑
h=0

W−1∑
w=0

e−2πi· jℓ
H e−2πi· jk

W · I(h,w), (5.1)

for ℓ = 0, . . . , H − 1, k = 0, . . . ,W − 1.

The frequency­domain representation of a signalF(I) carries information about the signal’s
amplitude and phase at each frequency. Figure 5.4 depicts the complex output information, i.e.,
power and phase. Note that the amplitude spectrum is the square root of the power spectrum.

After applying a DFT to an input sample, the information is represented in a new domain
but within the same dimensionality. In our case, as we work with images, the output transfor­
mations still contain 2D information. In order to analyse the effects on spectral distributions,
we count on a simple but characteristic 1D representation of the Fourier power spectrum, called
azimuthal integration (AI). It can be seen as a compression, gathering and averaging of similar
frequency components into a feature vector. In this way, we can reduce the amount of feature
points without losing relevant information. We compute the azimuthal integration over radial
frequencies ϕ of F(I) as

AI(ωk) =

∫ 2π

0

∥F(I) (ωk · cos(ϕ), ωk · sin(ϕ)) ∥2dϕ (5.2)

for k = 0, . . . ,W/2− 1 ,
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Figure 5.5. From an input image we calculate its 2D power spectrum (left), and its azimuthal
integration (right), also known as 1D power spectrum. Each frequency component is the radial
integral over the 2D spectrum. Red lines depict an example.

assuming square images (H = W ). Figure 5.5 gives a schematic impression of this processing
step.

Classifying AI Components. Once we have computed the AI on the input images, we can
start their classification. One of the technically simplest (linear) classification algorithms is the
logistic regression. This is a statistical model that employs a logistic function to characterize
a binary dependent variable. Given an input z ∈ Rn, the output from the hypothesis hθ(z) is
the estimated probability, which is used to infer how reliable a predicted value can be. Logistic
regression is formulated as

hθ(z) =
1

1 + e−θT z
. (5.3)

Via maximum likelihood estimation, the regression coefficients θ can be determined that
best fit the probability model of our classification problem. The algorithm stops when the con­
vergence criterion is met or the maximum number of iterations is reached.

Support vector machines (SVMs) [132,133] are among the most widely employed learning
algorithms for (non­linear) data classification. The goal of the SVM formulation is to produce
a model, based on the training data, that identifies an optimal separating hyperplane. In other
words, given a training set of instance­label pairs (z, t) where z ∈ Rn and t ∈ {+1,−1}, the
SVM maps the instances z into a higher dimensional space via the function ϕ. By doing so,
the algorithm tries to find an optimal linear separating hyperplane, with the maximal margin,
that correctly assigns the class labels t. This can be achieved by minimizing the following
optimization problem

min
θ,b,ξ

1

2
||θ||2 + C

l−1∑
i=0

ξ(i),

s.t. t(i)(θTϕ(z(i)) + b) ≥ 1− ξ(i),

ξ(i) ≥ 0,

(5.4)
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where θ and b are the parameters of the classifier, ξ the slack variable, C > 0 the penalty
parameter of the error term, and l is the number of samples.

While supervised classification algorithms like logistic regression and SVM rely on labelled
training examples to learn a classification, detecting tampering is also desired in the absence of
annotated data; k­means is a suitable candidate for this. The algorithm k­means is an unsuper­
vised clustering technique, which, given a training set x, finds similarities among the elements
in order to group them together, by minimizing the within­cluster sum of squares, i.e., the vari­
ance. A common approach to heuristically approximate a solution consists of three steps: 1)
initialize cluster centroids µ ∈ Rn, 2) assign each training example x to the closest cluster
centroid µ, and 3) move each cluster centroid µ to the mean of the points assigned to it. Then,
steps 2 and 3 are iteratively repeated until the convergence criterion is fulfilled. Formally, the
k­means objective function is to find

argmin
j

k−1∑
j=0

l−1∑
i=0

||x(i) − µ(j)||2, (5.5)

where the hyperparameter k is usually set to be equal to the number of classes from the classi­
fication problem, and l is the number of samples.

5.3.3 Theoretical Analysis

The frequency­domain analysis allows us to study the spectral effects of up­convolutions in deep
neural networks. This can come in particularly handy to study generative neural architectures
like GANs, as they produce high­dimensional outputs, e.g., images, from very low­dimensional
latent spaces, using some kinds of up­scaling mechanisms while propagating data through their
networks. The two most commonly used up­scaling techniques in literature and in popular
frameworks, like TensorFlow [134] and PyTorch [135], are up­convolution by interpolation
(up+conv) and transposed convolution (transconv). Figure 5.6 illustrates the two methods.

For the theoretical analysis, we consider, without loss of generality, the case of a one­
dimensional signal a and its discrete Fourier transform â

âk =
N−1∑
j=0

e−2πi· jk
N · aj (5.6)

for k = 0, . . . , N − 1.



5.3. Method 77

Figure 5.6. Schematic overview of the two most common up­convolutional units. (Left) Low­
resolution input image (here 2×2). (Centre) Up­convolution by interpolation (up+conv): the
input is scaled via interpolation (bilinear or nearest neighbour), and then convolved with a stan­
dard learnable filter kernel of size 3×3 to form the 4×4 output (green). (Right) Transposed
convolution (transconv): the input is padded with a “bed of nails” scheme, and then convolved
with a standard filter kernel to form the 4×4 output (green).

If we want to increase a’s spatial resolution by factor 2, âup, we get

âup
k̄

=
2·N−1∑
j=0

e−2πi· jk̄
2·N · aupj

=
N−1∑
j=0

e−2πi· 2·jk̄
2·N · aj +

N−1∑
j=0

e−2πi· 2·(j+1)k̄
2·N · bj

for k̄ = 0, . . . , 2N − 1,

(5.7)

where bj = 0 for “bed of nails” interpolation, as used by transconv, and bj = aj−1+aj
2

for bilinear
interpolation, as used by up+conv.

Let us first consider the case of bj = 0, “bed of nails” interpolation. For this case, the
second term in 5.7 is zero. The first term is similar to the original Fourier transform, yet with
the parameter k being replaced by k̄. Thus, the spatial resolution is increased by a factor of 2,
leading to a scaling of the frequency axes by a factor of 1

2
. Let us now consider the effect from

a sampling theory based viewpoint. That is

âup
k̄

=
2·N−1∑
j=0

e−2πi· jk̄
2·N · aupj (5.8)

=
2·N−1∑
j=0

e−2πi· jk̄
2·N ·

∞∑
t=−∞

aupj · δ(j − 2t), (5.9)

since the point­wise multiplication with the Dirac impulse comb only removes values for which
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aup = 0. Assuming a periodic signal and applying the convolution theorem [136], we get

(5.9) =
1

2
·

∞∑
t=−∞

(
∞∑

j=−∞

e−2πi· jk̄
2·N aupj

)(
k̄ − t

2

)
, (5.10)

which is equal to
1

2
·

∞∑
t=−∞

(
∞∑

j=−∞

e−2πi· jk̄
N · aj

)(
k̄ − t

2

)
(5.11)

by Equation 5.7. Thus, the “bed of nails” up­sampling will create a high­frequency replica
of the signal in âup. More precisely, all observed spatial frequencies beyond N

2
are potential

upsampling artefacts, which can only be removed if the up­sampled signal is smoothed appro­
priately.

In the case of bilinear interpolation, we have bj =
aj−1+aj

2
in Equation 5.7, which corre­

sponds to an average filtering of the values of a adjacent to bj . This is equivalent to a point­wise
multiplication of aup spectrum âup with a sinc function by their duality and the convolution the­
orem, which suppresses artificial high frequencies. Yet, the resulting spectrum is expected to
be overly low in the high­frequency domain.

5.3.4 End­to­End Model Architecture

To successfully combine the frequency features with the classifier, we design a sequential
pipeline. First, we apply the discrete Fourier transform, then the azimuthal integration, and fi­
nally, we train a detector using these extracted features. Algorithm 6 describes the pseudocode
of our proposal.

Algorithm 6 Training of the detection model using the logistic regression classifier.
1: Require: niter, number of iterations. α, learning rate. m, batch size.
2: Require: θ, initial parameters.
3: for i < niter do
4: Sample a batch of synthetic images {x(j)}mj=0

5: Sample a batch of real images {y(j)}mj=0

6: Create input set and greyscale it
7: S = (x,y)

8: Apply DFT and AI transformations
9: z = AI(F(S))
10: Train logistic regression classifier
11: θ ← θ − α∇θhθ(z)

12: end for



5.4. Experiments 79

5.4 Experiments

In this section, we evaluate the forgery detection pipeline in three scenarios, where the altered
input faces have different natures, i.e., partially modified, fully generated and image­to­image
transformations. To that end, we first give a detailed description of the experimental setup.
Then, we comprehensively analyse the distortions of the power spectrum caused by the up­
sampling techniques, as explained in the theoretical analysis. Finally, we assess the classifica­
tion capability of our proposal.

5.4.1 Experimental Setup

We train our face detector with the FaceForensics++ [137], CelebA [53] and Faces­HQ datasets.
FaceForensics++ contains a deepfake collection with 363 original video sequences in 16 differ­
ent scenes, and over 3,000 video sequenceswith partial facemanipulations and their correspond­
ing binary masks. All videos contain a trackable, mostly frontal face without occlusions, which
enables automated tampering methods to generate realistic forgeries. The dimensions of the ex­
tracted face images may vary, but they are around 80×80×3 pixels (low­resolution). CelebA
consists of 202,599 celebrity face images with different facial attributes. The dimensions of
the images are 178×218×3, which can be considered a medium­resolution in our context. Fi­
nally, to the best of our knowledge, no public dataset currently provides high­resolution images
with annotated fake and real faces. Therefore, we create our own face dataset, called Faces­
HQ. In order to have a sufficient variety of faces, we download and label the images available
from the CelebA­HQ [104] dataset, Flickr­Faces­HQ [9] dataset, 100K Faces project [138] and
www.thispersondoesnotexist.com. In total, we collect 40,000 high­quality face images, half of
which real and the other half fake. The dimensions of the images are 1024×1024×3 pixels.
Table 5.1 contains the summary. All experiments presented are conducted on a single NVIDIA
GeForce GTX 1080 GPU.

Dataset # samples Category Label
CelebA­HQ [104] 10,000 Real 0
Flickr­Faces­HQ [9] 10,000 Real 0

100K Faces project [138] 10,000 Fake 1
www.thispersondoesnotexist.com 10,000 Fake 1

Table 5.1. Inner structure of Faces­HQ dataset. It consists of a balanced collection of real and
fake high­resolution face images, with a total amount of 40,000 samples.
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Figure 5.7. Azimuthal integration statistics (mean and variance) from different up­sampling
techniques and filter sizes. All scenarios have important effects on the spectral distributions of
the outputs. Transposed convolutions (transconv) add large amounts of high­frequency noise,
while interpolation­based methods (up+conv) are lacking high frequencies.

5.4.2 Analysis of Spectral Effects of Up­Convolutions

We use a very simple autoencoder setup on the CelebA dataset for an initial investigation of
spectral properties of images after undergoing up­sampling operations. It consists in down­
scaling the input image by a factor of 2, and then, using the different up­convolution methods
to reconstruct the original image size. This simple, yet representative scheme allows us to
study the differences between the two most popular up­sampling techniques: up­convolution
by interpolation (up+conv) and transposed convolution (transconv).

We evaluate the frequency spectrum for both up­sampling techniques, and the impact of the
filter size. In particular, we consider varying the decoder filter size from 3×3 to 11×11. As
we explained in the theoretical analysis, transconv units create high­frequency replicas due to
their “bed of nails” up­sampling approach; this effect is present and visible in our autoencoder
setup, see Figure 5.7. Additionally, we can see the impact of different filter sizes, although none
can successfully remove the spectral distortions. On the other hand, when using up+conv units,
the spectrum properties are also altered, however they are more similar to the real frequency
components, resulting in better performance than transconv units. Finally, Figure 5.8 provides
some qualitative result, where the artefacts in the frequency spectrum are shown to be relevant
for the visual appearance.
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Figure 5.8. Examples of the effects of the spectral distortions on the output images of the
autoencoder setup. (Left) Input images. (Centre) Output images. (Right) Filtered difference
images. (Top) Blurring effect caused by the missing high frequencies in up+conv units. (Bot­
tom) High­frequency artefacts induced by transconv units.

5.4.3 Results of Deepfake Detection

Since FaceForensics++ is composed of videos, we first need to extract the frames, and then
crop the inner parts of the faces so that we can use them as input images. These inputs contain
partial face modifications (deepfakes). Note that due to the different content of the scenes of
the videos, these cropped images may have slightly different sizes. While the pre­processing
part from the proposed pipeline is size­independent, i.e., no changes in size are required, the
classifier is not independent, and hence, it expects a fixed amount of features. Therefore, we add
an extra processing step, just before the classifier and after the pre­processing, that interpolates
the azimuthal integration to a fixed size (300 features), and normalizes it by dividing it by the
0th frequency coefficient. Once the interpolation step is finished, we start training the classifier
engine. To do so, first of all, we divide the interpolated data, where 80% is for the training
stage and the remaining 20% is for the testing. After that, we train the classifier, and assess its
accuracy on real and deepfake faces.

Figure 5.9 illustrates the comparison between real and deepfake images. While it is futile
to look at the image domain to spot the deepfakes (see Figure 5.9a), if we look at the frequency
domain, it is not (see Figure 5.9b). However, the frequency analysis is not always sufficient.
Figure 5.9c shows how the azimuthal integrations from the real and deepfake images partially
overlap with each other, meaning that some samples will be misclassified. To try to overcome
this issue, it is recommendable to employmore samples for training, as they have a direct impact
on the detection performance. In fact, Table 5.2 depicts how the classification accuracy is bound
to the number of training samples. These results support frequency components’ potential as
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(a) (Left) Real face. (Centre and right) Deepfake faces: fake 1 and fake 2, respectively. Notice that the
deepfake modification only affects the inner part of the face.

(b) Azimuthal integration from the previous images.

(c) Azimuthal integration statistics (mean and variance) from FaceForensics++ dataset.

Figure 5.9. Example of cropped samples from the FaceForensics++ dataset and their corre­
sponding azimuthal integration curves.
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key features for forgery detection, independently of the classifier, since both supervisedmethods
(logistic regression and SVM) and the unsupervised k­means achieve high scores. On the other
hand, it is also true that none of the approaches reach a perfect score. The main reason for
this is that the input images are low­resolution and only partially modified. Consequently, the
frequency analysis is limited, i.e., these images’ frequency components are not rich enough to
distinguish unequivocally between real and deepfake content.

Finally, in order to further improve the accuracy scores, we employ an additional technique
that consists in averaging the classification rate per video, applying a simple majority vote
over the single frame classifications. As a result, we boost the accuracy scores by 3% on both
supervised methods.

# samples logistic reg. SVM k­means
200 73% 77% 65%
1,000 76% 82% 67%
2,000 78% 87% 67%
2,000* 81% 90% ­

Table 5.2. Test accuracy for forgery detection on the FaceForensics++ dataset. We evaluate the
results on logistic regressions, SVM and k­means, under different data settings. *Accuracy on
full video sequences via majority vote of single frame detections.

# samples logistic reg. SVM k­means
200 100% 100% 81%
1,000 100% 100% 82%
2,000 100% 100% 82%

Table 5.3. Test accuracy for forgery detection on the Face­HQ dataset. We assess the results
on logistic regressions, SVM and k­means, under different data settings.

5.4.4 Results of Synthetic Data Detection

In this subsection, we show that the spectral distortions in state­of­the­art GANs that are caused
by the up­convolutions can be employed to identify fully synthetic data. Using only a small
amount of annotated training data, or even none at all, our approach is able to detect generated
faces with almost perfect accuracy.

High­Resolution Synthetics. For the high­resolution synthetic data detection experiment, we
use the Face­HQ dataset. We start transforming every sample from the spatial domain to the
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azimuthal integration domain, i.e., reducing high­quality 1024×1024×3 colour images to their
722 features (1D power spectrum). Unlike the deepfake detection scenario, now there is no
interpolation step since all the data samples have the same dimensions. Therefore, the pre­
processing step involves only the discrete Fourier transform, followed by azimuthal integration.
Regarding the classifier engine, we stick to the same approaches, i.e., logistic regression, SVM
and k­means.

In Figure 5.1 we can observe a pattern on the azimuthal integration for real images, and a
different one for generated images. This clear difference in the spectrum properties leads to
perfect accuracy when using supervised approaches, and significantly high accuracy when us­
ing the unsupervised. Table 5.3 contains the classification scores when we change the quantity
of samples. Accuracy results are stable on all the setups, and the number of samples does not
play an important role anymore.

Medium­Resolution Synthetics. In this second experiment of synthetics forgery detection,
we follow the same procedure as for high­resolution, but this time we work with medium­
resolution. More specifically, we employ 128×128×3 images (88 features), and generate our
own synthetic data by training a few GAN models. In this way, we can have a better insight
into which frequencies these generative models fail to mimic from the input data distribution. In
particular, we evaluate the following well­known GANs: DCGAN [139], DRAGAN [140], LS­
GAN [141], and WGAN­GP [51]. For each of these approaches, we run an individual training
process using the CelebA dataset.

Similar to the high­resolution case, the effects of up­convolutional units are also quite strong
on the medium­resolution setup. Therefore, as one might expect, the classification scores for
different amounts of samples reflect the same tendency, achieving 100% accuracy for the su­
pervised setting, and 93% for the unsupervised one (see Table 5.4). Finally, Figure 5.10 shows
how straight­forward the differentiation is between real and medium­resolution generated data,
when looking at the azimuthal integrations.

# samples logistic reg. SVM k­means
200 100% 100% 91%
1,000 100% 100% 93%
2,000 100% 100% 93%

Table 5.4. Test accuracy for forgery detection on GAN­generated data and the CelebA dataset.
We assess the results of logistic regressions, SVM and k­means, under different data settings.
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Figure 5.10. Azimuthal integration statistics (mean and variance) from the CelebA dataset and
GAN generated images. Common up­convolution methods induce significant spectral distor­
tions into generated images.

5.4.5 Results of Domain Transfer Data Detection

Last but not least, we assess the performance of our detection pipeline for images that have
undergone an image­to­image transformation, either style or attribute or both transformations.
To that end, we work with the outputs from Semi Few­shotGAN [112], ATI­GAN [87], and
FacialGAN [113], and their corresponding source input images. Table 5.5 contains the results
of the tampering data detection for the aforementioned models, by different classifiers.

# samples logistic reg. SVM k­means
Semi Few­shotGAN [112] 200 93% 93% 83%

ATI­GAN [87] 200 83% 81% 75%
FacialGAN [113] 200 100% 100% 96%

Table 5.5. Test accuracy for forgery detection on three image­to­image translation approaches:
Semi Few­shotGAN, ATI­GAN, and FacialGAN. We assess the results on logistic regressions,
SVM, and k­means under different data settings.

Even though these domain­transfer approaches do not have to synthesize images from scratch,
e.g., from random noise, they still cannot match the frequency components of real data accu­
rately enough. As a result, a cursory investigation of their azimuthal integration reveals the
synthetic nature of these domain­transform images. However, there are noticeable differences
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in their detection accuracy. For example, if we look at ATI­GAN, we see that it has the low­
est accuracy results, therefore its frequencies are closer to the real ones. One reason for that
happening might be that the contour of the images remains mostly unmodified, allowing fre­
quencies from the real images to be retained. Regarding the Semi Few­shotGAN setup, the
accuracy is quite high, yet not perfect. In this case, we hypothesize that the model is able to
partially mimic some frequency components, since its main task is rather simple, i.e., it does
not involve morphological changes, but it is still failing at correctly reproducing all the compo­
nents. Finally, FacialGAN gets almost perfect scores for all the classifiers, making it the worst
approach in terms of frequency reproducibility. This can be explained by the following: 1) it
synthesizes high­resolution images, and 2) it applies considerable morphological changes. As
a consequence, FacialGAN has a more complex generation process, leading to larger artefacts
in its spectrum.

5.5 Limitations

Our tampering detector exploits the frequency anomalies/artefacts that synthetic data suffers
from. While this analysis of frequency components allows cheap and powerful features to be
computed, reaching almost perfect accuracy, it is not always sufficient. Furthermore, it can be
easily neutralized by counter­forensic methods. For example, if an image is compressed, it is
likely that its frequency content has been altered, resulting in a non­standard spectrum. Another
case when frequencies are modified, is when there are some sorts of image processing, such as
image filtering or pixel averaging. In Table 5.6, we assess the robustness of our detector when
applying image filtering. More specifically, we compute the average of the pixel values inside
a 5×5 moving window, and we set the result at the centre pixel. As we can see, all the accu­
racy scores show a clear deterioration, regardless of the input images and classifiers. Finally,
another solution to deceive our detector is to incorporate frequency information when training
the generative models [142, 143]. In this manner, the generator is aware of this constraint, and
can correct the output spectrum so as not to differ from the real one.

5.6 Summary

In this chapter, we describe and evaluate the accuracy of our method to detect partially mod­
ified, fully generated, and image­to­image transformation images. To do so, we exploit the
information from the frequency domain. Additionally, we theoretically justify why synthetic
content might contain frequency artefacts when up­convolutional units are applied. Experimen­
tal results demonstrate the robustness of our pipeline, providing consistent scores when facing
limited training data and different classifier engine. As for future work, we believe that there
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# samples logistic reg. SVM k­means
FaceForensics++ [137] 200 93% | 59% 93% | 69% 83% | 58%

Face­HQ 200 83% | 50% 81% | 50% 75% | 50%
CelebA [53] 200 100% | 81% 100% | 96% 91% | 66%

Semi Few­shotGAN [112] 200 93% | 59% 93% | 69% 83% | 58%
ATI­GAN [87] 200 83% | 50% 81% | 50% 75% | 50%
FacialGAN [113] 200 100% | 68% 100% | 75% 96% | 66%

Table 5.6. Test accuracy for forgery detection when image filtering is applied. We assess the
results on all the previous experimental setups. Each classifier column consists of (left) the
standard accuracy, and (right) the altered accuracy. Note that the altered accuracy refers to
those experiments that have applied the image filtering before the discrete Fourier transform.

are many possibilities to further improve our approach to make it more robust against counter­
forensic attacks. One of which could be to try to find a frequency fingerprint that cannot be
easily altered when compressing or filtering the images. In this way, we would keep using few
samples while providing reliable detection.





Chapter 6

Style Transfer for Seismic Applications

Interpreting seismic data requires characterizing a number of key elements, e.g., the position
of the faults and main reflections, the presence of structural bodies, such as salt, and, the clus­
tering of areas exhibiting a similar amplitude­versus­angle response. Manual interpretation of
geophysical data is often a difficult and time­consuming task, complicated by the lack of resolu­
tion and the presence of noise. Additionally, it usually requires field expertise to understand the
acquisition and processing workflows, as well as general knowledge about the geology of the
Earth’s subsurface. Traditional seismic tasks, such as interpreting horizons and faults, or delin­
eating channels or salt domes involve detecting the amplitudes in large seismic volumes. When
performed manually, this can be a tedious process, requiring the efforts of skilled interpreters
for a large period of time. For all these reasons, a number of algorithms have been developed
to partially automate this process [144–149]. As an example, most interpretation platforms of­
fer horizon auto­tracking tools that use the sparse hints provided by the interpreter to follow
a chosen reflection across an entire volume. Unfortunately, writing efficient and robust algo­
rithms that can yield accurate results in areas of poor signal­to­noise ratio is very challenging.
The computation cost of those algorithms may be prohibitive, and manual editing by experts is
usually required in the most difficult areas of the data [144,150].

In recent years, approaches based on deep leaning, in particular on convolutional neural
networks, have shown remarkable results in automating certain interpretative tasks [147, 152].
However, these state­of­the­art systems usually need to be trained in a supervised manner and
suffer from a generalization problem. Hence, it is highly challenging to train a model that can
provide accurate results on new real data, obtained with an acquisition, processing and geology
that are different to those of the data used for training. Nonetheless, generalization is neither new
nor exclusive to seismic tasks. In fact, it is a well­studied area [153, 154] with many still open
questions that need to be tackled in order to achieve models that can guarantee generalization
properties in all sorts of scenarios.

In this chapter, to address the generalization limitation, we introduce a novel method that

89
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Figure 6.1. Illustrative example of the gap existing between annotated synthetic training data
and uninterpreted real target data. (Top­left) Initial setup: real data (purple) and synthetic data
(yellow) have different distributions. (Top­right) Durall et al. [151] approach, where they gen­
erate semi­synthetic samples (green) that fill in the gap between the distributions. (Bottom)
Example of samples belonging to the aforementioned distributions.

employs generative neural networks to decrease the gap existing between annotated synthetic
training data and uninterpreted real target data in deep­learning based methods. Figure 6.2
illustrates the generalization­gap scenario that seismic tasks might face. Inspired by Durall et
al. [151], we explore the possibilities to create and use a more realistic dataset by exploiting the
generative abilities of GANs to transfer features between different style domains. In particular,
we present a model that integrates a GAN­based image­to­image translation network together
with a semantic­segmentation network in an end­to­end fashion. In this way, given a set of
synthetic training data, we employ the generative network to morph the data such that it better
resembles the real target style domains. Simultaneously, the segmentation network learns from
the modified data and eventually yields better segmentation results on the real testing data.

6.1 Background

In this section, we formally define the seismic­interpretation task, and provide an overview of
the related work, paying special attention to deep­learning approaches, including GAN­based
methods.
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Figure 6.2. Illustrative example of marine data acquisition. The vessel tows an air gun (the
seismic source) and a cable with regularly spaced hydrophones (the seismic receiver). After
producing the shock waves, the reflected sound is recorded at different points away from the
source, and later combined to create the underground images.

6.1.1 Preliminaries

Seismic data is the physical observation, measurement, or estimation of seismic sources, seismic
waves, and their propagating media. It is the principal geophysical information used to image
the subsurface of the Earth in both land and marine environments.

In the last few decades, methods using seismic data have had significant developments in the
theory and practice of data acquisition and processing methodologies. This is due to the funda­
mental role that they currently play in oil and gas exploration, and consequently, exploitation.
The aim of seismic data acquisition and processing, also known as seismic exploration, is to
learn about the Earth’s interior. To that end, it is necessary to identify some specific intersec­
tions between the intended targets and the measurable parameters. This process of discovery
consists of three distinct stages: 1) data acquisition to gather and record continuous seismic
signals from seismic stations, 2) data processing to identify and enhance the desired signal,
and 3) data interpretations to make predictions based on the processed data. Seismic acquisi­
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tion requires the use of a seismic source at specified locations for a seismic survey. After the
source has emitted sound waves, the energy of these waves travels within the subsurface of the
Earth as seismic waves. These are recorded at specified locations on the surface by receivers,
i.e., geophones or hydrophones. Figure 6.2 depicts an example of marine seismic acquisition.
Then, before data processing, it is important to conduct the process of data quality control. This
involves checking the survey geometry, data format, and consistency between different compo­
nents of the dataset, as well as assuring that the quality and quantity of the dataset are satisfactory
for the study objectives. After that, the treatment of the seismic data starts—commonly referred
to as data processing. In order to create an accurate image of the subsurface, artefacts, outliers
and noise in the data must be removed or at least minimized. Finally, data interpretation takes
place. This mainly involves asking a set of questions about the data that relate to one’s study
goals. After the process of data interpretation, seismic modelling is often conducted, using the
interpreted model and the real data geometry. This is to generate predictions to compare with
the real measurements and hence further verify the interpretation.

6.1.2 Related Work

Machine learning, and especially deep learning, has been employed to replace traditional hand­
crafted algorithms. Deep­learning models set the new state of the art in many applications
across different fields [155]. Therefore, a number of authors propose using deep learning to au­
tomate various seismic­interpretation tasks, including fault detection [146–148], salt delineation
[145, 149], horizon tracking [148, 156], channel identification [157], interpolation [158, 159],
detecting diffraction [160], or litho­facies classification [161]. However, despite the excellent
results obtained on these tasks, there are still some issues that limit the deployment of deep­
learning models for everyday tasks. Indeed, most state­of­the­art approaches for seismic in­
terpretation employ labelled data for their ground­truth evaluations, hence, they are supervised
learning methods. That is, their success strongly depends on the quality and quantity of anno­
tated training examples. As it is well­known, preparing the training data may prove very chal­
lenging. Manual interpretation is tedious and time consuming, sometimes making the label pro­
cess too expensive, or even infeasiblewhen scaling up problems. As a result, inmany cases there
are only small training datasets available, restricting the models to perform poorly and fail to
generalize beyond the training and validation data. Alternative approaches [160,162,163] make
use of synthetic data for training so that they can have larger datasets. Despite being a promis­
ing avenue, it also has disadvantages; among them, the oversimplification of data stands out.
Seismology data is characterized by its complicated structures, and non­accurate synthetic data
might cause an incorrect interpretation on complex regions of field­recorded data [147,160]. To
deal with this issue, work on generative deep­learning modelling has been explored, in partic­
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ular, with GANs [151,164,165], that is, to create and use a more realistic dataset. This is done
by exploiting the model’s generative abilities to transfer features between different domains,
including the styles.

6.2 Contributions

In this work, we introduce a novel workflow to reduce the generalization gap that exists between
oversimplified synthetic training data and real application data. Rather than relying on exten­
sive manual labelling of additional examples to improve the performance, we instead resort
to a self­supervised algorithm. This transforms existing training samples so that they become
more similar to the target data domain, by taking into account their style. Specifically, we
build a framework that integrates an image­to­image translation network, combining a GAN’s
framework with a semantic­segmentation network. We validate our proposed model on two
challenging problems: the detection of faults in 2D stacked data, and the detection of diffract­
ing events in 2D prestack data. In both applications, we use wave physics to create synthetic
training examples, and we show that our method improves the prediction of the network on real
field data. We demostrate that, when transitioning from synthetic training data to real validation
data, our workflow yields superior results compared to its counterpart without the generative
network. Overall, our contributions are summarized as follows:

• We propose a novel end­to­end system for systemic applications that reduces the gener­
alization gap between synthetic training data and real testing data.

• We integrate an image­to­image network that allows us to transfer the style domain of
target images, leading to better accuracy, while removing the need for labelled real data.

• We assess the results in two real case applications: the detection of diffraction events,
and the detection of faults on the F3­Netherlands dataset.

6.3 Method

We start this section by introducing the problem definition. Then, we provide a detailed pre­
sentation of the architecture of our model, which is split into two parts. After that, we explain
the loss function used in our training process, including its various parts and the reason we have
them. Eventually, we close this section with the description of our end­to­end training strategy.
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Figure 6.3. Overview of the end­to­end pipeline for the translation of data from the synthetic
to the real domain. Given a synthetic sample x, the model transforms it into a realistic sample
from the real domain Greal(x). Then this is fed into the following blocks: 1) the discriminator
synthetic Dsyn to assess the style transformation, classifying the images as real (R) or fake (F);
2) the segmentor S to improve the segmentation results; and 3) the translator synthetic Gsyn to
close the cyclic loop transformation.
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6.3.1 Problem Definition

Our proposedmodel addresses the semantic­segmentation task by exploiting style­domain trans­
fers on the training data. Given a synthetic image x ∈ RH×W×N , its segmentation label mask
m ∈ RH×W×1, and real reference image y ∈ RH×W×N , our goal is to train a model that can
transfer the style from y to x, while being consistent with the geometry constraint ofm so that
the segmentation network can learn from it. Note that H , W and N are the height, width and
depth of the data, respectively.

6.3.2 Model Architecture

The pipeline of our proposal is depicted in Figure 6.3. It is composed of an image­to­image
translation network and a segmentation network. By combining both blocks sequentially, the
ensemble model successfully transfers style domains, thereby improving the segmentation out­
comes.

Segmentation Network. In seismic interpretation, when the segmentation task is solved by
trainingCNNs, it is typically based on seismic patches, extracted from a global volume, and their
corresponding interpretation. Notice that this interpretation indicates the location of the objects
of interest. In this manner, the pairs of data­label examples with their pixel­wise annotations are
created. To perform the semantic segmentation, we design a segmentation network S, based on
the U­Net [166] architecture. Given input data samples x, the outputs of the network are scaled
to pseudo­probabilities S(x) = m′, using a normalized exponential function, which ideally
should be equal to the ground­truth masksm. Figure 6.4 depicts the scheme of the pipeline of
the segmentation network.

Figure 6.4. Pipeline of the segmentation structure. Given an input image x, the network links
each pixel in the image to a class label, producing an output mask S(x) = m′. Ideally, it should
be equal to the ground­truthm.

Translation Network. CycleGAN [15] is one of the most successful GAN­based approaches
that exploits the intrinsic generative capacity of GANs to train an image­to­image translation



96 6.3. Method

Figure 6.5. Pipeline of the image­to­image translation structure. Given two images from dif­
ferent style domains, real y and synthetic x, the model learns to translate them between the two
domains. (Top) Cyclic transformation from real y to synthetic style domain Gsyn(y), evaluated
by Dsyn. (Bottom) Cyclic transformation from synthetic x to real style domain Greal(x), eval­
uated by Dgen. Note that we feed both transformed results, Gsyn(y) and Greal(x), to a second
translation network, to get back to the original domain, either real or synthetic, to close the
cyclic loop.
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system. In particular, this method can learn to capture special characteristics of one dataset
(styles), and then to translate them into the target dataset, despite the absence of paired training
examples between datasets. Motivated by this possibility, we propose to build a model that can
take advantage of CycleGAN’s properties to improve segmentation results in a seismological
scenario.

Our image­to­image translation approach consists of four CNN elements: translator real
Greal, translator synthetic Gsyn, discriminator real Dreal, and discriminator synthetic Dsyn. Note
that the translators are responsible for transforming the images, therefore, acting as generators.
On the one hand, Greal translates images from the synthetic to the real style domain. Although
these generated images remain synthetic, now they contain characteristics from the real domain.
On the other hand, Gsyn does the opposite translation, i.e., it translates images from the real
to the synthetic style domain. Even though we are not interested in this latter translation, it is
important to have the full cycle (symmetry), as it brings stability in the training of the translation
system. Finally, the discriminators determine whether the generated images look like the input
data or not, i.e., whether they share the same style domain. Since there are two style domains,
there is one discriminator to assess the translation to the real domain, Dreal, and one to the
synthetic domain, Dsyn. Figure 6.5 shows the scheme of the pipeline of the aforementioned
elements. We can see how the system transfers images from a synthetic, to a real, and back to
a synthetic domain (or the other way around), and how these modified images are evaluated by
the discriminators.

6.3.3 Multi­Objective Learning

We can control the interaction between the segmentation network and the translation network
through the combination of different loss terms that forms the overall optimization function. In
this work, we use four independent losses in training to achieve our goal.

Ladv = Ladv,real + Ladv,syn, (6.1)

where the adversarial loss responsible for translating to the real domain is

Ladv,real = Ey [log (Dreal(y))] + Ex[log(1−Dreal(Greal(x)))], (6.2)

and to the synthetic style domain is

Ladv,syn = Ex [log (Dsyn(x))] + Ey[log(1−Dsyn(Gsyn(y)))]. (6.3)

The adversarial lossLadv [3] is the core element in any GAN­based model. Essentially, it makes
the generated images more realistic and evaluates the control over the style domain.
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Lcycle = Ex[||Gsyn(Greal(x))− x||1] + Ey[||Greal(Gsyn(y))− y||1] (6.4)

The cyclic consistency loss Lcycle [15] guarantees the preservation of the domain’s invariant
characteristics, e.g., geological structures, while changing its styles faithfully. Its goal is to
ensure that mappings between domains are the reverse of each other. For instance, for the real
data we have y → Gsyn(y) → Greal(Gsyn(y)) ≈ y. Due to forward and backward operations,
cycle consistency loss can reduce the space of possible mapping functions, leading to a unique
map between input and output, and therefore, a more stable algorithm.

Lid = Ex[||Gsyn(x)− x||1] + Ey[||Greal(y)− y||1] (6.5)

The identity loss Lid [15] helps to regularize the generator to work along the lines of an identity
mapping when samples from the target domain are provided. In other words, given an input
that already looks like it is from the target domain, the system should not map it into a different
image.

Lseg = −
∑
h,w

Ex[m
h,w logS(xh,w) + (1−mh,w) log(1− S(xh,w))] (6.6)

The segmentation loss Lseg is set to be the average binary cross­entropy distance between the
distributions of the labels and the distribution of the output of the network, over the training
dataset. The distance is minimized when the network learns to better approximate the solution
given in the training examples.

Combining all the aforementioned loss terms leads to the final objective, which can be
formulated as

min
G,S

max
D
Lfinal = λadvLadv + λcycleLcycle + λidLid + λsegLseg, (6.7)

where λadv, λcycle, λid, and λseg are the hyperparameters for each term.

6.3.4 End­to­End Model Architecture

To successfully combine the different networks and their corresponding loss terms, it is essential
to train them in a synchronized, end­to­end fashion. In particular, we integrate the image­to­
image translation network on top of a semantic­segmentation network, resulting in an improve­
ment when testing with real data. Unlike other approaches trained only on synthetic data, our
method also allows real data information to be incorporated, which boosts the results at testing
time. In order to do so, we feed the segmentation network with both synthetic and generated
data. Note, however, that the latter has been produced by the generative network, by mimick­
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ing real data features, hence, it comes with labels since it was originally a synthetic sample.
Algorithm 7 describes the pseudocode of our proposal.

Algorithm 7 Training of the proposed model.
1: Require: niter, number of iterations. α’s, learning rates. m, batch size. ngen, number of

skipped iterations of the generator per discriminator iteration.
2: Require: θ, initial segmentor, generators and discriminators parameters.
3: for i < niter do
4: Sample a batch of synthetic images {x(j)}mj=0

5: Mask of the batch of images {m(j)}mj=0

6: Sample a batch of real images {y(j)}mj=0

7: Train discriminators D
8: θdisc ← θdisc − αdisc∇θLadv(x,y)
9: Train generators G
10: if mod(i, ngen) = 0 then
11: θgen ← θgen − αgen∇θ(Ladv + Lcycle + Lid + Lseg)(x,m,y)

12: end if
13: Train segmentor S
14: θseg ← θseg − αseg∇θLseg(x,m)

15: end for

6.4 Experiments

In this section, we evaluate the proposed system for the detection of diffraction and fault sce­
narios. For each task, we train our model on a synthetic dataset, specifically created to contain
the geological features that we aim to highlight in the real field data. We first give a detailed
description of the experimental setup of each case separately, and then, we discuss the results
and their geophysical interpretation.

6.4.1 Experimental Setup

Detection of diffraction. In this first scenario, our goal is to detect diffracted waves in prestack
seismic data, migrated to the dip­angle domain [167,168]. In this domain, the angles relate to the
different directions of illumination of the subsurface. We work with a field dataset, recorded
as a 2D line in shallow waters with a high­resolution, low­penetration source. Interpreting
this type of data is challenging, since its high­frequency and shallow nature induce a lot of
noise. It is likely that most scattering events in this dataset are caused by small boulders with
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Figure 6.6. Stacked training samples from the detection of diffraction experiment. (Top) Syn­
thetic images containing diffractions, i.e., boulders. (Bottom) Real images which may contain
scattering points. The vertical sampling and the horizontal sampling are both 0.5 m. The size
of each image is 64×64 pixels = 32×32 m.

Figure 6.7. Training samples from the detection of faults experiment. (Top) Synthetic images
containing faults. (Bottom) Real images which may contain faults. The vertical sampling is 4
ms and the horizontal sampling is 12.5 m. The size of each image is 96×96 pixels = 0.384 s ×
1200 m.
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a high acoustic impedance. Additionally, we create a synthetic dataset with matching geome­
tries, by generating a number of random subsurface models that contain punctual, high acoustic
impedance perturbations. The labels to train our segmentation network are only available for
the synthetic dataset. Both datasets contain three dimensions: two spatial dimensions (crossline
and depth), as well as one prestack dimension (dip­angle). We work with a 2D CNN, where the
convolutions happen in the 2D spatial domain for every dip­angle slice. This is analogous to the
way CNNs process 2D colour images [29]. From the real dataset we extract 150 prestack data
patches of 64×64×71 pixels in the crossline×depth×dip­angle directions. We also extract 150
patches of the same shape from the synthetic dataset, with their matching label patches. Fig­
ure 6.6 shows a few training samples.

Detection of faults. For this second scenario, we aim to automatically highlight the main
faults present in a seismic volume. The goal is to train a neural network that computes a fault­
delineation attribute, which can yield good results on field data where little to nomanual annota­
tion is available. We test our workflow with the open F3­Netherlands [169] dataset, a small 3D
seismic survey from offshore Netherlands, containing both long and well­defined faults as well
as smaller and more chaotic fault networks. We generate a synthetic faulted seismic dataset,
similarly to [147]. From the real dataset we extract 250 data patches of 96×96 pixels, in the
crossline×time directions, and 150 patches of the same shape from the synthetic dataset, with
their matching label patches. Figure 6.7 shows a few training samples.

6.4.2 Training Setting

Our approach is divided into two blocks: the segmentor and the translator. Both of them use
independent Adam [54] optimizers with β1 = 0.5, β2 = 0.999. The batch size is set to 8, and
the model is trained for 200 epochs. The generator is updated after every two discriminator
updates. For the detection of the diffraction scenario, we set λadv, λcycle, λid, and λseg to 2, 10, 2
and 1, respectively. And for the detection faults we set λadv, λcycle, λid, and λseg to 1, 0.1, 5 and
0.1, respectively. Furthermore, we implement a learning­rate scheduler, setting its initial value
to 2·10−4, and linearly decreased to zero over the last 100 epochs.

6.4.3 Results of Detecting Diffraction

In order to start the evaluation, we first analyse the domain transformations of our generative
model. Notice that we are mostly interested in the transformation of synthetic to real data, since
its output is used to train the segmentor. This is possible because the generated data is more
similar to the real data, and it also inherits the masks from the purely (original) synthetic data.
Figure 6.8 depicts an example of this transformation in the stacked domain, where an original
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Figure 6.8. From left to right: a stacked synthetic training sample, its stacked transformation
and one random stacked real sample. The vertical sampling and the horizontal sampling are
both 0.5 m. The size of each image is 64×64 pixels = 32×32 m.

Figure 6.9. Each row displays a transformation example in the prestack domain for the de­
tection of diffraction (boulders). From left to right: a stacked synthetic training sample, its
stacked transformation and its transformation before stacking. The red lines highlight synthetic
scattered events. For the spatial images, the vertical sampling and the horizontal sampling are
both 0.5 m. The size of each image is 64×64 pixels = 32×32 m. For the gathers (prestack),
the vertical sampling is 0.5 m and horizontal sampling is 1°. The size of each gather is 64×71
pixels = 32 m × 71°.

Figure 6.10. Average frequency spectrum computed on real, synthetic and synthetic trans­
formed domains for the diffraction datasets.
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image is shown (left), its transformed image (centre), and one real image (right). We can see the
style similarities between the real and transformed data, and structure similarities between the
original and transformed data. However, it is not sufficient to analyse the stacked domain. It is
imperative that the generated images are coherent in the prestack domain too. Thus, we conduct
a second validation inspection, this time by looking at the prestack domain along the dip­angles
direction. Figure 6.9 shows how our system can produce synthetic seismic images in the dip­
angle migration domain, where the diffraction curves produce the expected patterns. We also
display in Figure 6.10 the average frequency spectrum. We observe that both the amplitude and
the phase of the synthetic data are much closer to the real data once they have been modified
by the generative network.

In Figure 6.11 we can observe the result given by the segmentation network obtained at
testing time. Since we do not know the true number or the location of the scattering objects,
there is no label information nor ground­truth, so we cannot easily give a quantitative mea­
sure of the performance of the system. Nevertheless, to assess the results, we investigate the
data manually, and we also conduct an ablation study. This study involves running the same
experiment but using only the segmentation network, trained on purely synthetic data. We re­
move the generative model, but we keep the same hyperparameters for the segmentor for a fair
comparison. We argue that, in this way, this test helps to reveal the impact of our approach.
Figure 6.11a shows the real data (left), the objects found by our segmentation network (centre),
and the objects found by the ablation study (right). We manually verify that most of the time,
our method correctly detects diffraction (boulders), leading to a high true­positive rate. How­
ever, it does find fewer potential boulders than the ablation case, which might imply that there
are several false negatives. On the other hand, the ablation system seems to over­detect and
consequently, to display an unrealistic amount of diffraction, where many of them are just false
positives. Overall, we are satisfied with the rate of true positives of our method. Most areas
highlighted by the attribute seem to correspond to actual diffracted events, leading to a clean
prediction attribute.

6.4.4 Results of Detecting Faults

In this second set of experiments, we also start the evaluation by visually inspecting the trans­
formations of synthetic data into real data. In this case, the generative task is simpler since the
data is already in the stacked domain, i.e., no depth dimension. Figure 6.12 shows a few pairs
of this transformation, where we can assess the efficacy of our approach. Although the data
generated do not look completely realistic, in particular the fault planes, they do seem visually
closer to the real data. We also display in Figure 6.13 the average frequency spectrum. We
observe again that both the amplitude and the phase of the synthetic data are much closer to the
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(a) From left to right: real data, prediction of our approach, prediction of the ablation. The red horizontal
lines highlight the true positive findings, while the white horizontal lines highlight both false positives
and false negatives. The red vertical lines indicate the slices where we look at the prestack data (see b).

(b) Clockwise from top­left: the prestack data corresponds to the red vertical lines from real data (see a
left image). The red horizontal lines on the prestack data match with the ones on the real data.

Figure 6.11. Prediction of diffraction (boulders) of our approach on the real data at testing time,
and its ablation counterpart.
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Figure 6.12. Pairs of synthetic training samples (1st and 3rd columns) and their transformations
into real data (2nd and 4th columns). The vertical sampling is 4 ms and the horizontal sampling
is 12.5 m. The size of each image is 96×96 pixels = 0.384 s × 1200 m.

Figure 6.13. Average frequency spectrum computed on real, synthetic and synthetic trans­
formed domains for the faults datasets.

real data once they have been modified by the generative network.
As in the diffraction case, we now also need to run an ablation study to corroborate that our

proposed method outperforms the plain segmentation network on the fault scenario. Again, we
do not know the true number nor the location of the faults. Therefore, a quantitative measure­
ment of the performance of the method is not easy to conduct. Nevertheless, due to the nature of
this data, it is likely, to a certain extent, to visually determine the effectiveness of the approach.
Figure 6.14 displays the result given by the segmentation network, trained on both synthetic
data and generated data (left), and on only synthetic data (right), the latter of which being the
results of the ablation study. The original synthetic training data only contained perfect fault
planes, hence, the ablation approach has troubles with predicting the non­ideal fault planes in
the real data. On the other hand, our method trained on the modified synthetic data, shown in
Figure 6.12, is better at recognizing real faults as well as leading to more true positives and
longer, more realistic fault­plane predictions.
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Figure 6.14. Prediction of faults on the real data at testing time. (Left) Predictions on testing
data of our approach. (Right) Predictions on testing data of the ablation study. The vertical
sampling is 4 ms and the horizontal sampling is 12.5 m. The size of each image is 311×600
pixels = 1.244 s × 7500 m.

6.5 Limitations

The main success of our method is helping to reduce the generalization gap between the training
(synthetic) and testing (real) data. Indeed, while it is relatively trivial to train a neural network to
converge on a small, well­controlled dataset, it is highly challenging to train a neural model that
can consistently yield accurate results on unseen data, with potentially very different acquisition,
geology, and processing settings. We know, from other domains, that the best way to reduce
this gap is to gather a profusion of high­quality, high­diversity data examples, often annotated
by hand [155]. However, this method does not scale well to geosciences, where data requires
expertise and continued efforts to be interpreted. Within our framework, we diminish the need
for manual annotations to a large extent. In fact, in both experiments we use only synthetic
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labels, obtained from simple modelling. Thanks to the generative model, we refine the synthetic
images to shrink the generalization gap, achieving superior results than when the network is
trained on unmodified synthetic data (ablation study). While promising, the method also suffers
from some limitations. Firstly, it requires training several networks in a unified fashion. In
addition to being computationally more demanding, it also becomes more challenging for the
practitioner to tune the hyperparameters, in order to properly balance all the loss terms together
and bring the system to a stable equilibrium. Moreover, the task is complicated by the fact
that we do not have access to a robust quantitative measure of the final accuracy of the model.
Indeed, our goal is to yield an improved prediction on the unlabelled dataset, and since it is
not interpreted, one needs to resort to a visual inspection of the results and to rely on a more
qualitative assessment. This way of proceeding may be time consuming and does not allow
for the use of automated hyperparameter­selection methods. Finally, in both of the evaluated
applications, we observe several remaining false negatives. Namely, it appears that despite the
use of the generative model to match the target data, the segmentation network is not able to
recognize some of the most challenging objects in the data. This, for instance, is the case in
Figure 6.11, where the noisiest diffraction patterns are not detected. In Figure 6.14, we also see
that many of the small faults, present in the relatively chaotic area at the centre of the data, are
not highlighted. For these examples, it is likely that additional manual annotations are required
to be fed into the network, enabling it to learn to recognize the rarest of events obscured by the
highest noise levels. This could be achieved by fine­training the model, using a selection of
additional data chosen by the interpreter, in a manner similar to that described in [148].

6.6 Summary

In this chapter, we propose an end­to­end model that allows synthetic patterns to be transferred
into generated data, as well as the identification of seismic events to be automated, such as
diffraction and faults. We formulate the problem as a semantic­segmentation task, where the
positions of the events are expressed as probability distributions, and the approach is based
on a self­supervised deep­learning technique. In order to boost the segmentation results, our
translation network transfers the characteristics from the real domain to the synthetic domain,
while keeping the original synthetic structure. In this way, we can guarantee that the generated
images will be valid for training the segmentor, i.e., they match with the labels, and also that
their geophysical properties will then be more realistic. This highlights the attractiveness of the
proposed system, in particular, helping in common scenarios where the scarcity of annotated
data is the main limiting factor. Our approach is also versatile. We demonstrate the use of our
framework for the detection of faults and diffraction and the method can be applied in a simi­
lar fashion to interpret other elements, such as salt bodies or channel networks. Additionally,
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while we show its use in helping the transition from synthetic data to real data, the framework
may be applied equivalently to other transfer problems. For instance, one can employ a legacy
field dataset, manually interpreted by geoscientists, as the base training data, and choose a new
non­interpreted dataset as the target. The method might also help in reducing the decrease in
accuracy that may be observed on a dataset after a pre­processing step changes the amplitudes,
or between two vintages of time­lapse datasets. On the other hand, we believe that human ex­
perts still play an essential role, since uncertainties and non­uniqueness of the interpretation
must be considered when evaluating the performance of a network. All in all, we foresee great
potential in our framework, and hope to prove it valuable in further work for other applications.
We think that it is a promising approach that can help to fill the gap between the need for a vast
amount of training data, and the need to obtain good results on real data, with minimal effort
using synthetic modelling.



Chapter 7

Conclusion

This thesis proposes several approaches to learn image­to­image translation—including at­
tribute and style transforms—together with the dangers that such technology can pose and a
seismic use case. In this final chapter, we summarize the main findings, and propose some
interesting directions for future work.

7.1 Summary

We start the thesis introducing deep learning as a core component of current approaches for
most computer vision tasks. The reason for such broad usage of this technology is its intrinsic
ability to automatically learn specific features from a training dataset, under the constraints of a
given problem, such as image classification. In our work, we focus on the vision task of image
generation and manipulation, where we employ generative adversarial networks as a baseline.
Originally, Goodfellow et al. conceived GANs for pure image generation purposes, where the
input was random noise and the output a synthetic image. However, ever since then, GANs have
been developed in many other scenarios, resulting in a wide range of applications. In this thesis,
we employ them for image­to­image translation, more specifically for domain transformation,
including attribute and style transformation.

Although image­to­image translation has drawn increasing attention and made tremendous
progress, most approaches are still heavily data­dependent, being very sensitive to the amount of
annotated training data. Therefore, when one wants to extrapolate the problem to new scenarios,
where labelled data is not abundant, the systemsmight perform poorly. Driven by themotivation
to solve this problem, in our second chapter, we propose an approach that can overcome a
labelled­limited scenario. More specifically, we tackle few­shot learning for attribute transfer,
which is a form of restricted supervision, where we train a model on certain attributes and test on
unseen ones that appear during testing. To that end, we build a GAN­based approach that trains
in a meta­training fashion, allowing us to perform attribute transfer using just a few labelled
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samples from a limited class. This sort of approach might become a powerful paradigm, solving
the label limitation that supervised generativemethods suffer from. Furthermore, it is conducted
with no lengthy inference time, no external memory and no additional data. On the other hand,
while it is true that our method successfully generates samples from a new target domain, all the
involved domains are very similar—at least from a level of human understanding. Therefore,
one important limitation might arise when trying to generalize for a wider range of attribute
domains, especially when those involve morphological changes, e.g., training with attribute
domains such as blond, moustache or eyeglasses, and then at meta­testing time, targeting skin
colour or gender. Said generalizable property is the ultimate goal for any attribute transfer
model, in particular, for those with scarcity of labelled data.

We then study the attribute­transfer problem from a more common perspective. That is,
we train with annotated data, where the labels describe all the different attributes that appear
at training as well as testing time. A priori, this is a simpler scenario since the algorithm is
trained with all the possible transformations. However, it is an intrinsically complex problem
as it involves not only colour transformations, but also morphological changes. To achieve this
goal, we introduce a novel attribute­transfer approach that integrates an inpainting block so that
the input image is modified in such a way that the output incorporates the pre­defined target
attributes. This block allows all attention to be focused on the region of interest—where the
attributes are located—keeping it consistent with the unmodified background. In particular,
we take advantage of the fact that most facial attributes are induced by local structures, e.g.,
relative position between the eyes and ears. Hence, it is sufficient to change only a few parts
of the face, and to teach the generator to synthesize realistic outputs. While this symmetrical
property of local structures allows synthetic faces to be successfully rendered that contain the
target attributes, it also constrains the framework’s usage for other applications. The main rea­
son for this limitation is the strong dependency on the structural properties of the input data that
our method relies on. As a result, in order to explore different applications, one needs either
to employ images with structural similarities, or to implement a stronger reconstructor. A sec­
ond drawback of our approach arises from the inpainting strategy. This might compromise the
identity of the original face, by slightly modifying it or by completely removing it.

Besides the attribute­transfer ability of our approach, it might be useful to have a system
that can steer synthetic images between different style domains as well. Usually, these domains
represent distinguishable properties that are part of the image and cannot be described by single
attributes. Despite the importance of having such systems, little work has unified both attribute
and style transformations under the same pipeline. In the fourth chapter, we build a framework
that incorporates successfully this pipeline into an end­to­end system. In particular, given an
input face image, a target­style face image, and a guide segmentation label mask, our novel
framework is able to synthesize an output image that shares a similar style with the target­style
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image, while preserving the input face’s identity and accurately follows the semantic mask. To
achieve this, we propose a multi­objective training process that balances the different compo­
nents of the architecture. Furthermore, we introduce a customized segmentation loss to en­
courage the network to follow the geometry specified in the guide face mask, back­propagating
informative gradients thanks to its locality characteristics. However, if the modified mask con­
tains unnatural structures, e.g., no eyes, the network starts to ignore the mask input in order to
avoid generating unrealistic faces that are not consistent with the geometry information. A sec­
ond limiting factor comes from the need for plentiful segmentation masks for training, resulting
in a rather expensive dataset.

In recent years, the increasing sophistication of smartphones and the growth of social net­
works have led to a gigantic amount of new digital content. This tremendous use of digital
images has been followed by a rise in techniques to alter them. Deep generative models, es­
pecially GANs, have lately been extensively used to produce artificial images with a realistic
appearance. As a result, a new vein of AI­based fake image generation have emerged, leading
to a fast dissemination of high­quality forged content. While significant developments have
been made for image forgery detection, it still remains an ongoing research task. In the fifth
chapter, we address the problem of detecting artificial image content, more specifically, fake
faces. Despite the fact that many face­editing, image­to­image translation and generating algo­
rithms seem to produce realistic human faces, upon closer examination, they do exhibit artefacts
in certain domains, which are often hidden to the naked eye. To spot such irregularities (arte­
facts), we present a simple yet effective method, based on classical frequency domain analysis.
Using only a small amount of annotated training data, or even none at all, our approach is able to
detect generated faces with almost perfect accuracy. Besides the accuracy results, what makes
our approach even more appealing than deep­learning methods is the capacity of learning with
few examples, leading to a larger field of applications. Nonetheless, the problem is far from
being solved, since simple image processing techniques, like compression or image processing,
can alter the original frequency content and break our classification system.

Finally, we introduce a novel framework to reduce the generalization gap that exists between
oversimplified synthetic training data and real application data. Our proposed model addresses
the semantic­segmentation task by exploiting domain­style transfers on the training data. In
particular, we build a style­transfer system that generates data, which preserves the synthetic
patterns and contains the style features from real data samples. The combination of synthetic
data and its realistic transformation is the key to providing a larger, more realistic variety of
samples, with their ground­truth, at minimal manual labour cost. As a result, our system out­
performs standard methods, which are traditionally trained only on purely synthetic data. On
the other hand, the problem still remains unsolved. Although it is relatively trivial to train a
neural network to converge on a small, well­controlled dataset, it is highly challenging to train
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a neural model that can consistently yield accurate results on unseen data, with potentially very
different acquisition, geology, and processing settings. Consequently, human experts still play
an essential role, since uncertainties and non­uniqueness of the interpretation must be consid­
ered when evaluating the performance of a network.

7.2 Future Work

Throughout this thesis, we have stressed the importance of labelled data, and the limitations that
the absence of which might have in deep­learning approaches. We believe that image manipu­
lation, in particular, image­to­image translation, can be used to synthesize data on demand, and
to mitigate in this way these label limitations. This is done by trying to generate new samples
from particular domains/classes to match pre­defined scenarios. We think that the repercussion
of such systems could not only impact the computer vision community, but also other deep­
learning communities, which also suffer from scarce annotated datasets. However, most of the
current approaches rely on supervised setups, making the problem a vicious circle—a chicken
and egg situation. Therefore, we believe that the future of image­to­image translation must in­
volve going through new solutions that require as little annotated data as possible. Eventually,
the ideal algorithms should become unsupervised, minimizing the need for human involvement.
In fact, such a necessity is not unique for image­to­image problems, but it is also for other vision
domains, such as image classification, semantic segmentation, object detection, to name a few.

On the other hand, besides the technical improvements, e.g., semi­supervised setups, more
accurate attribute transfer, and incorporation of geometry manipulations, the image­to­image
community has to make an effort to bring its technology closer to real­world applications. For
example, we foresee a wide range of applications in the medical field, where the scarce amount
of public data and its notorious confidentiality still restrict many deep­learning solutions nowa­
days. Another interesting field, with a lot of potential applications, is the seismic domain.
As discussed in the previous chapter, the amount of work employing deep learning, including
image­to­image transformation, has exponentially increased over the past years. Apart from
mitigating the problem of the amount of annotated real data, another main reason for employ­
ing image­to­image transformations is to help to correct geological data that contains artefacts.
Far from being a rare event, this is a usual problem introduced by the migration techniques that
the data undergoes before visualization. As one can imagine, similar to medical application, the
amount of seismic practical possibilities is huge. Nonetheless, we think that this is only possi­
ble by promoting interdisciplinary studies, where the whole chain of participants understands
the bigger picture. To that end, it is important to establish new avenues and spaces to allow
these collaborations to happen. Finally, it is essential to create and open new datasets that allow
researchers to benchmark the methods with more real­case scenarios, rather than toy examples.
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