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Abstract

Nonadiabatic quantum dynamics plays an important role in a wide range of chemical
reactions and femtochemistry experiments. However, numerically converged simulations
are typically only affordable for small size systems because the computational efforts gener-
ically increase exponentially. This thesis is devoted to the theoretical analysis of two can-
didates of simulation methods for large size systems, linearized phase space methods and
quantum simulations.

Linearized phase space methods, for instance, fully linearized methods, partially lin-
earized methods, and symmetrical quasi-classcial windowing, approximate the quantum
dynamics as the classical dynamics, and quantum effects are accounted for by Monte Carlo
sampling of the initial quantum phase space. The major drawback is that the sampling
of independent phase space trajectories neglects quantum coherence and interference. For
condensed phase simulations, this limitation fortunately is only minor. Different linearized
phase space methods are mainly characterized by the initial electronic phase space selec-
tions, and it is believed that the choice of electronic phase space determines the accuracy of
the method. While there are lots of numerical results to support this argument, a rigorous
theoretical analysis is still outstanding. Rewriting fully and partially linearized methods in
a unified expression, we establish a rigorous measure of the short-time accuracy, the intra-
electron correlation, which has a close connection to the initial electronic phase space. The
methods with correct intra-electron correlation are more accurate in the short-time region for
various chemical motivated models than the methods with a wrong one. For various popular
linearized phase space methods, including many fully and partially linearzied methods, we
also give either a proof of correct intra-electron correlation sampling or an explicit violation
example. Our theoretical analysis gives an explanation of the accuracy order of linearized
phase space methods reported in the literature. Moreover, the intra-electron correlation can
be a guideline for the development future linearized phase space methods.

Further, we introduce the generalized discrete truncatedWigner approximation (GDTWA),
which is a well-established linearized phase space method in the field of quantum lattice
models, into chemistry. The GDTWA uses the Wootters’ discrete phase space for electrons,
which can sample the intra-electron correlation correctly for diagonals states. We reformu-
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viii Abstract

late the GDTWA in the unified expression of linearized phase space methods, which shows
that the GDTWA is a fully–partially hybrid method. With the help of this reformulation,
we not only reduce the computational efforts, but also demonstrate a reduced zero-point
energy accounting without an explicit zero-point energy parameter in the GDTWA. Numer-
ical benchmarks on scattering models and linear vibronic coupling models show a robust
performance on various chemical motivated models. Also, we develop two GDTWA, ap-
proach I and II, for a particle in gauge vector potentials. Theoretical analysis shows that
the two approaches favor the simulation of synthetic gauge field and on-the-fly simulation
of molecular dynamics in the adiabatic representation, respectively. Our numerical results
of ultracold atoms, linear vibrionic coupling models as synthetic gauge fields, as well as
on-the-fly simulations of linear vibronic coupling models confirm the analysis.

To overcome the difficulty of simulating quantummechanics arising from exponentially
increasing Hilbert space, quantum simulations use controllable quantum devices which obey
the rule of quantum mechanics. Nowadays, the imperfect controls of quantum devices have
a huge impact on the accuracy of the simulations. Specifically, when the errors of the imple-
mentations break symmetries of the system, simulation results could even be qualitatively
wrong. We rigorously develop an experimentally feasible linear penalty method to suppress
the symmetry-breaking errors. Numerical benchmarks of the lattice gauge theory and the
hydrogen molecule show good performances on protections of symmetries, local observ-
ables, and wave functions.

Our theoretical analysis on both linearized phase space methods and quantum simu-
lations illustrate the possibilities of simulating large size systems with large potential for
applications in quantum chemistry and related areas.



Kurzfassung

Die nichtadiabatische Quantendynamik spielt eine wichtige Rolle in einer Vielzahl von
chemischenReaktionen und femtochemischen Experimenten. Numerisch konvergierte Sim-
ulationen sind jedoch nur für kleine Systeme erschwinglich, da der Rechenaufwand expo-
nentiell ansteigt. Diese Diplomarbeit widmet sich der theoretischen Analyse von zwei Kan-
didaten für Simulationsmethoden für große Systeme, linearisierte Phasenraummethoden und
Quantensimulationen.

Linearisierte Phasenraumverfahren, beispielsweise vollständig linearisierte Verfahren,
teilweise linearisierte Verfahren und symmetrisches quasi-klassisches Fenstern, approximieren
die Quantendynamik als klassische Dynamik, und Quanteneffekte werden durch Monte-
Carlo-Sampling des anfänglichen Quantenphasenraums berücksichtigt. Der Hauptnachteil
besteht darin, dass unabhängige Phasenraumtrajektorien Quantenkohärenz und Interferenz
vernachlässigen. Dies hat jedoch keine großen Auswirkungen auf Simulationen mit kon-
densierter Phase. Verschiedene linearisierte Phasenraumverfahren sind hauptsächlich durch
die anfängliche Auswahl des elektronischen Phasenraums gekennzeichnet, und es wird all-
gemein angenommen, dass die Wahl des elektronischen Phasenraums die Genauigkeit des
Verfahrens bestimmt. Obwohl es viele numerische Ergebnisse gibt, die dieses Argument
stützen, fehlt bisher eine rigorose theoretische Analyse. Indemwir vollständig und teilweise
linearisierte Methoden in einen einheitlichen Ausdruck umformulieren, etablieren wir ein
rigoroses Maß für die Kurzzeitgenauigkeit, nämlich die Intra-Elektronen-Korrelation, die
eine enge Verbindung zum anfänglichen elektronischen Phasenraum hat. Die Methoden mit
korrekter Intra-Elektronen-Korrelation sind im Kurzzeitbereich für verschiedene chemisch
motivierte Modelle genauer als die Methoden mit falscher. Für verschiedene gängige lin-
earisierte Phasenraummethoden, einschließlich vieler vollständig und teilweise linearisierter
Methoden, wir geben auch entweder einenBeweis der korrekten Intra-Elektronen-Korrelations-
Sampling oder ein explizites Verletzungsbeispiel. Unsere theoretische Analyse gibt eine
Erklärung für die Genauigkeit verschiedener linearisierter Phasenraumverfahren, die in der
Literatur berichtet wurden. Darüber hinaus kann die Intra-Elektronen-Korrelation eine Richtlinie
für zukünftig vorgeschlagene linearisierte Phasenraummethoden sein.

Weiterhin führenwir die verallgemeinerte diskrete trunkierteWigner-Näherung (GDTWA)
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x Kurzfassung

in die Chemie ein, die eine etablierte linearisierte Phasenraummethode imBereich der Quan-
tengittermodelle ist. Das GDTWA verwendet den diskreten Phasenraum von Wootters für
Elektronen, der die Intra-Elektronen-Korrelation für die diagonalen Zustände korrekt sam-
peln kann. Wir formulieren die GDTWA in dem vereinheitlichten Ausdruck linearisierter
Phasenraumverfahren neu, und eine solche Neuformulierung zeigt, dass die GDTWA eine
vollständig–teilweise hybride Methode ist. Mit Hilfe dieser Neuformulierung kann man
nicht nur den Rechenaufwand reduzieren, sondern wir demonstrieren auch eine reduzierte
Nullpunktenergiebilanzierung ohne expliziten Nullpunktenergieparameter in der GDTWA.
NumerischeBenchmarks für Streumodelle und lineare vibronischeKopplungsmodelle zeigen
eine robuste Leistung für verschiedene chemisch motivierte Modelle. Außerdem entwick-
eln wir zwei GDTWA, Ansatz I und II, für Partikel in Eichvektorpotentialen. Theoretische
Analysen zeigen, dass die beiden Ansätze für die Simulation des synthetischen Eichfelds re-
spektive die On-the-Fly-Simulation derMolekulardynamik in der adiabatischen Darstellung
zu bevorzugen sind. Unsere numerischen Ergebnisse für ultrakalten Atomen, linearen vi-
bronischen Kopplungsmodellen als synthetische Eichfelder sowie on-the-fly-Simulationen
von linearen vibronischen Kopplungsmodellen bestätigen die Analyse.

Um die Schwierigkeit zu überwinden die Quantenmechanik zu simulieren, die sich aus
dem exponentiell zunehmendenHilbert-Raum ergibt, verwendenQuantensimulationen steuer-
bare Quantenhardware, die der Regel der Quantenmechanik gehorcht. Heutzutage hat die
unvollkommene Steuerung von Quantengeräten enorme Auswirkungen auf die Genauigkeit
der Simulationen. Insbesondere wenn die Fehler der Implementierungen Symmetrien des
Systems brechen, können Simulationsergebnisse sogar qualitativ falsch sein. Wir entwick-
eln rigoros eine experimentell durchführbare lineare Penalty-Methode, um die symmetriebrechen-
den Fehler zu unterdrücken. NumerischeBenchmarks für Gittereichtheorien und dasWasser-
stoffmolekül zeigen gute Leistungen beim Schutz von Symmetrien, lokalen Observablen
und Wellenfunktionen.

Unsere theoretische Analyse sowohl linearisierter Phasenraummethoden als auch Quan-
tensimulationen illustriert Möglichkeiten zur Simulation großer Systeme, mit Auswirkun-
gen auf eine Vielzahl von Anwendung in der Quantenchemie und verwandten Forschungs-
gebieten.
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Chapter 1

Introduction

Understanding chemistry quantitatively at the molecular level is the theoretical foundation
of many ultimate goals of chemists’, for instance, designing newmolecules from the bottom
up, manipulating chemical reactions, etc. The particular challenge of the understanding is
the complexity of numerically solving Schrödinger equation with large numbers of degrees
of freedom (DOF), which are proportional to the sum of electron numbers and nuclei num-
bers. The fundamental limitation comes from the exponentially increasing Hilbert space in
quantum mechanics. A typical strategy of reducing the computational efforts is employing
the Born–Oppenheimer approximation for stationary problems. Thanks to the large mass
difference between electrons and nuclei, one can treat these two types of DOFs separately.
First, one can neglect the nuclear kinetic energy operator and treat nuclear configurations
as parameters, then perform the electronic structures computations (solving eigenequations
of the electronic Hamiltonian) for different nuclear configurations to determine the poten-
tial energy surfaces (PESs), and giving the so-called electronic states as eigenstates. The
Born–Oppenheimer approximation (also called adiabatic approximation) states that the to-
tal wave function can be approximated as the product of one electronic state and the nuclear
wave function [1, 2]. The number of DOF of the electronic Hamiltonian is proportional
to the electron numbers under the framework of the Born–Oppenheimer approximation for
stationary problems. Meanwhile, electronic structure computation algorithms with polyno-
mial complexity are often good enough approximations [3–16], which can further reduce
the computational efforts. However, high precision electronic structure computations for
large size systems are still extremely expensive, or even impractical.

For many interesting phenomena, for instance, site-to-site energy transfer dynamics
in light-harvesting/photosynthetic pigment complexes [17, 18], spectroscopy of molecules
[2, 19], molecules in cavities [20–28], chemical reactions [29], and femtochemistry [30],
stories are much more complicated. In these scenarios, transitions between electronic states
are no longer negligible, and the Born–Oppenheimer approximation breaks down, which
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are referred to as nonadiabatic quantum dynamics [31, 32]. One must use the group Born–
Oppenheimer approximation, inwhich the total wave function is expressed asmulti-electronic
states weighted by their own time dependent nuclear wave functions [2]. Because the elec-
tronic states are time independent and pre-determined by electronic structure computations,
one can regard them as an additional discrete DOF coupled with nuclear DOFs. The molec-
ular Hamiltonian under the framework of group Born–Oppenheimer approximation can be
generated accordingly, for details, see chapter 2. To summarize, solving the time dependent
Schrödinger equation for a molecule is transferred as a two-step problem. The first step is
performing electronic structures computations (a time independent eigenequation problem),
and the second step is solving the time dependent Schrödinger equation for nuclei coupled
with a discrete electronic DOF. Nonadiabatic quantum dynamics is often referred to as the
second step of the problem.

The state-of-the-art numerically converged algorithm for nonadiabatic quantum dynam-
ics, multiconfiguration time dependent Hartree (MCTDH) method [33–35], still suffers
from the exponentially increase of Hilbert space. Hence, for systems with a large num-
ber of DOFs, convergence—i.e., a systematic approach towards the exact results—cannot
be reached. There are similar substantial limitations in other competitors in terms of nu-
merically converged algorithms despite a great deal of efforts that have been made in recent
years. For instance, multilayer MCTDH (ML-MCTDH) [36–38] and matrix product state
(MPS) [39, 40] require low entanglement between different DOFs, quantum Monte Carlo
(QMC) [41, 42] suffers from the sign problem, etc. These limitations make their applica-
tions for systems with large numbers of DOFs restricted. Additionally, the computational
efforts of these algorithms are not cheap either.

In a word, the requirement of huge computational efforts for systems with large DOFs,
which arises from the incompatibility of quantum mechanics and classical computers, is
troublesome for the simulations. In order to perform simulations for systems with large
numbers of DOFs, one has to either do more approximations, or use the hardware beyond
classical computers. In this thesis, we will discuss two possible solutions from these two
aspects, approximating the quantum dynamics as classical dynamics, and using quantum
devices simulating quantum systems, which are referred to as linearized phase space meth-
ods [43–80] and quantum simulations [81–85], respectively. Linearized phase space meth-
ods can give reasonable predictions in variousmodels, but they cannot reach the exact results
systematically. Quantum simulations can achieve accurate results but suffer from imperfect
control of quantum simulators. The aim of this thesis is to understand the key factors of the
accuracy of linearized phase space methods as well as quantum simulations, and improve
the accuracy of them. We will mainly focus on their applications on orthodox nonadiabatic
quantum dynamics, and give short discussions on the application of electronic structure
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computations as well as nonadiabatic quantum dynamics under a novel framework [86,87]
in chapter 6. Also, we point out that the application ranges of the two methods are not lim-
ited to the nonadiabatic quantum dynamics. In fact, they have lots of applications in the
field of gauge theories [88–94], quantum lattice models [47, 48, 52], and so on.

The linearized phase space methods, which only account for the quantum effects in the
initial phase space, are not numerically converged methods. Such approximations neglect
quantum coherence and interference, but still give reasonable accuracy for condensed phase
problems. Independent phase space trajectories make the algorithms trivially parallelizable,
and theMonte Carlo sampling of initial phase spacemakes the computational efforts insensi-
tive to the numbers of DOFs. Roughly speaking, all linearized phase space methods sample
the nuclear DOF in the Wigner phase space, and different methods are mainly characterized
by the electronic phase space choices [32, 95, 96]. There are lots of numerical benchmarks
showing the electronic phase space choices have a huge impact on the accuracy of methods,
while rigorous connections are still not well-established in the existing literature. Such a
connection will be established in chapter 3 of this thesis. Additionally, we will also present
an advanced linearized phase space method, generalized discrete truncated Wigner approxi-
mation (GDTWA) [47,48,52,95], and its two variants, GDTWA for particles in gauge vector
potentials (gGDTWA) approach I and approach II, in chapter 4.

An alternative computing paradigm to calculations on classical computers is currently
emerging in the form of quantum simulation. Quantum simulations require a specific type
of hardware, quantum simulators [81–85], which obey the rule of quantum mechanics. The
spirit of quantum simulations for nonadiabatic quantum dynamics is similar to the wind
tunnel experiments for aerohydrodynamics, i.e., let nature compute itself [83]. If one can
control the quantum simulators perfectly, quantum simulations can give quantitative predic-
tions for quantum dynamics. However, realistic realizations of quantum simulations always
have errors. Specifically, while errors in present quantum simulators are moderate, they are
nonetheless far away from negligible, in particular also because they can violate the sym-
metries of the target model. In chapter 6, we will present an experimentally feasible linear
penalty method to suppress errors in quantum simulations.

The thesis includes three parts. The first part has two chapters, this introduction and
chapter 2, where we review the common procedures of investigating nonadiabatic quan-
tum dynamics, including group Born–Oppenheimer approximation, constructing diabatic
Hamiltonians, electronic structure simulations, numerically converged methods for nuclear
dynamics, and typical models of nonadiabatic processes. Linearized phase space methods
will be presented in the second part (chapter 3 and 4). In chapter 3, we will show that intra-
electron correlation is a rigorous measure of the short-time accuracy for linearized phase
space methods. We also use the intra-electron correlation to explain the order of the short-
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time accuracy observed in previous references. In chapter 4, we will present the theoretical
analysis and numerical benchmarks of GDTWA, which is a well-known linearized phase
space methods for quantum lattice models, here applied to chemical systems. These results
show that GDTWA is also a good method for various chemical models. We also further
develop two GDTWA methods for particles in gauge vector potentials, which has a close
connection with linear vibronic coupling models and on-the-fly simulations. The third part
(chapter 5 and 6) will discuss quantum simulations. In chapter 5, we will review the basic
knowledge of quantum simulations, including digital quantum simulations, analog quantum
simulations, quantum algorithms, fault-tolerant quantum computation, noisy intermediate
scale quantum era, quantum error correction, and quantum error mitigation. In chapter 6, an
experimentally feasible quantum error mitigation technique, the linear penalty method, will
be discussed. The method is rigorously derived from the quantum Zeno effect [97–99]. Nu-
merical results of lattice gauge theory and hydrogen molecule show excellent performances
on protecting symmetries, local observables, and wave functions. Chapter 7 concludes the
thesis.



Chapter 2

Hamiltonian of chemical systems

In the last chapter, we briefly reviewed the standard routine for nonadiabatic quantum dy-
namics. In this chapter, we will further discuss it with detailed deviations, including the
groupBorn–Oppenheimer approximation, diabatization for constructing themolecular Hamil-
tonian, electronic structure computations, and MCTDH. Furthermore, we will also present
the commonly usedmodels in nonadiabatic quantum dynamics. Numerical results ofMCTDH,
and other numerically “exact” (converged) methods on typical models, provide standards for
benchmarking new methods for nonadiabatic quantum dynamics.

This chapter is organized as following. In the first section, we introduce the group
Born–Oppenheimer approximation and diabatization methods. In the second section, we
show how to compute the electronic structure. In the third section, we review one of the
most successful numerical converged methods for quantum non-adiabatic dynamics, the
Multiconfiguration Time Dependent Hartree (MCTDH) method. Tully models, spin-boson
model, site-exciton model, linear vibronic coupling (LVC)model, and atom-in-cavity model
are described in the fourth section.

2.1 Molecular Hamiltonian

Amolecular (non-realistic) Hamiltonian is the summation of five terms [2,100], the nuclear
kinetic energy operator T̂n, the electronic kinetic energy operator T̂el, the Coulomb potential
energy between nuclei and electrons V̂el−n, the Coulomb potential energy arising from nuclei
nuclei repulsion V̂n−n, and the Coulomb potential energy arsing from electrons electrons
repulsion V̂el−el,

Ĥ = T̂n + T̂el + V̂el−el + V̂n−n + V̂el−n . (2.1)

7
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In the position coordinate space, the explicit form of each term can be expressed as

T̂n = −
Nn∑
j=1

∇2
j

2mj

, (2.2)

T̂el = −
Nel∑
α=1

∇2
α

2
, (2.3)

V̂el−n = −
Nn∑
j=1

Nel∑
α=1

Zj

rjα
, (2.4)

V̂n−n =
Nn∑
j=1

Nn∑
k=1

ZjZk

Rjk

, (2.5)

V̂el−el =

Nel∑
α=1

Nel∑
β=1

1

rαβ
, (2.6)

where atomic units are used. Nel and Nn are the numbers of electrons and nuclei, respec-
tively. Zj are charges of the nuclei, andmj represent the masses of nuclei. Rjk = |Rj−Rk|
is the distance between electrons, rαβ = |rα − rβ| is the distance between nuclei, and
rjα = |Rj − rα| is the distance between nuclei and electrons. ∇2

j and ∇2
α are the Laplace

operators for nuclei and electrons, respectively. Notice that Rj is a vector, therefore, we
also use Rj,1, Rj,2 and Rj,3 to represent its three components, which will be used later.

2.1.1 Born–Oppenheimer expansion

Solving the time dependent Schrödinger equation for the Hamiltonian Eq. (2.1) directly is
impracticable. However, the hugemass difference between nuclei and electrons provides the
possibility to treat nuclei and electrons separately. Eq. (2.1) can be divided into two parts,
the nuclear kinetic energy operator term T̂n, and the electronic Hamiltonian term Ĥel =

T̂el + V̂el−el + V̂n−n + V̂el−n. For given nuclear position coordinatesR, one can diagonalize
the electronic Hamiltonian Ĥel

Ĥel |a(R)⟩ = Va(R) |a(R)⟩ , a = 1, 2, · · · , N ′ , (2.7)

where the basis is complete when N ′ → ∞. |a(R)⟩ is called adiabatic basis and Ea(R) is
called potential energy surface (PES). The total wave function can be expanded as

Ψ(R, t) =
N ′∑
a=1

χa(R, t) |a(R)⟩ . (2.8)

This type of the expansion is Born–Oppenheimer expansion. The time dependent Schrödinger
equation and the molecular Hamiltonian for the column vector

χ⃗(R, t) = [χ1(R, t), χ2(R, t), · · · , χN ′(R, t)]T (2.9)
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can be expressed as

i∂tχ⃗(x, t) = Ĥχ⃗(x, t) (2.10)

Ĥ =
N ′∑
j=1

(−i∇j − id̂j)
2

2mj

+ V̂ , (2.11)

where Vab = Vaδab, and d̂j,ab = ⟨a(R)|∇j |b(R)⟩ is called first derivative coupling. Usu-
ally, the adiabatic states are chosen as real functions. Therefore, the diagonal terms of first
derivative coupling are zero d̂j,aa = 0. The drawback of a real adiabatic basis is that the
electronic basis could be no longer single-valued. We will discuss it more on the fourth sec-
tion of this chapter. The explicit expression of off-diagonal terms of first derivative coupling
can be obtained by the definition of adiabatic basis

0 = ∇jVa(R)δab = ∇j ⟨a(R)| Ĥel |b(R)⟩

= (Vb(R)− Va(R)) ⟨a(R)|∇j |b(R)⟩+ ⟨a(R)|∇jĤel |b(R)⟩

= (Vb(R)− Va(R))d̂j,ab + ⟨a(R)|∇jĤel |b(R)⟩ ,

⇒ d̂j,ab = ⟨a(R)|∇j |b(R)⟩ = ⟨a(R)|∇jĤel |b(R)⟩
Va(R)− Vb(R)

(2.12)

The first derivative coupling can be extremely hugewhen PESs are nearly degenerate (avoided
crossing), or even singular when PESs are degenerate (conical intersection, CoI, and other
types of intersections [101]). We stress that there are no approximations in Eq. (2.8) and
Eq. (2.11). They are exact when N ′ → ∞ for arbitrary values of parameters.

In fact, the wave function Eq. (2.8) and the Hamiltonian Eq. (2.11) describe a particle in a
static non-Abelian gauge field (also called a non-Abelian gauge potential). For convenience,
we use the gauge Hamiltonian [2, 100]

Ĥ =
d∑

j=1

(p̂can,j − Âj(x))
2

2mj

+ V̂ (x)

=
d∑

j=1

[ p̂2can,j − p̂can,jÂj(x)− Âj(x)p̂can,j

2mj

]
+ V̂ (x) + B̂(x), (2.13)

instead of Eq. (2.11) to describe the system. In Eq. (2.13), the canonical momentum p̂can,j

satisfies the canonical commutation relation [xj, p̂k] = iδjk, and

B̂ =
d∑

j=1

Â2
j

2mj

, (2.14)

where we drop the argument for simplicity. Âj is gauge vector potential in the language of
gauge theory. The Hamiltonian Eq. (2.13) for a particle in gauge vector potentials will also
be used in the last section of this chapter, and chapter 4.
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One can set d = 3N ′, xj = Rj,1, xj+N ′ = Rj,2, xj+2N ′ = Rj,3,mj = mj+N ′ = mj+2N ′ ,
Âj = idj,1, Âj+N ′ = idj,2 and Âj+2N ′ = idj,3 for 1 ≤ j ≤ N ′ in Eq. (2.13) to obtain
Eq. (2.11). The advantage of Eq. (2.13) over Eq. (2.11) is that different degree of freedoms
(DOFs) can have different mass. To be more explicit, three DOFs of Rj have the same
mass in Eq. (2.11), while all DOFs of Eq. (2.13) can have different masses. Such a differ-
ence could happen when non-Cartesian coordinates are used. Meanwhile, the knowledge of
gauge theory also makes general conclusions easier for Eq. (2.13).

The gauge curvature of the system ( Eq. (2.13) )

F̂jk = ∂jÂk − ∂kÂj − i[Âj, Âk], (2.15)

and kinematic momentum p̂kin,j = p̂can,j − Âj are gauge co-variant

x′j = xj ,

p̂′kin,j = Û p̂kin,jÛ
† ,

V̂ ′ = Û V̂ ′Û † ,

Â′
j = ÛÂjÛ

† − i(∂jÛ)Û
† ,

F̂ ′
jk = ∂jÂ

′
k − ∂kÂ

′
j − i[Â′

j, Â
′
k] = Û F̂jkÛ

† ,

|a′(x)⟩ = Û |a(x)⟩ ,

(2.16)

where Û = Û(x) is an arbitrary unitary (gauge) transformation.
The gauge curvature F̂jk ≡ 0 when the basis |a(x)⟩ is complete

∂jÂk − ∂kÂj

=
∑
a,b

i |a⟩ ⟨b| (∂j ⟨a| ∂k |b⟩ − ∂k ⟨a| ∂j |b⟩)

=
∑
a,b

i |a⟩ ⟨b| (⟨∂ja|∂kb⟩ − ⟨∂jb|∂ka⟩)

=
∑
a,b,c

i |a⟩ ⟨b| (⟨∂ja|c⟩ ⟨c|∂kb⟩ − ⟨∂jb|c⟩ ⟨c|∂ka⟩)

=−
∑
a,b,c

i |a⟩ ⟨b| (⟨a|∂jc⟩ ⟨c|∂kb⟩ − ⟨a|∂kc⟩ ⟨c|∂jb⟩)

=− i[Âj, Âk] .

(2.17)

A more insightful proof is to construct the unitary transformation to make all gauge vec-
tor potential vanish. Consider a complete nuclear position independent basis set |a′⟩ ⟨a′|,
a′ = 1, 2, · · ·N ′, then such unitary transformation can be constructed as Uab(x) = ⟨a′|b⟩.
The basis which can make gauge vector potential vanish is so-called diabatic basis. This
property simplifies simulations of nuclear dynamics a lot. Apparently, the basis |a′⟩ ⟨a′|,
a′ = 1, 2, · · ·N ′ is a diabatic basis. When |a′⟩ is chosen as the eigenstate of the electronic
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Hamiltonian at certain nuclear geometries x0, Ĥel(x0), the basis is so-called crude diabatic
basis. The price of using diabatic basis is that the electronic Hamiltonian is no longer diag-
onal ⟨a′| Ĥel |b′⟩ ̸= 0.

2.1.2 Group Born–Oppenheimer Approximation

Modern computers can only do the finite operations. We need to find a reasonable trun-
cation of Eq. (2.8). The huge mass difference between nuclei and electrons suggests that
the time scales of nuclear motion and electronic motion are separate. Born–Oppenheimer
approximation supposes that fast electrons can adjust to the slow nuclei instantly. Thus,
the total wave function is always a product state of the nuclear wave function [2, 100] and
adiabatic electronic state

Ψ(x, t) = χa(x, t) |a(x)⟩ , (2.18)

which yields the time dependent Schrödinger equation [1]

i∂tχa(x, t) = [
d∑
j

p̂2can,j
2mj

+ Va(x)]χa(x, t) . (2.19)

The time-independent (stationary) form of Born–Oppenheimer approximation is more often
used,

Eaχa(x, t) = [
d∑
j

p̂2can,j
2mj

+ Va(x)]χa(x, t) . (2.20)

The application range of Born–Oppenheimer approximation is not limited in the molecular
Hamiltonian. It can also be used in the other systems with time scale separation of motions.
Born–Oppenheimer approximation is equivalent to ignoring the transition between χa(x, t)

and χb(x, t) for b ̸= a. Apparently, Born–Oppenheimer approximation breaks down when
Âj is no longer small. This happens when two or more PESs are nearly degenerate for
some x. Instead, group Born–Oppenheimer approximation should be used in this scenario.
The idea of group Born–Oppenheimer approximation is similar to Born–Oppenheimer ap-
proximation. We suppose there is a group of adiabatic states a = 1, 2, · · · , N which are
energetically separated from other states [2, 100]. We denote electronic states within the
group as g. Group Born–Oppenheimer approximation states that the time dependent wave
function is always spanned by g, and the transition between g and other states are negligible.
This ansatz yields the effective Hamiltonian

H(g) =
d∑

j=1

(p̂can,j − Â
(g)
j )2

2mj

+ V̂ (g) + K̂(g), (2.21)
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where Â(g)
j and V̂ (g) are the operators spanned by g and K̂(g) represents the dressed potential

K̂
(g)
ab =

d∑
j=1

∑
c/∈g

⟨∂ja|c⟩ ⟨c|∂jb⟩
2mj

. (2.22)

Due to the fact that group states are energetically separate from other states, K̂(g) is
negligible. The major difference between Eq. (2.13) and Eq. (2.21) is that the gauge curva-
ture of Eq. (2.21) is not always zero. In fact, the group Born–Oppenheimer approximation
is the common strategy to implement artificial gauge fields in neutral-atom systems [102].
The product terms of gauge vector potential and canonical momentum are unfavorable for
numerical simulations. Unfortunately, we cannot always find a diabatic representation to
make all gauge vector potential vanish. However, it is possible to find a quasi-diabatic rep-
resentation to make gauge vector potential non-vanish, but small enough to be negligible in
practice.

2.1.3 Diabatization methods

As we mentioned in the above subsection, the non zero gauge vector potential is unfavor-
able for simulations, and one has to find a diabatic or quasi-diabatic representation to make
gauge vector potential negligible. According to the gauge transformation Eq. (2.16), the
existence of a diabatic representation requires that F̂ (g)

jk must be zero for all j, k. Generally,
this condition does not always hold. However, when the group electronic states span the
whole Hilbert space [103], or the system is one dimensional [104], a diabatic representation
can exist. The first scenario can be referred to as crude diabatic basis, and has already been
discussed in subsection Sec. 2.1.2. The proof for the second scenario is straightforward.
When the system is one dimensional,

F̂
(g)
jj = ∂jÂ

(g)
j − ∂jÂ

(g)
j − i[Â

(g)
j , Â

(g)
j ] ≡ 0 . (2.23)

Therefore, we can construct the adiabatic-to-diabatic (ATD) gauge transformation by solv-
ing the equation [103,105,106]

0 = Û (g)Â
(g)
j − i∂jÛ

(g) , (2.24)

which gives

Û (g)(x) = Û (g)(x0)− i

∫
Γ

Û (g)(x)Â(g)(x) · ds , (2.25)

where Γ is the integration path from x0 to x, and Â(g)(x) is the vector of which j-th com-
ponent is Â(g)

j (x).
For a general non-1d system not in the crude diabatic basis, we cannot expect that there

exists a gauge transformation to make all gauge vector potential vanish. The gauge vector
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potential that can be eliminated by gauge transformation is called removable part, while
the other part is called nonremovable. In practical applications, it is sufficient to remove
most of removable part, especially the singular part. One can use the integration of the
Euclidean norm of gauge vector potential to describe the quasi-diabaticity [2, 100, 107] of
quasi-diabatic basis ∫ ∏

k

dxk
∑
j

Tr
{
Â

(g)†
j Â

(g)
j

}
. (2.26)

Minimizing Eq. (2.26) gives∑
j

∂jÂ
(g)
j,qd = 0 , (2.27)

∑
j

∂j(Û
(g)Â

(g)
j Û (g)† − i(∂jÛ

(g))Û (g)†) = 0 , (2.28)

where the subscript qd represents the gauge vector potential in the quasi-diabatic basis. In
the language of gauge theory, Eq. (2.27) is the Lorentz gauge. It has been proved [2] that
Eq. (2.27) is optimal for two-state systems, i.e., it removes all the removable part.

Nowwe are at the position to discuss diabatizationmethods. Popular diabatizationmeth-
ods can be classified into four categories [2], derivative-based, enforcing the smoothness of
wave functions, enforcing the smoothness of observables, and fitting PESs.

Derivative-based methods try to construct quasi-diabatic basis from the gauge vector
potential (first derivatinves). In principle, Eq. (2.28) should be the equation to be solved.
However, it is too complicated for numerical solutions. Instead, the gauge vector poten-
tial in the quasi-diabatic basis and the gauge ADT gauge transformation are obtained by
Eq. (2.25). When the diabatic basis does not exist, the solution Eq. (2.25) is path-dependent.
Another problem is that singularity in the gauge vector potential of adiabatic basis causes
an instability. Choosing a safe integration path [108] and decomposing the gauge vector
potentials [103] can mitigate these problems.

Derivative-based methods are the most accurate diabatization methods. When the dia-
batic basis exists, they will give the exact results. The major drawback is that to compute
first derivatives in lots of grids is very expensive. Instead, more approximate but numeri-
cally cheap diabatization methods are sufficient to remove most of removable part for prac-
tical applications. Usually, the huge gauge vector potential suggests the rapid change of
wave functions. Hence, quasi-diabatic basis can be obtained by enforcing the smoothness
of wave functions. The methods belonging to this category include block-diagonalization
[107, 109], the principle of configurational uniformity, effective Hamiltonian formalism
[110,111] based on quasidegenerate perturbation theory, and so on [112–114]. One can also
enforce the smoothness of observables to obtain the quasi-diabatic basis. Possible choices
include dipole moments [115–118], quadrupole moment [119], the transition dipole mo-
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ment [120]. Specifically, it has been shown that singular part of gauge vector potentials can
be removed by diagonalizing almost any Hermitian operators [121].

When the symmetry of the system is known, using quasi-diabatic basis to fit PESs with-
out the information of wave function is possible. The simplest fitting is Landau–Zener ap-
proach for collision problems [122–125]. Consider a two-level 1d system with an avoided
crossing, the electronic Hamiltonian near the crossing in the diabatic representation can be
expressed as

Ĥel;d =

(
aq b

b −aq

)
, (2.29)

where a, b are fitting parameters, and q is the nuclear DOF. Diagonalizing this Hamiltonian
gives the following PESs

V± = ±
√
a2q2 + b2 . (2.30)

Fitting PESs methods can also remove the singularity of gauge vector potentials [126–128].
The details will be discussed in the Sec. 2.4.4 with an epxlicit example of two-state-two-
mode LVC model.

To summarize, we briefly reviewed the construction of the molecular Hamiltonian under
the framework of the group Born–Oppenheimer approximation for MCTDH computations
in this section.

2.2 Electronic Hamiltonian

In this section, we briefly review the electronic structure theory of the molecular Hamilto-
nian. As we stated in the last section, the PES calculation is necessary for quantum non-
adiabatic dynamics. We will start from the second quantization representation of the elec-
tronic Hamiltonian, then introduce the Hartree–Fock method and post-Hartree–Fock meth-
ods. We will focus on the state ansatz of each method, rather than numerical implementa-
tions.

2.2.1 Second quantization representation of electronic Hamiltonian

For a general many-body system, the most convenient representation is second quantization.
First, we will construct the second quantization representation of fermions. Consider a com-
plete basis set (spin orbitals) of a single particle {|ϕ1⟩ , |ϕ2⟩ , · · · , |ϕL⟩}. For a particle in the
continuum space, the completeness is achieved when L → ∞. The Fock states [129, 130]
are defined as

|n1, n2, · · · , nL⟩ , (2.31)
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meaning that nα particles reside in the state |ϕα⟩, α = 1, 2, · · · , L. The occupation numbers
satisfy nα ∈ {0, 1} because of Pauli principle. The state with all zero occupation num-
bers is called vacuum state |vac⟩. As a comparison, the first quantization representation
(wave function) of state Eq. (2.31) cannot be written as a naive product-form because it
contains the unphysical information, “which particle is in which state”. Additionally, the
naive product-form wave function cannot account for the correct particle exchange sym-
metry, either. To be more explicit, suppose that the total occupation number of the Fock
state is NL =

∑
α nα, and the state the particles occupy is q1, q2, · · · , qNL

, then the naive
product-form wave function is

Ψ(r1σ1, r2σ2, · · · , rNL
σNL

) = ϕq1(r1, σ1)ϕq2(r2, σ2) · · ·ϕqNL
(rNL

, σNL
) , (2.32)

where r labels the spatial coordinate and σ labels the spin coordinate. Eq. (2.32) tells us
that particle qj is in the state ϕqj . To eliminate the redundant information and account for
the anti-symmetric property, the correct wave function must be a Slater determinant which
is generated by the symmetrization procedure,

Ψ(r1σ1, r2σ2, · · · , rNL
σNL

) =
1√
NL!

∣∣∣∣∣∣∣∣
ϕq1(r1, σ1) · · · ϕqNL

(rNL
, σNL

)
... . . . ...

ϕq1(rNL
, σNL

) · · · ϕqN (rNL
, σNL

)

∣∣∣∣∣∣∣∣ . (2.33)

The Fock state avoids the complicated symmetrization procedure. First, it only tells us
the physical information “howmany particles are in each state”. Second, the algebraic prop-
erties of creation and annihilation operators encode anti-symmetric property of fermions.
The creation and annihilation operators of fermions are defined as

a†α |n1, n2, · · · , 0α, · · · , nL⟩ = (−1)
∑

β<α nβ |n1, n2, · · · , 1α, · · · , nL⟩ , (2.34)

a†α |n1, n2, · · · , 1α, · · · , nL⟩ = (−1)
∑

β<α nβ |n1, n2, · · · , 0α, · · · , nL⟩ , (2.35)

[aα, aβ]+ = [a†α, a
†
β]+ = 0 , [aα, a

†
β]+ = δαβ a2α = (a†α)

2 = 0 , (2.36)

where 1αmeans the occupation number of state |ϕ⟩α is one, 0αmeans the occupation number
of state |ϕ⟩α is zero, and [ , ]+ is the anti-commutator.

The particle number operator on the state |ϕα⟩ is n̂α = a†αaα. The other operators can
also be constructed in the second quantization representation. In the molecular Hamiltonian,
the electronic operator can be divided into two parts, the one-body operator H1 and two-
body operator H2. The one-body operator H1 = T̂el + V̂el−n =

∑Ne

j ĥ(rj) acts on a single
electron, and the two-body operator H2 = V̂el−el =

1
2

∑Ne

j ̸=k ĝ(rj, rk) acts on two electrons.
H1, H2 and Hel in the second quantization representation can be expressed as
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H1 =
∑
α,β

hαβa
†
αaβ , (2.37)

H2 =
1

2

∑
α,β,γ,δ

gαβγδa
†
αa

†
βaδaγ , (2.38)

Hel =
∑
α,β

hαβa
†
αaβ +

1

2

∑
α,β,γ,δ

gαβγδa
†
αa

†
βaδaγ , (2.39)

where

hαβ =
∑
σ

∫
drϕ∗

α(r, σ)ĥ(r)ϕβ(r, σ) , (2.40)

gαβγδ =
∑
σ,σ′

∫
drdr′ϕ∗

α(r, σ)ϕ
∗
β(r

′, σ′)ĝ(r, r′)ϕγ(r, σ)ϕδ(r
′, σ′) . (2.41)

For convenience, we dropped out hats in annihilation and creation operators. One can check
that matrix elements of operators in the first quantization and second quantization represen-
tation coincide with each other. Eq. (2.39) is the most general formalism of an electronic
Hamiltonian in the second quantization representation. One of the major advantage of sec-
ond quantization representation is that the operator takes a unified formalism regardless of
the particle numbers. One can also use the second quantization representation to describe
the system with particle creation and annihilation, in which first quantization representation
completely fails.

For closed-shell molecules, the single particle basis set is usually chosen as the product
of the same spatial orbital and spin-z polarized spin functions,

⟨r|ϕα⟩ = φp(r) |↑⟩ , ⟨r|ϕα+1⟩ = φp(r) |↓⟩ , (2.42)

where α = 2p − 1. Therefore, we will use the symbol pσ, where p = 1, 2, · · · , L/2 and
σ =↑, ↓, instead of α to label the closed-shell single particle basis. We also define the
complete basis for the spatial orbitals |φ1⟩ , |φ2⟩ , · · · ,

∣∣φL/2

〉
. Because of the absence of

the spin variables inH and ĝ, we can shift the summation of the spin variables in Eq. (2.40)
and (2.41) to Eq. (2.39), then the electronic Hamiltonian can be expressed as

Hel =
∑
σ

∑
p,q

hpqa
†
pσaqσ +

1

2

∑
σ,σ′

∑
p,q,r,s

gpqrsa
†
pσa

†
qσ′asσ′arσ , (2.43)

where

hpq =

∫
drφ∗

p(r)ĥ(r)φq(r) , (2.44)

gpqrs =

∫
drdr′φ∗

p(r)φ
∗
q(r

′)ĝ(r, r′)φr(r)φs(r
′) . (2.45)
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The total electronic spin and electronic number are conserved quantities. The expression
of them [129–131] for the closed-shell molecules are

N̂ =
∑
σ

∑
p

a†pσapσ , (2.46)

Ŝz =
1

2

∑
p

(a†p↑ap↑ − a†p↓ap↓) , (2.47)

Ŝ+ =
∑
p

a†p↑ap↓ , (2.48)

Ŝ− =
∑
p

a†p↓ap↑ , (2.49)

Ŝ2 = Ŝ−Ŝ+ + Ŝz + Ŝ2
z . (2.50)

A complete set of commuting observables of the electronic Hamiltonian without other sym-
metries consist of Hel, Ŝz, N̂ and Ŝ2. Therefore, we should choose the approximate energy
eigenstates as eigenstates of Ŝz and Ŝ2. The multiplicity (degeneracy) of an energy level is
2S + 1, where S is the total spin angular momentum. Singlets, doublets, triplets, quartets
and quintets are referred to as S = 0, 1/2, 1, 2, 3/2. It is instructive to consider common
examples of singlet, doublet and triplet states. A Fock state with zero unpaired electrons
is a singlet state (S = 0), and a Fock state with one unpaired electron is a doublet state
(S = 1/2). The triplet state is little bit complicated. For simpliticy, we consider a Fock
state with two unpaired electrons and two spatial orbitals. There are four different possible
Fock states. Triplet (S = 1) and singlet (S = 0) states are the superpositions of them

S = 1 :


|01↑, 11↓, 02↑, 11↓⟩ ,

|11↑, 01↓, 12↑, 01↓⟩ ,
1√
2
(|11↑, 01↓, 02↑, 11↓⟩+ |01↑, 11↓, 12↑, 01↓⟩) ,

S = 0 :
1√
2
(|11↑, 01↓, 02↑, 11↓⟩ − |01↑, 11↓, 12↑, 01↓⟩) .

(2.51)

One can contruct other singlet and triplet states by adding arbitrary paired electrons to
Eq. (2.51).

We also introduce the Fock state, as well as creation and annihilation operators of bosons
[130]. The second quantization formalism of bosons is similar to the fermions. The spin-
statistical theorem for bosons states that the wave function of bosons (spin-integer-particles)
system is invariant if two particles are swapped. Therefore, the occupation number for each
single particle state nα ∈ N0, and the wave function in the first quantization representa-
tion should be a permanent rather than the determinant. In order to encode the symmetric
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property, the creation and annihilation operators of bosons are defined as

a†α |n1, n2, · · · , nα, · · · , nL⟩ =
√
nα + 1 |n1, n2, · · · , nα + 1, · · · , nL⟩ , (2.52)

a†α |n1, n2, · · · , nα, · · · , nL⟩ =
√
nα |n1, n2, · · · , nα − 1, · · · , nL⟩ , nα ̸= 0 , (2.53)

a†α |n1, n2, · · · , 0α, · · · , nL⟩ = 0 , (2.54)

[aα, aβ] = [a†α, a
†
β] = 0 , [aα, a

†
β] = δαβ . (2.55)

The boson creation and annihilation operators directly connects to the position and mo-
mentum operators of quantum harmonic oscillators because the energy quanta of quantum
harmonic oscillator is the phonon,

x̂α =
aα + a†α√

2
, p̂α =

aα − a†α√
2i

. (2.56)

We will use the harmonic oscillator representation of bosons in Sec. 2.4.5.

2.2.2 Hartree–Fock method and beyond

The Hartree–Fock method is the simplest method for the electronic structure calculations,
and it is also the foundation of most of the more advanced methods. The Hartree–Fock
method approximates the wave function as a single Slater determinant, i.e., electronic con-
figurations where we can clearly know which orbitals are occupied and which are not.
Historically speaking, Douglas Hartree approximated the many-body electron wave func-
tion as a product of single particle wave functions in 1927 [132–135]. In 1930, Vladimir
Fock [136, 137] and John C. Slater [138] independently pointed out that Hartree’s approx-
imation does not preserve the particle exchange symmetry. Futhermore, Fock [136, 137]
used the Slater determinant wave function to resolve the problem.

The wave function ansatz of the Hartree–Fock method [129, 130, 139] for the ground
state of a close-shell system is

|Ψ0⟩HF =

Ne/2∏
j=1

(a†j↑a
†
j↓) |vac⟩ . (2.57)

In this subsection, we use j, k, · · · to represent occupied orbitals, and a, b, · · · to represent
virtual orbitals. p, q, · · · represent an orbital regardless of occupied or virtual. Let us check
the application range of the Hartree–Fock method first. The exact wave function is a super-
position state of all possible configurations (up to a normalization factor),

|Ψ⟩ = |Ψ0⟩HF +
∑
σ,τ

∑
a,j

caτjσa
†
aσajσ′ |Ψ0⟩HF + · · · . (2.58)

We call |Ψ0⟩HF ground state configuration or physical vacuum, a†aσajσ′ |Ψ0⟩HF single exci-
tation configuration or 1p-1h (one particle one hole) configuration, and so on. Hartree–Fock
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wave function is a good approximation when the weight of ground state configuration dom-
inates. However, when the weights of two or more configurations of the ground/excited
state are competitive, the single configuration Hartree–Fock completely breaks down. This
happens when the state is approximately degenerate. Multiconfigurational self-consistent
field (MCSCF) methods [140–143], for instance complete active space self-consistent field
(CASSCF) are often used in this scenario, rather than the Hartree–Fock method.

The energy of the Hartree–Fock wave function (Hartree–Fock energy) is

EHF = HF⟨Ψ0|Hel |Ψ0⟩HF = 2
∑
j

hjj +
∑
j,k

(2gjkjk − gjkkj) . (2.59)

Hartree–Fock orbitals are determined byminimizingEHF with the restriction ⟨φp|φq⟩ = δpq,

min
φ

[EHF − 2
∑
j,k

µkj(⟨φj|φk⟩ − δjk)] , (2.60)

where µjk are Lagrange multiplies. This yields the equation

F̂ |φl⟩ |τ⟩ =
∑
k

µkl |φk⟩ |τ⟩ , |τ⟩ = |↑⟩ , |↓⟩ (2.61)

F̂ =
∑
σ

∑
p,q

fpqa
†
pσaqσ , (2.62)

fkl = µkl = hkl +
∑
j

(2gjkjl − gjklj) , (2.63)

fal = f ∗
la = hal +

∑
j

(2gjajl − gjalj) = 0 , (2.64)

where F̂ is the Fock operator, and the matrix elements between two virtual orbitals of Fock
operator fab is undetermined by variational principle. Eq. (2.61) is a remarkable property
of the Hartree–Fock ansatz. It states that acting with the Fock operator on an occupied spin
orbital can only get a superposition of occupied spin orbitals. The corollary of Eq. (2.61) is
Brillouin’s theorem: the Hamlitonian matrix elements between the ground state configura-
tion and single excitation configurations are always zero.

It is not hard to verify that the Hartree–Fock wave function is invariant under unitary
transformations. ∣∣φ′

j

〉
=
∑
k

Ujk |φk⟩ . (2.65)

Therefore, we can choose a specific basis to make Fock operator diagonal,

F̂ |φl⟩ |σ⟩ = ϵl |φl⟩ |σ⟩ , (2.66)

F̂ =
∑
σ

∑
k,l

fkla
†
kσalσ , (2.67)
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where ϵl is the orbital energy, and the spatial orbitals |φl⟩which satisfy Eq. (2.66) are canon-
ical Hartree–Fock orbitals. Eq. (2.66) is a self-consistent equation since the electron is in the
mean field generated by all the other electrons. For this reason, Hartree–Fock method is also
called the self-consistent field method (SCF). In practical numerical simulations, canonical
Hartree–Fock orbitals are expanded as linear combination of atomic orbitals (LCAO)

|φj⟩ =
∑
v

cjv |χv⟩ . (2.68)

Subjecting Eq. (2.68) to Eq. (2.61) and projecting on ⟨χu|,∑
v

Fuvclv =
∑
v

Suvϵlclv , (2.69)

where Fuv are matrix elements of the Fock operator between the atomic spin orbitals,

Fuv = ⟨τ | ⟨χu| F̂ |χv⟩ |τ⟩ , (2.70)

and Suv = ⟨χu|χv⟩ are matrix elements of the overlap matrix. Eq. (2.69) is called Roothaan
equations, and it is a set of generalized eigen-equations because of the non-orthogonality of
atomic orbitals.

The variational principle here only determines the occupied orbitals. However, one can
assume that virtual orbitals also satisfy the similar eigen-equations of the Fock operators.
Regardless whether the orbitals are occupied or virtual, the eigen-equations, Fock operators,
and orbital energies are

F̂ |φq⟩ |τ⟩ = ϵq |φq⟩ |τ⟩ , (2.71)

F̂ =
∑
σ

∑
p,q

fpqa
†
pσaqσ , (2.72)

fpq = hpq +
∑
j

(2gjpjq − gjpqj) = ϵpδpq , (2.73)

where τ can be either spin up or spin down. The Hartree–Fock wave function is the eigen-
state of Fock operator. The eigenenergy of the Fock operator is the summation of the occu-
pied orbital energies, rather than Hartree–Fock energy,

F̂ |Ψ0⟩HF = 2

Ne/2∑
j=1

ϵj |Ψ0⟩HF . (2.74)

The physical meaning of orbital energies is given by Koopmans’ theorem,

ϵj = EHF − HF⟨Ψ0| a†jσHelajσ |Ψ0⟩HF , (2.75)

ϵa = HF⟨Ψ0| aaσHela
†
aσ |Ψ0⟩HF − EHF , (2.76)
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where σ can be either spin up or spin down. Clearly, the orbital energy of occupied orbital
is the ionization potential under the conditions that all orbitals are frozen, and the orbital
energy of virtual orbital is the electron affinity under the conditions that all orbitals are
frozen. The ionization potential predicted by Koopmans’ theorem for the outer shell orbitals
are usually reasonable. However, Koopmans’ estimations for ionization potential of inner
shell orbitals and electron affinity are less accurate, because the relaxation of orbitals and
electron correlations are not negligible.

Although the variation procedure of Hartree–Fock method is for the ground state, we
can approximate excited states as the excitation configurations. One can also perform the
SCF for the excited states to construct more precise virtual orbitals [144].

Beforemoving to post-Hartree–Fockmethods, we point out that theHartree–Fockmethod
is not limited to the closed-shell system. TheHartree–Fockmethod for the open-shell system
is similar to the closed-shell scenario. Due to the fact that spin up states and spin down func-
tions share the same spatial orbitals, the closed-shell Hartree–Fock is also called Restricted
Hartree–Fock (RHF). The RHF wave function is a singlet state. For the open-shell system,
one can choose either spin up and spin down functions that share the same spatial orbitals
(restricted open-shell Hartree-–Fock method, ROHF), or spin up and spin down functions
that have different spatial orbitals (unrestricted Hartree-–Fock method, UHF). ROHF and
RHF wave functions are the eigenstates of Ŝ2. However, UHF wave function ansatz suffers
from the spin contamination, i.e., the solutions of UHF methods are not the eigenstates of
Ŝ2.

The accuracy of Hartree–Fock is not enough for the usual chemical systems. The elec-
tron correlation energy can measure the accuracy of Hartree–Fock method

Ecorr = EHF,lim − Eexact , (2.77)

where EHF,lim is the Hartree–Fock limit energy. It is the Hartree–Fock energy in the com-
plete basis, which represents the lowest energy of a single Slater determinant. The Hartree–
Fock limit energy can be obtained by extrapolating with increasing the atomic orbitals. De-
spite its limitations, the Hartree–Fock method is the starting point of post-Hartree–Fock
methods. The computational cost of Hartree–Fock is low, and it is qualitatively correct
in lots of cases. Many advanced methods based on Hartree–Fock method, so-called post-
Hartree–Fock methods, have been developed to account for the electron correlation energy.
The single Slater determinant in the Hartree–Fock method is called reference state of post-
Hartree–Fock methods. When single Slater determinant ansatz of Hartree–Fock method
breaks down, the MCSCF wave function should be considered as reference states. Post-
Hartree–Fock methods which use MCSCF wave function as reference states are called Mul-
tireference (MR) methods. The methods in this subsection are single reference methods if
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not specified otherwise. We will briefly review Møller-–Plesset (MP) perturbation theory,
Configuration Interaction (CI) method [3], and Coupled Cluster (CC) theory [4]. There
are also various methods to account for the electron correlations which we will not cover
in this thesis due to the length limit, for instance, Density matrix renormalization group
(DMRG) [5–7], Matrix Product States (MPS) [8,9], QuantumMonte Carlo (QMC) [10,11],
Density functional theory (DFT) [12,13], and time dependent density functional theory (TD-
DFT) [14–16].

Møller–Plesset (MP) perturbation theory is amany-body version of Rayleigh–Schödinger
(RS) perturbation method to calculate the ground state corrections. The unperturbed Hamil-
tonian is defined as the Fock operator, and the perturbed Hamiltonian is Hel − F̂ . The
summation of the zeroth and first order MP energy gives the Hartree–Fock energy

EMP0 = HF⟨Ψ0| F̂ |Ψ0⟩HF = 2

Ne/2∑
j=1

ϵj ,

EMP1 = HF⟨Ψ0| (Hel − F̂ ) |Ψ0⟩HF = EHF − EMP0 ,

(2.78)

and the higher order perturbations give corrections. The n-th order MP method is so-called
MPn, the simplest non-trivial MP method being MP2. For the excited states, a well-known
method based on the MP theory is the algebraic diagrammatic construction (ADC) scheme
for the polarization propagator [145, 146]. Similar to MP method, n-th order ADC method
is called ADC(n). There are also generalizations to multireference cases such as multiref-
erence Møller–Plesset perturbation theory and complete active space second-order pertur-
bation theory (CASSPT2) [147–154].

The Configuration Interaction (CI) method is a wave function-based post-Hartree–Fock
method. CI wave function is the linear superposition of all possible electronic configura-
tions. The ansatz of the CI ground state wave function (up to a normalization factor) is

|Ψ0⟩CI = (1 + Ĉ) |Ψ0⟩HF , (2.79)

where

Ĉ =
1

(1!)1

∑
στ

∑
a,j

caτjσa
†
aτajσ +

1

(2!)2

∑
σ,σ′,τ,τ ′

∑
a,b,j,k

caτbτ
′

jσkσ′a†aτajσa
†
bτ ′akσ′ + · · · . (2.80)

Notice that this parameterization is identical to the exact wave function Eq. (2.58) if we
account for all the possible configurations, which means that CI method is exact for the
given basis set in this case. CI with all possible configurations is so-called Full CI (FCI)
or exact diagonalization (ED). The cost of FCI scales exponentially with the system size,
and thus can only be applied to small size systems. In practical simulations for large size
systems, the truncation of the excitation configurations is required. CIS, which only ac-
counts for the single excitation configurations, for ground state calculations is identical to
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Hartree–Fock because of the Brillouin’s theorem. Therefore, the commonly used truncated
CI for ground state calculations is CISD (only accounts for the single and double excitation
configurations). The parameter equations of truncated CI are determined by the variational
principle

min
Ĉ

CI⟨Ψ0|Hel |Ψ0⟩CI

CI⟨Ψ0|Ψ0⟩CI

. (2.81)

One of the major problem of truncated CI is that it is not size-consistent, which is an
important property of electronic structure calculations. If the energy summation of two
non-interaction subsystems EA + EB (calculation results) is identical to the energy of the
total system EAB (calculation result), the method is size-consistent. For the CISD method,

(1 + ĈA
SD) |Ψ0⟩A,HF ⊗ (1 + ĈB

SD) |Ψ0⟩B,HF ̸= (1 + ĈAB
SD ) |Ψ0⟩AB,HF , (2.82)

where ĈA
SD is the operator Ĉ with the truncation to single and double excitations for system

A. For this reason, CISD is not size-consistent.
The excited state CI is similar to the ground state CI. We only need to replace the refer-

ence Hartree–Fock configuration with the excitation configurations [155]. For scenarios in
which single reference CI fails, one can instead use multireference CI (MRCI) [154–163].

Another well-known wave function-based post-Hartree–Fock method is Coupled Clus-
ter (CC). Unlike the CI employing a linear parameterization strategy, CC uses the exponen-
tial parameterization,

|Ψ0⟩CC = exp
(
T̂
)
|Ψ0⟩HF , (2.83)

where

T̂ =
1

(1!)1

∑
στ

∑
a,j

taτjσa
†
aτajσ +

1

(2!)2

∑
σ,σ′

∑
a,b,j,k

taτbτ
′

jσkσ′a†aτajσa
†
bτ ′akσ′ + · · · . (2.84)

Full CC with all possible excitation configurations (up to Nel) is equivalent to FCI. How-
ever, truncated CC has a tremendous difference from truncated CI due to the exponential
parameterization. First, truncated CCs are size-consistent. Second, the right (ket, |Ψ0⟩CC =

exp
(
T̂
)
|Ψ0⟩HF ) and left (bra, CC⟨Ψ0| = HF⟨Ψ0| exp

(
−T̂
)
) CC wave functions are

not Hermitian conjugate because the exponential coupled cluster operator exp
(
T̂
)
is non-

unitary. Third, the parameters in CC are obtained by projecting the eigenvalue equation
ansatz

exp
(
−T̂
)
Hel exp

(
T̂
)
|Ψ0⟩HF = ECC |Ψ0⟩HF , (2.85)

on HF⟨Ψ0| as well as other excited electron configurations

HF⟨Ψ0| exp
(
−T̂
)
Hel exp

(
T̂
)
|Ψ0⟩HF = ECC

HF⟨Ψex| exp
(
−T̂
)
Hel exp

(
T̂
)
|Ψ0⟩HF = 0 ,

(2.86)
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where HF⟨Ψex| is an arbitrary excitation configuration.
Truncated CCs can also be combined with the perturbation theory. The most successful

combination CCSD(T) [164], in which triple excitation configurations are accounted for
perturbatively, is known as the gold standard in quantum chemistry. The generalization to
themultireference scenario is also possible [165]. CC for excited states computations are not
as straightforward as for CI, and specific techniques for instance, Linear response coupled
cluster (LR-CC) [166] and Equation-of-Motion Coupled-Cluster Theory (EOM-CC) [167],
should be employed.

CC has a close connection to the quantum computations. In fact, unitary coupled clus-
ter (UCC) [168, 169], of which the exponential coupled cluster operator exp

(
T̂ − T̂ †

)
is

selected as a unitary operator, is widely used in variational quantum eigensolver (VQE)
algorithms. For the detailed discussion, see Sec. 5.1.4.

To summarize, we briefly reviewed the Hartree–Fock method and several successful
post-Hartree–Fock methods for electronic structure computations, which provide the nec-
essary data for the construction of molecular Hamiltonian.

2.3 Multiconfiguration Time Dependent Hartree Method

In this section, we briefly review the most successful numerically “exact” (converged) quan-
tum nuclear dynamics algorithm, Multiconfiguration Time Dependent Hartree (MCTDH)
Method [33–35]. MCTDH is based on time dependent variational principle (TDVP). When
the variational space is the full space,MCTDH is exact. MCTDH is very efficient for 4∼18D
systems. Its multilayer extension, Multilayer Multiconfiguration Time Dependent Hartree
(ML-MCTDH), can be applied to systems with hundreds even thousands DOFs [36]. We
will use the numerical results of MCTDH as the standard for benchmarking GDTWA in
chapter 4.

MCTDH can also be used in open quantum systems. One can discretize the bath DOFs
and perform computations on the wave function for the total systems. Temperature effects
can be considered with the help of Monte Carlo sampling [36]. Other methods to treat
open quantum systems include quasi-adiabatic path-integral (QUAPI) [170] and reduced
hierarchical equations of motion (HEOM) theory [171].

2.3.1 Time Dependent Variational Principle

There are three widely used different time dependent variational principles [172]: Dirac-
Frenkel variational principle, McLachlan variational principle, and Lagrange variational
principle. Suppose the time dependent wave function |Ψ(t)⟩ is approximated as a parametrized
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trial state |Φ(θ(t)⟩, and |Ψ(0)⟩ = |Φ(θ(0))⟩. Generally |Φ(θ(t))⟩ does not fulfil the Schrödinger
equation

i
d

dt
|Φ(θ(t))⟩ = i

∂

∂θ
|Φ(θ(t))⟩ θ̇ = H |Φ(θ(t))⟩ , (2.87)

because the restrictions of |Φ(θ(t))⟩make the equation overdetemined. i ∂
∂θ

|Φ(θ(t))⟩ θ̇ is in
the variational manifold, while H |Φ(θ(t))⟩ is not. The Dirac-Frenkel variational principle
directly projects Eq. (2.87) onto the variational manifold

⟨δΦ(θ(t))| (H − i
d

dt
) |Φ(θ(t))⟩ = 0 . (2.88)

McLachlan variational principle solves Eq. (2.87) by least squares methods

min
d
dt
|Φ(θ(t))⟩

∥(H − i
d

dt
) |Φ(θ(t)⟩ ∥ , (2.89)

which gives

Im ⟨δΦ(θ(t))| (H − i
d

dt
) |Φ(θ(t)⟩ = 0 . (2.90)

Schrödinger equation can also be obtained by minimizing the action

δ

∫ t2

t1

dtL = 0 , δL(t1) = δL(t2) = 0 ,

L = ⟨Ψ(t)| (i ∂
∂t

−H) |Ψ(t)⟩ .
(2.91)

Lagrange variational principle is obtained by replacing |Ψ(t)⟩with |Φ(θ(t))⟩ in the Lagrange
Eq. (2.91), which gives

Re ⟨δΦ(θ(t))| (H − i
d

dt
) |Φ(θ(t)⟩ = 0 . (2.92)

When the parameters are complex, i |Φ⟩ is in the variational manifold if |Φ⟩ is in the vari-
ational manifold, which makes three TDVPs equivalent. This is the usual case of classical
computers. Many efficient algorithms have been developed based on TDVP, for instance,
MCTDH and TDVP-MPS [173,174]. Apparently, TDVP is equivalent to Schrödinger equa-
tion when the variational manifold is the full Hilbert space. TDVP preserves the norm and
average energy

d

dt
⟨Φ|Φ⟩ = 0 ,

d

dt
⟨Φ|H |Φ⟩ = 0 .

(2.93)

TDVP is also extremely useful in quantum simulations. The quantum state ansatz is
generated by the unitary quantum gate, thus the variational parameters are real. In this case,
McLachlan variational principle is the most convenient TDVP [172]. TDVP can also be
generalized to mixed states, dissipative dynamics, and imaginary time evolution [172].
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2.3.2 Standard Methods and Time Dependent Hartree Methods

Before moving to MCTDH, we will introduce standard method, and time dependent Hartree
(TDH) approach first. MCTDH can be identical to both of them in certain cases.

Consider a f DOFs distinguishable particles (nuclei) quantum system with Hamiltonian
H . We will show how to find the numerical solution of the time dependent Schrödinger
equation of this system. Modern computers can only deal with finite number of operations.
Therefore, the first step is always to truncate the basis, in one way or another. We will use
spectral methods, i.e., projecting wave function and observable onto certain finite basis sets,
to derive the EOMs, and discuss the discrete variable representation (DVR) in the numerical
implementation subsections.

The standard method is to truncate the basis set of each DOF and use the wave function
ansatz

Φ(q1, q2, · · · , qf , t) =
N1∑
j1=1

N2∑
j2=1

· · ·
Nf∑
jf=1

Cj1j2···jf (t)χ
(1)
j1
(q1)χ

(2)
j2
(q2) · · ·χ(f)

jf
(qf ) , (2.94)

where χ(f)
jf

(qf ) is time independent basis set for DOF f , andNf is the number of basis. For
convenience, we introduce the symbol J = (j1, · · · , jf ), χJ =

∏f
κ=1 χjκ Applying TDVP

to the ansatz Eq. (2.94), the EOMs are obtained

iĊL =
∑
J

⟨χL|H |χJ⟩CJ . (2.95)

The convergence is checked by increasing Nκ. Eq. (2.95) is formally identical to the
Schrödinger equation, and thus is exact for the given basis sets. The standard method is an
analog of FCI. N f time dependent coefficients need to be solved in the standard method.
Whenwe estimate the numerical efforts andmemory, we always suppose the number of basis
sets of all DOFs are identical to N for simplicity. The computational effort and memory
of the standard method blow up exponentially. Usually, the convergence requires at least
N = 10. Therefore, the standard method can only be used in 4 atoms (6D) systems (106

coefficients). For the detailed estimation on the computational efforts, see the numerical
implementation subsection.

TDH is the simplest time dependent method for a f DOFs distinguishable particles quan-
tum system. The relation of TDH and MCTDH is similar to Hartree–Fock method and
MCSCF. The wave function ansatz of TDH is

Φ(q1, q2, · · · , qf , t) = a(t)

f∏
κ=1

ϕκ(qκ, t) , (2.96)

where ϕκ is single particle function (SPF). SPFs are futher expanded as linear superpositions
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of primitive time independent basis sets

ϕκ(qκ, t) =
Nκ∑
jκ=1

cjκ(t)χ
(κ)
jκ

(qκ) . (2.97)

The total time coefficients of TDH is 1+Nf , which is much less than the standard method.
The choices of SPFs and a(t) are not unique even with the normalization restriction on

SPFs. The wave function can be rewritten as the product of a single hole function (SHF)
Φ(κ) and a SPF ϕκ

Φ(q1, q2, · · · , qf , t) = ϕκ(qκ, t)Φ
(κ) , (2.98)

where κ can be arbitrary, and arguments of Φ(κ) are t and all q except qκ. The wave function
is invariant under the following gauge transformation

ϕ̃κ(qκ, t) = b(t)ϕκ(qκ, t) ,

Φ̃(κ) = Φ(κ)/b(t) ,
(2.99)

where b(t) is an arbitrary modulus 1 time dependent complex function.
In order to eliminate this gauge freedom [16] and make the EOMs of a(t) and ϕκ(qκ, t)

unique, we introduce the constraint

i
〈
ϕκ

∣∣∣ϕ̇κ

〉
= i

∫
dqκϕ

∗
κ(qκ, t)

d

dt
ϕκ(qκ, t) = gκ(t) . (2.100)

The norm conservation of SPFs implies that gκ(t) are real. The EOMs of SPFs and a(t) are
given by

i
d

dt
a = (E −

f∑
κ=1

gκ)a , (2.101)

i
d

dt
ϕκ = (H(κ) − E + gκ)ϕκ , (2.102)

where E is the average energy andH(κ) is called a mean-field

E = ⟨Φ|H |Φ⟩ , (2.103)

H(κ) =
〈
Φ(κ)

∣∣H ∣∣Φ(κ)
〉
. (2.104)

We decompose the Hamiltonian into two parts, the single DOF operator h(κ), which only
acts on κ-th DOF, and the residual or non-separable part HR

H =
∑
κ

h(κ) +HR . (2.105)

TDH is exact when different DOFs of the Hamiltonian are decoupled (HR = 0)

H =
∑
κ

Hκ , (2.106)

H(κ) =
〈
Φ(κ)

∣∣H ∣∣Φ(κ)
〉
= Hκ . (2.107)
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When the non-separable part of the Hamiltonian is small, we can expect that TDH will give
a qualitatively reasonable results. However, it is not the case for most chemical systems. We
need to find a method which can achieve exact (converged) results while remaining numer-
ically tractable for not too small systems. Here, MCTDH, which can interpolate between
standard method and TDH, is a method by choice.

2.3.3 Wave Function Ansatz and Equation of Motion

The MCTDH wave function ansatz is

Φ(q1, q2, · · · , qf , t) =
n1∑
j1

· · ·
nf∑
jf

Aj1···jf (t)

f∏
κ=1

ϕ
(κ)
jκ

(qκ, t) , (2.108)

where Aj1···jf (t) is the A-vector, and ϕ
(κ)
jκ

(qκ, t) are time dependent orthonormalized SPFs.
Similar to TDH, ϕ(κ)

jκ
(qκ, t) are also expanded by the primitive time independent basis

ϕ
(κ)
jκ

(qκ, t) =
Nκ∑
iκ=1

c
(κ,jκ)
iκ

(t)χ
(κ)
iκ

(qκ) . (2.109)

Both SPFs and A-vectors are optimized by TDVP. The key idea of MCTDH is to use a
relatively small optimal time dependent basis set to describe the system quantitatively. This
type of wave function is also known as a Tucker tensor, one of the tree tensor networks. The
convergence should be checked by increasing Nκ and nκ for all κ. Apparently, MCTDH is
equivalent to the standard method when nκ = Nκ for all κ. When nκ = 1 for all κ, MCTDH
is equivalent to TDH.

For convenience, we introduce the following notations,

J = (j1, · · · , jf ) , (2.110)

AJ = Aj1,··· ,jf , (2.111)

ΦJ =

f∏
κ=1

ϕ
(κ)
jκ
. (2.112)

Similar to TDH,MCTDHwave function can be expressed as a summation of the product
of SPFs ϕ(κ)

l (qκ, t) and SHFs Φ
(κ)
l

Φ(q1, q2, · · · , qf , t) =
κ∑

l=1

ϕ
(κ)
l (qκ, t)Φ

(κ)
l , (2.113)

where κ can be arbitrary, and arguments of Φ(κ)
l are t and all q except qκ. The explicit

expression of SHF is

Φ
(κ)
l =

n1∑
j1=1

· · ·
nκ−1∑

jκ−1=1

nκ+1∑
jκ+1=1

· · ·
nf∑

jf=1

Aj1···jκ−1jκ+1···jfϕ
(1)
j1

· · ·ϕ(jκ−1)
jκ−1

ϕ
(jκ+1)
jκ+1

· · ·ϕ(1)
jf
, (2.114)
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The wave function is invariant under the following gauge transformation

ϕ̃
(κ)
jκ

(qκ, t) =
nκ∑

lκ=1

U
(κ)
jκlκ

ϕ
(κ)
lκ

(qκ, t) ,

Φ̃
(κ)
jκ

=
nκ∑

lκ=1

(U (κ))−1
jκlκ

Φ
(κ)
lκ
,

(2.115)

where ( )−1
jk represents the matrix elements of the inverse of matrix. The constraint which

fixes gauge freedom is a matrix in MCTDH

g
(κ)
jl = i

〈
ϕ
(κ)
j

∣∣∣ ĝ(κ) ∣∣∣ϕ(κ)
l

〉
= i
〈
ϕ
(κ)
j

∣∣∣ϕ̇(κ)
l

〉
. (2.116)

The common choices of ĝ(κ) are either ĝ(κ) = 0 or ĝ(κ) = h(κ), For convenience, we intro-
duce the gauge modified Hamiltonian

Hg = H −
∑
κ

ĝ(κ) . (2.117)

Apparently, Hg = H when ĝ(κ) = 0, and Hg = HR when ĝ(κ) = h(κ).
In order to derive EOMs, Hamiltonian matrix elements between each configuration, the

mean fields of MCTDH and density matrix of each DOF given by SHFs are required,

Hg;JL = ⟨ΦJ |Hg |ΦL⟩ (2.118)

H(κ)
g;jl =

〈
Φ

(κ)
j

∣∣∣Hg

∣∣∣Φ(κ)
l

〉
, (2.119)

ρ
(κ)
jl =

〈
Φ

(κ)
j

∣∣∣Φ(κ)
l

〉
. (2.120)

Notice that the mean field is a matrix for each DOF in MCTDH, rather than a number for
each DOF in THD.HR;JL,HR;JL,H(κ)

jl andH(κ)
jl can be defined in the same way.

Applying TDVP toMCTDHwave function ansatz Eq. (2.108), we obtain EOMs of SPFs
and AJ

iȦJ =
∑
L

Hg;JLAL , (2.121)

iϕ̇
(κ)
j =

∑
l

g
(κ)
jl ϕ

(κ)
l + (1− P (κ))

∑
l

∑
k

(ρ(κ))−1
jk H

(κ)
g;klϕ

(κ)
l , (2.122)

where P (κ) is the projector of κ-th DOF

P (κ) =
nκ∑
j=1

∣∣∣ϕ(κ)
j

〉〈
ϕ
(κ)
j

∣∣∣ . (2.123)

More explicitly, when we choose ĝ(κ) = h(κ)

iȦJ =
∑
L

HR;JLAL , (2.124)

iϕ̇
(κ)
j =

∑
l

h
(κ)
jl ϕ

(κ)
l + (1− P (κ))

∑
l

∑
k

(ρ(κ))−1
jk H

(κ)
R;klϕ

(κ)
l , (2.125)
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and when we choose ĝ(κ) = 0

iȦJ =
∑
L

HJLAL , (2.126)

iϕ̇
(κ)
j = (1− P (κ))

∑
l

h
(κ)
jl ϕ

(κ)
l + (1− P (κ))

∑
l

∑
k

(ρ(κ))−1
jk H

(κ)
R;klϕ

(κ)
l . (2.127)

We will examine the EOMs in some limiting cases. When HR is zero, different DOFs
of the system are decoupled. Both MCTDH and TDH are exact in this case. When nκ = 1

for all κ, EOMs of MCTDH, Eq. (2.121) and (2.122), reduce to EOMs of TDH, Eq. (2.101)
and (2.102), respectively. Eq. (2.121) is formally identical to the EOM of standard method
Eq. (2.95) except two differences: 1. Hg;JL is time dependent due to the time dependent
SPFs; 2. There is a gauge contribution inHg;JL. Eq. (2.122) tells us that SPFs rotate to the
tangent subspace of SPFs except for the gauge contribution.

iP (κ)ϕ̇
(κ)
j =

∑
l

P (κ)g
(κ)
jl ϕ

(κ)
l . (2.128)

Therefore, SPFs are time independent if they are complete and ĝ(κ) = 0. Eq. (2.121) is also
identical to the EOM of the standard method Eq. (2.95) in this scenario.

The inverse of density matrix in Eq. (2.122) suggests that EOMs of MCTDH can be sin-
gular. In fact it almost always happens since the initial state is usually prepared as a Hartree
product. In numerical simulations, the singularity is solved by adding a small regulariza-
tion parameter ϵ to the small eigenvalue of the density matrix. The small eigenvalue of the
density matrix suggests that unoccupied SPFs rotate to the correct direction rapidly. This is
known as the self-healing of MCTDH. In this sense, the initial unoccupied SPFs can be cho-
sen arbitrarily. There are other techniques to solve the singularity of MCTDH, for instance,
other advanced regularization schemes [175, 176], EOMs without singularity [177–179],
and spawning optimal unoccupied SPFs on-the-fly [180].

We suppose nκ = n and Nκ = N for all κ for the memory estimation. The detailed
discussion of computational effort estimation will be presented in the next subsection. The
total number of time dependent coefficients of MCTDH is fnN+nf , which is still an expo-
nential function of f . However, the base of the exponential function reduces from N to n.
When n≪ N , the reduction is huge. To reduce computational efforts and memory further,
we can group several DOFs into one logical DOF. This is so-called mode-combination of
MCTDH. The mode-combination MCTDH wave function ansatz is

Φ(q1, q2, · · · , qf , t) = Φ(Q1, Q2, · · · , Qp, t) =

ñ1∑
j1

· · ·
ñp∑
jp

Aj1···jp(t)

p∏
κ=1

ϕ
(κ)
jκ

(Qκ, t) ,

(2.129)
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where

Qκ = (qκ,1, qκ,2, · · · , qκ,d) (2.130)

ϕ
(κ)
j (Qκ, t) =

∑
i1···id

C
(κ,j)
i1···id(t)χ

(κ,1)(qκ,1) · · ·χ(κ,d)(qκ,d) , (2.131)

and ñ represents the new numbers of SPFs to reach the convergence. Again, we suppose all
ñκ are identical for the estimation of computation efforts. If ñ = nd, the mode-combination
MCTDH wave function ansatz is identical to the ordinary MCTDH wave function ansatz,
thus, we gain nothing. However, ñ reaching convergence in mode-combination is usually
much smaller than nd. As a rule of thumb, ñ ≈ nd, or even smaller, therefore, the reduction
of computation efforts is huge. Mode-combination MCTDH can be used in ∼ 20D sys-
tems. The limitation of mode-combination MCTDH is that SPFs become multidimensional
functions. If one over combines DOFs, the propagation of SPFs will be much more slower
and mode-combination MCTDH loses its efficiency. Empirically, 2-mode combination and
3-mode combination are relatively efficient.

MCTDH can propagate multidimensional functions efficiently. Following the spirit of
MCTDH, one can use MCTDH type expansion hierarchically to build wave function ansatz
for larger size systems. More explicitly, Eq. (2.131) is formally identical to the standard
method (FCI type expansion). One can replace the FCI type expansion by the MCTDH
type expansion. This can be regarded as adding a new layer between primitive basis and A-
vector. One can also treat SPFs ϕ(κ)

j (Qκ, t) in Eq. (2.129) as “primitive basis sets”, then the
FCI type expansion of Eq. (2.129) can be replaced by MCTDH type. To do such operations
recursively, the newwave function ansatz can be built. This is so-called multilayer MCTDH
(ML-MCTDH) [36–38], which is known as a hierarchical Tucker tensor. ML-MCTDH can
be used in hundreds or even thousands DOFs systems.

The application range of MCTDH is not limited to the quantum nuclear propagation
dynamics (distinguishable particles). The extension to quantum nuclear propagation with
multi-PES electronic DOF is straightforward [181]. The first extension is to add an addi-
tional coordinate to describe the electronic DOF

Φ(q1, q2, · · · , qf , α, t) =
n1∑
j1

· · ·
nf∑
jf

ns∑
s

Aj1···jf s(t)

f∏
κ=1

ϕ
(κ)
jκ

(qκ, t)ϕ
(f+1)
s (α, t) , (2.132)

where α is discrete and represents the diabatic electronic states. Ordinarily, there are only
few PESs that need to be considered. Therefore, the SPF of electronic DOFs is chosen as a
complete time independent basis

ϕ(f+1)
s (α, t) = δsα . (2.133)
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One can re-write Eq. (2.132) as a single-set formalism

Φ(q1, q2, · · · , qf , α, t) =
n1∑
j1

· · ·
nf∑
jf

ns∑
s

Aj1···jf s(t)

f∏
κ=1

ϕ
(κ)
jκ

(qκ, t) |α⟩ . (2.134)

The reason why Eq. (2.134) is called single-set formalism is that different electronic states
share the same nuclear SPFs. The Hamiltonian of the system can be expressed as

H =
∑
α,β

H(αβ) |α⟩ ⟨β| (2.135)

A more sophisticated wave function ansatz is multi-set formalism

Φ(q1, q2, · · · , qf , α, t) =
ns∑
s

Φ(α)(q1, q2, · · · , qf , t) |α⟩ , (2.136)

Φ(α)(q1, q2, · · · , qf , α, t) =
n1∑
j1

· · ·
nα
f∑

jαf

Ajα1 ···jαf (t)

f∏
κ=1

ϕ
(κ,α)
jακ

(qκ, t) , (2.137)

in which different electronic states have different nuclear SPFs. The formalism can represent
the wave function more efficiently when the dynamics of in the different diabatic states are
quite different. For a given α, SHFs, the gauge constraints, projection operator and density
matrix can be defined similar to ordinary MCTDH. The EOMs of multi-set formalism are

iȦ
(α)
J =

ns∑
β=1

∑
L

H(αβ)
g;JLA

(β)
L , (2.138)

iϕ̇
(κ,α)
j =

nα
κ∑

l=1

g
(κ,α)
jl ϕ

(κ,α)
l + (1− P (κ,α))

ns∑
β=1

nα
κ∑

k=1

nβ
κ∑

l=1

(ρ(κ,α))−1
jk H

(κ,αβ)
g;kl ϕ

(κ,β)
l , (2.139)

where

H(αβ)
g = H(αβ) − ĝ(κ,α)δαβ , (2.140)

H(αβ)
g;JL =

〈
Φ

(α)
J

∣∣∣H(αβ)
g

∣∣∣Φ(β)
L

〉
, (2.141)

H(κ,αβ)
g;kl =

〈
Φ

(α,κ)
k

∣∣∣H(αβ)
g

∣∣∣Φ(β,κ)
l

〉
. (2.142)

MCTDH can also be used in quantum dynamics of spin chains and indistinguishable
particles. Specifically, the particle exchange symmetry must be considered for the applica-
tion to indistinguishable particles. This can be achieved by either transferring to the second
quantization representation (MCTDH-SQR) [182, 183], or using the permanent for bosons
(MCTDHB) [184, 185] and slater determinant for fermions (MCTDHF) [184, 185] wave
function ansatz in the first quantization representation. With the help of TDVP of mixed
state, dissipative dynamics, and relaxation, MCTDH can be extended to these scenarios.
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The extension to non-Hermitian Hamiltonians is extremely useful in the scattering prob-
lem [33]. Artificial complex absorbing potentials are often added in the non-interaction
region to absorb the wave function, which can avoid the long grids (large basis sets). One
can also use the MCTDH type wave function ansatz and variational principle to find the
eigenstates and eigen energies of the system.

2.3.4 Numerical Implementations

In this subsection, we will briefly review three numerical techniques [33] to improve the
numerical efficiency of MCTDH, constant mean-field integration (CMF), DVR [186], and
the product form of potential representation. The most expensive operations in MCTDH
is to propagate A-vector and the build-up of the mean-fields. In contrast, the propagation
of SPFs is rather cheap ∼ sfnN 2. CMF can reduce the numbers of mean fields build-up.
DVR and the product form of potential representation can make mean fields build-up more
efficient. All three techniques can improve the efficiency of the propagation of A-vector.

Notice that MCTDH EOMs Eq. (2.121,2.122) are coupled non-linear differential equa-
tions. They can be solved by standard integrators such as Runge–Kutta integrator and
Adams–Bashforth–Moulton integrator. Due to the fact that Hg;JL and mean fields H(κ)

kl

must be constructed at each time step, this integration approach is called variable mean-field
(VMF) approach. However, the time scale separation between rapidly oscillatingA-vectors,
SPFs and slowly oscillating Hg;JL, H(κ)

kl makes VMF inefficient. One way to resolve this
problem is to propagate A-vector and SPFs while keeping Hg;JL and H(κ)

kl constant during
a larger time step τ

iȦJ =
∑
L

H̄g;JLAL , (2.143)

iϕ̇
(κ)
j =

∑
l

g
(κ)
jl ϕ

(κ)
l + (1− P (κ))

∑
l

{
∑
k

(ρ̄(κ))−1
jk H̄

(κ)
kl − g

(κ)
jl }ϕ(κ)

l , (2.144)

where bars over quantities indicate they are constants during the time step τ . Compared with
VMF approach, the EOM of A-vector is linear, which means adapted integrator like Short
Iterative Lanczos integrator can be used. On the other hand,Hg;JL,H(κ)

kl and density matrix
need to be built much less than VMF approach. Although the above strategy is simple
for the practical numerical simulations, it shows the key idea of CMF approach. More
sophisticated higher-order CMF approach is used in practical simulations. We point out that
CMF approach violates the energy conservation. If one finds that the energy deviation is
unacceptable, a smaller τ must be used.

Both standard method and MCTDH use DVR primitive basis sets. The matrix multipli-
cation operations ⟨χL|H |χJ⟩ and ⟨ΦL|V |ΦJ⟩ are demanded for the propagation of standard
method andA-vector inMCTDH, respectively. Hamiltonian can be separated into two parts,
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the kinetic operator and potential operator. Potential matrix is diagonal in the DVR basis,
therefore, matrix multiplication can speed up drastically by using DVR. In this sense, DVR
plays an important role in the standard method, while it has a loose connection to MCTDH.
However, a specific type DVR, correlation DVR (CDVR) [187] built by SPFs, is one of the
choice to improve the efficiency of propagating A-vector. We will briefly review the role
of DVR and CDVR in the standard method and MCTDH, respectively.

Consider the projector onto the subspace S spanned by the finite basis sets

P̂ =
N∑
j=1

|φj⟩ ⟨φj| . (2.145)

The spectral method approximates the operator T , V and state vector ⟨Ψ| as

T S
jk = ⟨φj|T |φk⟩ , (2.146)

V S
jk = ⟨φj|V |φk⟩ , (2.147)

|Ψ⟩S = P̂ |Ψ⟩ , (2.148)

where the superscript S represents the approximation value under the spectral method. VBR
(variational basis-set representation) is also used to label them in the other references be-
cause the variational methods use these evaluations.

Similar to spectral method, DVR is a scheme to truncate the continuum function to finite
basis sets. The key idea of DVR is to approximate the state vector and potential matrix as
the values on certain grid points with weights

|Ψ⟩DVR =
N∑

α=1

w1/2
α Ψ(xα) |χα⟩ , (2.149)

V DVR
αβ = V (xα)δαβ , (2.150)

where |χα⟩ is the DVR basis, and wα are weights on the grid points xα. Eq. (2.150) is the
reason why DVR is so intriguing. The potential matrix is diagonal on the DVR basis, which
reduces the operations of ⟨χL|V |χJ⟩ in the standard methods (Eq. (2.95)) per integration
step from N2f to N f .

DVR function behaves like a δ-function in the grid points

⟨xα|χβ⟩ = χβ(xα) = w−1/2
α δαβ . (2.151)

DVR basis is complete in the subspace S

P̂ =
N∑

α=1

|χα⟩ ⟨χα| , (2.152)
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and the unitary transformation between DVR basis and basis |φ⟩j is

Ujα = ⟨φj|χα⟩ = w1/2
α φ∗

j(xα) . (2.153)

The matrix elements of kinetic operators in the DVR basis can be evaluated with the help
of unitary transformation

TDVR
αβ = T S

αβ =
∑
j,k

⟨χα|T |χβ⟩ = U∗
jαTjkUkβ . (2.154)

Generally speaking, the DVR expression and spectral expression do not coincide unless
|Ψ⟩ = P̂ |Ψ⟩ ∈ S and V = P̂ V P̂ . Strictly speaking, the standard method using DVR
destroys TDVP.However, it does notmean the truncation error of DVR is larger than spectral
method. In fact, DVR truncation error is usually in the same order or smaller than spectral
truncation error for smooth potentials and not too few grid points.

It is not always possible to find a DVR which satisfies all above properties. If a DVR
does satisfy all above properties, we call it proper DVR. Proper DVR can be generated if
the matrixQjk = ⟨φj| x |φk⟩ is tri-diagonal. The unitary transformation Ujα and grid points
xα are selected as eigenvectors and eigenvalues of Qjk matrix

Qjk =
N∑

α=1

UjαxαU
∗
kα , (2.155)

and the weight w1/2
α = Ujα/φ

∗
j(xα) can be generated by Eq. (2.153), which is independent

of j. One can still approximate the potential matrix as its values on the certain grid points
without weights if Qjk is not tri-diagonal. This type of DVR is improper DVR.

Notice that |ΦL⟩ in MCTDH EOMs Eq. (2.121) is not the primitive basis set, hence the
Eq. (2.150) cannot be used directly in MCTDH. Instead, one can use CDVR, and a similar
trick as Eq. (2.150) to propagateA-vector. The key idea of CDVR is to build DVR by using
SPFs with a modification term that exactly represents the uncorrelated part of the potential.
The computational effort of CDVR is fNnf−1 + nf . Qjk matrix is time dependent and not
tri-diagonal in general. In this sense, CDVR is an improper DVR.

Next we will see how to speed up the matrix multiplication related to ⟨χL|T |χJ⟩ and
⟨ΦL|T |ΦJ⟩ terms with the help of the product form of the kinetic operator. This inspires
to approximate the potential operator as a sum of product form operators, which provides
another choice to speed up the matrix multiplication related to ⟨ΦL|V |ΦJ⟩.

Let us focus on the standard method first. The kinetic operator takes a product form

T =
s∑

r=1

T (1,r) · · ·T (f,r) , (2.156)

with s ≈ f and lots of T (κ,r) are unit. Meanwhile, T (κ,r) acts only on the κ-th DOF, which
suggests that we can do the matrix multiplication successively
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∑
J

⟨χL|T |χJ⟩CJ =
s∑

r=1

∑
j1

T
(1,r)
l1j1

· · ·
∑
jf

T
(f,r)
lf jf

CJ , (2.157)

where

T
(κ,r)
lκjκ

=
〈
χ
(κ)
lκ

∣∣∣T (κ,r)
∣∣∣χ(κ)

jκ

〉
, (2.158)

for κ = 1, 2, · · · , f . The total effort is sfN f+1, which is much smaller than N2f . This
technique can also be used in the kinetic matrix multiplication of A-vector propagation as
well as the mean fields build-up, which gives sf 2nf+1. The similar technique can also
be used in the potential matrix multiplication of MCTDH. In order to do that, we need
to approximate potential operator as a sum of products. This can be done by canonical
polyadic decomposition (CPD) [33], multi-grid potfit (MGPF) [188], n-mode representation
[189,190], and Monte Carlo potfit (MCPF) [191].

To summarize, we briefly reviewed the theoretical derivation and numerical implemen-
tation of the MCTDH, which is the state-of-the-art numerically converged method for nona-
diabatic quantum dynamics. We will also use it as the standard of the benchmarks in the
numerical results of Chapter 4.

2.4 Models

Models are essential for chemistry and physics. They are obtained by simplifying real sys-
tems while retaining the key physical or chemical features. One advantage of models over
the real systems is that the parameters in the models are more flexible, which can help us
know the major effects of various phenomena. The sizes of models are usually less than the
real systems to render numerical simulations feasible. These two properties are crucial for
benchmarking the new approximate numerical methods.

In this section, we will review the common models for the non-adiabatic dynamics,
including scattering Tully’s models, spin-boson models, linear vibronic coupling models,
and atom-in-cavity models. All these models will be used either in chapter 3 for short-time
accuracy analysis of phase space methods or in chapter 4 for numerical benchmarks of the
GDTWA method.

2.4.1 Tully’s models

Tully’s models contain three different 1d scattering models. The masses of the particles
for all three models are 2000 in atomic units. The first model is a single avoided crossing
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model, where potential matrix (electronic Hamiltonian in the diabatic basis) is

V11(x) =

 A(1− e−Bx), x > 0

−A(1− eBx), x < 0

V22(x) = −V11(x)

V12(x) = V21(x) = Ce−Dx2

,

(2.159)

where A = 0.01, B = 1.6, C = 0.005, and D = 1. All the units in this subsection are in
atomic units.

The second model is a dual avoided crossing model, with

V11(x) = 0

V22(x) = E0 − Ae−Bx2

V12(x) = H21(x) = Ce−Dx2

,

(2.160)

where A = 0.1, B = 0.28, C = 0.015, D = 0.06, and E0 = 0.05.
The third model is an extended coupling model, with

V11(x) = −V22(x) = A ,

V12(x) =

Be
Cx, x > 0

B(2− e−Cx), x < 0

V21(x) = V12(x) ,

(2.161)

where A = 6× 10−4, B = 0.10, C = 0.90.
Tully’s models I and II are the most commonly used scattering models for linearized

phase space methods, while most linearized phase space methods fail in Tully’s model III.
We will present the theoretical analysis of the short-time accuracy of model I and II for
linearized phase space methods in chapter 3. Also, the numerical benchmarks of GDTWA
on these two models will be presented in chapter 4.

2.4.2 Spin-boson models

The spin-boson model describes a two-state (spin-1/2) subsystem coupled with a bosonic
bath (an infinite set of harmonic oscillators). It has a wide application range including nu-
clear magnetic resonance (NMR) [171, 192, 193], superconducting quantum interference
device (SQUID) rings [171,192,193], and a radiationless transition or electron transfer pro-
cess in a liquid, a solid, a cluster, or a protein [64]. In the language of chemistry, the bosonic
bath DOFs are also called as nuclear DOFs, and two spin polarized states of spin-1/2 sub-
system are two diabatic states. The Hamiltonian of the spin-boson model is

Ĥ =
1

2
∆σ̂x +

1

2
ϵσ̂z +

∑
j

(
p̂2j
2mj

+
1

2
mjω

2
jx

2
j + Cjσ̂zxj) , (2.162)
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where σ̂z and σ̂x are Pauli spin matrices,mj , ωj , p̂j and xj are the mass, frequency, momen-
tum and position for j-th nuclear DOF. Cj are the coupling strengths between j-th nuclear
DOF and electronic states. ∆ is the tunneling strength between two diabatic states, and ϵ is
the energy difference between two diabatic states. Notice that the bath only interacts with
diabatic states of the subsystem, rather than assisting in tunneling between diabatic states.
This is due to the physical separation of two diabatic states in most of the models. For ex-
plicit examples, see the next subsection. Indeed, there are some models that nuclear DOFs
play an important role in tunneling between diabatic states. Those models will be discussed
in Sec. 2.4.4.

The complete environment information [192] is encapsulated in the initial temperature
of the bath, and the spectral function (also named spectral density)

J(ω) =
π

2

∑
j

C2
j

mjωj

δ(ω − ωj) . (2.163)

In the continuum limit, one of the commonly used spectral function is the Ohmic bath with
an exponential cut-off

J(ω) =
ξπ

2
ωe−ω/ωc , (2.164)

where ωc is the cut-off frequency, and ξ is the Kondo parameter. Another commonly used
spectral function is Ohmic bath with a Lorentzian cut-off (also called Debye bath or Drude
bath)

J(ω) = 2Λ
ωωc

ω2 + ω2
c

, (2.165)

where Λ is the reorganization energy of the bath, and ωc is the cut-off frequency. Taking
ωc ∼ ∞, Eq. (2.164) reduces to J(ω) = ξπ

2
ω and Eq. (2.165) reduces to J(ω) = 2Λ

ωc
ω.

In practical simulations, spectral function Eq. (2.163) with discrete mode should be used
since classical computers can only perform finite numbers of operations. Discrete frequen-
cies and coupling strengths for Eq. (2.164) can be selected as [194,195]

ωj = −ωc ln
j

N + 1
,

Cj =

√
ξωc

N + 1
ωj ,

(2.166)

and discrete frequencies and coupling strengths for Eq. (2.165) can be selected as

ωj = ωc tan

(
π

2

j

N + 1

)
,

Cj =

√
2Λ

N + 1
ωj ,

(2.167)

where N is the number of discrete modes.
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2.4.3 Site-exciton Models

In this subsection, we briefly review the Yang, Ishizaki and Fleming’s framework [17,196]
on site-to-site energy transfer dynamics in light-harvesting/photosynthetic pigment com-
plexes. Suppose there are n pigments (sites), and each site has a ground state and an excited
state |ea⟩. Different sites are physically separated, and each site interacts with its own bath
DOFs xaj . The Frenkel exciton Hamiltonian for the one exciton subspace of this system
reads as

Ĥ =
n∑

a=1

ϵa |ea⟩ ⟨ea|+
n∑

a>b

n∑
b=1

Jab |ea⟩ ⟨eb|

+
n∑

a=1

(ĥ
(a)
bath(x

a − da) |ea⟩ ⟨ea|+
∑
b ̸=a

ĥ
(b)
bath(x

b) |eb⟩ ⟨eb|) , (2.168)

ĥ
(a)
bath(x

a − da) =
Na∑
j=1

(
(p̂aj )

2

2ma
j

+
1

2
ma

j (ω
a
j x

a
j − ωa

j d
a
j )

2) , (2.169)

where ϵa is the excited energy of a-th site, Jab is the Coulombic interaction between a-th
and b-th bath, da is the displacement of the equilibrium geometry of a-th site between the
ground and excited electronic state, and Na is the nuclear DOFs number of the bath of a-th
site. The last two terms of Eq. (2.168) can be re-organized as

n∑
a=1

(ĥ
(a)
bath(x

a − da) |ea⟩ ⟨ea|+
∑
b ̸=a

ĥ
(b)
bath(x

b) |eb⟩ ⟨eb|)

=
n∑

a=1

Na∑
j=1

(
(p̂aj )

2

2ma
j

+
1

2
ma

j (ω
a
j x

a
j )

2 +
1

2
ma

j (ω
a
j d

a
j )

2 |ea⟩ ⟨ea| −ma
j (ω

a
j )

2dajx
a
j |ea⟩ ⟨ea|) .

(2.170)
Therefore, −

∑Na

j=1m
a
j (ω

a
j )

2dajx
a
j |ea⟩ ⟨ea| is the interaction term between a-th site and its

own bath, and
∑Na

j=1
1
2
ma

j (ω
a
j d

a
j )

2 is the reorganization energy of a-th bath.
Similar to spin-boson model, the complete bath information is encoded in the initial

temperature and spectral function of each bath. The spectral function for each bath is

Ja(ω) =
π

2

Na∑
j=1

ma
jω

a
j (d

a
j )

2δ(ω − ωa
j ) . (2.171)

The spectral function in the continuum limit of each bath is usually chosen as the Debye
bath Eq. (2.165). Performing the integration

1

π

∫ ∞

0

Ja(ω)

ω
= Λ =

Na∑
j=1

1

2
ma

j (ω
a
j d

a
j )

2 . (2.172)

That is the reason why parameter Λ in Eq. (2.165) is called reorganization energy.
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One of the most commonly used site-exciton models is the two-site exciton model with
flexible parameters choice [197,198]. Apparently, it is a spin-boson model in this scenario.
Another commonly used set of models are Fenna–Mathews–Olson (FMO) complex models.
The FMO complex, which has eight bacteriochlorophyll-a pigments and protein environ-
ments [199–201], is found in green sulfur bacteria. Although the seven-site-exciton FMO
model is often used due to historical reasons [18, 202–205]. Other well-established light-
harvesting/photosynthetic pigment complexes include light harvesting 2 complex of purple
bacteria [199, 206–208], and phycobiliproteins of cryptophyte algae [199,209–212].

In chapter 3, we will present the theoretical analysis for the short-time accuracy of lin-
earized phase space methods on spin-boson models and site-exciton models.

2.4.4 Linear vibronic models

The word vibronic comes from vibrational and electronic, thus vibronic coupling is referred
to as the coupling between electronic states and vibrational DOFs. A huge first derivative
(gauge vector potential) leads to strong vibronic coupling when adiabatic states are degener-
ate or nearly degenerate. When excited states are degenerate in the Franck–Condon region,
it has a tremendous impact on the observed spectra. One can select the equilibrium geome-
try of ground state as the reference geometry and expand the Hamiltonian near the reference
geometry. The kinetic energy operator and ground state PES can be approximated as

T̂ =
1

2

∑
j

ωj p̂
2
j , V̂GS =

1

2

∑
j

ωjx
2
j , (2.173)

where xj is the dimensionless position for the normal vibrational mode j, and p̂j = −i∂xj

and ωj is the corresponding dimensionless momentum and frequency, respectively. Expand-
ing excited diabatic states in the similar way, the Hamiltonian of linear vibronic coupling
(LVC) model [2] is given by

Ĥ =
1

2

∑
j

ωjp
2
j +

∑
a,b

|a⟩Wab ⟨b| , (2.174a)

Waa = Ea +
1

2

∑
j

ωjx
2
j +

∑
j

κ
(a)
j xj , (2.174b)

Wab =
∑
j

λ
(ab)
j xj, a ̸= b , (2.174c)

where Ea are the vertical excitation energies, and κ
(a)
j and λ(ab)j are intrastate and interstate

vibronic coupling constants, respectively. Relevant vibrational modes are determined by
selection rules, and parameters can be obtained by either fitting experimental spectra data
or fitting PESs of electronic structure results [128]. One can further reduce the vibrational
modes by fitting the experimental spectra data [213–216] or fitting the short time dynamics
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[217–219]. We will present the numerical benchmarks of the GDTWA on LVC models in
the diabatic representation in chapter 4.

Next we will discuss ADT transformation for LVC Hamiltonian, and show that LVC
Hamiltonian can give degenerate PESs and singular gauge vector potential. Furthermore,
LVC Hamiltonian shows that real adiabatic states can be no longer single-valued when the
adiabatic states are degenerate. The simplest LVC Hamiltonian with degenerate adiabatic
states in the diabatic representation is

Ĥ = −1

2
(
∂2

∂X2
+

∂2

∂Y 2
) + V̂ d, (2.175)

with the matrix elements of V d being

V d
11 =

ω2
1

2
(X +

a

2
)2 +

ω2
2

2
Y 2 +

∆

2
,

V d
22 =

ω2
1

2
(X − a

2
)2 +

ω2
2

2
Y 2 − ∆

2
,

V d
12 =V

d
21 = cY .

(2.176)

The real eigenstates [220, 221] of the electronic Hamiltonian V d in Eq. (2.175) are

|g⟩adi = − sin
θ

2
|1⟩d + cos

θ

2
|2⟩d ,

|e⟩adi = cos
θ

2
|1⟩d + sin

θ

2
|2⟩d ,

(2.177)

where |1⟩d and |2⟩d represent the diabatic basis of V d, and

θ = arctan
2V d

12

V d
11 − V d

22

. (2.178)

The corresponding eigenenergies are

Vg =
V d
11 + V d

22

2
−
√
(V d

12)
2 +

(V d
11 − V d

22)
2

4
,

Ve =
V d
11 + V d

22

2
+

√
(V d

12)
2 +

(V d
11 − V d

22)
2

4
.

(2.179)

Two adiabatic states are degenerate when X = Y = 0. This type of degenerate point is
called conical intersection point [101]. It is clear that real basis is not single-valued due
to the multi-values of θ. More explicitly, when the eigenstates circle around the conical
intersection point, a non-trivial phase factor (−1) in the real adiabatic electronic state should
be accumulated. This effect is known as the geometric phase of conical intersections. For
this reason, a real adiabaitc basis cannot account for the correct geometric phase, and the
transformation between the diabatic representation and real adiabatic representation is ill-
defined [220, 221]. The numerical results of the MCTDH and gGDTWA approach II for
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on-the-fly simulations of LVC models in the adiabatic representation will be presented in
chapter 4. Also, we will discuss the effects of the adiabatic basis selections for initial state
preparations and EOMs.

A single-valued adiabatic basis should be a complex adiabatic basis which can account
for the correct geometric phase. It can be obtained by multiplying a phase factor on the real
adiabatic basis [2, 220, 221],

|g⟩g = eiθ/2 |g⟩adi
|e⟩g = eiθ/2 |e⟩adi . (2.180)

The complex adiabatic basis ensures single-valued initial adiabatic coefficients and a well-
defined adiabatic-to-diabatic transformation. The gauge vector potentials for the complex
adiabatic basis are given by Âg

X = −∂Xθ
2
(Î + σ̂y) and Âg

Y = −∂Y θ
2
(Î + σ̂y). Similarly, the

“gauge vector potentials” for the real adiabatic basis are Âa
X = −∂Xθ

2
σ̂y and Âa

Y = −∂Y θ
2
σ̂y.

They are singular when X → 0, Y → 0.
LVC model also has important applications beyond chemistry. In fact, it is an excellent

platform to implement artificial gauge theory (also called particles in gauge vector poten-
tials) [222]. Mathematically speaking, we can construct a completely equivalent Hamilto-
nian by mapping p̂x = X , p̂y = Y , x = i∂X and y = i∂Y of Hamiltonian Eq. (2.175)

H =
1

2
ω1(p̂x − Âx)

2 +
1

2
ω2(p̂y − Ây)

2 + V̂ , (2.181)

where

Âx = −aσ̂z
2
, (2.182)

Ây = −cσ̂x
ω2
2

, (2.183)

V̂ =
∆

2
+
x2 + y2

2
, (2.184)

and unimportant constant terms have been neglected. Eq. (2.181) is the exact form of par-
ticles in the gauge potential Eq. (2.13). The gauge curvature of this mapping system is

F̂xy = −i[Âx, Ây] =
ac

ω2
2

σ̂y . (2.185)

Nonzero gauge curvature suggests that the non-Abelian gauge potential of the mapping sys-
tem is nontrivial. For the general LVC Hamiltonian Eq. (2.174), similar mappings can also
be constructed, although the explicit form of gauge vector potential would be much more
complicated. In chapter 4, we will present explicit expressions of a pyrazine-based three-
mode-two-state LVC model as a particle in gauge vector potentials. Moreover, we will
compare the numerical results of gGDTWA approach I and gGDTWA approach II for the
pyrazine-based LVC model.
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2.4.5 Atom-in-cavity models

Light–matter interaction can change the physical and chemical properties of the systems
drastically when quantum effects of light play an important role. In this scenario, the elec-
tromagnetic (EM) field must be treated quantum mechanically. Consider a stationary atom
in a 1d lossless cavity, the Hamiltonian [20–28] of the total system is

Ĥ = ĤA + Ĥph + ĤA−ph , (2.186)

where Ĥph is the Hamiltonian of the free EM field (photon)

Ĥph =
1

2

Np∑
j=1

(p̂2j + ω2
j q̂

2
j ) , (2.187)

where Nph is the mode number of photons. q̂j is proportional to the electric displacement
operator, and p̂j is related to themagnetic field. In principle, there are two polarization DOFs
of photons, however, we only consider one polarization here. The atomic Hamiltonian ĤA

is

ĤA =
Ne∑
n=1

ϵa |a⟩ ⟨a| , (2.188)

whereNe is the number of energy levels. The last term ĤA−ph is the interaction term between
the atom and photons. In Coulomb gauge, and the dipole approximation, ĤA−ph reads as

ĤA−ph =

Nph∑
j=1

(ωjqj(µ̂λj) +
1

2
(µ̂λj)

2) , (2.189)

where λj is a coupling strength which is a function of atom position RS , and µ̂ is the dipole
operator of the atom. For the higher dimensional cavity, the multiplication of coupling
strength and dipole operator should be replaced by dot product. The last term of ĤA−ph is a
constant when there are only two states.

The frequency and coupling strength in atomic units are given by

ωj =
jπ

αL
, j = 1, 2, · · · , Nph , (2.190)

λj =

√
8π

L
sin (

jπ

L
Rs) , (2.191)

where α is the fine-structure constant, and L is the length of the cavity. When the atom is in
the middle point of the cavity, Rs = L/2, all the even modes are decoupled with the atom.

The theoretical analysis for the short-time accuracy of linearized phase space methods
on atom-in-cavity models will be discussed in chapter 3.
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One must introduce approximations to simulate quantum dynamics of large size sys-
tems because exponentially growing computational resources are required in numerically
“exact” methods. In this part, we will discuss one of the successful approximation methods
for nonadiabatic quantum dynamics, linearized phase space methods. To illustrate the idea
of linearized phase space methods, we consider the dynamics of nuclei in one PES first.
When the quantum effects are weak, nuclei dynamics can be approximated as classical dy-
namics, and the initial classical phase space distribution is obtained by Wigner transforma-
tion of intial density matrix. Such approximation is called linearized semiclassical (LSC)
method (also known as truncated Wigner approximation, TWA), which also has been gen-
eralized to the multi-PES scenario. The classical dynamics makes the necessary computing
resources scale only linearly with the system size, which makes simulations of large size
systems possible. One major drawback of the LSC methods is that they cannot capture the
nuclear quantum coherence correctly. Nevertheless, this limitation usually does not harm
the achieved accuracy too much for the condensed phase systems [223].

When there are multiple PESs, employing the LSC method to such systems requires
initial electron phase spaces, which is non-trivial. The original idea to overcome this dif-
ficulty is establishing a mapping from electronic DOF onto harmonic oscillators (Meyer–
Miller–Stock–Thoss (MMST) mapping harmonic oscillators), and using the phase space
of mapping harmonic oscillators. For this reason, LSC methods for nonadiabatic dynam-
ics with multi-PESs is also called mapping approaches. Different mapping approaches are
mainly characterized by their electron phase spaces choices, for instance, the phase space of
Meyer–Miller–Stock–Thoss (MMST) mapping harmonic oscillators [54–57, 61–74], con-
tinuous [75–80] or discrete [47, 48, 95] spin phase space, phase space of angle-action vari-
ables [55, 57, 75], constrained phase space [58–60, 96, 224, 225], etc. Here, we will present
detailed theoretical analysis for electron phase spaces of various mapping approaches. This
part is organized as follows. In chapter 3, we will briefly review several successful mapping
approaches, including fully and partially linearized methods as well as symmetrical quasi-
classcial (SQC) windowing [55, 57, 75, 197, 226, 227]. We also define the intra-electron
correlation, and establish rigorous connections between it and the short-time accuracy for
fully and partially linearzied methods. We also use our theory to explain the accuracy or-
ders in reported numerical benchmarks. In chapter 4, we will introduce generalized discrete
truncated Wigner approximation (GDTWA) [47,48,52,95,228], which is a widely used lin-
earized phase space method in quantum lattices, into chemical nonadiabatic systems. We
give detailed theoretical analysis and numerical benchmarks on LVC models. We also de-
velop two new GDTWA for the scenario of particles in gauge vector potentials, which has
a close connection to linearized phase space methods in adiabatic representations.





Chapter 3

Linearized phase space methods - review,
intra-electron correlation and short time
accuracy analysis

This chapter is based on the work “Short-time Accuracy and Intra-electron Correlation for
Nonadiabatic Quantum-Classical Mapping Approaches”, in preparation.

Nonadiabatic quantum-classical mapping approaches [43–80] have significantly gained
in popularity in the past several decades because they have acceptable accuracy while re-
maining numerically tractable even for large system sizes. In the recent few years, several
novel mapping approaches [55,57,59,62,63,74,77–79,79,80,80,95] have been developed
that display higher accuracy than the traditional Ehrenfest method [2], linearized semiclas-
sical initial value representation (LSC-IVR) [64] , and Poisson bracket mapping equation
(PBME) [65,66,229] approaches, but without seriously increasing the additional computa-
tion efforts. The reason is that these methods choose more suitable electronic phase spaces
as compared to the traditional methods. While various benchmarks have already demon-
strated the advantages and limitations of those methods, rigorous theoretical justifications
of the connections between electron phase space properties and their short-time accuracy
are still demanded.

In this chapter, the connection between electron phase space properties and short-time
accuracy is established with the help of intra-electron correlation [48,95,230]. Intra-electron
correlation is a measure of the statistical feature of the electronic phase space that has first
been formally proposed in the context of the generalized discrete truncated Wigner approxi-
mation (GDTWA). In the original GDTWA paper [48], the correct intra-electron correlation
sampling states that the statistical average of the quadratic electronic (spin) phase space
variables should be identical to the quantum expectation values of the symmetrized product
of the corresponding electronic operators, see also Eq. (4.8) in the next chapter. A similar
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idea [230] was also developed by Golosov and Reichman for two-level spin–boson mod-
els. We remind the readers that intra-electron correlation is distinguished from the static
and dynamical correlation in quantum electronic structure, or the correlation between nu-
clei and electron [95]. We generalize the concept of intra-electron correlation to both fully
linearized mapping approaches and partially linearized mapping approaches. The fully and
partially linearized methods considered in this chapter are Ehrenfest [2], LSC-IVR [64],
PBME [65, 66, 229], four different tracelss MMST (also called modified LSC, (mLSC)
) [62, 63], spin linearized semiclassical method (Spin-LSC) with both full sampling and
focus sampling [79, 80], partially linearized density matrix method [67, 68] (PLDM), and
spin partially linearized denstiy matrix method [77, 78] (Spin-PLDM) with both full sam-
pling and focus sampling. For each approach, we give either a proof that it correctly samples
the intra-electron correlation or provide an explicit violation example. We also prove that
the correct intra-electron correlation can improve the short-time accuracy in various chem-
ical motivated models. Specifically, we give the explanations of the following short-time
accuracy orders, which are reported in references: 1. There are no short-time accuracy im-
provements of advanced mapping approaches in scattering models [223]; 2. mLSC/ϕ1ϕ1

have higher accuracy than mLSC/ϕ1ϕ2 and mLSC/ϕ2ϕ2 for cavity-modified molecular dy-
namics of three-level systems [27]; 3. mLSC/ϕ1ϕ1, PLDM, spin-PLDM are more accurate
than mLSC/ϕ2ϕ2, Ehrenfest, PBME, LSC-IVR and spin-LSC [62,63,77,79,80] on the FMO
model. Our theoretical analysis provides a measure for the short-time accuracy of mapping
approaches.

This chapter is organized as follows. In the first section, we briefly review the LSC
method for nuclear dynamics in one PES. In the second section, we present several success-
ful extension of the LSCmethod, including SQC windowing [55,57,75,197,226,227], fully
linearized methods, and partially linearized methods, to the nuclear dynamics in multi-PES.
In the third section, we rewrite fully linearized methods and partially linearized methods as
a unified formalism, and establish the rigorous connection between intra-electron correla-
tions and short-time accuracy. Also, we use the analysis to explain the accuracy of previ-
ous numerical benchmarks including Tully models, spin-bosonmodels, and cavity-modified
molecular dynamics. In the fourth section, we give a detailed analysis of the intra-electron
correlation for these methods. For the methods with correct and wrong intra-electron corre-
lations, we give the proof and explicit violation examples, respectively. In the last section,
we summarize our results.
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3.1 Linearized Semiclassical Method for Nuclear Dynam-
ics in one PES

Consider a Hamilonian of nuclei in one spatial dimension moving on one PES,

Ĥ =
p̂2

2m
+ U(x̂) , (3.1)

where m is the mass of the particle, and x̂ and p̂ are the nuclear position and momentum
operators, respectively. Assuming the density matrix of the initial state is ρnuc(0), the initial
nuclei phase space distribution can be expressed as theWigner function of the density matrix
(up to a prefactor) [43, 46, 231],

Wnuc(x0, p0) =
1

2π
(ρnuc(0))W (x0, p0) ,

(ρnuc(0))W (x0, p0) :=

∫
dη
〈
x− η

2

∣∣∣ ρnuc(0) ∣∣∣x+ η

2

〉
eipη , (3.2)

where we set ℏ = 1. The generalization to multidimensional systems is straightforward by
replacing x, p, η by the corresponding vectors and the pre-factor (2π)−1 by (2π)−d, where
d is the dimension of the system. The quantum expectation value of an arbitrary nuclei ob-
servable ⟨Ônuc⟩ is identical to the statistical average of its Wigner functionOw,nuc(x0, p0) :=

(Ônuc)W (x0, p0) over the Wigner distribution,

⟨Ônuc⟩ = Tr
{
ρ(0)Ônuc

}
q
=

1

2π

∫
dx0dp0(ρnuc(0))W (x0, p0)(Ônuc)W (x0, p0)

=

∫
dx0dp0Wnuc(x0, p0)Ow,nuc(x0, p0) , (3.3)

where Tr{}q represents the trace over all quantum DOFs. Specifically, for any scalar func-
tion g, the Wigner transformation gives

g(x) = (g(x̂))W (x, p) ,

g(p) = (g(p̂))W (x, p) ,

pg(x) = (
p̂g(x̂) + g(x̂)p̂

2
)W (x, p) ,

p2g(x) = (
p̂2g(x̂) + g(x̂)p̂2 + 2p̂g(x̂)p̂

4
)W (x, p) . (3.4)

Wigner function of the density matrix and observables reduce to the classical phase space
distribution and classical observables in the classical limit ℏ → 0.

The time dependent observable can also be calculated by statistical average over phase
space distribution rigorously,

⟨Ônuc(t)⟩ = Tr
{
ρ(0)Ônuc(t)

}
q
=

1

2π

∫
dx0dp0(ρnuc(0))W (x0, p0)(Ônuc(t))W (x0, p0) ,

(3.5)
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where Ônuc(t) = eiĤtÔnuce
−iĤt. However, the simulation of (Ônuc(t))W (x0, p0) rigorously

is not less difficult than solving the time dependent Schrödinger equation. One must intro-
duce approximations for large size system simulations. A straightforward way is to approx-
imate the equations of motions (EOMs) of phase space variables x and p as classical EOMs,

ẋt =
pt
m
, (3.6a)

ṗt = −∂U(xt)
∂xt

. (3.6b)

The time dependent observable evaluation can be expressed as

⟨Ônuc(t)⟩ ≈ ⟨Ônuc(t)⟩m =
1

2π

∫
dx0dp0(ρnuc(0))W (x0, p0)(Ônuc)W (xt, pt) , (3.7)

where we denote the statistical average of approximate time dependent observables over
Wigner phase distribution as ⟨ ⟩m. In practical simulations, we sample the initial phase
space variables via the Wigner function Eq. (3.2), then evolve these variables as Eq. (3.6).
The time dependent observables are evaluated as statistical average of phase space trajecto-
ries according to Eq. (3.7).

Above approximations are so called the linearized semiclassical (LSC) method (also
known as truncated Wigner approximation (TWA) ), which can be derived in various ways,
for instance, truncatingMoyal bracket, path integral, or Heisenberg EOMs. Here, we present
the derivation of truncating Heisenberg EOMs,

˙̂xt =
p̂t
m
, (3.8a)

˙̂pt = −∂U(x̂t)
∂x̂t

. (3.8b)

The only difference between Eq. (3.6) and Eq. (3.8) is whether the arguments are c-numbers
or operators. In this sense, the LSC method takes the mean-field form of the Heisenberg
EOMs in each single trajectory, which effectively truncates the order of the EOMs up to the
classical level. We stress that LSC is still a method beyond the mean-field theory because
the quantum fluctuations are partially accounted for in the initial statistical distributions
of the phase space variables. LSC is exact for short time limit O(t2) as well as harmonic
oscillators, and asymptotically exact in the classical limit. In principle, LSC method is only
qualitatively correct to the Ehrenfest time scaleO(− ln ℏ), however, numerical benchmarks
suggest that it can still be correct for the long time limit for certain models [48,50,232,233].
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3.2 Linearized Semiclassical Method for Nuclear Dynam-
ics in Multi-PES

In this section, we will discuss how to apply the LSC method to nuclear dynamcis in multi-
PES. We consider a non-adiabatic Hamiltonian in the diabatic representation of nuclei in
one spatial dimension coupled to S electronic states,

Ĥ =
p̂2

2m
+ U(x̂) + V̂ (x̂) , (3.9)

V̂ (x̂) =
S∑
kl

|k⟩Vkl(x̂)⟨l| , (3.10)

where V̂ (x̂) is a traceless potential. Different from the nuclei DOF, the electronic subsystem
is discrete. A more severe problem is that the electronic DOF does not have an immediate
expression in position and momentum operators. Various different mapping approaches
are developed to resolve this problem. The basic idea of those methods are similar, i.e.,
to find the proper phase space to describe the electronic subsystem. Successful attempts
include the SU(S) Schwinger boson (MMST harmonic oscillator) phase space [54–57,61–
74], Stratonovich–Weyl (SW) spin phase space [77–80,234], Wootters’ spin discrete phase
space [48,95,235], action-angle phase space [55,57], etc. In this chapter, wemainly focus on
SU(S) Schwinger boson (harmonic oscillator) phase space, Stratonovich–Weyl spin phase
space, and action-angle phase space. The results based on Wootters’ spin discrete phase
space will be presented in the next chapter.

We prepare the initial product states in the form ρ(0) = ρnuc(0)
⊗

ρel(0) and ρel(0) =
|r⟩ ⟨r|. These initial states can appear, e.g., in molecular systems with only one populated
electronic state, such as the ground electronic state, or electronically excited systems pre-
pared by a laser pulse shorter than the time-scale for nuclear displacements. For the ex-
plicit examples that demonstrate a wrong intra-electron correlation sampling, we set r = 1.
We point out that the initial product state selection and pure diagonal electronic state se-
lection are not restrictions for the mapping approaches. Any pure electronic states with
off-diagonal terms can be converted to |r⟩ ⟨r| by unitary transformations while any non-
product nuclei-electron initial state and initial mixed electronic states can be expressed as
linear combinations of the selected state. We will briefly review fully linearized methods,
partially linearized methods and SQC windowing in this section. All methods suppose that
the quantum dynamics can be approximated as the classical dynamics in the classical phase
space. For fully linearized methods and partially linearized methods, we will also discuss
their short-time accuracy analysis in the next section. We denote the collection of electronic
phase space variables by Γ. The equations of motions (EOMs) of nuclear classical phase
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space variables for all methods considered in this chapter are

ẋt = pt/m ,

ṗt = −∂xtU(xt) + F (Γt, xt) ,
(3.11)

where F (Γt, xt), as a Γt, xt-dependent function, is the electron back-action force to the nu-
clei. Specifically, for the methods considered in this chapter, F (Γt, xt) can be expressed
as

F (Γt, xt) = −Tr

{
∂V̂ (xt)

∂xt
F̂ (Γt)

}
, (3.12)

where, depending on the situation, Tr{} represents the trace over the electronic DOFs or the
usual matrix trace. The explicit form of F̂ (Γt), the EOMs of Γt, and the way to evaluate
observables will be given in the following three subsections.

3.2.1 Fully linearized methods

For the fully linearized methods considered in this chapter, the electronic phase space vari-
ables are the positions andmomenta of S fictitious particles [62–65,79,80], Γt = (Xt, Pt) =

(X1(t), X2(t), · · · , XS(t), P1(t), P2(t), · · · , PS(t)). In these methods, the treatment of the
electronic DOFs is similar in spirit to the TWA for pure nuclei DOFs [46]. The initial elec-
tronic phase space distribution, Wel(Γ0), is generated according to ρel(0), then the phase
space variables are sampled according to the initial phase space distribution and propagated.
The expectation of any traceless electronic observable Ô is evaluated as the statistical aver-
age of the corresponding phase space expression over the phase space trajectories ⟨Ô(t)⟩m.
For convenience, we define the matrix K̂(Xt, Pt)

Kmn(Xt, Pt) =
(Xm(t) + iPm(t))(Xn(t)− iPn(t))

2
. (3.13)

Then, the explicit forms of F̂ (Γt), and the EOMs of Γt and K̂(Xt, Pt) are

F̂f(Γt) = K̂(Xt, Pt) (3.14)

Ẋm(t) =
∑
n

Vmn(xt)Pn(t) (3.15)

Ṗm(t) = −
∑
n

Vmn(xt)Xn(t) (3.16)

d

dt
K̂(Xt, Pt) = i[K̂(Xt, Pt), V̂ (xt)] . (3.17)

The corresponding phase space expression of Ô is given by the replacement

Ô → Tr
{
ÔK̂(X,P )

}
, (3.18)
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and the time dependent expectation value ⟨Ô(t)⟩ is approximated as

⟨Ô(t)⟩ ≈ ⟨Ô(t)⟩m =

∫
dx0dp0dΓ0Wnuc(x0, p0)Wel(Γ0) Tr

{
ÔK̂(Xt, Pt)

}
. (3.19)

Different fully linearized methods choose different initial electronic phase space distribu-
tionsWel(Γ0). We also use the notation f(Γ0) to represent the electron phase space distribu-
tionWel(Γ0) for the convenience of the discussion of intra-electron correlation, which will
be presented in the next section. The explicit expression of f(Γ0) and phase space choices
for each method will be discussed in the following.

Ehrenfest method

The Ehrenfest method [2] is the simplest MMST mapping approach, in which the initial
electronic DOFs is always the single electronic state |r⟩. In each single trajectory, the nuclei
are classical particles, and move on the mean field of PESs, and the electronic state |Ψ(t)⟩Eh
evolves under the Hamiltonian V̂ (xt). Equivalently, one can use the transformation,

Xn(t) + iPn(t) =
√
2⟨n|Ψ(t)⟩Eh ,∑

n

Xn(t)
2 + Pn(t)

2 = 2 ,
(3.20)

to transfer the electronic states to mapping variables. It is straightforward to check that the
mapping variables satisfy the EOMs Eq. (3.15) and (3.16), and the initial electron phase
space can be expressed as [2]

fEhrenfest(Γ) =
1

πS
δ(X2

r + P 2
r − 2)

∏
n ̸=r

δ(X2
n + P 2

n) . (3.21)

In this sense, a set of mapping variables are equivalent to an electronic state in each single
trajectory.

LSC-IVR and PBME

Other more sophisticated MMST approaches [62–65] map the electronic system onto S
harmonic oscillators within the singly-excited harmonic oscillators (SEO) subspace (SU(S)
Schwinger bosons). The electronic state |m⟩ maps onto |M⟩ which represents the m-th
oscillator being on the first excited state. The projector on the SEO subspace is defined as
Π̂ =

∑
M |M⟩ ⟨M |. The creation, annihilation, position, and momentum operators for the

m-th oscillator are defined as â†m, â†m, X̂m = (â†m + âm)/
√
2, and P̂m = i(â†m − âm)/

√
2,

respectively.
The mapping of |m⟩ ⟨n| (as an operator; notice that it can also be a term in the density

matrix) can take two forms: it can either be a pure creation-annihilation term [65] â†mân or
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a creation-annihilation term projected onto the SEO subspace |M⟩ ⟨N | [64]. The relation
between the two different mappings is

|M⟩ ⟨N | = â†mânΠ̂ . (3.22)

It is straightforward to verify the following Wigner transformations

(â†mân)W (X,P ) =
(Xm − iPm)(Xn + iPn)− δmn

2
, (3.23a)

(|M⟩ ⟨N |)W (X,P ) =
(Xm − iPm)(Xn + iPn)− δmn/2

2
ϕ , (3.23b)

where

ϕ = 2(S+2) exp

{
−

S∑
m=1

(X2
m + P 2

m)

}
(3.24)

is a conserved quantity.
In fact, EOMs of fully linearizedmethods Eq. (3.11), (3.14), (3.15), (3.16) can be derived

from the classical EOMs of mapping Hamiltonian obtained from Eq. (3.9),

p̂2

2m
+ U(x̂) + V̂ (x̂) → p2

2m
+ U(x) +

∑
m,n

Vmn(x)(â
†
mân)W (X,P ) , (3.25)

The zero-point energy term − δmn

2
in the mapping Eq. (3.23a) does not appear explicitly in

Eq. (3.25) since we spilt the nuclei-electrons coupling term to traceless part V̂ (x̂) and state-
independent part U(x̂). In the other mapping approaches, the mapping relation Eq. (3.23a)
can be modified as

(â†mân)W (X,P ) =
(Xm − iPm)(Xn + iPn)− γδmn

2
, (3.26)

where γ is the ZPE parameter. We will discuss more on it in the Spin-LSC method of this
subsection, the last subsection of this section, as well as the next chapter.

Both PBME [65] and LSC-IVR [64] use (|R⟩ ⟨R|)W as the initial electronic phase space.
The major difference between the two methods is in the mapping procedure of observables.
PBME maps the electronic observable onto pure creation–annihilation terms, which yields
(for a traceless observable Ô)

fPBME(Γ) =
1

2(2π)S
(X2

r + P 2
r − 1

2
)ϕ , (3.27)

while LSC-IVR maps the observables onto a creation–annihilation term projected onto the
SEO subspace, which yields an effective sampling (for a traceless observable Ô)

fLSC−IVR(Γ) =
1

2(2π)S
(X2

r + P 2
r − 1

2
)ϕ2 . (3.28)

One major problem of LSC-IVR and PBME is the zero-point energy (ZPE) leakage, which
arises from the fact that the ZPE can flow between different electronic states, and causes the
time dependent electron phase space to no longer be the SEO subspace.
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Modified LSC

In recent years, mLSC methods [62, 63] have been developed to improve the accuracy of
MMST mappings. The basic idea of mLSC methods is to separate the initial state into
identity and traceless parts,

|r⟩ ⟨r| = 1

S
(Î + Q̂r) , (3.29)

Q̂r = S |r⟩ ⟨r| − Î = (S − 1) |r⟩ ⟨r| −
S∑

m ̸=r

|m⟩ ⟨m| , (3.30)

and calculate their contribution to the expectation value separately,

Tr
{
ρnuc ⊗ ÎeiĤtÔe−iĤt

}
q
≈ 1

(2π)S

∫
dx0dp0dΓ0Wnuc(x0, p0)ϕ

a Tr
{
K̂(Xt, Pt)Ô

}
,

(3.31)

Tr
{
ρnuc ⊗ Q̂re

iĤtÔe−iĤt
}

q
≈ 1

(2π)S

∫
dx0dp0dΓ0Wnuc(x0, p0)ϕ

b

× Tr
{
K̂(X0, P0)Q̂r

}
Tr
{
K̂(Xt, Pt)Ô

}
, (3.32)

where a, b = 1, 2. The different a, b combinations give different mLSC/ϕaϕb methods [223].
In this sense, mLSC methods are also called traceless MMST methods. For completeness,
we list the explicit form of f(Γ) for mLSC/ϕaϕb,

fmLSC/ϕaϕb(Γ) =
1

S(2π)S
{ϕa +

ϕb

2
[S(X2

r + P 2
r )−

S∑
m

(X2
m + P 2

m)]} . (3.33)

Spin-LSC

The spin-LSC based on SW representation uses the initial electronic phase space, which is
a more “natural” phase space for electronic DOFs, instead of the phase space of the SU(S)
Schwinger bosons. For this reason, the ZPE-leakage problem ismuchmoremitigated. There
are three different common SW representations [79,80], Glauber-P representation, Husimi-
Q representation, and Wigner-W representation. Spin-LSC based on Wigner-W representa-
tion is the most robust and accurate one [79, 80]. Thus, we only consider Spin-LSC based
on Wigner-W representation, and unless we specify otherwise mean the Wigner-W repre-
sentation when we mention SW representation.

The SW representation in Cartesian variables for the spin system is

Tr
{
B̂Ĉ
}
=

∫
dXdPρfull(X,P ) Tr

{
Ŵscs(X,P )B̂

}
Tr
{
Ŵscs(X,P )Ĉ

}
, (3.34)

where B̂ and Ĉ are arbitrary electronic operators, andTr
{
Ŵscs(X,P )B̂

}
andTr

{
Ŵscs(X,P )Ĉ

}
are their SW transformations. The definitions of the full sampling integrationweight ρfull(X,P )
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and the SW transformation kernel Ŵscs(X,P ) are

ρfull(X,P ) =
S!R

πS
δ
( S∑
m=1

(X2
m + P 2

m)−R2
)
,

Ŵscs(X,P ) := K̂(X,P )− γ

2
, (3.35)

where the sampling radius and ZPE parameter [79, 80] are

R2 = 2
√
S + 1 , (3.36)

γ =
R2 − 2

S
=

2
√
S + 1− 2

S
, (3.37)

which are level-dependent. We use the subscript “scs” since Ŵscs(X,P ) has a close connec-
tion to the spin coherent state [77,78]. One can use the kernel and full sampling integration
weight to express the “closure relation” and arbitrary electronic operator

Î =

∫
dXdPρfull(X,P )Ŵscs(X,P ) , (3.38)

B̂ =

∫
dXdPρfull(X,P )Ŵscs(X,P ) Tr

{
Ŵscs(X,P )B̂

}
. (3.39)

The similarity between Eq. (3.34) and Eq. (3.3) suggests that Tr
{
Ŵscs(X,P ) |r⟩ ⟨r|

}
can be regarded as a phase space distribution of initial state |r⟩ ⟨r|. For this reason, the full
sampling Spin-LSC method approximates the initial phase space distribution as the product
of the full sampling integration weight times the SW transformation of |r⟩ ⟨r|, which yields

fSpin−LSC,full(Γ) =
1

2
(X2

r + P 2
r − γ)ρfull(X,P ) . (3.40)

One of the advantage of the spin-LSC is that the identity operator and traceless operators
are treated uniformly. One can check that momentum EOM in Eq. (3.11) is equivalent with

ṗt = −Tr

{
∂(V̂ (xt) + U(xt))

∂xt
Ŵscs(Xt, Pt)

}
, (3.41)

however, one cannot absorb the U(xt) into the trace in PBME and LSC-IVR methods. The
reduced and level-dependent ZPE parameter and uniform treatment of identity and traceless
operators are the main features of the spin phase space, which are tremendously different
from mapping harmonic oscillators.

There exists another initial sampling strategy that can also express the trace of two
electronic operators, “closure relation” and arbitrary electronic operator, named focus sam-
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pling [77–80],

ρ
(m)
foc (X,P ) =

1

πS
δ(X2

m + P 2
m − γ − 2)

∏
n ̸=m

δ(X2
n + P 2

n − γ), (3.42)

Tr
{
B̂Ĉ
}
=
∑
m

∫
dXdPρ

(m)
foc (X,P ) Tr

{
Ŵscs(X,P )B̂

}
Tr
{
Ŵscs(X,P )Ĉ

}
, (3.43)

Î =
∑
m

∫
dXdPρ

(m)
foc (X,P )Ŵscs(X,P ) , (3.44)

B̂ =
∑
m

∫
dXdPρmfoc(X,P )Ŵscs(X,P ) Tr

{
Ŵscs(X,P )B̂

}
. (3.45)

The focus sampling Spin-LSC also samples the initial electronic phase space variables
on several circles of the same hypersphere surface as full sampling, rather than the entire
hypersphere surface, which gives

fSpin−LSC,foc(Γ) = ρ
(r)
foc(X,P ) . (3.46)

3.2.2 Partially linearized methods

In the partially linearized methods, the initial electronic phase space sampling is achieved
by inserting the “closure relation” of either coherent state [67, 69] (Eq. (3.52) for PLDM)
or spin coherent state [77, 78] (Eq. (3.38,3.44) for Spin-PLDM) between ρel(0) and for-
ward/backward propagator e−iĤt/eiĤt. Therefore, two sets of electronic phase space vari-
ables Γ̂ = (X,P,X ′, P ′) are required. We suppose that (Xt, Pt) is used to represent the
forward propagator and (X ′

t, P
′
t ) is used to represent the backward propagator. The for-

ward and backward propagator in each single phase space trajectory are approximated as
Ŵ (X0, P0, t) and Ŵ †(X ′

0, P
′
0, t), and they satisfy the following initial conditions and EOMs,

Ŵ (X0, P0, 0) = K̂(X0, P0)−
γÎ

2
,

d

dt
Ŵ (X0, P0, t) = −iV̂ (xt)Ŵ (X0, P0, t) , (3.47)

and analogously for Ŵ †(X ′
0, P

′
0, t) by taking the hermitian conjugate and replacing X0, P0

by X ′
0, P

′
0. Here, γ is the zero-point energy (ZPE) parameter and differs in PLDM and

Spin-PLDM. Furthermore, each set of electronic phase space variables has the same form
of EOMs as the fully linearized scenario, i.e., Eqs. (3.15) and (3.16).

The nuclear DOFmoves along the mean force of forward and backward electronic phase
space variables, which leads to

F̂p(Γt) =
K̂(Xt, Pt) + K̂(X ′

t, P
′
t )

2
. (3.48)
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The expectation value of a traceless operator Ô reads as

⟨Ô(t)⟩m =

∫
dx0dp0dΓ0Wnuc(x0, p0)h(X0, P0)

× h(X ′
0, P

′
0) Tr

{
Ŵ (X0, P0, t)ρel(0)Ŵ

†(X ′
0, P

′
0, t)Ô

}
,

(3.49)

where h(X0, P0) and h(X ′
0, P

′
0) are method-dependent sampling weights that appear in the

“closure relations.”, which will be presented lately in this subsection. Fully linearized ap-
proaches can be regarded as approximations of partially linearized approaches [77,78,236].
Usually, the partially linearized approaches provide more accurate results than the fully lin-
earized approaches.

PLDM

PLDM and PBME treat the initial electron density matrix and observable in the same fash-
ion, i.e., mapping the initial electron density matrix and observable onto the excited state
of fictitious harmonic oscillators and the pure creation–annihilation operator, respectively.
In PLDM [67, 69], the inserted identity is the “closure relation” of the coherent state of the
harmonic oscillators. The “closure relation” and related properties of the coherent states are

Φ(X,P ) =
exp
{
−
∑S

m=1
1
2
(X2

m + P 2
m)
}

(2π)S
, (3.50)

Ŵcs(X,P ) = K̂(X,P ) , (3.51)

Î =

∫
dXdPΦ(X,P )Ŵcs(X,P ) , (3.52)

Ô =

∫
dXdPΦ(X,P )Ŵ Tr

{
Ŵcs(X,P )Ô

}
, (3.53)

which corresponds to the zero ZPE parameter of Eq. (3.47). Therefore, the initial sampling
of PLDM is given by

hPLDM(X0, P0) = Φ(X,P ) . (3.54)

Spin-PLDM

The relation between spin-PLDM and spin-LSC is similar to the relation between PLDM
and PBME. Therefore, spin-PLDM [77, 78] inserts the “closure relation” based on the SW
transformation kernel Eq. (3.38,3.44), which yields

hSpin−PLDM,full(X0, P0) = ρfull(X0, P0) (3.55)

hSpin−PLDM,foc(X0, P0) =
∑
m

ρ
(m)
foc (X,P ) . (3.56)

The two versions of “closure relation” give the full sampling Spin-PLDM and focus sam-
pling Spin-PLDM, respectively. The sampling radius and ZPE parameter are identical to
Eq. (3.36,3.37).
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3.2.3 Symmetrical quasi-classical windowing

SQC windowing method uses the angle-action phase space [55, 57, 75, 197, 227], and the
transformation between angle-action variables nk, φk and position-momentum variables Pk,
Xk is given by

nk =
X2

k + P 2
k − γ

2
, (3.57)

φk = − tan−1 Pk

Xk

, (3.58)

Pk = −
√
2nk + γ sinφk , (3.59)

Xk =
√

2nk + γ cosφk , (3.60)

where γ is the ZPE parameter, and the EOMs of position-momentum variables in SQC
windowing are identical to them in fully linearized methods Eq. (3.16,3.15). We point out
that the ZPE parameter of SQC windowing in this thesis is different from its definition in
the references by an additional factor 1/2 for matching the ZPE parameter definitions of
fully linearized and partially linearized methods. The initial action-angle phase space can
be expressed as

W r
aa(n, φ) = δ(nr − 1)

∏
k ̸=r

δ(nk) , (3.61)

In fact, Eq. (3.61) with γ = 0 is the phase space of the Ehrenfest method. For other fully
linearized methods using angle-action phase space, γ is usually chosen as 0 < γ < 1 to
mitigate the ZPE-leakage problem [72, 73]. The ZPE parameter can even be chosen as
negative values in constrained phase space methods [237].

Unlike fully linearized methods with action-angle phase space using delta functions,
the idea of SQC windowing is replacing delta function in Eq. (3.61) by “pre-limit” delta
functions, i.e., the quasi-classical “window” functions centered about the appropriate values
of the action variables.The first proposed window function [55,57] is the histogram function,
which is given by choosing “pre-limit” delta function w(x),

δ(x) → 1

γ
w(
γ

2
− |x|) , (3.62)

where

w(x) =

0 , x < 0 ,

1 , x ≥ 0 ,
(3.63)

and the ZPE-parameter in nl of the arguments of w function is selected as 0 for all l =

1, 2, · · · , S. Hence, the ZPE-parameter only determines the width of the window, rather
than the center. The SQC windowing phase space distribution of the histogram window can
be expressed as

W r
aa,his(n, φ) =

1

γS
w(
γ

2
− |nr − 1|)

∏
k ̸=r

w(
γ

2
− |nk|) . (3.64)
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The raw transition probability from |r⟩ to |k⟩ in SQC windowing can be approximated as

P̃|r⟩→|k⟩(t) ≈
1

(2π)S

∫
dx0dp0dn0dφ0Wnuc(x0, p0)W

r
aa,his(n0, φ0)W

k
aa,his(nt, φt) , (3.65)

and the transition probability is obtained by renormalizing them

P|r⟩→|k⟩(t) = P̃|r⟩→|k⟩(t)/
∑
l

P̃|r⟩→|l⟩(t) (3.66)

SQC windowing can also be used in off-diagonal elements calculations [226]. The
Wigner transformation of |k⟩ ⟨l| in the action-angle way can be expressed as

W kl
aa(n, φ) = ei(φk−φl)δ(nk −

1

2
)δ(nl −

1

2
)
∏
j ̸=k,l

δ(nj) , (3.67)

and the histogram window function is given by

W kl
aa,his(n, φ) =

1

γS
ei(φk−φl)w(

γ

2
− |nk −

1

2
|)w(γ

2
− |nl −

1

2
|)
∏
j ̸=k,l

w(
γ

2
− |nj|) . (3.68)

The time dependent evaluation can be approximated as

⟨|k⟩ ⟨l| (t)⟩ ≈ 1

(2π)S

∫
dx0dp0dn0dφ0Wnuc(x0, p0)W

r
aa,his(n0, φ0)W

kl
aa,his(nt, φt) . (3.69)

Eq. (3.64) and Eq. (3.65) suggest that the ZPE parameter does have an impact on the ini-
tial sampling and observable evaluations in SQC windowing, although it does not have an
effect on the EOMs when we separate the Hamiltonian operator as state-dependent part and
traceless part. We stress that the windowing function and ZPE parameter choices are empir-
ical, and highly rely on the numerical benchmarks on typical models. One of the successful
choice is the histogram window with γ =

√
3 − 1 (also known as the standard histogram

window) since it is nearly optimal in various models. For the weak coupling between nu-
clei and electrons scenario, the standard triangle window function [238] is more often used.
The SQC windowing phase space distribution of the triangle window for diagonal and off-
diagonal operators of a two-level system are given by

W 1
aa,tri(n, φ) = 2w(n1 +

γ

2
− 1)w(n2 +

γ

2
)w(2− γ − n1 − n2) , (3.70)

W 12
aa,tri(n, φ) = 2ei(φ1−φ2)w(n1 +

γ

2
− 1

2
)w(n2 +

γ

2
− 1

2
)w(2− γ − n1 − n2), (3.71)

where the ZPE parameter is chosen as γ = 1
3
, andW 2

aa,tri(n, φ) as well asW 21
aa,tri(n, φ) can

be obtained by swapping n1, φ1 and n2, φ2. The standard triangle window function has been
generalized to higher-level systems, for the details, see Ref. [227].

So far we have reviewed fully and partially linearized methods as well as SQC window-
ing. In the next section, we will do the detailed short-time accuracy analysis for fully and
partially linearized methods.



Intra-electron Correlation and Short-time Accuracy 63

3.3 Intra-electron Correlation and Short-time Accuracy

As we have shown above, fully and partially linearized methods have similar EOMs of
nuclear and mapping variables. In the following, we will further rewrite fully and partially
linearized methods in a unified expression. With the help of such a re-formulation, we will
establish a rigorous connection between short-time accuracy and intra-electron correlation.

3.3.1 Unified expression of linearized phase space methods

The expectation value ⟨Ô(t)⟩m of the fully and partially linearizedmethods can be expressed
through the following unified form

⟨Ô(t)⟩m =

∫
dx0dp0Wnuc(x0, p0)⟨⟨Tr

{
Ĵ(Γ0, t)Ô

}
⟩⟩

:=

∫
dx0dp0dΓ0Wnuc(x0, p0)f(Γ0) Tr

{
Ĵ(Γ0, t)Ô

}
,

(3.72)

where Ĵ(Γ0, t) and f(Γ0) are method-dependent and initial state-dependent quantities, and
the double angle bracket means the integration over the weight factor f(Γ0). For the fully
linearized approaches,

f(Γ0) = Wel(X0, P0) , (3.73)

Ĵ(Γ0, 0) = K̂(X0, P0) , (3.74)

while for the partially linearized approaches,

f(Γ0) = h(X0, P0)h(X
′
0, P

′
0) , (3.75)

Ĵ(Γ0, 0) = Ŵ (X0, P0, 0)ρel(0)Ŵ
†(X ′

0, P
′
0, 0) . (3.76)

The EOM of Ĵ(Γ0, t) in Eq. (3.72) and F̂ in Eq. (3.12) are unified

d

dt
Ĵ(Γ0, t) = i[Ĵ(Γ0, t), V̂ (xt)] , (3.77)

d

dt
F̂ (Γt) = i[F̂ (Γt), V̂ (xt)] . (3.78)

3.3.2 Definition of the intra-electron correlation

With the help of the unified form Eq. (3.72), it becomes apparent that the first as well as
second time derivatives of ⟨Ô(t)⟩m and ⟨Ô(t)⟩ at t = 0 coincide. The difference between



64 Intra-electron Correlation and Short-time Accuracy

the third time derivatives at t = 0 is (the individual expressions are reported in Appendix)

d3

dt3
⟨Ô(t)⟩m|t=0 −

d3

dt3
⟨Ô(t)⟩|t=0 = −i 1

2m
⟨[Ô, ∂V̂ (x̂0)

∂x̂0
]
∂V̂ (x̂0)

∂x̂0
+
∂V̂ (x̂0)

∂x̂0
[Ô,

∂V̂ (x̂0)

∂x̂0
]⟩

+ i

∫
dx0dp0Wnuc(x0, p0)⟨⟨Tr

{
Ĵ(Γ0, 0)[Ô,

∂V̂ (x0)

∂x0
]

}
Tr

{
∂V̂ (x0)

∂x0
F̂ (Γ0)

}
1

m
⟩⟩ .

(3.79)

After integrating out the nuclear DOF, the vanishing of Eq. (3.79) requires

Tr

{
ρel(0)

Ô1Ô2 + Ô2Ô1

2

}
= ⟨⟨Tr

{
Ĵ(Γ0, 0)Ô1

}
Tr
{
F̂ (Γ0)Ô2

}
⟩⟩ , (3.80)

where Ô1 and Ô2 are two arbitrary traceless electron operators, or equivalently, they are
arbitrary generalized Gell-Mann matrices [239]. Thus, Eq. (3.80) is the definition of the
methods with correct intra-electron correlation sampling, which generically have a higher
short-time accuracy than the methods with wrong intra-electron correlations. We stress that
the O(t3)/O(t2) accuracy for the methods with/without correct intra-electron correlations
can be improved when the Hamiltonian Ĥ and evaluation observable Ô have specific forms.
Detailed discussions can be found in the Sec. 3.3.4.

The intra-electron correlation can be written more explicitly, for the fully linearized
methods,

Tr

{
ρel(0)

Ô1Ô2 + Ô2Ô1

2

}
= ⟨⟨Tr

{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
⟩⟩ , (3.81)

and for the partially linearized methods,

Tr

{
ρel(0)

Ô1Ô2 + Ô2Ô1

2

}

= ⟨⟨Tr
{
Ŵ (X0, P0, 0)ρel(0)Ŵ

†(X ′
0, P

′
0, 0)Ô1

}
Tr

{
K̂(X0, P0) + K̂(X ′

0, P
′
0)

2
Ô2

}
⟩⟩ .

(3.82)

The intra-electron correlation for the fully linearized methods considered in this chapter is
identical to its original definition [48,95]. However, modifications are required for the par-
tially linearized methods. Interestingly, the definition of intra-electron correlation for the
partially linearized methods looks asymmetric. In fact, such asymmetry represents the dif-
ferent roles of Ô1 and Ô2 in the partially linearizedmethods. The termTr

{
K̂(X0,P0)+K̂(X′

0,P
′
0)

2
Ô2

}
represents the back-action force and Tr

{
Ŵ (X0, P0, 0)ρel(0)Ŵ

†(X ′
0, P

′
0, 0)Ô1

}
represents

the observable evaluations. As a comparison, the back-action force representations and the
observable evaluations for the fully linearized methods considered in this chapter are sym-
metrical.
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3.3.3 Classification of linearized phase space methods

Before moving to the detailed discussions on the short-time accuracy, we briefly give the
classification of fully linearized and partially linearized methods. Those methods can be
classified into three categories according to the intra-electron correlation, namely, wrong
intra-electron correlation, correct intra-electron correlation only for 2-level systems, and
correct intra-electron correlation. Three traditional methods, Ehrenfest, PBME, and LSC-
IVR fall into the first category. mLSC/ϕ1ϕ2, mLSC/ϕ2ϕ2, full spin-LSC, and focus spin-
LSC fall into the second category. mLSC/ϕ1ϕ1, mLSC/ϕ2ϕ1, full spin-PLDM, focus spin-
PLMD, and PLDM fall into the third category. Readers who are interested in the proof of
the respective classifications or explicit violation examples can check the next section.

3.3.4 Short-time analysis for general Hamiltonians

From this subsection to the end of this section, we further investigate the connection be-
tween intra-electron correlation and the short-time accuracy of population dynamics for a
selection of chemical motivated models. In particular, this allows us to explain the order
of short-time accuracy that has been observed in previous numerical benchmarks. The cor-
rect intra-electron correlations can improve the short-time accuracy of population dynamics
from O(t2) to O(t3) for a general Hamiltonian with both real and imaginary off-diagonal
matrix elements, from O(t3) to O(t4) for the atom-in-cavity models, and from O(t5) to
O(t6) for spin-boson models. However, the correct intra-electron correlation cannot im-
prove the short-time accuracy for scattering models, as methods with correct and wrong
intra-electron correlations are both accurate up to O(t3).

We choose Ô1 and Ô2 as two generalized Gell-Mann matrices. The generalized Gell-
Mann matrices Λ̂µ can be divided into three classes [48,95], the diagonal class Λ̂D, the real
off-diagonal class Λ̂R, and the imaginary off-diagonal class Λ̂I

Λ̂µ =



1√
2
(|m⟩ ⟨n|+ |n⟩ ⟨m|) ∈ Λ̂R for 1 ≤ µ ≤ S(S− 1)/2, 1 ≤ n < m ≤ S ,

1√
2i
(|n⟩ ⟨m| − |m⟩ ⟨n|) ∈ Λ̂I

for S(S− 1)/2 < µ ≤ S(S− 1), 1 ≤ n < m ≤ S ,

1√
m(m+ 1)

m∑
n=1

(|n⟩ ⟨n| −m |m+ 1⟩ ⟨m+ 1|) ∈ Λ̂D

for S(S− 1) < µ ≤ S2 − 1, 1 ≤ m < S .

(3.83)
With the help of the classification of generalized Gell-Mann matrices, the commutation
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relations have the following properties

[Λ̂D, Λ̂R] ⇒ Λ̂I

[Λ̂D, Λ̂I] ⇒ Λ̂R

[Λ̂R, Λ̂R] ⇒ Λ̂I

[Λ̂I, Λ̂I] ⇒ Λ̂R

[Λ̂R, Λ̂I] ⇒ Λ̂R + Λ̂D ,

(3.84)

where [Λ̂R, Λ̂I] ⇒ Λ̂R+Λ̂D means that the commutator between an operator spanned by Λ̂R

and an operator spanned by Λ̂I is spanned by Λ̂D and Λ̂R.

We always choose Ô ∈ Λ̂D because it is connected with the population dynamics. Be-
cause of symmetry, when Ô1 and Ô2 belong to different classes of generalized Gell-Mann
matrices, Eq. (3.80) always holds (l.h.s. = r.h.s. = 0) for fully and partially linearized meth-
ods. Similarly, Eq. (3.80) also holds (l.h.s. = r.h.s. = 0) when Ô1 ̸= Ô2, and Ô1, Ô2 belong
to Λ̂R or Λ̂I simultaneously.

In the usual chemical motivated models, V̂ and thus ∂V̂ (x̂0)
∂x̂0

are spanned by Λ̂D and Λ̂R,
and hence [Ô, ∂V̂ (x̂0)

∂x̂0
] is spanned by Λ̂I. Therefore, Eq, (3.79) equals to zero and all the

considered methods are accurate up to O(t3) in these scenarios. However, there do exist
certain cases in which V̂ is spanned by all three types of generalized Gell-Mann matrices,
for instance, systems with light induced conical intersections [240, 241] and systems with
magnetic forces [242–244]. In these cases, the methods with correct intra-electron correla-
tion have higher short-time accuracy than the wrong one.

3.3.5 Short-time analysis for scattering models

In this subsection, we consider the most common V̂ spanned by Λ̂D and Λ̂R. In order to see
the role of intra-electron correlation, the fourth order time derivative of ⟨Ô(t)⟩m − ⟨Ô(t)⟩,
and the time derivative of F (Γt, xt) are required,

d

dt
F (Γt, xt) = iTr

{
F̂ (Γt)[

∂V̂ (xt)

∂xt
, V̂ (xt)]

}
− Tr

{
∂2V̂ (xt)

∂x2t

pt
m
F̂ (Γt)

}
, (3.85)
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d4

dt4
⟨Ô(t)⟩m|t=0 −

d4

dt4
⟨Ô(t)⟩|t=0 = −⟨ 1

4m2

[
[Ô(0),

∂2V̂ (0)

∂x̂20
],
∂2V̂ (0)

∂x̂20

]
⟩

− 2⟨
[
[Ô(0),

∂V̂ (0)

∂x̂0
], V̂ (0)

]∂V̂ (0)

∂x̂0
⟩ 1

2m
− ⟨
[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]∂V̂ (0)

∂x̂0
⟩ 1

2m

− 2⟨∂V̂ (0)

∂x̂0

[
[Ô(0),

∂V̂ (0)

∂x̂0
], V̂ (0)

]
⟩ 1

2m
− ⟨∂V̂ (0)

∂x̂0

[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
⟩ 1

2m

− ⟨ 1

2m
[Ô(0),

∂V̂ (0)

∂x̂0
][
∂V̂ (0)

∂x̂0
, V̂ (0)]⟩ − ⟨ 1

2m
[
∂V̂ (0)

∂x̂0
, V̂ (0)][Ô(0),

∂V̂ (0)

∂x̂0
]⟩

+
1

m

∫
dx0dp0Wnuc(x0, p0)⟨⟨Tr

{
Ĵ(Γ0, 0){Tr

{
F̂ (Γ0)

∂V̂ (x0)

∂x0

}

× {2
[
[Ô,

∂V̂ (x0)

∂x0
], V̂ (x0)

]
+
[
[Ô, V̂ (x0)],

∂V̂ (x0)

∂x0

]
}

+ [Ô,
∂V̂ (x0)

∂x0
] Tr

{
F̂ (Γ0)[

∂V̂ (x0)

∂x0
, V̂ (x0)]

}
}
}
⟩⟩ ,

(3.86)

where we already ignored the trivial canceling terms at t = 0, such as the expectation of sin-
gle electronic operator and intra-electron correlation terms for Ô1, Ô2 spanned by different
generalized Gell-Mann matrices classes. The explicit time derivative expressions of ⟨Ô(t)⟩
and ⟨Ô(t)⟩m are listed in the Appendix. The notation V̂ (0) = V̂ (t = 0) is equivalent to
V̂ (x̂0). The additional term − 1

4m2

[
[Ô(0), ∂

2V̂ (0)

∂x̂2
0
], ∂

2V̂ (0)

∂x̂2
0

]
in the first line of Eq. (3.86) tells

us that the correct intra-electron correlation cannot improve the short-time accuracy. This
phenomenon has already been observed in the short-time population dynamics of Tully’s
models in Ref. [223].

3.3.6 Short-time analysis for cavity-modified molecular dynamics

Unlike the scattering models, atom-in-cavity models [27] have vanishing ∂2V̂ (x̂)
∂x̂2 , which

means the methods with correct intra-electron correlation are accurate up to at least O(t4),
while the methods with wrong intra-electron correlation are only accurate up toO(t3). This
corollary is confirmed in Ref. [27], in which Saller et al. reported that mLSC methods have
tremendous improvement over Ehrenfest, PBME, and LSC-IVR. Specifically, mLSC/ϕ1ϕ1

(correct intra-electron correlation) outperforms mLSC/ϕ2ϕ2 and mLSC/ϕ1ϕ2 (wrong intra-
electron correlation) in the three-level systems. We also expect that similar phenomena can
be observed in the LVC models, which also have vanishing ∂2V̂ (x̂)

∂x̂2 .

3.3.7 Short-time analysis for spin-boson models

For simplicity, we consider one 1d boson bath in this subsection. The generalization tomulti-
dimensional multi-bosons bath is straightforward. For the spin-boson models [192, 193],
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U(x̂) is a quadratic polynomial of x̂. V̂ (x̂) depends on x̂ linearly, and ∂V̂
∂x̂

is a diagonal
position-independent operator. The above conditions give the following relations

[Ô(t),
∂V̂ (t)

∂x̂t
] = 0 ,

∂mV̂ (t)

∂x̂mt
= 0 , m > 1 ,

∂mU(t)

∂x̂mt
= 0 , m > 2 .

(3.87)

These specific properties make the higher order derivative of ⟨Ô(t)⟩ and ⟨Ô(t)⟩m sim-
plified drastically. The fourth order and fifth order time derivatives of ⟨Ô(t)⟩ and ⟨Ô(t)⟩m
at t = 0 coincide, and the difference of the sixth time derivative vanishes when the method
can capture the correct intra-electron correlations. For the explicit time derivatives, see the
Appendix. Therefore, the methods with correct intra-elecron correlations are accurate up to
at leastO(t6) for the population dynamics of the spin-boson models, while the methods with
wrong intra-electron correlations are only accurate up to O(t5). This conclusion is not lim-
ited to spin-boson models. The time scale analysis also works on the site-excitation models
which have the property Eq. (3.87), for instance, FMO model [62, 63, 77, 79, 80, 245, 246]
and Frenkel biexciton model [223, 245]. Our theoretical analyses in this subsection give
an explanation to the previous numerical observations [62, 63, 77, 79, 80] that FMO mod-
els, i.e., Spin-PLDM, PLDM, and mLSC/ϕ1ϕ1 sampling, give better short-time results than
Ehrenfest, PBME, LSC-IVR, Spin-LSC, and mLSC/ϕ2ϕ2.

3.4 Proof of classifications of linearized phase space meth-
ods

In this section, we report the proof of the classification of intra-electron correlations for fully
and partially linearized methods presented in the previous section. The readers who are not
interested in the proof can skip this section.

3.4.1 Ehrenfest method, PBME and LSC-IVR

Neither of Ehrenfest nor PBME or LSC-IVR is able to correctly sample the intra-electron
correlation, even for a two-level system. As an explicit violation example, consider Ô1 =

Ô2 = |1⟩ ⟨2|+ |2⟩ ⟨1|. Then,

⟨Ô1Ô2 + Ô2Ô1

2
⟩ = 1 , (3.88)
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while

⟨⟨Tr
{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
⟩⟩Ehrenfest = 0 ,

⟨⟨Tr
{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
⟩⟩LSC−IVR =

1

2
,

⟨⟨Tr
{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
⟩⟩PBME =

3

2
. (3.89)

3.4.2 mLSC

For mLSC methods, it is insightful to examine the intra-electron correlation for the identity
operator and traceless operator separately. For the identity operator, both a = 1, 2 samplings
hold the intra-electron correlation

Tr
{
Ô1Ô2

}
=

1

(2π)S

∫
dΓ0ϕ

a Tr
{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
. (3.90)

In order to prove this relation, we need the following Wigner transformation∑
m,n

O1,mn(â
†
mân)W (X0, P0) = Tr

{
Ô1K̂(X0, P0)

}
,

∑
m,n

(δmMδnNO1,mn |M⟩ ⟨N |)W (X0, P0) = Tr
{
Ô1K̂(X0, P0)

}
ϕ , (3.91)

and the expectation identity relation between electronic system and the fictitious harmonic
oscillator system

Tr
{
Ô1Ô2

}
=

1

(2π)S

∫
dΓ0

∑
m,n

O1,mn(â
†
mân)W (X0, P0)

∑
k,l

(δkKδlLO2,kl |K⟩ ⟨L|)W (X0, P0)

=
1

(2π)S

∫
dΓ0

∑
m,n

(δmMδnNO1,kl |M⟩ ⟨N |)W (X0, P0)
∑
k,l

(δkKδlLO2,kl |K⟩ ⟨L|)W (X0, P0) .

(3.92)

Combining Eqs. (3.3), (3.91), and (3.92), Eq. (3.90) can be obtained immediately.
For the traceless operator, only the approach with b = 1 can faithfully sample the intra-

electron correlation for systems with arbitrary S,

Tr

{
Q̂r
Ô1Ô2 + Ô1Ô2

2

}
=

1

(2π)S

∫
dΓ0ϕ

b

× Tr
{
K̂(X0, P0)Q̂r

}
Tr
{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
. (3.93)

The proof of Eq. (3.93) is quite similar to the proof of the intra-electron correlation for the
identity operator Eq. (3.90). TheWigner transformation and the expectation identity relation
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between electronic system and the fictitious harmonic oscillator systemwe need additionally
are ∑

m,n,k,l

(
O1,mnO2,kl(â

†
mânâ

†
kâl + â†kâlâ

†
mân)

2
)W (X0, P0)

= Tr
{
Ô1K̂(X0, P0)

}
Tr
{
Ô2K̂(X0, P0)

}
−

Tr
{
Ô1Ô2

}
4

, (3.94)

Tr

{
Q̂r
Ô1Ô2 + Ô1Ô2

2

}
=

1

(2π)S

∫
dΓ0

∑
u,v

Qr,uv(δuUδvV |U⟩ ⟨V |)W (X0, P0)

×
∑

m,n,k,l

(
O1,mnO2,kl(â

†
mânâ

†
kâl + â†kâlâ

†
mân)

2
)W (X0, P0) . (3.95)

Combining Eqs. (3.3), (3.91), (3.94), and (3.95), Eq. (3.93) can also be obtained immedi-
ately.

We also give an explicit violation example to show how the approach with b = 2 fails
to sample the intra-electron correlation for a traceless operator in a S-level system, where
S > 2. Consider Ô1 = Ô2 = |2⟩ ⟨3|+ |3⟩ ⟨2|. Then,

Tr

{
Q̂r
Ô1Ô2 + Ô2Ô1

2

}
= −2 ,

while

1

(2π)S

∫
dXdP

1

2
[S(X2

1 + P 2
1 )−

S∑
m

(X2
m + P 2

m)]ϕ
2(X2X3 + P2P3)

2 = −1 . (3.96)

We stress that the b = 2 approach for traceless operator samples the intra-electron cor-
relation perfectly for two-level system. For two level system, the traceless operators Ô1 and
Ô2 can only take the form

Ô1 = s1,xσ̂x + s1,yσ̂y + s1,zσ̂z ,

Ô2 = s2,xσ̂x + s2,yσ̂y + s2,zσ̂z (3.97)

where all the coefficients of Pauli matrices are complex numbers. Using the algebra of the
Pauli matrices and performing the integral in Eq. (3.93), one can immediately obtain

Tr

{
Q̂r
Ô1Ô2 + Ô2Ô1

2

}
≡ 0 ,

1

(2π)S

∫
dΓ0ϕ

2 Tr
{
K̂(X0, P0)Q̂r

}
Tr
{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
≡ 0 , (3.98)

which means ϕ2 approach for the traceless operator can sample the intra-electron correlation
faithfully for 2-level systems.
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3.4.3 Spin-LSC

In general, Spin-LSC cannot sample the intra-electron correlation correctly except for the
two-level systems. Here, we list an explicit example with wrong intra-electron correlation
for any S > 2 systems. Considering Ô1 = Ô2 = |2⟩ ⟨3|+ |3⟩ ⟨2|, one has

⟨Ô1Ô2 + Ô2Ô1

2
⟩ = 0 ,

⟨⟨Tr
{
Ô1K̂(X0, P0)

}
Tr
{
Ô2K̂(X0, P0)

}
⟩⟩Spin−LSC(full)

=
R4

4(S + 1)
(
R2

S + 2
− γ) =

2
√
S + 1

S + 2
− 2

S
(
√
S + 1− 1) ,

⟨⟨Tr
{
Ô1K̂(X0, P0)

}
Tr
{
Ô2K̂(X0, P0)

}
⟩⟩Spin−LSC(focus)

=
γ2

2
= 2

S + 2− 2
√
S + 1

S2
. (3.99)

The proof of correct intra-electron correlation for spin-LSC is similar to the proof for
traceless ϕ2 approach. It is straightforward to verify that

Tr

{
|r⟩ ⟨r| Ô1Ô2 + Ô2Ô1

2

}
≡ s1,xs2,x + s1,ys2,y + s1,zs2,z ,∫

dΓ0
1

2
(X2

r + P 2
r − γ)ρfull(X,P ) Tr

{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
≡ s1,xs2,x + s1,ys2,y + s1,zs2,z ,∫
dΓ0ρ

(r)
foc(X,P ) Tr

{
K̂(X0, P0)Ô1

}
Tr
{
K̂(X0, P0)Ô2

}
≡ s1,xs2,x + s1,ys2,y + s1,zs2,z , (3.100)

where Ô1 and Ô2 are identical to Eq. (3.97). Therefore, both full sampling and focus sam-
pling can successfully capture the intra-electron correlation for 2-level systems.

3.4.4 Spin-PLDM and PLDM

The proof of Spin-PLDM full sampling, Spin-PLDM focus sampling, and PLDM satisfy-
ing the intra-electron correlation is straightforward. Using the property of “closure relation”
Eq. (3.38/3.44/3.52) and the operator expression via Ŵscs(X,P )/Ŵcs(X,P )Eq. (3.39/3.45/3.53)
in the right-hand side of Eq. (3.82), we can immediately obtain the left-hand side of Eq. (3.82).

3.5 Conclusions

In this chapter, we have generalized the concept of intra-electron correlation, which has first
been introduced in the context of the GDTWA [48,95], to various mapping approaches. We
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have established rigorous connections between short-time accuracy and intra-electron corre-
lation for various models. The correct intra-electron correlation can improve the short-time
accuracy for Hamiltonians with both real and imaginary matrix elements, atom-in-cavity
models, and spin-bosonmodels, while it cannot for scatteringmodels. We analytically prove
that the Ehrenfest method, LSC-IVR, and PBME fail to correctly sample the intra-electron
correlation even for two-level systems. Spin-PLDM, PLDM, traceless MMST with both
ϕ and ϕ2 sampling for initial identity operator, and traceless MMST with ϕ2 sampling for
initial traceless operators can sample the intra-electron correlation faithfully for arbitrary
S-level systems. While traceless MMST with ϕ sampling for initial traceless operators and
Spin-LSC successfully sample the intra-electron correlation for two-level systems, they can-
not sample the intra-electron correlation for S-level systems with S > 2.

Our theoretical analyses give explanations for various previous numerical observations
[27, 62, 63, 77, 79, 80, 223] and they may provide a guideline for the development of future
mapping approaches with increased accuracy. They also suggest that the benchmark re-
sults in Ref. [223] on the two-level systems, which showed that mLSC/ϕ1ϕ1, mLSC/ϕ1ϕ2,
and mLSC/ϕ2ϕ2 have similar accuracy, might be difficult to generalize to higher level sys-
tems. According to our analysis, mLSC/ϕ1ϕ1 and mLSC/ϕ2ϕ1 should be more accurate than
mLSC/ϕ1ϕ2 and mLSC/ϕ2ϕ2 for higher-level systems in the short-time dynamics. Finally,
we stress that the intra-electron correlation is only a measure for the accuracy of short-time
dynamics, and methods that violate intra-electron correlations can outperformmethods with
correct intra-electron correlations in simulations of the long-time behavior. For instance,
Spin-LSC, which incorrectly samples intra-electron correlations, has the best long-time ac-
curacy among the methods considered in this chapter on FMO models [77, 78].



Chapter 4

Generalized discrete truncated Wigner
approximation for nonadiabatic
dynamics

This chapter is based on the work “Generalized Discrete Truncated Wigner Approximation
for Nonadiabatic Quantum-Classical Dynamics”, The Journal of Chemical Physics 155 (2),
024111, and “Generalized Discrete Truncated Wigner Approximation for Nonadiabatic Dy-
namics of Particles in Synthetic Non-Abelian Gauge Fields”, submitted to PRA, in revision.

In the last chapter, we reviewed the framework of mapping approaches, and several suc-
cessful methods to mitigate the ZPE-leakage problem, including splitting the initial state
to traceless and identity parts, continuous spin phase space, and using the reduced ZPE
parameter. In this chapter, we will introduce a linearized semiclassical method, the gener-
alized discrete truncated Wigner approximation (GDTWA) [47, 48, 52, 95], which is well-
established in the context of quantum spin lattice systems, into the arena of chemical nona-
diabatic systems. GDTWA samples the initial electron DOFs in the Wootters’ discrete spin
phase space with correct intra-electron correlations. Physically, the discreteness of Woot-
ters’ phase space is motivated by the discreteness of possible measurement results for spin
degrees of freedom. GDTWA can capture the revivals and entanglement dynamics in quan-
tum spin lattice systems up to an astoundingly long time [47]. Motivated by trapped-ion
experiments, it has also been shown that DTWA is applicable to spin-boson models under
the rotating wave approximation [52]. We will present the detailed theoretical analysis and
numerical benchmarks of GDTWA for typical relevant chemical systems, for instance, the
nuclei in scattering potentials [247], and one spin coupled to few nuclei with non-trivial
conical intersection [2].

Our theoretical analysis shows that such discrete initial sampling can account for an
effective reduced ZPE without an explicit ZPE parameter, and for two effective electronic
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states in each single simulation trajectory [95]. For this reason, GDTWA can be regarded as
a fully-partially hybrid method. As numerical benchmarks on two Linear Vibronic Coupling
models and Tully’s models show, GDTWA has a satisfactory accuracy in a wide parameter
regime, independently of whether the dynamics is dominated by relaxation or by coherent
interactions. It achieves an accuracy at least as good as existing state-of-the-art mapping
approaches, and outperforms them in some of the selected applications in this chapter. Our
results suggest that the discrete phase space used in GDTWA is tailor-made to treat the
discrete space of electronic states in molecules, and the method can be very adequate to
treat challenging nonadiabatic dynamics problems in chemistry and related fields.

We also develops two newGDTWA for particles in the gauge vector potentials (gGDTWA
approach I and approach II), which has a close relation to the non-adiabatic on-the-fly sim-
ulations in the adiabatic representations when the gauge curvature is zero, for details, see
Sec. 2.1.2. We use the terminology diabatic Hamiltonian for systems with vanishing gauge
curvature and zero gauge vector potentials because of this connection. When the gauge cur-
vature is not zero, a large variety of intriguing phenomena, such as spin Hall effect, conical
intersections, Zitterbewegung, and more, have close connections with non-Abelian gauge
fields [222,248,249], which can be implemented in LVC models, for details, see Sec. 2.4.4.
Other experimental platforms realizing particle in the gauge vector potentials include cold
atoms, trapped ions, and so on. [102, 222]. The dynamics of particles in the gauge vector
potentials face the same problem as nonadiabatic quantum dynamics, i.e., the computational
efforts grow exponentially with the system sizes. Therefore, linearized semiclassical meth-
ods are also useful tools for their large system sizes simulations. The theoretical analysis and
numerical benchmarks show that the Approach I, based on canonical momentum, is simi-
lar to the ordinary GDTWA and more suitable for particles in synthetic non-Abelian gauge
fields, while approach II, based on kinematic momentum, is more suitable for on-the-fly
simulations.

This chapter is organized as follows. Sec. 4.1 and 4.2 present GDTWA and gDTWA,
respectively. Sec. 4.1 contains two subsections. In Sec. 4.1.1, we present the theoretical
analysis of GDTWA, including the original formalism, an equivalent rewriting in the unified
expression proposed in the last chapter, ZPE analysis, and comparison with other mapping
approaches. In Sec. 4.1.2, we present numerical benchmark results on Tully’s model I and
II, as well as two LVC models. Sec. 4.2 also contains two subsections. In Sec. 4.2.1, we
present the derivation of Approach I and Approach II as well as the theoretical analysis of
favorable applications of two approaches. In Sec. 4.2.2, we present numerical benchmark
results on a neutral ultracold atom in an optical lattice, LVCmodel as a synthetic gauge field
theory, and on-the-fly simulations of LVC models. Sec. 4.3 contains our conclusions.
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4.1 Generalized Discrete Truncated Wigner Approxima-
tion

In this section, we will present the theoretical analysis as well as numerical benchmarks of
GDTWA.

4.1.1 Theory

In this subsection, We first give the original form of the GDTWA. We then derive an equiv-
alent form in analogous form to traditional mapping methods, which is exactly identical to
the unified expression established in the last chapter. This pedagogical rewriting allows us
not only to implement the simulations with a lower computational cost, it also permits us
to reveal special advantages of GDTWA, including the effective non-zero reduced ZPE and
the mitigation of physical space leakage. We also present the comparisons with fully and
partially linearzied methods.

Basics of GDTWA

Identical to the last chapter, we also consider the non-adiabatic Hamiltonian Eq. (3.9) de-
scribing S electronic states, |1⟩ , |2⟩ , · · · , |S⟩, coupled to a nuclear DOF (the generalization
to several nuclear DOFs is straightforward). In this section, we focus on initial product
states of the form ρ(0) = ρnuc(0)⊗ ρel(0).

The density matrix of the electronic DOFs and the nuclei-electron interaction V̂ (x̂) are
matrices with D = S × S elements. We can define D Hermitian operators Λ̂µ, using the
Generalized Gell-MannMatrices for SU(S) Eq. (3.83) and the identity matrix Λ̂D = 1√

S
Î as

a complete basis for the electron DOF. Such basis elements are orthonormal, tr Λ̂µΛ̂ν = δµν

with the commutation relation [Λ̂µ, Λ̂ν ] = ifµνξΛ̂ξ, where fµνξ are the structure constants,

ifµνξ = tr(Λ̂ξ[Λ̂µ, Λ̂ν ]) , (4.1)

and the Einstein notation has been used. We are going to use these basis elements to derive
a semiclassical description.

Any operator Ôel acting on the electron DOF can be expanded as
∑

µ cµΛ̂µ with cµ =

tr ÔelΛ̂µ. Then, the Hamiltonian in Eq. (3.9) can be expressed as

Ĥ =
p̂2

2m

√
SΛ̂D + Vµ(x̂)Λ̂µ , (4.2)

with Vµ(x̂) = tr V̂ (x̂)Λ̂µ for 0 < µ < D, and VD(x̂) =
√
SU(x̂). The Heisenberg EOMs of
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the operators are
˙̂xt = p̂t/m ,

˙̂pt = −∂x̂tVµ(x̂t)Λ̂µ(t) ,

˙̂
Λµ(t) = fµνξVν(x̂t)Λ̂ξ(t) .

(4.3)

As in the usual fully linearized methods, GDTWA approximates the observables as sta-
tistical averages over trajectories of the phase space variables whose equations of motion
are classical and formally identical to the quantum Heisenberg EOMs. Define xt, pt, and
λµ(t) as the time dependent classical phase variables for x̂, p̂, and Λ̂µ, respectively. Then,
their EOMs are

ẋt = pt/m ,

ṗt = −∂xtVµ(xt)λµ(t) ,

λ̇µ(t) = fµνξVν(xt)λξ(t) ,

(4.4)

with initial condition xt=0 = x0 and pt=0 = p0. Similar to other LSC methods [43–80],
GDTWA is a method beyond the mean-field theory because the quantum fluctuations are
partially accounted for in the initial statistical distributions of the phase space variables.

The sampling of GDTWA for the initial nuclear phase variables are identical to the
ordinary LSC methods Eq. (3.2), and the novelty of GDTWA is to sample the initial λµ
as a discrete distribution. The details are as follows. First, Λ̂µ can be decomposed as
Λ̂µ =

∑
aµ
aµ |aµ⟩ ⟨aµ|, where |aµ⟩ are the eigenvectors of Λ̂µ. Then, the initial distribution

of λµ(0) is λµ(0) ∈ {aµ} with probabilities

p(λµ(0) = aµ) = tr[ρ̂el(0) |aµ⟩ ⟨aµ|] . (4.5)

This distribution can represent arbitrary quantum expectation values exactly as a statistical
average,

⟨Ôel⟩ =
∑
µ

cµ⟨Λ̂µ⟩ =
∑
µ,aµ

cµp(λµ(0) = aµ)aµ . (4.6)

Follow the spirit of fully linearized methods, the formula to evaluate arbitrary observables
Ô = Ônuc ⊗ Ôel under the GDTWA framework can be expressed as,

⟨Ô(t)⟩ ≈
∑
µ,aµ

∫
dx0dp0Wnuc(x0, p0)Ow,nuc(xt, pt)cµp(λµ(0) = aµ)λµ(t) , (4.7)

where Ônuc = (Ônuc)W (x, p), is the Wigner transformation of the operator Ônuc. The con-
nection with Wootters’ phase space will be discussed in the next subsubsection.

The above sampling for electronic DOFs can be applied to arbitrary electronic initial
states with the accuracy O(t2). However, as we discussed in the last chapter, an increased
accuracy can be achieved for initial states for which the statistical sampling reproduces the
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initial intra-correlation [48] of the electron states, i.e., for the observables

⟨Λ̂µΛ̂ν + Λ̂νΛ̂µ

2
⟩ =

∑
aµ,aν

p(λµ(0) = aµ)p(λν(0) = aν)aµaν for µ ̸= ν ,

⟨Λ̂2
µ⟩ =

∑
aµ

p(λµ(0) = aµ)a
2
µ .

(4.8)

Generally, it has been proven that the GDTWA sampling distribution can reproduce the intra-
electron correlation for the diagonal states [48] |m⟩ ⟨m|, 1 ≤ m ≤ S. For convenience, we
only consider the initial state |1⟩ ⟨1| in this chapter. As we discussed in the last chapter, this
initial state selection is not atypical, i.e., all the other initial pure states can be expressed by
this state by either unitary transformations for pure states, or the summation over of pure
states for mixed states. An explicit wrong intra-electron correlation sampling of GDTWA
for non-diagonal initial state is the following. Consider the state |Ψ⟩ = (|1⟩ + eiχ |2⟩)/

√
2

for a two-level system, where the discrete sampling gives the probability distribution

p(λ1 = ± 1√
2
) =

1± cosχ

2
,

p(λ2 = ± 1√
2
) =

1± sinχ

2
,

p(λ3 = ± 1√
2
) =

1

2
.

(4.9)

With an explicit calculation, we obtain Λ̂1Λ̂2+Λ̂2Λ̂1

2
= 0, while∑

a1,a2

p(λ1 = a1)p(λ2 = a2)a1a2 =
sin 2χ

4
, (4.10)

which means the discrete sampling of this state is faithful for the intra-electron correlation
only if χ = 0, π, or ±π/2.

Re-formulation of GDTWA in the language of mapping approaches & Comparison
with partially linearized methods

In the following, we re-write the GDTWA in completely equivalent forms, which take the
form of the unified expression Eq. (3.72). Such re-writing not only reduces the computa-
tional cost by reducing the classical DOFs used to describe the electronic subsystem [50]
from S2 − 1 to 4S, but also reveals important concepts such as ZPE, thus enabling a di-
rect comparison to the formalism of linearized semiclassical methods. We also compare
GDTWA and partially linearized methods in this subsubsection, and the comparison with
fully linearized methods will be presented in the next subsubsection.

At the core of GDTWA lies a sampling over trajectories. In the original formulation of
GDTWA, this is achieved via sampling over the continuous initial phase space of the nuclear
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degree of freedom as well as the discrete electronic initial phase space variables λ(α)µ (0),
where we used the index α to label the diverse electronic initial conditions in the discrete
phase space. In the formulation we are developing here, the role of λ(α)µ (0) is assumed
by the so-called discrete quasi-phase point operators Ĵα(0), which are used to describe the
electronic DOFs using the transformation

Ĵα(t) =
∑
µ

λ(α)µ (t)Λ̂µ

λ(α)µ (t) = tr Ĵα(t)Λ̂µ .

(4.11)

For convenience, we will use the notation Ĵα to express Ĵα(t) in this chapter when there is
no ambiguity.

The sampling of the initial condition Ĵα(0) is achieved via a sampling of the initial
λ(α)(0) as in Eq. (4.5), which using the transformation Eq. (4.11) translates into

Ĵα(0) =


1 δ2−iσ2

2
· · · δS−iσS

2
δ2+iσ2

2
0 · · · 0

...
... . . . ...

δS+iσS

2
0 · · · 0

 , (4.12)

with δi, σi = ±1 being independent and identically distributed discrete uniform variables
on the integers ±1. The initial density matrix of the electron subsystem is expanded as
ρel(0) = |1⟩ ⟨1| =

∑
αwαĴα(0), where wα = 2−2(S−1) for all α. The GDTWA sampling

strategy for the electron subsystem is converted to generating the initial discrete phase points
by sampling δi and σi accordingly. In fact, Ĵα(0) is nothing but the quasi-phase point op-
erator in the Wootters’ discrete phase space representation [235, 250]. Here, we call Ĵα(0)
discrete quasi-phase point operator because it plays the same role as the discrete phase point
operator in the Wootters’ discrete phase space representation but without the orthogonality
Tr
{
Ĵα(0)Ĵβ(0)

}
∝ δαβ . Physically, the discrete sampling of the electronic DOFs is moti-

vated by the fact that a measurement of the observable Λ̂µ will yield only discrete results.
This property is faithfully represented by the discrete phase space and is fundamentally
different from the mapping approaches where electronic DOFs are described by the con-
tinuous phase variables of harmonic oscillators. It is also different from focused-sampling
approaches, where sampling of a continuous phase space is restricted to some parameter
regions for computational convenience [74]. Instead, GDTWA faithfully samples a discrete
phase space that is physically motivated from the discreteness of possible eigenvalues of
spin degrees of freedom.

The ansatz of GDTWA in this form is that the Wigner function is evolved along the
classical stationary trajectories

W (x, p, J, t) ≈
∑
α

∫
dx0dp0wαWnuc(x0, p0)δ(x− xt)δ(p− pt)⊗ Ĵα(t) , (4.13)
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where the EOMs of the variables are

ẋt = pt/m ,

ṗt = −∂xt Tr
{
Ĵα(t)(V̂ (xt) + U(xt))

}
,

˙̂
Jα(t) = i[Ĵα(t), V̂ (xt)] ,

(4.14)

with initial condition xt=0 = x0 and pt=0 = p0. Any observable Ô = Ônuc ⊗ Ôel can be
evaluated as

⟨Ô(t)⟩ ≈ tr

∫
dxdpW (x, p, J, t)Ow,nuc(x, p)⊗ Ôel

=
∑
α

∫
dx0dp0wαWnuc(x0, p0)Ow,nuc(xt, pt) Tr

{
Ĵα(t)Ôel

}
,

(4.15)

Again, we point out that the product structure in the ansatz only appears in each single
trajectory. The summation over index α already accounts for nontrivial quantum fluctu-
ations beyond Ehrenfest theory. In fact, Eq. (4.15) is a variant of the unified expression
Eq. (3.72), where the label α and probability distribution wα play the role of Γ and f(Γ0),
respectively. Meanwhile, Ĵα(t) in GDTWA plays the role of both the operator F̂ (Γt) in
the general force expression Eq. (3.12) and the operator Ĵ(Γ0, t) in the unified expression
Eq. (3.72). It is straightforward to check that the EOM of Ĵα(t), Eq. (4.14), is identical to
the general expressions of EOMs of Ĵ(Γ0, t) and F̂ (Γt), Eq. (3.77) and (3.78). Therefore,
the intra-electron correlation of GDTWA, Eq. (3.79), should coincide with the general intra-
electron correlation definition, Eq. (4.8). More explicitly, the following relationship should
hold,

∑
α

wα Tr
{
ĴαΛ̂µ

}
Tr
{
ĴαΛ̂ν

}
=
∑
aµ,aν

p(λµ(0) = aµ)p(λν(0) = aν)aµaν for µ ̸= ν ,

∑
α

wα Tr
{
ĴαΛ̂µ

}2

=
∑
aµ

p(λµ(0) = aµ)a
2
µ .

(4.16)
The proof is the following. Using the transformation relation Eq. (4.11), R.H.S.s of above
equations become

∑
α λ

(α)
µ λ

(α)
ν for µ ̸= ν, and

∑
α(λ

(α)
µ )2 for µ = ν, which are identical to

the L.H.S.s.

To implement the simulation, we require the spectral decomposition for the quasi-phase
point operator Ĵα. It is easy to check that the spectral decomposition of Eq. (4.12) is Ĵα(0) =
λ+
∣∣Ψα

+(0)
〉 〈

Ψα
+(0)

∣∣+ λ−
∣∣Ψα

−(0)
〉 〈

Ψα
−(0)

∣∣, where the eigenvalues are
λ± =

1±
√
2S − 1

2
, (4.17)
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with the amplitudes of the associated eigenvectors

⟨1|Ψα
±(0)⟩ =

√
λ2±

λ2± + (S − 1)/2
,

⟨j|Ψα
±(0)⟩ =

√
λ2±

λ2± + (S − 1)/2

δj + iσj
2λ±

∀j > 1 .

(4.18)

The eigenvalues of the quasi-phase point operator can be interpreted as quasi-probabilities,
since λ++λ− = 1, λ+ > 0 and λ− < 0. Such quasi-probabilities constitute the spectrum of
Ĵα, and are conserved during the propagation. We can propagate

∣∣Ψα
±(t)

〉
rather than Ĵα(t)

using the EOMs

i
d

dt

∣∣Ψα
±(t)

〉
= V̂ (xt)

∣∣Ψα
±(t)

〉
(4.19)

and Ĵα(t) = λ+
∣∣Ψα

+(t)
〉 〈

Ψα
+(t)

∣∣ + λ−
∣∣Ψα

−(t)
〉 〈

Ψα
−(t)

∣∣. One can also transform the such
two electronic states to two sets of mapping variables via the transformation in the same
spirit in the Ehrenfest method Eq. (3.20),

X±
n (t) + iP±

n (t) =
√

2λ±⟨n|Ψα
±(t)⟩ ,∑

n

X±
n (t)

2 + P±
n (t)2 = 2λ± ,

(4.20)

where we neglect the label α in mapping variables. The mapping variables of GDTWA
also satisfy the EOMs in the general expressions Eq. (3.15) and (3.16). With the help of
Eq. (4.20), one can express f(Γ0), F̂ (Γt) ,and Ĵ(Γ0, t)with themapping variables arguments
as

f(Γ0) = 2−2(S−1)
∏
τ=±

δ(Xτ
1 (0)−

√
2λτ

√
λ2τ

λ2τ + (S − 1)/2
)δ(P τ

1 (0))

×
∏
j>1

∑
σj ,δj

δ(Xτ
j (0)−

√
λ2τ

λ2τ + (S − 1)/2

δj√
2λτ

)δ(P τ
j (0)−

√
λ2τ

λ2τ + (S − 1)/2

σj√
2λτ

) ,

(4.21)

Jmn(Γ0, t) = Fmn(Γt) = Kmn(X
+(t), P+(t)) +Kmn(X

−(t), P−(t)) . (4.22)

Clearly, the nuclei in both GDTWA and partially linearized methods move on a mean-field
potential, which is the average potential of two effective electronic states, in each single
trajectory. Nevertheless, GDTWA has a significantly different logic from traditional par-
tially linearized methods, as we illustrate with the help of Eq. (4.21) and (4.22). In partially
linearized methods, two electronic states (sets of mapping variables) are sampled via the in-
serting the “closure relation” between ρel(0) and forward/backward propagator e−iĤt/eiĤt.
Therefore, they must be sampled independently, and yield a non-Hermitian Ĵ(Γ0, t). As a
comparison, there is no forward and backward electronic trajectories concept in GDTWA.
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The two electronic wavefunctions for GDTWA are the spectral decomposition of the quasi-
phase point operator. The initial conditions for two electronic states in GDTWA in a sin-
gle trajectory are necessarily correlated. More explicitly, the samplings of (X+, P+) and
(X−, P−) depend on δj, σj simultaneously, which means they are dependent variables, and
re-writing as the product structure such as Eq. (3.75) in the partially linearized methods is
impossible for the GDTWA. The sampling philosophy of tbe GDTWA is more close to fully
linearized methods, i.e., sample mapping variables as the electron phase space distribution.
In this sense, the GDTWA is a fully-partially hybrid linearized method.

To summarize, the above completely equivalent reformulations reduce the number of
electronic subsystem DOFs from S2 − 1 to 4S. Although, GDTWA use same numbers
of mapping variables as partially linearized methods, their sampling logic are completely
different. These re-writings also help us compare GDTWA with fully linearized methods,
which will be discussed in the following.

ZPE treatmentwithin theGDTWAapproach& comparisonwith fully linearizedmeth-
ods

In this subsubsection, we will compare GDTWA with fully linearized methods. Except for
different numbers of mapping variables (electronic states) in each single trajectory, GDTWA
accounts for a non-zero effective reduced ZPE without introducing an explicit ZPE param-
eter because of the discrete sampling. GDTWA also treats identity operator and tralcess
operators in a unified way. These features show that the discrete spin phase space is a
tailor-made phase space for molecular systems.

As we discussed in the last chapter, both full ZPE (approaches based on MMST map-
ping without empirical ZPE parameters) and zero ZPE (Ehrenfest method) are harmful for
numerical accuracy [72, 73]. One possible solution is splitting the initial state to the iden-
tity operator and traceless operators, and sampling them separately, which is used in mLSC
methods. However, such operations are unnessary in GDTWA, which automatically treats
the identity operator and traceless operators in the equal footing via Eq. (4.5). The other
possible solution to this problem is to introduce an adjusted ZPE-parameter to make the
classical dynamics and phase space of the mapping variables of the harmonic oscillators of
the electronic DOFs mimic the spin as much as possible [72, 73, 79, 80], for instance, spin-
LSC, fully linearized methods with action-angle variables, and SQC windowing. GDTWA
solves this problem with a fundamentally different logic, i.e., GDTWA never introduces
such a parameter but tames the ZPE only through a judiciously designed initial sampling
procedure.

To illustrate how GDTWA accounts for an effective non-zero reduced ZPE, it is conve-
nient to first review how fully linearized methods with action-angle variables [72, 73] and
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spin-LSC [79, 80], account for the ZPE. We introduce the following transformation, which
is similar to the transformations in the Ehrenfest method Eq. (3.20) and GDTWA Eq. (4.20),

L̂α(t) =
R2

α

2
|Ψα(t)⟩ ⟨Ψα(t)| −

γ

2
Î ,

Xn(t) + iPn(t) = Rα⟨n|Ψα(t)⟩ ,∑
n

Xn(t)
2 + Pn(t)

2 = R2
α ,

(4.23)

where Rα is the square root of the radius of the mapping variables, and |Ψα(t)⟩ the normal-
ized electronic wave function. With the help of this transformation, the EOMs of fully such
fully linearized methods Eq. (3.11), (3.15) and (3.16) can also be written in the form of
Eq. (4.14),

ẋt = pt/m ,

ṗt = −∂xt Tr
{
Lα(t)(V̂ (xt) + U(xt))

}
,

˙̂
Lα(t) = i[L̂α(t), V̂ (xt)] .

(4.24)

Rα and γ are conserved during the evolution and the EOM of |Ψα(t)⟩ is

i
d

dt
|Ψα(t)⟩ = V̂ (xt) |Ψα(t)⟩ . (4.25)

For each single trajectory, L̂α(t) has one non-degenerate eigenvalue R2
α/2 − γ/2 and

S−1 degenerate eigenvalues−γ/2, as can be seen immediately from the definition of L̂α(t)

in Eq. (4.23). In this sense, the ZPE parameter in the traditional fully linearized method is
a negative diagonal energy correction term for the nuclei-electron interactions. The nuclei
always see a modified average potential energy during the evolution in each single trajec-
tory, whence mapping approaches with a non-zero ZPE parameter already account for some
quantum effects in their EOMs.

Though Eq. (4.24) and Eq. (4.14) are formally identical, it is impossible to express L̂α

in the form R2
α

2
|Ψα(t)⟩ ⟨Ψα(t)| − γ

2
Î , and thus to construct the ZPE-parameter, except for

the case of S = 2, in which case, γ =
√
3 − 1. We can also understand the difference

from the viewpoint of the numbers of mapping variables, i.e., fully linearized methods have
one set of mapping variables, while GDTWA has two. We can nevertheless identify an
effective ZPE-parameter governing the evolution of Ĵα. Namely, the ZPE-parameter in the
traditional fully linearizedmethods can also be constructed by the following strategy. Notice
that tr(L̂α) = R2

α/2−
γ
2
S and tr(L̂2

α) = R4
α/4− γR2

α/2 +
γ2

4
S only depend on Rα and γ.

Hence, the ZPE-parameter in the traditional fully linearized methods can be expressed as

γ =
2

√
S tr (L̂2

α)− (tr L̂α)2

S
√
S − 1

− 2 tr L̂α

S
(4.26)



Generalized Discrete Truncated Wigner Approximation 83

By formally replacing L̂α with Ĵα in Eq. (4.26), we obtain an effective ZPE-parameter for
the GDTWA,

γeff =
2
√
S + 1− 2

S
. (4.27)

Interestingly, this reduced effective ZPE coincides with the ZPE in spin-LSC methods [77–
80]. The reason of such identical ZPE is that both GDTWA and spin-LSC start from the
phase space of the electronic DOFs, rather than the phase space of Schwinger bosons. The
ZPE of spin-LSC and GDTWA can, however, be different when the Hamiltonian is block
diagonal. Consider a simpleN×N Hamiltonianwith the elementsHkl = 0 forM < k ≤ N ,
1 ≤ l ≤ M and 1 ≤ k ≤ M ,M < l ≤ N . The firstM diabatic states are decoupled from
the otherN−M states. Again, we only consider the initial state |1⟩ ⟨1|. As before, we denote
the electron phase space variable of theN×N full electron system as Ĵα(t) and L̂α(t)while
the submatrix Ĵα(t)[1, 2, · · · ,M ; 1, 2, · · · ,M ] is indicated as ĴM

α (t) (and analogously for
L̂α).

Since the first M diabatic states are decoupled from the others, it is also possible to
sample theM ×M subsystem directly. We use ˜̂

JM
α (t) and ˜̂

LM
α (t) to represent the electron

phase space variables obtained by sampling from the M × M subsystem. It is easy to
check that the initial distributions of ĴM

α (0) and ˜̂
JM
α (0) are identical. Moreover, the classical

trajectories satisfy ĴM
α (t) =

˜̂
JM
α (t) if their initial conditions are the same. Thanks to the

implicit ZPE parameter of GDTWA, all the physical quantities are invariant independent of
whether we use the N ×N full electron system or theM ×M subsystem.

The above arguments become much more subtle for the spin-LSC methods with the
dimension dependent ZPE parameter. The initial distribution of L̂M

α (0) and ˜̂
LM
α (0) become

different, as do the classical trajectories, even when the same initial conditions are applied.
This difference may affect the observables, though it is difficult to give a general statement
under which circumstances this is the case.

Another advantage related to the spin phase space of GDTWA is that themethod does not
suffer from the severe physical space leakage problem of the electronic subsystem [72,73],
and thus eliminates the additional projection that is necessary in the LSC-IVR and PBME
approaches [55, 57, 64, 70]. The EOMs and initial sampling constructions ensure that the
Ĵα(t) trajectories are almost trapped in this tailor-made electronic phase space, similarly to
what is achieved for L̂α(t) in the recently spin-LSC methods [77–80], although they do not
fully exclude an unphysical negative population in general.

To summarize, GDTWA treats the traceless and identity operators of electronic states
in a unified way. It does not have a ZPE parameter because of the specific structure of Ĵα.
However, it can account for an effective reduced ZPE without an explicit ZPE parameter.
The ZPE-leakage problem is mitigated by the initial discrete spin phase space choice.
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4.1.2 Numerical Results

In this subsection, we benchmark the GDTWA presented in the previous section by numeri-
cal calculations for prototypical non-adiabbatic dynamics problems in chemistry, including
Tully’s models and LVC models. Since each GDTWA trajectory evolves the classical nu-
clei and two coupled electronic time-dependent states, its numerical complexity is close to
the partially linearized approach and slightly larger than the fully linearized mapping ap-
proach. We may thus expect that GDTWA should be considered as an alternative approach
to partially linearized methods, which is indeed confirmed by the numerics reported in this
subsection.

Tully’s models

Already in the second chapter, we presented the standard scattering benchmarks for the
semi-classical methods, Tully’s models [247]. It is well-known that all the popular map-
ping approaches [223] can capture the final populations of Tully’s single avoided cross-
ing model 1 and Tully’s dual avoided crossing model 2 quantitatively in the high momen-
tum region and qualitatively in the low momentum region, but fail for the Tully’s extended
coupling model 3. GDTWA, as a linearized mapping approach, also fails when the quan-
tum tunneling and interference are crucial. Therefore, we present the transmission proba-
bilities of Tully’s single avoided crossing model 1, Eq. (2.159), and Tully’s dual avoided
crossing model 2, Eq. (2.160). GDTWA results in this subsection are obtained by the sta-
tistical average of 104 trajectories. Both initial states for the two models are prepared as
exp(iP0x) exp[−(x− x0)

2/σ2] |1⟩ with x0 = −20 and σ = 20/P0, where P0 is the initial
nuclear momentum.

Figure 4.1 represents the transmission probabilities to the upper surface T11 (dashed
line) and the lower surface T12 (solid line) of Tully’s model 1, calculated by GDTWA (blue)
and quantum results [247] (black), respectively. It becomes apparant that GDTWA is accu-
rate in the high momentum region P0 > 10 and has a fair performance in the lowmomentum
region P0 < 10, which coincides with the previous observations on the other mapping ap-
proaches [223].

Figure 4.2 displays the transmission probabilities to the lower surface T11 (dashed line)
and the upper surface T12 (solid line) of Tully’s model 2, calculated by GDTWA (blue) and
quantum results [247] (black), respectively. This model is more challenging than the Tully’s
model 1 because of Stückelberg oscillations. GDTWA can describe such phenomenon
quite well, at least qualitatively. There is only a slight mismatch in the low energy region
logE = logP 2

0 /2m < −1. Again, it is not a surprising result since all the popular mapping
approaches can achieve such accuracy [223]. GDTWA has a fair accuracy for these two
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Figure 4.1. Transmission probabilities to the upper surface T11 (dashed line) and the lower
surface T12 (solid line) for the Tully’s single avoided crossing model 1. GDTWA (blue) fits
the quantum results (black) nearly perfect in the high momentum region (P0 > 10), and is
qualitatively correct in the low momentum region.

scattering benchmarks. Finally, we point out that there are unphysical negative populations
in the extremely low energy region, though the violations are very small.

Linear vibronic coupling models

In this subsubsection, we present the population dynamics of diabatic state, tuning coordi-
nates, and second-order correlations of the tuning coordinates of two LVC models, where
the Hamiltonian form of them Eq. (2.174) is already presented in the second chapter. The
parameters are given in the Tables 4.1 and 4.2. Model I is a three-modes two-states model
based on Pyrazine. It includes two tuning coordinates x1 and x6a, and one coupling coor-
dinate x10a, and the initial electron wave function is prepared in the second diabatic state
|2⟩ [2], which is the experimentally most relevant initial state (though the method can cap-
ture also other initial conditions, see discussion in Sec. 4.1.1). Model II is a five-modes
three-states model based on Benzene radical cation. It includes three tuning coordinates x2,
x16, and x18, and two coupling coordinates x8 and x19, and the electron wave function is
initialized in the third diabatic state |3⟩ [2].

We focus on the time dependence of observables for the initial product state of the vi-
brational ground state Ψ =

∏
j

1
π1/4 exp

{
−x2j/2

}
and the excited electronic state, which

is a typical setup of femtochemistry experiments. The selected mapping approaches to
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Figure 4.2. Transmission probabilities to the lower surface T11 (dashed line) and the upper
surface T12 (solid line) for the Tully’s dual avoided crossing model 1. GDTWA (blue) fits
the quantum results (black) nearly perfect in the high energy region, and is qualitatively
correct in the low energy region.

Ek ω1 κ
(k)
1 ω6a κ

(k)
6a ω10a λ

|1⟩ 3.94 0.126 0.037 0.074 −0.105 0.118
0.262

|2⟩ 4.84 0.126 −0.254 0.074 0.149 0.118

Table 4.1. Parameters of Model I that is based on Pyrazine. All quantities are given in eV.

which we compare are PLDM [67], Spin-PLDM [77, 78] , and the Ehrenfest [2] method.
Specifically, we consider PLDM and Spin-PLDM without focused sampling since they are
at least as accurate than the focused sampling variants [74, 77, 78] and thus provide better
benchmarks for GDTWA. For all the methods we run 106 trajectories to ensure conver-
gence, though GDTWA starts to converge already with 104 trajectories, a number com-
parable with the Ehrenfest method. We will show numerical benchmarks for two LVC
models [2,213,214,216], comparing the selected linearized semiclasscial methods with nu-
merically converged Multi-configuration time-dependent Hartree (MCTDH) calculations
[33, 34, 251].

Due to symmetry, all the off-diagonal elements of the electron density matrix of the
two models vanish. In Fig. 4.3, we show the population of the second diabatic state of
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Ek ω2 κ
(k)
2 ω16 κ

(k)
16 ω18 κ

(k)
18 ω8 λ

(12)
8 ω19 λ

(23)
19

|1⟩ 9.75 0.123 -0.042 0.198 -0.246 0.075 -0.125 0.088 0.12
0.164

|2⟩ 11.84 0.123 -0.042 0.198 0.242 0.075 0.1 0.088 0.12
0.154

|3⟩ 12.44 0.123 -0.301 0.198 0 0.075 0 0.088 0.12

Table 4.2. Parameters of Model II based on Benzene radical cation. All quantities are given
in eV.

Model I. The GDTWA result compares fairly well to the exact quantum dynamics. It seems
to underestimate the amplitude of oscillations around the mean, and reaches a long-time
average that lies slightly below the exact value. The functional form seems to be better
reproduced than with the Ehrenfest method, and the curve lies closer to the exact result than
the curve computed using the Spin-PLDM method. Finally, the PLDM methods produces
the best estimate of the long-time average, but considerably overestimates the damping of
the oscillations. GDTWA fits the quantum result rather well at short times and has a fair
performance at longer times, though it does not outperform the other approaches in this
regime.

Figure 4.4 shows the dynamics of the two tuning coordinates, ⟨x1⟩ and ⟨x6a⟩. Though
GDTWA does not entirely capture the correct amplitude, it does match very well the fre-
quency of the occurring oscillation. This behavior is similar to the Spin-PLDM method,
while PLDMsignificantly underestimates the oscillation amplitude and the Ehrenfestmethod
loses half a period within about five to ten oscillations. We have also computed the propaga-
tion of ⟨x21⟩, ⟨x26a⟩, and ⟨x210a⟩, see Fig. 4.5. In general, we should not expect the linearized
semi-classical methods to work reliably for such higher-order correlations. As the numerical
results suggest, Spin-PLDM and GDTWA nevertheless still give qualitatively satisfactory
results, while PLDM and the Ehrenfest method rather quickly accumulate uncontrolled er-
rors.

The relaxation dynamics of the more complex Model II is considerably more challeng-
ing for the linearized semi-classical methods because several states are involved simultane-
ously in the relaxation dynamics. GDTWA is the only one among the selected semi-classical
methods to qualitatively correctly capture the relaxation dynamics, as seen in the diabatic
populations in Figure 4.6. In Figures 4.7, we show the populations of the tuning coordi-
nates. The results of diagonal second-order correlations of the tuning coordinates and the
coupling coordinates are listed in Figs. (4.8) and (4.9). For nuclear observables including
first and second order correlations, PLDM and the Ehrenfest method with zero ZPE display
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Figure 4.3. Second diabatic state population of a three-modes two-states model based on
Pyrazine (see table 4.1), computed using different methods. The GDTWA result (blue solid
line) compares fairly well to the exact quantum dynamics (black solid). While GDTWA and,
even more so, the Spin-PLDM method (red dashed) underestimate the mean value reached
at long times, the Ehrenfest method (green dashed) overestimates it. The PLDM methods
(yellow dashed) considerably overestimates the damping of the oscillations.
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Figure 4.4. Populations of the tuning coordinates ⟨x1⟩ and ⟨x6a⟩ of the Pyrazine-based
Model I. The GDTWA (blue solid line) and Spin-PLDM (red dashed) results fail to capture
the oscillation amplitudes, but still give a qualitatively fair description on the frequency. In
contrast, the Ehrenfest (green dashed) and PLDM methods (yellow dashed) mismatch the
oscillation pattern of the exact quantum results (black dashed) after a few periods.

significant deviations from the exact dynamics. In contrast, GDTWA yields surprisingly
accurate predictions, for some observables even slightly but noticeably better than Spin-
PLDM. In summary, GDTWA has a good performance on both electronic populations and
nuclear populations and correlations in this challenging model.

To summarize, we have introduced a recently developed method from the TWA family,
GDTWA, to chemical non-adiabatic systems in this section. The novelty and strength of
GDTWA is to sample the electron DOF in a discrete phase space. GDTWAwith the faithful
sampling of the initial electronic conditions can yield a higher accuracy, and can be applied
to any initial states, including pure and mixed states. We have also re-written the GDTWA
in the unified expression proposed in the last chapter, with the aim of showcasing simi-
larities and differences to more conventional methods. Formally, the EOMs of GDTWA
are identical to fully linearized mapping approaches. By the spectral decomposition of the
electron EOM, we demonstrate that the fundamental difference between GDTWA and tradi-
tional approaches is that GDTWA has two coupled correlated electron states in each single
classical trajectory, and hence can be regarded as a partially linearized approach. GDTWA
also accounts for an effective ZPE without an explicit ZPE parameter. Numerical bench-
marks show the validity of GDTWA for non-adiabatic systems. For the two Tully’s models,
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Figure 4.5. Expectation values of second-order correlations of the tuning coordinates ⟨x21⟩
and ⟨x26a⟩, and the coupling coordinate ⟨x210a⟩ of the Pyrazine-based Model I. The color
notations are identical to Fig. 4.3. The GDTWA (blue solid line) and Spin-PLDM (red
dashed) results qualitatively predict the ideal higher-order correlation, while the Ehrenfest
(green dashed) and PLDM methods (yellow dashed) deviate significantly from the exact
quantum results (black dashed).
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Figure 4.6. Populations of all three diabatic states of a five-modes three-states model based
on Benzene radical cation (see table 4.2), computed using different semiclassical techniques.
The GDTWA result (blue solid line) compares fairly well to the exact quantum dynamics
(black solid) for all the three diabatic states populations, while all the other methods con-
sidered fail to describe the long time populations.

Figure 4.7. Populations of tuning coordinates ⟨x2⟩, ⟨x16⟩, and ⟨x18⟩ of the Model II that
is based on Benzene radical cation. The GDTWA result (blue solid line) matches the exact
quantum dynamics (black solid) best and slightly outperforms the Spin-PLDM result (red
dashed).
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Figure 4.8. The second-order correlations of the tuning coordinates ⟨x22⟩, ⟨x216⟩, and ⟨x218⟩
of Model II. Both GDTWA (blue solid line) and Spin-PLDM (red dashed) match the exact
quantum results (black solid) for the dynamics of ⟨x22⟩. GDTWA slightly outperforms the
Spin-PLDM result (red dashed) for the dynamics of ⟨x216⟩, while GDTWA is noticeablymore
accurate than all the other methods for the dynamics of ⟨x218⟩.

GDTWA shows reasonable accuracy, in line with other mapping approaches. For the two
benchmark LVC models considered, GDTWA displays qualitative and quantitative accu-
racy compared to the fully quantum description. For one of the considered models, it even
outperforms the Spin-PLDM, which is the only other of the considered methods to display
an at least qualitative agreement for most of the considered situations.

4.2 GDTWA for particles in the gauge vector potentials

In this section, we develop two different GDTWA (gGDTWA approach I and approach II)
methods for particles in gauge vector potentials (i.e., without backaction of the particle to the
field). In the first subsection, we present the theoretical analysis of two gGDTWAmethods.
In the second subsection, we present the numerical benchmarks of two methods.

4.2.1 Theory

In this subsection, we derive two different candidates for a gGDTWA formalism by truncat-
ing the Heisenberg equations with canonical momentum and kinematic momentum, respec-
tively. We also analyze the favorable applications of two approaches in this subsection.
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Figure 4.9. Second-order correlations of the coupling coordinates ⟨x28⟩ and ⟨x219⟩ of Model
II. For the dynamics of ⟨x28⟩, both GDTWA (blue solid line) and Spin-PLDM (red dashed)
match the exact quantum results (black solid), with GDTWA slightly outperforming the
Spin-PLDM result. For ⟨x219⟩, both methods reproduce qualitative features of the exact
evolution better than the other considered semiclassical techniques.

Approach I

The first derivation of gGDTWA (Approach I) proceeds from the gaugeHamiltonian (Eq. (2.13))
directly to the Heisenberg equations of motion (EOMs) of the position, canonical momen-
tum, and electronic operators,

˙̂xj(t) =
p̂can,j(t)

mj

− Aj,µΛ̂µ(t)

mj

,

˙̂pcan,j(t) = −∂jVµΛ̂µ − ∂jBµΛ̂µ +
∑
k

p̂can,k(t)∂kAj,µΛ̂µ(t) + H.c.

2mk

,

˙̂
Λµ(t) = fµνξ[Vν +Bν −

∑
j

p̂can,j(t)Aj,ν +H.c.

2mj

]Λ̂ξ(t) .

(4.28)

Subsequently the dynamics of the expectation value of observables ˙̂xj(t), ˙̂pcan,j(t), and
˙̂
Λµ(t) (and functions thereof) is approximated as the statistical average of the classical cor-
respondence of the quantum observables, which are functions of classical phase space vari-
ables xj(t), pcan,j(t), and λµ(t). The EOMs of such classical phase space variables take the
same form as the Heisenberg EOMs in each single phase space trajectory of the classical
ensemble,
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ẋj(t) =
pcan,j(t)

mj

− Aj,µλµ(t)

mj

,

ṗcan,j(t) = −∂jVµλµ − ∂jBµλµ +
∑
k

pcan,k(t)∂kAj,µλµ(t)

mk

,

λ̇µ(t) = fµνξ[Vν +Bν −
∑
j

pcan,j(t)Aj,ν

mj

]λξ(t) ,

(4.29)

which truncates the quantum correlations to the classical order.
For the experimentally relevant initial adiabatic product state |Ψ(x, 0)⟩ = χ1(x) |1(x)⟩,

the initial distribution of the classical phase space variables x(t) and pcan(t) are generated
by the Wigner transformation

Wnuc(x(0),pcan(0)) =
1

(2π)d

∫
dyχ1(x(0)−

y

2
)χ∗

1(x(0) +
y

2
)eipcan(0)·y , (4.30)

and the initial distribution of λµ(0) is given by p(λµ(0) = aµ) = |⟨1(x)|aµ⟩|2, where |aµ⟩
are the eigenvectors of Λ̂µ with eigenvalue aµ, which is identical to the sampling procedure
of GDTWA.

An (arbitrary) observable of the system Ô = Ônuc ⊗ Ôel under the gGDTWA Approach
I is evaluated as

⟨Ô(t)⟩ ≈
∑
µ,aµ

∫
dx(0)dpcan(0)Wnuc(x(0),pcan(0))Ow,nuc(x(t),pcan(t))cµp(λµ(0) = aµ)λµ(t) ,

(4.31)
which is also identical to the GDTWA, Eq. (4.7).

The reducing computational efforts technique discussed in the last subsection, using
quasi-phase point operators, of GDTWA can also be used in the Approach I, which yields
the following EOMs

ẋj(t) =
pcan,j(t)

mj

− tr{ÂjĴα(t)}
mj

,

ṗcan,j(t) = −∂j tr{V̂ Ĵα(t)} − ∂j tr{B̂Ĵα(t)}+
∑
k

pcan,k(t)∂k tr{ÂjĴα(t)}
mk

,

J̇α(t) = i[Jα(t), V̂ + B̂ −
∑
j

pcan,j(t)Âj

mj

] ,

iℏ
d

dt

∣∣Ψα
±(t)

〉
= (V̂ + B̂ −

∑
j

pcan,j(t)Âj

mj

)
∣∣Ψα

±(t)
〉
,

(4.32)
where the parameter notations are identical to the GDTWA. Also, the observables evalua-
tions can be expressed as

⟨Ô(t)⟩ ≈
∑
α

∫
dx(0)dpkin(0)wαWnuc(x(0),pkin(0))Ow,nuc(x(t),pkin(t)) Tr

{
Ĵα(t)Ôel

}
.

(4.33)
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The approach I is not gauge invariant because the canonical momentum is not gauge
covariant. For simplicity, we consider the vanishing gauge curvature scenario. The repre-
sentation transformation from the adiabatic representation to the diabatic representation can
be expresssed as Û(x) with the matrix elements Uab(x) = ⟨a′|b⟩, where |a′⟩ is the diabatic
basis and |b⟩ is the adiabatic basis. The algebraic properties of Û are ∂jÛ = −iÛÂj and
∂jÛ † = iÂjÛ †. In the diabatic representation, V̂ d = Û V̂ Û †, Ĵd

α = Û ĴαÛ
†, Âd

j = 0, and
B̂d = 0. Replacing respectively Ĵα, V̂ , and Âj with Ĵd

α, V̂ d, and Âd
j in Eq. (4.32), we can

verify that the equality of Ĵα(t) holds if

i[Ĵα, B̂ −
∑
j

Âj tr{ÂjĴα}
mj

] ≡ 0 , (4.34)

which is not satisfied in general. Therefore, Approach I is not a gauge invariant method.

Approach II

Approach II consists in truncating the Heisenberg equation of p̂kin,j , x̂j , and Λ̂µ to the classi-
cal order, and replace themwith classical phase space variables xj , pkin,j , and λµ. In contrast
to the canonical momentum p̂can,j used in Approach II, the kinematic momentum p̂kin,j is
gauge co-variant. Such variable choice is also widely used in the context of semiclassi-
cal theories, for instance, quantum chromodynamics plasmas [252], superconductors [253],
topological matter [254], and chemical non-adiabatic systems [54,76,255,256]. The corre-
sponding Heisenberg EOMs are

˙̂xj(t) = p̂kin,j(t)/mj ,

˙̂pkin,j(t) = −∂jVµΛ̂µ(t)− fµνξAj,µVνΛ̂ξ(t) +
∑
k

p̂kin,k(t)Fjk,µΛ̂µ(t) + H.c.

2mk

,

˙̂
Λµ(t) = fµνξ[

Vν
2

− p̂kin,j(t)Aj,ν

2mj

]Λ̂ξ(t) + H.c. ,

(4.35)

where Fjk,µ is the gauge curvature Eq. (2.15).
Similar to ordinary GDTWA, in the gGDTWA Approach II the EOMs of phase space

variables xj(t), pkin,j(t), and λµ(t) in each single trajectory assume the same form of the
EOMs of the operators x̂j(t), p̂kin,j(t), and Λ̂µ(t),

ẋj(t) = pkin,j(t)/mj ,

ṗkin,j(t) = −∂jVµλµ(t)− fµνξAj,µVνλξ(t) +
∑
k

pkin,k(t)Fjk,µλµ(t)

mk

,

λ̇µ(t) = fµνξ[Vν −
pkin,j(t)Aj,ν

mj

]λξ(t) .

(4.36)

Though x and pkin are not canonical variables, the phase space volumes in Approach II
are invariant during the propagation. The sufficient and necessary condition of time inde-
pendent phase space volume elements is ∇z⃗t · ˙⃗zt = 0 [254], where zt is the collection of
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phase space variables, z⃗t = {x(t),p(t), λ1(t), · · · , λN2(t)}. It is straightforward to verify
that ∇z⃗t · ˙⃗zt = 0 for Eq. (4.36) in the Approach II. Therefore, the phase space volume of
Approach II is time independent.

The initial sampling of x(0), pkin(0), and λµ(0) for the initial adiabatic product state
is generated in a two-step procedure. The first step is to generate the initial distribution of
x(0), pcan(0), and λµ(0) by the method in Approach I. The second step is to computepkin(0)

according to pcan(0),

pkin(0) = pcan(0)−Aµλµ(0) . (4.37)

The observables Ô can be evaluated as

⟨Ô(t)⟩ ≈
∑
µ,aµ

∫
dx(0)dpkin(0)W̃nuc(x(0),pkin(0))Õw,nuc(x(t),pkin(t))cµp(λµ(0) = aµ)λµ(t) ,

(4.38)
where Õw,nuc(x,pkin,j) = Ow,nuc(x,pkin,j+Aµλµ), i.e., Wigner transformation with shifted
momentum. The function W̃nuc(x(0),pkin(0)) denotes the initial distribution of phase space
variables. Numerically, we found that W̃nuc(x(0),pcan(0)) can be well approximated by
Wnuc(x(0),pcan(0)) as given by Eq. (4.30) when the initial wave packet center is not close
to the conical intersection point for on-the-fly simulation. That is, the momentum shift in
the second step in the procedure for the generation of pkin(0) can be neglected, at least for
the benchmark models considered in this chapter. Similar to the Approach I, the technique
to transfer the variables to the discrete quasi-phase point operators used in the GDTWA can
still be applied here, which yields the following EOMs and observables evaluations,

ẋj(t) =
pkin,j(t)

mj

,

ṗkin,j(t) = −∂j tr{V̂ Ĵα(t)}+ i tr{[Âj, V̂ ]Ĵα(t)}+
∑
k

tr{F̂jkJα(t)}pkin,k(t)
mk

,

J̇α(t) = i[Ĵα(t), V̂ −
∑
j

pkin,j(t)Âj

mj

] ,

iℏ
d

dt

∣∣Ψα
±(t)

〉
= (V̂ −

∑
k

pkin,k(t)Âk

mk

)
∣∣Ψα

±(t)
〉
,

(4.39)

⟨Ô(t)⟩ ≈
∑
α

∫
dx(0)dpkin(0)wαW̃nuc(x(0),pkin(0))Õw,nuc(x(t),pkin(t)) Tr

{
Ĵα(t)Ôel

}
.

(4.40)
A major difference between the approach I and II is that approach II is gauge invariant

because of the gauge covariance of the kinematic momentum. For convenience, we use
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the quasi-phase point operator technique. It is straightforward to verify that Eq. (4.39) is
invariant under the following transformation

x′j = xj ,

p′kin,j = pkin,j ,

Ĵ ′
α = Û ĴαÛ

† ,

V̂ ′ = Û V̂ ′Û † ,

Â′
j = ÛÂjÛ

† − i(∂jÛ)Û
† ,

F̂ ′
jk = ∂jÂ

′
k − ∂kÂ

′
j − i[Â′

j, Â
′
k] .

(4.41)

where Û is an arbitrary unitary transformation. In fact, this transformation is identical to the
transformation Eq. (2.16) except that all operators are replaced by phase space variables.

Discussion

In this subsubsection, the differences between Approach I and II are analyzed detail, and
we highlight the different preferred scenario for the two approaches. We also discuss how
the gGDTWA construction differs from common adiabatic mapping approaches in quantum
chemistry.

We stress that the gGDTWA Approaches I and II are different methods, even though
they share the same initial sampling and start from equivalent Heisenberg equations. If we
replace pcan(t), x(t), and λµ(t) in Eq. (4.29) with pkin(t) = pcan(t)−Aµλµ(t), Eq. (4.36)
will not be obtained. Formally, the differences arise from the different Λ̂µ-dependent re-
lation in Eq. (4.28) and Eq. (4.35). Both Eq. (4.28) and Eq. (4.35) are formally linear Λ̂µ-
dependent. However, among the variables in Eq. (4.35), p̂kin also depends linearly on Λ̂µ,
which leads to a quadratic Λ̂µ dependence in Eq. (4.35). In contrast, all variables x̂, p̂can,
and Λ̂µ in Eq. (4.28) are independent, and therefore only a linear dependence on Λ̂µ appears
in Eq. (4.28).

At first sight, it seems plausible that the Approach I should be the preferred route since
the corresponding Heisenberg EOMs Eq. (4.28) have an apparent linear dependence on Λ̂µ

and the truncation variables [257] are the canonical variables. Indeed, Approach I is identical
to the ordinary GDTWA, which displays excellent performance in several common experi-
mentally relevant spin-boson coupled models [52, 95]. However, there are two main draw-
backs of Approach I. First, Approach I is not gauge invariant. Second, it still requires the
knowledge of higher order derivatives of the gauge vector potential Âwhen the gauge curva-
ture is vanishing, which is highly non-trivial for electronic structure calculations. Moreover,
the higher order derivative of the gauge vector potential could also cause numerical insta-
bilities when the gauge vector potential itself is singular. These drawbacks make Approach
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I unsuitable for semi-classical on-the-fly dynamics simulations. Approach II overcomes
these shortcomings of Approach I. First, when the gauge curvature vanishes, Approach II
only uses the potential, its gradient, and first-order derivative coupling, which are the direct
outputs of electronic structure computations. Second, all the variables are gauge invariant
or gauge co-variant. The above advantages are crucial for numerical as well as theoretical
aspects. Numerically, Â is singular near conical intersections in the adiabatic representa-
tion. Hence, simulations in this representation may present numerical instabilities close to
conical intersections and may require impractically small time steps. However, such nu-
merical problems can be alleviated by introducing a local quasi-diabatic basis [258–262].
These numerical tricks are possible within Approach II because of its gauge independence,
and could be used to improve its numerical efficiency. The quadratic Λ̂µ dependence in
Eq. (4.35) does not harm the accuracy too much since the first-order derivatives are usually
small except in the region near the conical intersection points. To summarize, Approach I is
suitable for ordinary synthetic gauge field models, while Approach II is more convenient for
chemical on-the-fly simulations, in which the gauge curvature can be approximated as zero
and where the adiabatic electron basis is used. For this reason, we also call the Approach II
with vanishing gauge curvature as adiabatic GDTWA (aGDTWA).

Another interesting difference between the two approaches is that Approach II has a
well-defined classical limit while Approach I does not. In the classical limit, the nuclear
DOFs are classical particles with an internal DOF (spin DOF). The description of the clas-
sical particles should be independent from the gauge choice of the internal DOF. Approach
II is consistent with this construction principle, whereas Approach I is not. In fact, common
qualitatively semi-classical analysis of non-Abelian gauge theory usually use the kinematic
momentum.

Finally, it is useful to discuss the difference between the approaches to construct the
semi-classical theory pursued in this chapter and the common approach for semi-classical
molecular dynamics on-the-fly simulation in the adiabatic representation (implying vanish-
ing gauge curvature). The EOMs of Approach II are obtained by truncating the quantum
EOMs with kinematic momentum, which is marked as red arrows in Fig. 4.10. The black
arrow in Fig. 4.10 represents the Approach I, in which we perform the de-quantization with
canonical momentum. The common way to construct the semi-classical theory for on-the-
fly simulations is illustrated as the blue arrows in Fig. 4.10. The starting point is the diabatic
quantumHamiltonian (gauge vector potentials are zero). The classical diabatic Hamiltonian
is obtained by de-quantization directly. One can perform the canonical transformation to
obtain the classical adiabatic Hamiltonian as well as the EOMs. The canonical momentum
coincides with the kinematic momentum in the diabatic basis. However, EOMs are differ-
ent when we perform de-quantization with kinematic/canonical momentum in the adiabatic
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basis. This difference implies that the operations of de-quantization and canonical transfor-
mation do not commute with each other [263], and explains for the case of vanishing gauge
curvature why Approach I and Approach II yield inequivalent theories.

Improper Adiabatic 
Semiclassical Theory 

(Approach I)

De-quantization 
with pkin or pcan

Quantum Gauge 
Transformation

De-quantization 
with pcan

De-quantization 
with pkin

Classical Canonical 
Transformation

Diabatic Classical 
Hamiltonian

Adiabatic Quantum 
Hamiltonian

Correct Adiabatic 
Semiclassical Theory 

(Approach II)

Diabatic Quantum 
Hamiltonian

Figure 4.10. The conceptual diagram of constructing the semiclassical theory in the adia-
batic representation (vanishing gauge curvature). Inequivalent results can be obtained be-
cause de-quantization and canonical transformation are not commuting operations. The blue
arrows represent de-quantization then canonical transformation, which leads to the correct
semiclassical theory for on-the-fly simulations. Gauge transformation then de-quantization
with pkin (Approach II, red arrows) also gives the correct semiclassical theory, while gauge
transformation then de-quantization with pcan (Approach I, black arrow) cannot. We stress
that “improper” and “correct” refers only to the adiabatic representation such as required for
on-the-fly simulations. In other scenarios, Approach I may provide better simulation results
than Approach II.

To summarize, we established two different gGDTWA, approach I and approach II trun-
cating canonical and kinematic momentum, respectively. The approach I is more similar
to the GDTWA, and more suitable for synthetic gauge field theory simulations, while the
approach II is gauge invariant and more suitable for on-the-fly simulations.
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4.2.2 Numerical results

In this subsection, we present numerical benchmarks of the gGDTWA approaches derived
above. In the first two subsubsections, the comparison between Approach I and II for par-
ticles in a synthetic gauge field is presented. In the third subsection, we present the results
of Approach II as well as other popular semi-classical methods for the quantum chemistry
on-the-fly simulations.

Atom in synthetic gauge field

As first example, we consider a neutral ultracold atom in an optical lattice. This is an ex-
cellent experimental platform to observe, e.g., Zitterbewegung (ZB) and spin Hall effect
(SHE) [222,248,249]. The system Hamiltonian is

H =
1

2m
(p̂y − ℏk0ϵRσ̂z)2 +

1

2m
(p̂x + ℏk0ϵRσ̂y)2 +

ℏ2k20
m

ϵRσ̂z , (4.42)

where ϵR =
√
2− 1, k0 = 2π/820nm−1 is the wavenumber of the lattice laser, andm is the

mass of the atoms, which we assume to be 87Rb. The initial state is prepared as the Gaussian
wave packet

Ψ(x, y, t = 0) =
d√
2π

∫
dkxdkye

ikyy+ikxxe−(kyyd)2/2−(kxxd)2/2

(
1

1

)
, (4.43)

where k0d = 16.2.
The system is exactly solvable. The eigenstates of the Hamiltonian Eq. (4.42) are the

momentum eigenstates,

ϕk,+(x, y) = eikyy+ikxx

(
cos θk

2

i sin θk
2

)

ϕk,−(x, y) = eikyy+ikxx

(
sin θk

2

−i cos θk
2

)
, (4.44)

where

cos θk =
k0 − ky√

(k0 − ky)2 + k2x
,

sin θk =
kx√

(k0 − ky)2 + k2x
, (4.45)

and the corresponding eigenvalues are

E(k,+) =
ℏ2k2x + ℏ2k2y

2m
+ ϵk

E(k,−) =
ℏ2k2x + ℏ2k2y

2m
− ϵk , (4.46)
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time [µs]

Figure 4.11. Population of ⟨x(t)⟩. Approach I (red solid) fits the exact result (black solid),
however, Approach II (blue solid) has a huge mismatch with exact result.

Figure 4.12. Trajectories of the expectation value of ⟨y1,2(t)⟩−⟨x(t)⟩. Both Approach I (red
solid) and Approach II (blue solid) show the separation of the projected expectation value
by spin state. However, Approach II fails to reproduce the exact solution while Approach I
is also quantitatively correct.
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where

ϵk =
ℏ2k0
m

ϵR

√
(k0 − ky)2 + k2x (4.47)

The time-dependent wave function solution of Eq. (17) can then be obtained explicitly
as

Ψ(x, y, t) =
d√
π

∫
dkxdkye

−(kyyd)2/2−(kxxd)2/2eikyy+ikxxe−i
ℏ2k2x+ℏ2k2y

2m
tΦ(kx, ky, t) , (4.48)

where

Φ(kx, ky, t) =
1√
2
cos ϵkt

(
1

1

)
− 1√

2
ie−iθk sin ϵkt

(
1

−1

)
. (4.49)

In Fig. 4.11, we compare the dynamics of ⟨x(t)⟩ for the exact solution, Approach I, and
Approach II. Both approaches are averaged over 106 trajectories (although convergence is
not fully reached, this value is sufficient to show the salient features of the two methods).
The oscillation of ⟨x(t)⟩ is the typical feature of the phenomenon of ZB. Approach I fits the
exact solution almost perfectly, while Approach II has a considerable mismatch. Another
typical feature of ZB is the wave packet separation by spin state, also known as spin Hall
effect. In Fig. 4.12, we plot the spin separation, i.e., the expectation value of ⟨y1,2(t)⟩ =

⟨y(1 ± σ̂z(t))/2⟩. Although both Approach I and Approach II show a clear separation,
Approach I outperforms Approach II significantly in its quantitative agreement with the
exact solution.

Linear vibronic coupling model as a synthetic gauge field theory

As we presented in the second chapter, the LVCmodel is an excellent platform for synthetic
gauge field implementation [222] via mapping Qj = −pj and Pj = xj . In this subsub-
section, we also consider the three-mode-two-state pyrazine-based model, which is used in
GDTWA benchmarking. For the parameters and initial state preparation, see the Sec. 4.1.2.
The gauge Hamiltonian (after mapping with the spirit of Eq. (2.181)) of the model is

H =
1

2

∑
j

ωj(Pj − Aj)
2 + V , (4.50)

where

V =
1

2

∑
j

ωjQ
2
j +

√
2

2
(E1 − E2 −

(κ
(1)
1 )2 − (κ

(2)
1 )2

2ω1

− (κ
(1)
6a )

2 − (κ
(2)
6a )

2

2ω6a

)Λ̂3 , (4.51)
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Figure 4.13. Population of the diabatic excited state of a three-modes two-states model
based on pyrazine. Results are obtained by Approach I (red solid), Approach II (blue solid
line), and MCTDH (black solid). While both semiclassical approximations qualitatively
describe the long-time relaxation, Approach II completely fails to capture the oscillations in
the short to medium time dynamics.

and

A1 = −κ
(1)
1 + κ

(2)
1

2ω1

−
√
2
κ
(1)
1 − κ

(2)
1

2ω1

Λ̂3 ,

A6a = −κ
(1)
6a + κ

(2)
6a

2ω6a

−
√
2
κ
(1)
6a − κ

(2)
6a

2ω6a

Λ̂3 ,

A10a = −
√
2
λ
(12)
10a

ω10a

Λ̂1 . (4.52)

We focus on the diabatic excited state population Pe dynamics rather than the nuclei ob-
servables. In Fig. 4.13, we compare the population of Pe for numerically converged Multi-
configuration time-dependent Hartree (MCTDH) calculations [33, 34, 251], which provide
the exact benchmark, as well as Approach I and Approach II. Both Approach I and II are av-
eraged over 106 trajectories. For this model, Approach I is identical to the ordinary GDTWA
method. As the Fig. 4.13 shows, Approach I captures both the short time dynamics as well
as the long time relaxation with a satisfying accuracy. Approach II has some better quan-
titative agreement as regards the value of the long-time relaxation, but completely fails to
describe the oscillations in the short to medium time behavior.
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Figure 4.14. Population of the excited adiabatic state of a two-modes two-states model
based on pyrazine. Results are obtained by aGDTWA (blue solid line), Ehrenfest method
(yellow dashed line), SQC (red dashed), GDTWA in the diabatic representation (blue rectan-
gles), PLDM (brown dashed), Spin-PLDM (green dashed) and MCTDH (black solid). All
the semiclassical methods considered capture the dynamics qualitatively, but to different
levels of quantitative agreement, with GDTWA being among the top-performing methods.
Model parameters: ω1 = 3.650 × 10−3, ω2 = 4.186 × 10−3, a = 48.45, c = 4.946 × 10−4

and ∆ = 0.02757.
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On-the-fly simulation for linear vibronic coupling models

In this subsubsection, we consider the on-the-fly simulation for two-modes two-states LVC
models [2, 264] with a tuning coordinate X and a coupling coordinate Y . The Hamiltonian
is selected as Eq. (2.175). The corresponding adiabatic states are already discussed in the
second chapter. We consider three models, Pyrazine molecule, bis(methylene) adamantyl
(BMA), and Butatriene cation [220,221], corresponding to the model parameters listed be-
low the respective figure (Fig. 4.14 to 4.16). We prepare the initial electronic state as the
excited adiabatic state with correct geometric phase |e⟩g (for details, see Sec. 2.4.4), and the
nuclear state as

Ψ(X,Y ) =
(ω1ω2)

1/4

π1/2
exp
{
−ω1

2
(X − a

2
)2 − ω2

2
Y 2
}
. (4.53)

We compare the population of excited adiabatic states as obtained by numerically con-
verged Multi-configuration time-dependent Hartree (MCTDH) calculations [33, 34, 251],
which provide the exact benchmark, the Ehrenfest method [2], the symmetrical window-
ing quasi-classical (SQC) method [55, 57, 75] with the standard triangle window, partially
linearized density matrix (PLDM) [67, 68], spin partially linearized density matrix (Spin-
PLDM) [77,78], aGDTWA, and GDTWA in the diabatic representation. Spin-PLDM is av-
eraged over 5× 105 trajectories and all the other semi-classical methods are averaged over
105 trajectories to ensure convergence. As Figs. 4.14, 4.15, and 4.16 show, aGDTWA as
well as the other semi-classical methods capture the dynamics qualitatively well. SQC and
aGDTWA predict the best agreement with the exact results for all models, and aGDTWA
slightly outperforms SQC in the pyrazine model. Interestingly, compared with SQC and
GDTWA, Spin-PLDM gives a promising result for the pyrazine model (better than SQC),
but performs slightly worse than SQC and aGDTWA in the BMA and butatriene models.
aGDTWA and GDTWA in the diabatic representation coincide perfectly in all three mod-
els. In Figs. 4.17, 4.18, and 4.19, the position ⟨X⟩ and kinematic momentum ⟨PX⟩ of the
three models are presented. All the semiclassical methods capture the dynamics qualitively,
with aGDTWA, SQC, and Spin-PLDM demonstrating the best performance out of the cho-
sen methods. Figures 4.20, 4.21, and 4.22 provide the benchmarks of the adiabatic ground
state-specific position ⟨X⟩g and the adiabatic excited state-specific position ⟨X⟩e for the
three models. The position expectation averaged on each adiabatic surface are correlations
of higher order, and thus are challenging for the linearized semi-classical methods. How-
ever, SQC, Spin-PLDM, and GDTWA still provide qualitatively correct results. Specifi-
cally, GDTWA overestimates the coherent dynamics of ⟨X⟩e in Figs. 4.20 and 4.22 but it
still has a satisfactory accuracy for those two models, especially for the region 0-25 fs of the
pyrazine model in Fig. 4.20. As these results illustrate, aGDTWA provides a competitive
and numerically tractable method to treat non-adiabatic chemical systems.
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Figure 4.15. Similar to Fig. (4.14), but for BMA-based model. All the methods capture
the dynamics qualitatively. Model parameters: ω1 = 7.743 × 10−3, ω2 = 6.680 × 10−3,
a = 31.05, c = 8.092× 10−5, and ∆ = 0.00000.

Figure 4.16. Similar to Fig. (4.14), but for Butatriene-based model. All the methods capture
the dynamics qualitatively. Model parameters: ω1 = 9.557 × 10−3, ω2 = 3.3515 × 10−3,
a = 20.07, c = 6.127× 10−4, and ∆ = 0.01984.
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Figure 4.17. Population of position ⟨X⟩ and kinematic momentum ⟨PX⟩ of a two-modes
two-states model based on pyrazine. Results are obtained by aGDTWA (blue solid line),
Ehrenfest method (yellow dashed line), SQC (red dashed), GDTWA in the diabatic represen-
tation (blue rectangles), PLDM (brown dashed), Spin-PLDM (green dashed), and MCTDH
(black solid). All the methods capture the dynamics qualitatively and even quantitatively,
especially in the case of aGDTWA and SQC.

Figure 4.18. Similar to Fig. (4.17), but for BMA-based model. All the methods capture the
dynamics qualitatively.
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Figure 4.19. Similar to Fig. (4.17), but for Butatriene-based model. All the methods capture
the dynamics qualitatively, Spin-PLDM, SQC and aGDTWA even quantitatively.

Figure 4.20. Population of the adiabatic ground state-specific position ⟨X⟩g and the
adiabatic excited state-specific position ⟨X⟩e of a two-modes two-states model based on
pyrazine. Results are obtained by aGDTWA (blue solid line), Ehrenfest method (yellow
dashed line), SQC (red dashed), GDTWA in the diabatic representation (blue rectangle),
PLDM (brown dashed), Spin-PLDM (green dashed), and MCTDH (black solid). All the
methods capture the dynamics qualitatively.
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Figure 4.21. Similar to Fig. (4.20), but for BMA-based model. All the methods capture the
dynamics qualitatively.

Figure 4.22. Similar to Fig. (4.20), but for Butatriene-based model. All the methods capture
the ⟨X⟩g dynamics qualitatively, while ⟨X⟩e dynamics is challenging for them except SQC.
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Let us finally comment on the role of the geometric phase in both aGDTWA and numeri-
cally “exact” methods, which in the adiabatic representation is introduced by the singularity
generated by the conical intersection. As we discussed in the Sec. 2.4.4, to account for it, we
employ complex-rotated adiabatic states rather than real adiabatic states [221]. For the full
quantum mechanical reference simulations, which are performed in the diabatic representa-
tion, the complex adiabatic basis results in a consistent adiabatic-to-diabatic transformation
of the initial adiabatic stateΨ(X,Y )⊗|e⟩g. In contrast, the choice of adiabatic basis has no
significant influence on the aGDTWA computations, which for the investigated model yield
almost indistinguishable results with and without the complex rotation (data not shown).
Notice that Âg

X = −∂Xθ
2
(Î + σ̂y) and Âg

Y = −∂Y θ
2
(Î + σ̂y) for complex basis, as well as

Âg
X = −∂Xθ

2
σ̂y and Âg

Y = −∂Y θ
2
σ̂y for real basis, only difference between them is propor-

tional to the identity operator. Therefore, the EOMs using either a complex or a real basis
are identical, and the only difference lies in the shift of the initial nuclear momentum when
using Eq. (4.37), which can be neglected for the considered benchmark models. These re-
sults indicate that the linearized semiclassical method with normal real adiabatic basis can
capture geometric phase effects for the dynamics when the initial state is prepared in the
excited state, which coincides with the findings of Ref. [221].

To summarize, in this subsection we have introduced two gGDTWA. The approach I,
obtained by truncating canonical momentum, is more similar to the GDTWA, and has a
better performance for synthetic gauge fieldmodels. The approach II, obtained by truncating
kinematic momentum, is gauge invariant and more suitable for on-the-fly simulations.

4.3 Conclusions

In this chapter, we have introduced a recently developed linearized semiclassical method for
quantum lattice systems, GDTWA, to chemical non-adiabatic systems with detailed theo-
retical analysis and numerical benchmarks. We re-wrote GDTWA in the unified expression
proposed in the last chapter. Such re-writing can not only reduce the computational efforts,
but also provide the convenience of comparison with other mapping approaches. GDTWA
can be regarded as a fully-partially linearized method, which has two coupled electronic
states in one trajectory, and the initial electronic DOFs are sampled via discrete electronic
phase space. Such sampling also accounts for a reduced ZPE without an explicit ZPE pa-
rameter. For the initial diagonal states, GDTWA can sample the correct intra-electron corre-
lations. Numerical benchmarks show that GDTWA is reliable for various chemical models,
including scattering models and LVC models.

We also developed two gGDTWA, which establishes the foundation for treating par-
ticles in non-Abelian gauge fields using the GDTWA formalism. The Approach I, using
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canonical momentum, presents very promising results for the synthetic gauge fields, while
the gauge-invariance property of Approach II, using kinematic momentum, provides the
freedom of representation choice required in quantum chemistry for on-the-fly simulations.
Thus, Approach II can be combined with popular diabatization approaches to avoid issues
with possible singularities. We also discussed the sampling of the initial adiabatic product
state, and showed that the two-step sampling procedure can be approximated by a single
step for on-the-fly simulations. We believe the gGDTWA will provide a powerful tool for
the simulation of systems with synthetic gauge fields [102] and on-the-fly semiclassical
simulations.





Part III

Quantum Simulations for Quantum
Dynamics of Chemical Systems
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The main difficulty of simulating nonadiabatic quantum dynamics as well as other quan-
tum phenomena arises from the incompatibility between classical computers and quantum
effects, i.e., the exponential growth of Hilbert space makes the demanded computational
resources blow up. Already in the last two parts, we presented numerically “exact” methods
(mainly MCTDH) and linearized phase space methods to mitigate this problem. However,
both of them have their own limitations. MCTDH tries to account for quantum effects as
much as possible, but suffers from the exponential growth of computational efforts. Ad-
ditionally, the efficient representation of MCTDH wave function ansatz relies on the en-
tanglement of the system, which prohibits its application to the long time dynamics [33].
Linearized phase space methods account for the quantum effects of initial states while ap-
proximating the dynamics classically. They are qualitatively correct only for systems with
negligible quantum coherence [96, 225].

Is it possible to simulate an arbitrary quantum system quantitatively without exponential
resources? The answer is yes! In 1982, Richard Feynman [83] proposed the concept of quan-
tum simulators: “Let the computer itself be built of quantum mechanical elements which
obey quantum mechanical laws.” Although we are still far away from large scale quantum
simulations, research on the field is extremely active and numerous progresses have been
achieved [265]. This part includes the discussion of quantum simulations as computation-
ally cheap and reliable methods for nonadiabatic quantum dynamics. In chapter 5, we will
present the background knowledge of quantum simulations. In chapter 6, we will present a
simple but efficient scheme to protect the symmetry in quantum simulations. We will also
show how this schemeworks in lattice gauge theory (LGT) and hydrogenmolecules. Specif-
ically, quantum simulations of U(1) LGT and hydrogen molecule with linear penalties have
potential applications in atom-in-cavity models and nonadiabatic quantum dynamics under a
novel framework [86,87], respectively. Additionally, digital quantum simulations of hydro-
gen molecules with linear penalties can also be used in the quantum cooling algorithm [266]
for electronic structure computing.





Chapter 5

Background on Quantum Simulators

Simulations are the mimicries of real world systems by conducting experiments with model
systems, which are approximations of real systems, on either silicon chips, or physical ob-
jects. As we stated in Chapter 2, models are approximations of real systems while retaining
key characteristics. Strictly speaking, almost all of numerics on computers are simulations
because all known physical laws are only valid in certain energy scales. When people talk
about simulations, they overwhelmingly mean computer simulations because of the power
of modern computers. However, there do exist simulations performed on physical objects
when the problem is too complicated for computers. An explicit example is the usage of
wind tunnels in aerodynamics. Navier–Stokes equations of fluid dynamics are hard for
computers, therefore, wind tunnels are often used in aerodynamics. Similar to fluid dynam-
ics, quantum dynamics is challenging for classical computers. As an alternative compute
paradigm that is currently emerging, it has been proposed to use quantum devices to per-
form simulations for quantum systems [81–83]. Such quantum devices are so called quan-
tum simulators (QSs). This type of processes is known as quantum simulation. There are
two conceptually different QSs [84, 85] (and corresponding quantum simulations), digital
QSs (DQSs) and analog QSs (AQSs). Several theoretical and experimental achievements of
quantum simulations on chemistry have beenmade in recent years, for instance, analog [267]
and digital [268, 269] quantum simulation of nonadiabatic dynamics, analog simulation of
electronic structure [270], which will be discussed in the corresponding sections.

This chapter is organized as follows. DQSs, which are closely related to quantum com-
puters, will be covered in Sec. 5.1. We will also discuss successful quantum algorithms and
their applications on chemistry in this section. In Sec. 5.2, we will discuss AQSs.
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5.1 Digital quantum simulator

The DQS is one specific application of circuit models of quantum computations. In the first
subsection, we will briefly review the circuit models of quantum computations, and quan-
tum algorithms. In the second subsection, we will discuss the implementations of digital
quantum simulations. Quantum error correction (QEC) and fault-tolerant quantum compu-
tation will be reviewed in the third subsection. In the fourth subsection, we will discuss
quantum error mitigation (QEM) and noisy intermediate-scale quantum era.

5.1.1 Basics of circuit models of quantum computations

There are some other models of quantum computations, for instance, quantum walk [271]
and adiabatic quantum computing [272], however, for simplicity, quantum computations
in this thesis are referred to as circuit models of quantum computations if not specified
otherwise. Before discussing how quantum computers work, it is beneficial to review the
functioning of classical computers. In classical computers, all algorithms are transferred to
logical gate operations (AND gate, OR gate, NOT gate, etc.) on classical bits in a register,
and outputs of algorithms are obtained by measurement results of classical bits. Similarly, in
quantum computers, quantum algorithms are transferred to quantum logical gate operations
on qubits in a quantum register, and outputs of algorithms are obtained by measurement
results of qubits. Next, we will introduce these new concepts in detail [81].

A qubit is the quantum version of a classical bit. Unlike the classical bit characterized
by two statuses 0 and 1, a qubit is a two-state quantum system

|Ψ⟩ = α |0⟩+ β |1⟩ , (5.1)

where α and β are arbitrary complex numbers. A quantum register compromises multiple
qubits. Therefore, the Hilbert space of a quantum register grows exponentially with the
number of qubits. Quantum logical gates are unitary transformations which act on quantum
registers. In this sense, quantum computers are devices which obey quantum mechanics
rigorously. That is the reason why DQSs can simulate quantum dynamics efficiently.

In the circuit diagram [273], a qubit is represented by a line, and quantum logic gates are
represented by rectangles on the line. Here, we list several commonly used quantum gates
and their notations in the circuit diagram.

Single qubit gates are unitary operations which only act on a single qubit. They do not
generate quantum entanglement between different qubits. The Pauli gates (X,Y,Z) are three
single qubit gates, and they are identical to the corresponding Pauli matrices,

X , X =

(
0 1

1 0

)
, (5.2)
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Y , Y =

(
0 −i
i 0

)
, (5.3)

Z , Z =

(
1 0

0 −1

)
. (5.4)

Specifically, X gate is also called NOT gate since it flips a qubit. Therefore, it is a quantum
version of classical NOT gate. One can also define the square root of the NOT gate,

√
NOT ,

√
NOT =

1

2

(
1 + i 1− i

1− i 1 + i

)
. (5.5)

It is not hard to verify that (
√
NOT)2 = NOT.

The phase shift gate is a family of single qubit gates, which adds an additional phase
factor on state |1⟩,

P (φ) , P (φ) =

(
1 0

0 eiφ

)
. (5.6)

There are several commonly used phase shift gates, P (π) = Z, P (π
2
) = S =

√
Z, and

P (π
4
) = T =

√
S.

The rotation gates are defined as the rotation operators on a single qubit,

Rx(θ) , Rx(θ) =

(
cos θ

2
−i sin θ

2

−i sin θ
2

cos θ
2

)
, (5.7)

Ry(θ) , Ry(θ) =

(
cos θ

2
− sin θ

2

sin θ
2

cos θ
2

)
, (5.8)

Rz(θ) , Rz(θ) =

(
exp
(
−i θ

2

)
0

0 exp
(
i θ
2

) ) . (5.9)

Any arbitrary single qubit gate can be expressed as the product of three or less rotation gates.
The Hadamard gate maps z-polarized states |0⟩, |1⟩ to x-polarized states 1√

2
(|0⟩ + |1⟩)

and 1√
2
(|0⟩ − |1⟩),

H , H =
1√
2

(
1 1

1 −1

)
. (5.10)

Two-qubit gates act on two qubits, and thus can generate non-trivial quantum entangle-
ment. One of the most used two-qubit gate is controlled-U gate,

U
, CU = |0⟩ ⟨0| ⊗ |1⟩ ⟨1|+ |1⟩ ⟨1| ⊗ U , (5.11)



120 Digital quantum simulator

where the upper line represents the control qubit, and the lower line represents the target
qubit. U gate acts on the target qubit gate if and only if the control qubit is |1⟩. The CNOT
and CZ gates are the most commonly used controlled U gates. In fact, CNOT (CX) gate and
CZ gate have their own notations

, CNOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 , (5.12)

, CZ =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

 . (5.13)

Notice that CZ gate does not have a unique target qubit due to the fact CZ gate only maps
|11⟩ to − |11⟩ while other states remain unchanged, and is thus symmetric.

SWAP gate and
√
SWAP gate are also commonly used two-qubit gates,

, SWAP =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 0

 , (5.14)

√
SWAP ,

√
SWAP =


1 0 0 0

0 1
2
(1 + i) 1

2
(1− i) 0

0 1
2
(1− i) 1

2
(1 + i) 0

0 0 0 1

 , (5.15)

and the relation (
√
SWAP)2 = SWAP holds.

A key concept of quantum gates is the universal quantum gate set. An arbitrary unitary
operator can be expressed by a set of universal quantum gates. Universal quantum gates
are also useful in the initial state preparation procedure, as any initial states can be prepared
by applying the gate operations to the state |0⟩⊗n with the help of universal quantum gates.
One of a set of universal quantum gates is rotation gates Rx, Ry, Rz, phase shift gate P (φ),
and CNOT gate, which can be replaced by

√
SWAP gate.

The readout of quantum algorithms is determined by quantum measurements. The mea-
surement basis set is usually chosen as {|0⟩ , |1⟩}. According to the Copenhagen interpre-
tation, quantum measurement on qubits makes the wave function of the quantum register
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collapse, and the outputs of measurement results are determined by Born’s rule. Gener-
ally, one needs to run the circuit multiple times and obtain the probability distribution on
measurement basis sets. In the circuit diagram, the measurement is represented by

,

where the line terminates at the end of measurement meaning the operation on the qubit
ends after measuring. Indeed, one can also use the gate to operate the qubit after measur-
ing. In this scenario, one just needs to add a line after measurement in the graph notations.
Sometimes we need to operate other qubits according to the measurement output. It is a
measurement version of controlled-U gate, and this can be represented by

U
.

This notation means that applying U gate to the upper qubit if the measurement output of
lower is |1⟩, otherwise do nothing. Here, the double-line between the measurement and the
U gate represents the classical information, which is different from the single-line in the CU
gate.

Already, we have introduced the basic concepts of quantum computations. To build up a
quantum computer, one needs physical realizations of scalable qubits, to manipulate interac-
tions between qubits to implement a set of universal quantum gates, to prepare simple initial
states such as the product state |0⟩⊗n, and measure the qubits. In practical situations, there
always exists interactions between quantum computers and environments, which causes de-
coherence. Therefore, the decoherence times of quantum computers must be long enough to
support finishing manipulations and measurements. These conditions are the so called Di-
Vincenzo’s criteria [274]. The most attractive experimental schemes of universal quantum
computers to date are trapped ion quantum computers [275–277] and superconducting quan-
tum computers [278,279], but there are also many other platforms, for instance, NMR [280],
Rydberg array [281], quantum dots [282], photons [283], etc [284].

In the end of this subsection, we will briefly review the other important application of
quantum computations: quantum algorithms. Heuristically speaking, gate operations on a
quantum register can be regarded as parallelism computing because of the quantum superpo-
sition. Therefore, one could expect that quantum algorithms have the speedup over classical
algorithms, in which quantum features, such as quantum entanglement and quantum super-
position, play important roles. Another tremendous difference between quantum algorithms
and classical algorithms is that most of quantum algorithms are probabilistic algorithms, be-
cause the outputs of quantum measurements are probability distributions. Here, we will list
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several famous quantum algorithms [285]. One of the most commonly used quantum algo-
rithm is quantum Fourier transform, which has an exponential speedup (O(N2)) compared
with classical Fourier transformation (O(NeN)), where N is the number of qubits. Lots of
quantum algorithms are based on Quantum Fourier transform, for instance, quantum phase
estimation algorithm [286] for estimating eigenvalues of a matrix, HHL algorithm for solv-
ing linear systems of equations [287], Shor’s algorithm [288] for finding the prime factors of
an integer. Specifically, there have been experimental realizations of the quantum phase esti-
mation algorithm for electronic structure computations [289,290]. Another commonly used
quantum algorithm is the Grover’s algorithm [291] for searching unstructured databases,
which only has a quadratic speedup (from O(N) to O(

√
N)), where N is the number of

elements in the unstructured databases. Although it is not as efficient as quantum Fourier
transform, we still gain a lot when N is huge.

5.1.2 Digital quantum simulation

Next, we will review how to use a quantum computer to perform digital quantum simula-
tions. The resources of digital quantum simulation grows linearly with system size, rather
than exponentially as in classical computers. Assume the system Hamiltonian and initial
state are Ĥsys and |Ψ(0)⟩sys, respectively. When the basis of the Hamiltonian Ĥsys is fi-
nite, one can always map the system Hamiltonian Ĥsys as well as the corresponding Hilbert
space onto the Hamiltonian of a quantum register Ĥ and its Hilbert space [84]. We denote
the mapping initial wave state as |Ψ(0)⟩. Then the time dependent state can be expressed as

|Ψ(t)⟩ = Û(t) |Ψ(0)⟩ = e−iĤt |Ψ(0)⟩ , (5.16)

where Û(t) = e−iĤt is the unitary time evolution operator. In principle, one can construct
Û(t) by a set of universal quantum gates. However, the construction can in general be highly
non-trivial. Instead, researchers commonly use the Trotterization strategy to construct the
unitary time evolution operator. Suppose the Hamiltonian can be expressed as

Ĥ =
M∑
l=1

Ĥl . (5.17)

According to the Suzuki-Trotter formula, the evolution operator can be approximated as
[292]

Û(t) = Û(
t

n
)n ≈ [

∏
l

Ûl(
t

n
)]n +

t2

n

M∑
l>m=1

[Ĥl, Ĥm] , (5.18)

where Ûl(
t
n
) = e−iĤl

t
n , and n is the number of time slices. t

n
is also known as Trotter

step size. There are two important ideas behind Eq. (5.18). First, each unitary operator
Ûl(

t
n
) can be constructed efficiently by a set of universal quantum gates, which requires that
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the form of Ĥl should be simple enough, for instance, the summations of few product of
Pauli operators. Second, the unitary evolution operator Û( t

n
) can be well approximated by∏

l Ûl(
t
n
).

The error of the approximation Eq. (5.19) is given by

Û(t)− [
∏
l

Ûl(
t

n
)]n =

t2

n

M∑
l>m=1

[Ĥl, Ĥm] + o(
t3

n2
) . (5.19)

The higher order decomposition can also be constructed, while it increases the number of
gates in each time slices. Eq. (5.19) suggests that the bounded error requires that the number
of total gates should grow quadratically with time n ∼ t2. Fortunately, it has been observed
that t ∼ n, i.e., fixed Trotter step size regardless how long evolution time, is sufficient to
make error of local observables bounded for local Hamiltonians [293, 294]. The last step
of digital quantum simulations is to measure observables of time dependent states. If the
decoherence of DQSs is weak enough, digital quantum simulations can give quantitative
predictions for quantum dynamics with only linearly increasing qubit numbers with system
sizes, which are much less than exponentially increasing bit numbers in classical algorithms.
We also point out there is already a successful theoretical proposal for digital quantum sim-
ulations of nonadiabatic quantum dynamics [295].

5.1.3 Fault-tolerant quantum computation

In engineering, a system is fault-tolerant if it can still work properly when parts of the system
have failures. In this subsection, we will briefly review error corrections in classical and
quantum computers. We will also discuss the resources of errors in quantum computers
[296, 297].

First, we will illustrate the idea of repetition code for error correction in classical com-
puters. Suppose each bit has a probability p ≪ 1 of flipping (an additional undesired NOT
gate) in each gate operation. The simplest strategy to detect and correct this error is the rep-
etition code, of which the key idea is employing redundancy. One can group three physical
bits to one logical bit. The status 000 and 111 of physical bits represent status 0L and 1L,
respectively. One can apply the same gate three times individually to all physical bits, and
measure the statuses of them. The measurement output of logical bits are called syndrome,
which tells us the possible error in logical bits. If all three bits have the same statuses, we
think no errors has occurred in the gate operation. If one single bit has a different status, we
think a flip error has happened on that bit, and apply a NOT gate on that bit to correct it.
The above repetition code rules out all single bit-flip errors, and the probability of the error
reduces from p to 3(1− p)p2 + p3 = 3p2 − 2p3. It can be improved by further redundancy.
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Next we will briefly review the origin of errors in quantum computers. Such errors
can be classified into two categories, coherent errors and incoherent errors [296]. Coherent
errors, which include all errors that make quantum gates deviate from a perfect implementa-
tion while keeping the dynamics of quantum registers still unitary, arise from the imperfect
knowledge or control of Hamiltonians of quantum registers. In contrast, incoherent errors,
which include all errors that make the evolution of quantum registers non-unitary, can be
further classified into three subclasses, decoherence, loss, and leakage. Decoherence errors,
which have been discussed in Sec. 5.1.1, are caused by the interaction between environments
and quantum registers. Sometimes, some qubits in quantum registers could be intractable,
i.e., we cannot manipulate or measure them, and such errors are called loss errors. Qubits
are often implemented by two-level subspaces of particles, for instance, the Hilbert space
of a superconducting qubit is spanned by the ground state and first excited state of an an-
harmonic oscillator. Errors such that particles escape from two-level subspaces are referred
to as leakage errors. It has been shown that evolution of quantum registers with errors can
be efficiently represented by quantum channels. Furthermore, most decoherence and co-
herent errors can be efficiently represented by applying additional X gates (bit-flip error)
and Z (phase-flip error) gates stochastically after each gate operations [296], which can be
efficiently corrected by quantum error correction (QEC) codes, for the details, see the fol-
lowing discussions. QECs for leakage and loss are much more complicated. The readers
who are interested in details of these QECs can check Ref. [296].

Now we are in the position to discuss QEC. Similar to error correction in classical com-
puters, QEC codes also use redundancy. Generally, [[n, k, d]] QEC code represents that n
physical qubits group to k logical qubits with a distance d between basis states. Here, the
distance means the minimal number (larger than zero) of Pauli gate operations which makes
logical qubit invariant; for an explicit example, see the following. The simplest QEC code
is the [[3,1,2]] code for bit-flip errors [296]. The logical states are encoded as

|0⟩ → |0⟩L = |000⟩ , |1⟩ → |1⟩L = |111⟩ , (5.20)

α |0⟩L + β |1⟩L → α |000⟩+ β |111⟩ , (5.21)

where |0⟩L and |1⟩L mean basis states of logical qubits. The distance of this code is 2 since
the logical qubit is invariant underZ1Z2, which contains two Z gates. Already, we see a huge
difference between QEC code and classical repetition code, i.e., different physical qubits in
one logical qubit must be manipulated non-individually. To be more explicit, Pauli X̄ and
Z̄ gates for the logical qubit are

X̄ = X⊗3 , Z̄ = Z⊗3 , (5.22)

which are repetition operations of single qubit gates. However, the gate 1
2
(Z + X) for the
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|Ψ⟩L
Error Correction

|0⟩

|0⟩

Figure 5.1. Circuit diagram of [[3,1,2]] QEC code for detection and correction of single
qubit error. The three-line bundle represents the other qubits in the quatnum register, three
physical qubits encode the logical qubit, and two additional ancilla qubits are introduced.

logical qubit is 1
2
(Z̄ + X̄), which cannot be obtained by operating three physical qubits

individually.

Another huge difference between classical repetition codes and QEC codes arises from
the destructiveness of quantum measurements. For this reason, one has to use ancilla qubits
to extract syndrome information. Figure (5.1) shows the circuit diagram for error detection
and correction of the [[3,1,2]] QEC code. The input state of the whole quantum register
|Ψ⟩L is prepared as

|Ψ⟩L = α |q0⟩ |000⟩+ β |q1⟩ |111⟩ , (5.23)

where |q0⟩ and |q1⟩ represent normalized vectors of other qubits in the quantum register. The
final states before measurements and corresponding correct gates are listed in the Table.5.1.
Ancilla qubits are always eigenstates of measurement basis, hence, quantum measurements
on ancilla qubits do not cause destructiveness of quantum states. When there is only one
single qubit error on the logical qubit, [[3,1,2]] QEC code can recognize and correct all
single bit-flip errors. However, it cannot correct phase-flip errors and multi-bit-flip errors.
In an ideal device with no Z gate errors and low enough probability of X gate errors, [[3,1,2]]
QEC code can work efficiently.

More sophisticated QEC codes can be constructed by stabilizer codes with the knowl-
edge of group theory, for instance, Shor’s code [298], [[5,1,3]] code [299], [[7,1,3]] code
[300], surface codes, etc. Fault-tolerant quantum computations can be implemented with
the help of QEC codes and good enough devices. Specifically, small scale fault-tolerant
quantum computations have been realized in experiments [301, 302], however, we are still
far away from large scale fault-tolerant quantum computations for practical simulations.
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Error gate Final state, |Other⟩ |Logical⟩ |Ancilla⟩ Correction gate
No error (α |q0⟩ |000⟩+ β |q1⟩ |111⟩) |00⟩ None

bit-flip error on qubit 1 (α |q0⟩ |100⟩+ β |q1⟩ |011⟩) |11⟩ X gate on qubit 1
bit-flip error on qubit 2 (α |q0⟩ |010⟩+ β |q1⟩ |101⟩) |10⟩ X gate on qubit 2
bit-flip error on qubit 3 (α |q0⟩ |001⟩+ β |q1⟩ |110⟩) |01⟩ X gate on qubit 3
bit-flip error on qubit 1, 2 (α |q0⟩ |110⟩+ β |q1⟩ |001⟩) |01⟩ X gate on qubit 3
bit-flip error on qubit 2, 3 (α |q0⟩ |011⟩+ β |q1⟩ |100⟩) |11⟩ X gate on qubit 1
bit-flip error on qubit 1, 3 (α |q0⟩ |101⟩+ β |q1⟩ |010⟩) |10⟩ X gate on qubit 2

three bit-flip errors (α |q0⟩ |111⟩+ β |q1⟩ |000⟩) |01⟩ None
one phase-flip error (α |q0⟩ |000⟩ − β |q1⟩ |111⟩) |00⟩ None
two phase-flip error (α |q0⟩ |000⟩+ β |q1⟩ |111⟩) |00⟩ None
three phase-flip error (α |q0⟩ |000⟩ − β |q1⟩ |111⟩) |00⟩ None

Table 5.1. Error gate, final state before measurements and correct gate circuit diagram of
[[3,1,2]] QEC code. Although the phase-flip errors cannot be corrected by the [[3,1,2]] QEC
code, it can still be efficient when bit-flip errors dominate.

5.1.4 Noisy intermediate-scale quantum era

In 2018, John Preskill coined a new word, NISQ [265], which stands for Noisy Intermediate
Scale Quantum, for the current and impending quantum computation era. “Intermediate-
scale” is referred to as the number of available qubits ranging from 50 to few hundreds, and
“noisy” emphasizes that the control of each quantum qubit is imperfect. Most importantly,
the error probabilities are not low enough to support fault-tolerant quantum computations.
We stress that NISQ technologies also include AQSs, which will be presented in the next
subsection.

We cannot expect that NISQ devices are suitable for standard quantum algorithms such
as Quantum Fourier transformation and Grover’s search. Instead, lots of quantum algo-
rithms for NISQ devices, which are called NISQ algorithms have been developed. One
of the most successful NISQ algorithms is the Variational Quantum Eigensolver (VQE) al-
gorithm [303, 304]. An explicit example is the UCC method for ground state calculations
of molecules. For convenience, we consider a closed-shell molecule. As we discussed in
Sec. 2.2.2, the UCC wave function ansatz is

|Ψ0⟩UCC = exp
(
T̂ − T̂ †

)
|Ψ0⟩HF , (5.24)

where T̂ is chosen as Eq. (2.84) with suitable truncations, and the Hartree–Fock wave func-
tion is given by Eq. (2.57). The eigenstates and eigenenergies are determined by the varia-
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tional principle
min
T̂

UCC⟨Ψ0|Hel |Ψ0⟩UCC . (5.25)

The VQE algorithm is a hybrid quantum-classical iteration algorithm. In each iteration, the
UCCwave function is prepared in a quantum processor, and all the physical quantities which
a classical optimizer requires are obtained by quantum measurements. The new parameters
of the quantum state for next iteration are determined by a classical optimizer. The above
procedure is repeated until the convergence is reached. As a comparison, wave function
and energy in the ordinary CC are determined by projection CC ansatz wave function into
ground and excited configurations due to the fact that the variational UCC method is hard
to solve in classical computers. The above hybrid quantum-classical optimization approach
is not limited in the VQE algorithm. When the similar procedure is applied into classi-
cal optimization problems, it is so called Quantum Approximate Optimization Algorithm
(QAOA) [303, 304]. Other interesting applications of NISQ technologies include quantum
annealing [305], quantum deep learning [306], quantum simulation [84], etc.

There are two important questions onNISQ technologies: 1. canwe get quantum a speed
up on NISQ devices? 2. Can we trust results based on NISQ devices? The answer of the
first question is yes! In fact, many experiments have demonstrated that NISQ technologies
can outperform state-of-the-art classical computers in certain problems [278,279,283]. The
answer of the second question is very subtle. In principle, one cannot trust any results
without error corrections. In practice, we do trust them in some certain cases [85, 284].
For instance, we only need good enough approximations of optimization problems, which
means the deviation due to the noise in quantum devices for QAOAmight be acceptable. The
scenario for quantum simulations aremore complicated. When the numerical simulations on
classical computers are feasible, one can benchmark AQSs by classical computers. For the
systems beyond classical computers, the way to justify the results of quantum simulations is
to extract universal information, i.e., to run quantum simulations on different types of QSs
and find the common features.

Although QEC is not possible for NISQ processors, one can use quantum error mitiga-
tion (QEM) techniques to reduce the error effects. Similar to QEC codes, QEM techniques,
which do not group several physical qubits into one logical qubit, are mainly developed for
quantum computers and DQSs. Commonly used QEM techniques include zero-noise ex-
trapolation [307, 308], randomization methods [307], subspace expansions [309, 310], and
so on. In NISQ devices, minimal levels of noise are unavoidable, however, one can increase
the strength of noise controllably. The idea of zero-noise extrapolation is performing sim-
ulations or algorithms with different noise strengths and doing extrapolation to obtain the
results on zero-noise [307, 308]. In randomization methods [307], one represents the ideal
circuit as a quasi-probabilistic mixture of noisy ones, and zero-noise results are obtained
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by statistical average of noisy results. Subspace expansions is the most similar QEM tech-
nique to QEC codes. If the symmetries of the system are known, one can check whether
the symmetries of quantum states are correct or not, and correct them if the symmetries are
wrong [309].

5.2 Analog quantum simulator

Unlike DQSs employing discrete quantum gates, all operations in AQSs are implemented
continuously. In analog quantum simulations, one needs to map the system Hamiltonian
Ĥsys into an experimentally realizable mapping Hamiltonian Ĥ , and let the AQSs evolve
under the Hamiltonian Ĥ . Similar to digital quantum simulations, information about the
evolution of observables under the dynamics generated by Ĥsys can then be extracted by
measurements on the constituents of the AQS. To establish the mapping, often suitable en-
ergy penalties need to be engineered in order to obtain a low-energy theory that controllably
approximates Ĥsys, see also the next chapter. The Hilbert space of Ĥ can be infinite, for
instance, one can use phonons and photons to simulate harmonic oscillators [84]. In fact,
Feynman’s initial proposal on quantum simulators is the AQS: ”...there is to be an exact
simulation, that the computer will do exactly the same as nature.”

It seems that analog quantum simulations are more straightforward than digital quantum
simulations. However, to find experimentally realizable mapping Hamiltonians is not triv-
ial. Successful analog quantum simulations (experiments and theoretical proposals) include
black hole simulations in photon and phonon systems [311], Dirac equation simulations in
trapped ions systems [312], CoI simulations in trapped ions [313] and Rydberg atoms sys-
tems [314], electronic structure simulations in Rydberg atoms [270], lattice gauge dynamics
in cold atoms [92], nonadiabatic quantum dynamics in trapped ions systems [267], and so
on.

Several QEM techniques have been developed for AQSs [315], however, there are still
no known QEC methods of analog quantum simulations currently. The lack of QEC meth-
ods suggests that we cannot fully trust AQSs even if the devices are sufficiently accurate.
This is the major drawback of analog quantum simulations. The way to justify the results of
analog quantum simulations is similar to NISQ technologies, i.e., we can only trust the uni-
versal information of analog quantum simulations, which has been discussed in the previous
subsection.

To summarize, we briefly reviewed the basic concepts of quantum computers and QSs
in this chapter. We also discussed quantum algorithms, QEC and QEM. Specifically, we
briefly reviewed several successful quantum algorithms and quantum simulations for chem-
ical systems, including VQE and quantum phase estimation for electronic structure compu-
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tations, digital and analog quantum simulations for nonadiabatic quantum dynamics, and
analog quantum simulation for electronic structure computations. In the next chapter, a
specific QEM technique based on the quantum Zeno effect (QZE) and its application on
lattice gauge theory and quantum chemistry will be presented.





Chapter 6

Symmetry protected quantum
simulators for quantum dynamics

Penalty methods have been widely used in constrained optimization problems. Consider a
Hamiltonian Ĥ with a complete set of commuting observables K̂j ,

[Ĥ0, K̂j] = 0 , [K̂i, K̂j] = 0 for i, j = 1, 2, · · · , r . (6.1)

For convenience, we define the coefficients vector for penalties and symmetry sector as c =

(c1, c2, · · · , cr)T and K = (K1, K2, · · · , Kr)
T , respectively. We also define the projector

on the symmetry sector K as P̂K, which will be used in the Sec. 6.1. In principle, one
can choose arbitrary positive coefficients for quadratic penalty methods. The approximate
ground stateΦ(θ) in the symmetry sectorK∗ can be obtained by the variational method [316]
with quadratic penalty

min
θ

⟨Φ(θ)| [Ĥ0 + V
∑
j

cj(K̂j −K∗
j )

2] |Φ(θ)⟩ , (6.2)

where V cj are strengths of penalties. It has been shown that the |Φ(θ)⟩ approximately lies in
the symmetry sectorK∗ if V cj are strong enough. Quadratic penalty methods can also be ap-
plied in dynamical systems. Even small symmetry breaking terms can change the simulation
results drastically due to the fact these terms drive the system out of the symmetry sectors.
Therefore, symmetry protections are crucial for quantum simulations, which–being NISQ
devices–will always be plagued by at least some level of errors, see Chapter 5. Supposing an
additional symmetry-violation error Hamiltonian Ĥ1 is generated during the implementation
of Ĥ0 in an AQS, such error can be suppressed with the help of quadratic penalties [88]

i∂t |Ψ⟩ = [Ĥ0 + Ĥ1 + V
∑
j

cj(K̂j −K∗
j )

2] |Ψ⟩ , (6.3)

where the initial state |Ψ(0)⟩ is prepared in the symmetry sector K∗. Penalty methods can
also be regarded as a QEM technique for AQSs, which will be discussed in the Sec. 6.1.

131
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The major problem of quadratic penalty methods is that experimental implementation
of quadratic penalty terms are generally challenging, as K2

j typically represents fine-tuned
interaction terms. In this chapter, we will present an experimentally feasible linear penalty
method, which is based on the quantum Zeno effect (QZE), for suppressing coherent quan-
tum errors in both AQSs and DQSs [89]. This chapter is organized as follows. In Sec. 6.1,
we will briefly review the mathematical formalism of QZE, and the related symmetry pro-
tection scheme. In Sec. 6.2, we will show how this scheme applies to LGTs. In Sec. 6.3, we
will present the application of this scheme in Hydrogen molecule. Sec. 6.1 and 6.2 are based
on the work “Gauge-symmetry protection using single-body terms”, PRX Quantum 2 (4),
040311, and Sec. 6.3 is a part of the ongoing research project, digital quantum simulation
of quench dynamics in molecular systems with linear penalties. (All figures and numerical
results of Sec. 6.2 are made by collaborators Dr. Jad C. Halimeh and Julius Mildenberger.
The author only contributed to the theoretical and analytical aspects of this section.)

6.1 Protection scheme based on quantum Zeno effect

6.1.1 Continuous quantum Zeno effect

Quantum measurements can change the properties of quantum systems drastically. One
example is the quantum Zeno effect (QZE) [317, 318], i.e., quantum systems can be frozen
under certain measurements. Mathematically speaking, continuous measurement processes
[97, 319] can be formulated as the time evolution under the Hamiltonian ĤV

ĤV = Ĥ + V Ĥmeas , (6.4)

where Ĥ is the Hamiltonian of the system, and V Ĥmeas is the coupling term between the
apparatus and the system, and V is the coupling strength. Assuming that the spectral de-
composition of Ĥmeas is

Ĥmeas =
∑
n

EnΠ̂n , (6.5)

where En is the eigenenergy and Π̂n is the corresponding projector. For convenience, we
assume the spectral gap of Ĥmeas is order O(1). When V is sufficiently large, the time
evolution operator can be approximated as

e−itĤV ≈ e−it(V Ĥmeas+
∑

n Π̂nĤΠ̂n) =
∑
n

e−it(V En+Π̂nĤΠ̂n)Π̂n , (6.6)

with a residual termO(||Ĥ||2t/V ). Therefore, such approximation is valid up to time scale
t ∼ V/||Ĥ||2. If we prepare an initial state |ϕ(0)⟩ in the eigensectorm,

Π̂m |ϕ(0)⟩ = |ϕ(0)⟩ , (6.7)
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Eq. (6.6) suggests that the time dependent state can be approximated as

|ϕ(t)⟩ ≈ e−it(Π̂mĤΠ̂m+V Em) |ϕ(0)⟩ . (6.8)

Therefore, the system can be prevented from exploring undesired sectorsm′ ̸= m with the
assistance of quantum measurements, which is the interpretation of QZE.

6.1.2 Linear penalty method for AQSs

The quadratic penalty method Eq. (6.3) can be interpreted in the framework of QZE. The
quadratic penalty term V

∑
j cj(K̂j −K∗

j )
2, and the summation of implementation Hamil-

tonian and error Hamiltonian Ĥ0 + Ĥ1 in Eq. (6.3) play the role of coupling term V Ĥmeas

and system Hamiltonian Ĥ in Eq. (6.4, respectively. With the help of Eq. (6.6) and (6.8),
the effective Hamiltonian in Eq. (6.3) can be expressed as

Ĥeff = Ĥ0 + Π̂0Ĥ1Π̂0 , (6.9)

where Π̂0 represents the projector on the eigenstate with zero eigenvalue of the quadratic
penalty V

∑
j cj(K̂j −Kj)

2, which is identical to the projector P̂K∗ . Such effective Hamil-
tonian commutes with all symmetries in the complete set of commuting observables,

[Ĥeff , K̂j] = 0 , j = 1, 2, · · · , n . (6.10)

Therefore, the effective dynamics preserves the symmetry. Furthermore, when Π̂0Ĥ1Π̂0 =

0, the effective Hamiltonian is the exact Hamiltonian we want to implement.
The idea of linear penalty protection scheme is quite similar to the quadratic penalty

method for dynamics. For an initial state which is in the symmetry sectorK∗, an additional
linear penalty term V

∑
j cj(K̂j −K∗

j ) is added in the Hamiltonian

i∂t |Ψ⟩ = [Ĥ0 + Ĥ1 + V
∑
j

cj(K̂j −K∗
j )] |Ψ⟩ , (6.11)

where the interpretations of all operators and physical parameters in Eq. (6.11) are identical
to Eq. (6.3). The effective Hamiltonian for Eq. (6.11) reads as Eq. (6.9), where the inter-
pretation of Π̂0 is the projector on the eigenstate with zero eigenvalue of the linear penalty
V
∑

j cj(K̂j −Kj). Notice that the major difference between the effective Hamiltonian for
the linear penalty method and the quadratic penalty method is that the projector Π̂0 in the
linear penalty method can contain projectors other than the desired symmetry sector, i.e.,
the relation Π̂0 = P̂K∗ does not always hold.

There are two scenarios where linear penalty can promise symmetry protected dynamics
up to a timescale t ∼ V/||Ĥ||2, with a controlled violation of O(||Ĥ||2/V ). In the first
scenario, the eigenstate with zero eigenvalue of V

∑
j cj(K̂j−K∗

j ) is non-degenerate, which
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means the projector Π̂0 = P̂K∗ . Specifically, for a general Ĥ1, the symmetries are protected
when the cj are sufficiently incommensurate, i.e.,

cT · (K−K∗) = 0 , iff K = K∗ . (6.12)

This condition can be easily satisfied when cj are random numbers or irrational numbers, or
even fine-tuned integers.

In the second scenario, Ĥ1 cannot spilt up the degeneracy of Π̂0 in the first order pertur-
bation theory. In this case, one has

Π̂0Ĥ1Π̂0 =
∑

K∈{K|cT ·K=cT ·K∗}
K′∈{K′|cT ·K′=cT ·K∗}

P̂KĤ1P̂K′ =
∑

K∈{K|cT ·K=cT ·K∗}

P̂KĤ1P̂K , (6.13)

which is still different from P̂K∗Ĥ1P̂K∗ . However, such difference does not yield different
effective dynamics for arbitrary initial states in the sectorK∗,

|Ψ(t)⟩ ≈ e−iĤeff t |Ψ(0)⟩ = exp

−i(Ĥ0 +
∑

K∈{K|cT ·K=cT ·K∗}

P̂KĤ1P̂K)t

 |Ψ(0)⟩

= e−i(Ĥ0+P̂K∗Ĥ1P̂K∗ )t |Ψ(0)⟩ .

(6.14)

Compared with the first scenario, the second scenario has its own advantages and disadvan-
tages. Condition Eq. (6.13) suggests that the error informationmust be known. However, the
sequences cj based on the second scenario are usuallymuch simpler than the first; for explicit
examples, see the next section. When the error Hamiltonian Ĥ1 satisfies P̂K∗Ĥ1P̂K∗ = 0,
both the first scheme and second scheme can yield the exact Hamiltonian Ĥ0. Specifically,
one can reduce the penalty terms with the help of the knowledge of Ĥ1; for an explicit exam-
ple, see Sec. 6.3. For this reason, the linear penalty method can also be regarded as a QEM
technique. We stress that the error suppression schemes of both traditional penalty methods
and linear penalty methods only require ||Ĥ|| ≪ ||Ĥmeas|| instead of ||Ĥ1|| ≪ ||Ĥ0||. In
this sense, the continuous QZE is an example of strong perturbation theory. In fact, adding
additional penalty terms can also be used in the implementation of Hamiltonians with spe-
cific symmetries in QSs [92,320], in which case one could not expect ||Ĥ1|| ≪ ||Ĥ0|| holds
generally.

The linear penalty protection scheme can be also used when the initial state is prepared
as a superposition state of different symmetry sectors ( for applications of the superposition
initial states, see refs. [321–323].), and the total Hamiltonian reads as

ĤV = Ĥ0 + Ĥ1 + V
∑
j

cjK̂j , (6.15)

where we ignore the constant energy shift term. The effective Hamiltonian must be written
as

Ĥeff = V
∑
j

cjK̂j + Ĥ0 +
∑
n

Π̂nĤ1Π̂n . (6.16)
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The extension of coefficients is straightforward. One only needs to let the conditions of cj
hold for all sectors rather than one specific sector K∗, i.e., Eq. (6.12) and (6.13) become
the followings respectively,

∀K ,K′ , cT · (K−K′) = 0 , iff K = K′ , (6.17)

∀n , Π̂nĤ1Π̂n =
∑

K∈{K|cT ·K=En}
K′∈{K′|cT ·K′=En}

P̂KĤ1P̂K′ =
∑

K∈{K|cT ·K=En}

P̂KĤ1P̂K . (6.18)

If either of the two conditions is satisfied, one can protect the symmetries of the system for
any initial state.

6.1.3 Unitary kicks version of the quantum Zeno effect

Consider the implementation of Eq. (6.4) on a DQS. The approximated unitary evolution
operator can be expressed as

ÛN(t) = [ÛkickÛ(t/N)]N , (6.19)

where Û(t/N) is the time evolution operator of the system Hamiltonian in one period

Û(t/N) = e−it(Ĥ0+Ĥ1)/N , (6.20)

which is often further approximated as Trotterization, and Ûkick is the unitary evolution
operator for coupling term

Ûkick = e−iV tĤmeas/N . (6.21)

In the N → ∞ and finite V/N limit,

ÛN(t) ≈ exp

(
−it

∑
m

(V Π̂mEm + Π̂mĤΠ̂m)

)
, (6.22)

which is known as the unitary kicks version of the QZE, and identical to the continuous
QZE Eq. (6.6).

With the help of the unitary kicks version of QZE, one can directly apply both linear and
quadratic penalty methods to DQSs without changes of penalty coefficients. In practical
simulations, Û(t/N) is approximated as Trotterization, and Ûkick can be expressed as

Ûkick =
∏
j

e−itV cj(K̂j−K∗
j )/N , (6.23)

for the linear penalty method, and

Ûkick =
∏
j

e−itV cj(K̂j−K∗
j )

2/N , (6.24)
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for the quadratic penalty method. Similar to the applications of penalty methods in the
AQSs, the implementation of linear penalties e−itV cj(K̂j−K∗

j )/N ismuch simpler than quadratic
penalties e−itV cj(K̂j−K∗

j )
2/N .

To summarize this section, we have established the rigorous theoretical formalism of
penalty methods for QSs under the framework of the QZE. Compared with quadratic penalty
methods, the major advantage of linear penalty methods is experimentally favorable, and the
drawback is that penalty coefficients in linear penalty methods are complicated. With the
knowledge of error Hamiltonian, such complications can be simplified drastically. We have
also discussed the connections between penalty methods and QEM technique. In next two
sections, we will represent numerical results of LGT and hydrogen molecule, respectively.

6.2 Application: lattice gauge theory

Gauge theories, which are the language of the standard model [324], are field theories with
gauge invariance (invariance under local unitary transformations), which is accounted for
by gauge fields. They also have important applications in condensed matter physics [325]
and nuclear physics [326]. When the gauge fields are static, gauge theories are reduced to
the particles in gauge vector potentials, which have been discussed in chapters 2 and 3. To
perform computations on modern computers, gauge field theories are often discretized on
lattices [327], which is known as lattice gauge theory (LGT). The local gauge invariance
under the discretizations translates into an extensive number of symmetries of the system,
and LGT is thus an excellent testbed for the linear penalty method. In this section, we will
present the numerical benchmarks of the linear penalty method on U(1) LGT.

6.2.1 Basics of U(1) lattice gauge theory

The U(1) gauge theory is the mathematical language of quantum electrodynamics (QED),
which describes the matter–light interactions. Although in most cases on the chemistry
energy scale, semiclassical electromagnetic fields are sufficient, there do exist certain cir-
cumstances that electromagnetic fields must be treated quantumly. Two explicit examples
are 1. atom-in-cavity models [20–28] which have been discussed in chapters 2 and 3; 2.
electronic structure computations for heavy elements with high atomic numbers [328].

Consider a (1+1)d U(1) LGT in the so-called quantum link model formulation [329],

H0 =
L∑

j=1

[
J
(
σ−
j τ

+
j,j+1σ

−
j+1 + H.c.

)
+
µ

2
σz
j

]
. (6.25)

Here, we drop the hats of operators for simplicity. The matter fields σ, which are hard
core bosons, and gauge fields τ , which are non-compact electric fields, place on the sites
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and links, respectively. Specifically, Pauli ladder operators σ±
j (τ±j,j+1) represent the cre-

ation/annihilation (gauge flipping) operators of the matter (gauge) fields at site j [link (j, j+
1)], and σz

j (τ zj,j+1) is a mass-density (electric-field) operator at site j [link (j, j + 1)]. The
matter–gauge coupling strength is given by J , the matter rest mass is µ, and the number of
matter sites is L. All of our numerical results in this subsection use the periodic boundary
conditions, and we checked that other boundary conditions do not change the conclusions.
We stress that particle statistics of matter fields do not have an effect on our results for two
reasons. First, bosons in Hamiltonian Eq. (6.25) can be straightforwardly transferred to
fermions by a Jordan–Wigner transformation on the matter fields. Second, penalty methods
Eq. (6.3) and (6.11) based on QZE are independent of the particle statistics.

There are two major conceptual differences between the present U(1) LGT and atom-
in-cavity models discussed in the second chapter. First, U(1) LGT Eq. (6.25) is a relativistic
theory with electron—positon production and annihilation, while atom-in-cavity models are
non-relativistic. Second, the discretization of U(1) LGT is in the real space while atom-
in-cavity models are naturally discrete because of the bounds of cavities. Nonetheless, one
could expect that the linear penalty method can be used in atom-in-cavity models if the LGT
formalism is employed since both atom-in-cavity models and U(1) LGT describe light—
matter interactions. We also point out that gauge fields are dynamical variables in LGT,
which has a huge difference from particles in gauge vector potentials discussed in Chapters
2 and 4.

Hamiltonian Eq. (6.25) is invariant under gauge transformations ei
∑

j αjGj , where Gj

are local Gauss-law (local-symmetry) generators on site j,

Gj =
(−1)j

2

(
σz
j + τ zj−1,j + τ zj,j+1 + 1

)
, (6.26)

[Gj, H0] = 0 , ∀j , (6.27)

and αj are arbitrary real numbers. All Gj commute with each other, [Gj, Gl] = 0, ∀j , k,
hence U(1) LGT is an Abelian gauge theory. Here, Gj plays the role of K̂j in Eq. (6.1).
Meanwhile, we use g = (g1, g2, · · · , gL) to label the gauge sectors, which is similar to K

to label symmetry sectors in previous discussions. The restriction gj = 0 is a discretized
and truncated version of the Gauss law ∇E = ρ, where E is the electric field and ρ is the
charge density. For a non-Abelian gauge theory, different local-gauge generators could not
commute with each other. Strictly speaking, gauge symmetry is a rendering rather than a
symmetry, because gauge symmetries are never spontaneously broken, and different gauge
sectors are equivalent. However, in practical implementations of gauge symmetries in QSs
could unavoidably generate coherent gauge violation errors, except for implementations of
Hamiltonians obtained by integrating out matter or gauge fields [93, 94]. We denote such
errors as λH1, where [H1, Gj] ̸= 0, and λ controls the strengths of errors. Usually, H1 is
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dominated by unassisted matter coupling and gauge flipping [90–92]. Here, we model these
undesired terms by

H1 =
∑
j

(
τxj,j+1 + σ+

j σ
+
j+1 + σ−

j σ
−
j+1

)
. (6.28)

As we discussed in the beginning of this chapter, λH1 are non-negligible even if they are
small, due to the fact they drive the QSs out of gauge-invariant subspace. This U(1) LGT
model is an excellent platform to test linear penalty methods because of the following two
reasons. First, all terms in Hamiltonians and symmetries are local, which makes it experi-
mentally feasible. Second, extensive numbers (L) of symmetries makes the Hilbert space
highly restricted, which suggests that good performance of linear penalty methods on U(1)
LGT model could be transferable to other systems.

6.2.2 Numerical results of AQSs

We prepare the initial state as staggered gauge field and empty matter field state on a L = 6

lattice, which is in the gauge sector g = 0 (also called “physical subspace”), for the explicit
diagram, see Fig. (6.1). We use the following linear penalties to protect gauge symmetries

V HG = V
∑
j

cjGj , (6.29)

where we set maxj |cj| = 1 to ensure that V is the typical energy scale of the protection
term. Therefore, the total Hamiltonian is

H = H0 + λH1 + V HG . (6.30)

Before discussing coefficients selections for linear penalty methods, we will first analyze the
allowed gauge sectors of the Hamiltonian Eq. (6.25). Possible eigenvalues of the Gauss’s-
law generators of theU(1)LGT given in Eq. (6.26) are 2, 1, 0,−1 for everymatter site j up to
a factor of (−1)j . However, physically allowed eigenvalue combinations are restricted. Up
to a factor of (−1)j , assuming matter site j with gauge-generator eigenvalue 2, the matter
site j and field links j − 1, j and j, j + 1 have to be spin up, which forbids the gauge-
generator eigenvalue −1 for its two neighbors. Therefore, there are no “2,−1” or “−1, 2”
combinations up to a factor of (−1)j in any of the allowed gauge sectors.

With the knowledge of allowed gauge sectors information, we design the following four
sequences for testing the performance of the linear penalty method. The first sequence is
given by cT = (−115, 116,−118, 122,−130, 146)/146, which satisfies Eq. (6.12) and be-
longs to the first scenario of the linear penalty method. The second sequence is obtained by
slightly modification of the first sequence, cT = (−115, 116,−118, 122,−130, 145)/145,



Application: lattice gauge theory 139

site index j
<latexit sha1_base64="bXiLk6og+WVtxrA25eQKoC5QaXM=">AAAB9XicdVBNSwMxEM36bf2qevQSbAVPS3ZbV3srePGoYLXQriWbnWpsNrskWbWU/g8vHhTx6n/x5r8xrRVU9MHA470ZZuZFmeDaEPLuTE3PzM7NLywWlpZXVteK6xtnOs0VgwZLRaqaEdUguISG4UZAM1NAk0jAedQ7HPnnN6A0T+Wp6WcQJvRS8i5n1FjpQnMDmMsY7nD5utwplohbq5GqF2Di7hHiBzVLSMU/CALsuWSMEprguFN8a8cpyxOQhgmqdcsjmQkHVBnOBAwL7VxDRlmPXkLLUkkT0OFgfPUQ71glxt1U2ZIGj9XvEwOaaN1PItuZUHOlf3sj8S+vlZvuQTjgMssNSPa5qJsLbFI8igDHXAEzom8JZYrbWzG7oooyY4Mq2BC+PsX/kzPf9Squf+KX6tVJHAtoC22jXeShfVRHR+gYNRBDCt2jR/Tk3DoPzrPz8tk65UxmNtEPOK8fz2uSBQ==</latexit>

1
<latexit sha1_base64="5GyerXxUF79LN7LIOomF00Di7HI=">AAAB6HicdVDJSgNBEK2JW4xb1KOXxiB4GnpiHJNbwIvHBMwCyRB6Oj1Jm56F7h4hDPkCLx4U8eonefNv7CyCij4oeLxXRVU9PxFcaYw/rNza+sbmVn67sLO7t39QPDxqqziVlLVoLGLZ9YligkespbkWrJtIRkJfsI4/uZ77nXsmFY+jWz1NmBeSUcQDTok2UtMZFEvYrtVwxXERti8xLrs1Q/BFueq6yLHxAiVYoTEovveHMU1DFmkqiFI9Byfay4jUnAo2K/RTxRJCJ2TEeoZGJGTKyxaHztCZUYYoiKWpSKOF+n0iI6FS09A3nSHRY/Xbm4t/eb1UB1Uv41GSahbR5aIgFUjHaP41GnLJqBZTQwiV3NyK6JhIQrXJpmBC+PoU/U/aZdu5sMvNSqleWcWRhxM4hXNw4ArqcAMNaAEFBg/wBM/WnfVovVivy9actZo5hh+w3j4B5b6M9w==</latexit>

2
<latexit sha1_base64="5P8NjARohNVIJ/MeNC8OC9eIK6w=">AAAB6HicdVDJSgNBEO2JW4xb1KOXxiB4GnrGOCa3gBePCZgFkiH0dCpJm56F7h4hDPkCLx4U8eonefNv7CyCij4oeLxXRVW9IBFcaUI+rNza+sbmVn67sLO7t39QPDxqqTiVDJosFrHsBFSB4BE0NdcCOokEGgYC2sHkeu6370EqHke3epqAH9JRxIecUW2khtsvlohdrZKy42FiXxLielVDyIVb8Tzs2GSBElqh3i++9wYxS0OINBNUqa5DEu1nVGrOBMwKvVRBQtmEjqBraERDUH62OHSGz4wywMNYmoo0XqjfJzIaKjUNA9MZUj1Wv725+JfXTfWw4mc8SlINEVsuGqYC6xjPv8YDLoFpMTWEMsnNrZiNqaRMm2wKJoSvT/H/pOXazoXtNsqlWnkVRx6doFN0jhx0hWroBtVREzEE6AE9oWfrznq0XqzXZWvOWs0cox+w3j4B50KM+A==</latexit>

3
<latexit sha1_base64="nTFPFjpGB5Wbo++/Tv669AgtxA0=">AAAB6HicdVDJSgNBEK2JW4xb1KOXxiB4GnqSOCa3gBePCZgFkiH0dHqS1p6F7h4hDPkCLx4U8eonefNv7CyCij4oeLxXRVU9PxFcaYw/rNza+sbmVn67sLO7t39QPDzqqDiVlLVpLGLZ84ligkesrbkWrJdIRkJfsK5/dzX3u/dMKh5HN3qaMC8k44gHnBJtpFZlWCxhu17HVcdF2L7AuOzWDcGVcs11kWPjBUqwQnNYfB+MYpqGLNJUEKX6Dk60lxGpORVsVhikiiWE3pEx6xsakZApL1scOkNnRhmhIJamIo0W6veJjIRKTUPfdIZET9Rvby7+5fVTHdS8jEdJqllEl4uCVCAdo/nXaMQlo1pMDSFUcnMrohMiCdUmm4IJ4etT9D/plG2nYpdb1VKjuoojDydwCufgwCU04Bqa0AYKDB7gCZ6tW+vRerFel605azVzDD9gvX0C6MaM+Q==</latexit>

4<latexit sha1_base64="9znrYOLlwEEiFbVUmJBPzMndiUI=">AAAB6HicdVDJSgNBEO2JW4xb1KOXxiB4GnrGOCa3gBePCZgFkiH0dCpJm56F7h4hDPkCLx4U8eonefNv7CyCij4oeLxXRVW9IBFcaUI+rNza+sbmVn67sLO7t39QPDxqqTiVDJosFrHsBFSB4BE0NdcCOokEGgYC2sHkeu6370EqHke3epqAH9JRxIecUW2kRrlfLBG7WiVlx8PEviTE9aqGkAu34nnYsckCJbRCvV987w1iloYQaSaoUl2HJNrPqNScCZgVeqmChLIJHUHX0IiGoPxscegMnxllgIexNBVpvFC/T2Q0VGoaBqYzpHqsfntz8S+vm+phxc94lKQaIrZcNEwF1jGef40HXALTYmoIZZKbWzEbU0mZNtkUTAhfn+L/Scu1nQvbbZRLNXcVRx6doFN0jhx0hWroBtVREzEE6AE9oWfrznq0XqzXZWvOWs0cox+w3j4B6bCM+A==</latexit> 5
<latexit sha1_base64="4t+XjYb58E678+ljh2DWdDfuH1s=">AAAB6HicdVDLSgMxFM3UV62vqks3wSK4GjLTdmx3BTcuW7APaIeSSTNtbCYzJBmhDP0CNy4UcesnufNvTB+Cih64cDjnXu69J0g4UxqhDyu3sbm1vZPfLeztHxweFY9POipOJaFtEvNY9gKsKGeCtjXTnPYSSXEUcNoNptcLv3tPpWKxuNWzhPoRHgsWMoK1kVrVYbGE7HodVRwPIruKkOvVDUFlt+Z50LHREiWwRnNYfB+MYpJGVGjCsVJ9ByXaz7DUjHA6LwxSRRNMpnhM+4YKHFHlZ8tD5/DCKCMYxtKU0HCpfp/IcKTULApMZ4T1RP32FuJfXj/VYc3PmEhSTQVZLQpTDnUMF1/DEZOUaD4zBBPJzK2QTLDERJtsCiaEr0/h/6Tj2k7ZdluVUsNdx5EHZ+AcXAIHXIEGuAFN0AYEUPAAnsCzdWc9Wi/W66o1Z61nTsEPWG+f6zSM+Q==</latexit>

6
<latexit sha1_base64="GXn8oqgUr9kiOubGpx2svgxpdfI=">AAAB6HicdVDJSgNBEO2JW4xb1KOXxiB4GnrGOCa3gBePCZgFkiH0dCpJm56F7h4hDPkCLx4U8eonefNv7CyCij4oeLxXRVW9IBFcaUI+rNza+sbmVn67sLO7t39QPDxqqTiVDJosFrHsBFSB4BE0NdcCOokEGgYC2sHkeu6370EqHke3epqAH9JRxIecUW2khtcvlohdrZKy42FiXxLielVDyIVb8Tzs2GSBElqh3i++9wYxS0OINBNUqa5DEu1nVGrOBMwKvVRBQtmEjqBraERDUH62OHSGz4wywMNYmoo0XqjfJzIaKjUNA9MZUj1Wv725+JfXTfWw4mc8SlINEVsuGqYC6xjPv8YDLoFpMTWEMsnNrZiNqaRMm2wKJoSvT/H/pOXazoXtNsqlmruKI49O0Ck6Rw66QjV0g+qoiRgC9ICe0LN1Zz1aL9brsjVnrWaO0Q9Yb5/suIz6</latexit>

1<latexit sha1_base64="daKbzmiTJrVz83k5VQEOv9q26Bc=">AAAB6HicdVDJSgNBEK2JW4xb1KOXxiB4GnrGOCa3gBePCZgFkiH0dDpJm56F7h4hDPkCLx4U8eonefNv7CyCij4oeLxXRVW9IBFcaYw/rNza+sbmVn67sLO7t39QPDxqqTiVlDVpLGLZCYhigkesqbkWrJNIRsJAsHYwuZ777XsmFY+jWz1NmB+SUcSHnBJtpIbTL5awXa3isuMhbF9i7HpVQ/CFW/E85Nh4gRKsUO8X33uDmKYhizQVRKmugxPtZ0RqTgWbFXqpYgmhEzJiXUMjEjLlZ4tDZ+jMKAM0jKWpSKOF+n0iI6FS0zAwnSHRY/Xbm4t/ed1UDyt+xqMk1Syiy0XDVCAdo/nXaMAlo1pMDSFUcnMromMiCdUmm4IJ4etT9D9pubZzYbuNcqnmruLIwwmcwjk4cAU1uIE6NIECgwd4gmfrznq0XqzXZWvOWs0cww9Yb5/lJIz1</latexit>

initial state<latexit sha1_base64="t7CpBePi8yQyytPxpFSbUeaadQo=">AAAB9HicdZBNS8NAEIY39avWr6pHL4tF8FTSiuix4MVjBfsBbSib7aRdutnE3UmhhP4OLx4U8eqP8ea/cdOmoKIvLLw8M8PsvH4shUHX/XQKa+sbm1vF7dLO7t7+QfnwqG2iRHNo8UhGuuszA1IoaKFACd1YAwt9CR1/cpPVO1PQRkTqHmcxeCEbKREIztAiTyiBgklqkCEMyhW3eulmom7VXZmc1HJSIbmag/JHfxjxJASFXDJjejU3Ri9lGgWXMC/1EwMx4xM2gp61ioVgvHTx6Tk9s2RIg0jbp5Au6PeJlIXGzELfdoYMx+Z3LYN/1XoJBtdeKlScICi+XBQkkmJEswToUGjgKGfWMK7t/ZzyMdOMo82pZENYXUr/N+16tXZRrd/VK416HkeRnJBTck5q5Io0yC1pkhbh5IE8kmfy4kydJ+fVeVu2Fpx85pj8kPP+Ber5kiM=</latexit>

(a) (c)

(b) (d)

Figure 6.1. Time averaged gauge violation of H0 at µ = 0.5J , with the error H1 =∑
j(τ

x
j,j+1 + σ+

j σ
+
j+1 + σ−

j σ
−
j+1) at λ = 0.05J , under the linear penalty Eq. (6.29). The

initial state is drawn on top, where the circle represents the sites are empty. As expected,
sequences in (a), (b), and (c) can provide promising protection, keeping gauge-symmetry
violations on a level∼ (λ/V )2. Surprisingly, they work up to all the numerically accessible
time. (d) A simple sequence completely fails to protect symmetries.

which satisfies Eq. (6.13) rather than Eq. (6.12) and belongs to the second scenario of the
linear penalty method. The third sequence, cT = (−1, 1,−1, 1,−1, 1), is experimentally
favorable, and belongs to the second scenario. The fourth sequence is also experimentally
favorable, cT = (1, 1, 1, 1, 1, 1), however, it does not protect against gauge symmetry vio-
lations. The first three sequences satisfy the relation Π̂0H1Π̂0 = 0, hence, we can expect
that the effective dynamics of the faulty theory Eq. (6.30) is approximately identical to the
ideal gauge theory H0. In Fig. (6.1), we present V/J scanning results of the time average
gauge violations ε(t),

ε(t) =
1

L

L∑
j=1

⟨ψ(t)|G2
j |ψ(t)⟩ , (6.31)

ε(t) =

∫ t

0

ds ε(s)/t , (6.32)

for these four sequences with parameters λ = 0.05J and µ = 0.5J . All numerical results
in this subsection are obtained by our own in-house exact diagonalization code (analog),
which we have benchmarked with QuTiP [330, 331]. As we expect, first three sequences
can protect the gauge symmetry but the fourth sequence cannot. Surprisingly, all first three
sequences can protect the gauge symmetries up to the time scale 1010/J , which is much
longer than prediction from the QZE t ∼ V/(JL)2 ∼ 300/J for V/J = 104.
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We also investigate the protection performance of linear penalty method on local ob-
servables, such as the electric flux E and matter occupation n

E =
1

L

L∑
j=1

(−1)j ⟨ψ(t)| τ zj,j+1 |ψ(t)⟩ , (6.33)

n =
1

2
+

1

2L

L∑
j=1

⟨ψ(t)| σz
j |ψ(t)⟩ . (6.34)

The coefficients sequence is selected as the experimentally favorable cj = (−1)j . In
Fig. (6.2), we present the comparison of time averaged local observables Ē and n̄ between
ideal-theory dynamics (dynamics under H0) and linear penalty results. Results of the ideal
theory and the linear penalty method coincide up to the time scale ∝ V/J2. Meanwhile,
the insets suggest that the errors of local observables are suppressed as 1/V and grows lin-
early in time. These behaviors fit the prediction of the QZE in Sec. 6.1 perfectly. Thus,
the penalty protection method not only restores the correct symmetry, but also the correct
dynamics of local observables.

(a) (b)

Figure 6.2. The dynamics of time averaged (a) electric field and (b) matter occupation of
faulty gauge theoryH = H0+λH1+V

∑
j(−1)jGj as well as the ideal gauge theoryH0. As

predicted by the QZE, linear penalty terms make the faulty dynamics coincide with the ideal
dynamics up to a timescale ∝ 1/V . Meanwhile, the differences between the ideal-theory
and the faulty-theory dynamics are suppressed by V and grows linearly in time, which are
shown in the insets.

6.2.3 Numerical results of DQSs

In this subsection, we will focus on the gauge violation dynamics of the linear penalty
method on DQSs. the initial state is identical to the initial state in Sec. 6.2.2, and the se-
quence is selected as the first sequence cT = (−115, 116,−118, 122,−130, 146)/146. Sim-
ilar to analog quantum simulations, we use an additional term e−iδtλH1 in each Trotter step to
mimic the errors inDQSs. The diagram representation of the implementation of digital quan-
tum simulations in one Trotter step δt is implemented as e−iδtHJe−iδtλH1e−iδtV HGe−iδtHm ,
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Figure 6.3. Elementary unit for one Trotter step of the quantum circuit. σj (τj,j+1) denotes
a qubit representing a matter (gauge) field at matter site j [gauge link (j, j + 1)]. The
implementation of HJ can be obtained by Cirq [332]. Rx and Rz denote the x-rotation and
z-rotation gates, respectively. The angles of them are determined by the Trotter step and
Hamiltonian parameters. “+” denotes the unitary gate exp

[
−i(σ+

j σ
+
j+1 + H.c.)λδt

]
with

Trotter time step δt.

and presented in Fig. (6.3), where we divide H0 into two parts,

HJ =
L∑

j=1

J
(
σ−
j τ

+
j,j+1σ

−
j+1 + H.c.

)
, (6.35)

Hm =
L∑

j=1

µ

2
σz
j . (6.36)

The gate decomposition of e−iJ
(
σ−
j τ+j,j+1σ

−
j+1+H.c.

)
t, which is the component of the Trotteri-

zation of e−iHJδt, can be obtained by the software Cirq [332]. Both e−iV HGδt and e−iHmδt

are the product of z-rotation gates, hence can be combined. The local gauge violation term
e−iλH1δt can be split into single qubitx-rotation gate e−iδtλτxj and two qubit gate e−iδtλ(σ−

j σ−
j+1+σ+

j σ+
j+1).

Fig. (6.4a) shows that time averaged gauge violations ε can be suppressed efficiently up
to t ∼ 20/J by the linear penalty method. The parameters of Hamiltonian are identical to
the parameters in the last subsection. In Fig. (6.4b), we present the final time tf = 20/J

violation of digital quantum simulations for different Trotter steps and analog quantum sim-
ulations. It shows that the controlled-violation scales as λ/V 2. Moreover, there is an op-
timal protection strength Videal. For the protection strength smaller than Videal but in the
controlled-violation region, digital quantum simulation errors coincide with analog quan-
tum simulation errors. While for the protection strength larger than Videal, the protection
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becomes worse. The ideal protection strength is given by

Videal ≈
π

2c̄δt
− ξ , (6.37)

where c̄ =
∑

j |cj|/L, and ξ is a non-universal constant determined by microscopic details
of the model, and ξ = 0.58J for the considered model. Intuitively, the first term of the
universal relation Eq. (6.37) is z-rotation angle of the qubits on the Bloch sphere of the
protection term. When the protection strength is larger than Videal, protection per Trotter
step becomes weaker. The fitting results of Eq. (6.37) is presented in Fig. (6.4c). The
universal behavior Eq. (6.37) is also confirmed in Fig. (6.4d), in which curves collapsing
around Videal is observed by rescaling the time averaged violation ε̄ → ε̄/(Jδt)2, and the
protection strength V → V δt. Although the best protection needs experimental fine tuning,
V with small deviations near Videal still gives reasonable protection, which suggests neither
Trotter steps nor protection strength requires fine tuning.

(a) (a)

(b)
(b)

Figure 6.4. Numerical benchmarks of gauge violation dynamics in a DQS, at various values
of gauge-protection strength V , with µ/J = 0.5, λ/J = 0.05, and L = 6 matter sites. (a)
Violation ε dynamics for a Trotter time step δt = 0.2/J (solid lines), and the corresponding
numerical data for the AQS are shown in dotted lines of the same color. (b) The gauge vio-
lation at final time tf = 20/J in the AQS and in the DQS for various Trotter time steps (see
legend). The gauge violation reaches a broad minimum around the ideal protection strength
of Videal ≈ π/(2cδt) − ξ, see Eq. (6.37). (c) Ideal protection strength Videal that provides
the minimal time averaged gauge violation ε. Blue diamonds are numerically extracted data
points, and the red line is given by Eq. (6.37) with ξ = 0.58J . (d) Rescaled mean gauge
violation depending on protection strength for various Trotter time steps δt. The results col-
lapse around their minimum, which suggests a universal behavior.

To summarize this section, we tested the performance of linear penalty methods on the
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U(1) LGT. Promising protections can be reached in both AQSs and DQSs. As stated in
Sec. 6.2.1, we could expect that such good performance would be transferable to other sys-
tems.

6.3 Application: Hydrogen molecule

The linear penalty method can also be applied to digital quantum simulations of quench dy-
namics with explicit electronic DOFs because a general electronic Hamiltonian always has
a complete set of observables including the total spin, spin z-component, and total electron
numbers, for the detailed discussion, see Sec. 2.2.1. Such quench dynamics have at least
two potential applications 1. pure electronic quench dynamics, which can be used in quan-
tum cooling algorithms [266] for electronic structure computing; 2. nonadiabatic quantum
dynamics with unified treatments of nuclear and electronic DOFs, which is a novel frame-
work [86, 86] established recently.

In this section, we will present the quench dynamics of a hydrogen molecule in the mini-
mal basis with imperfect implementation errors and linear penalties on DQSs as a prototype.
The second quantization representation of hydrogen molecule Hamiltonian in the minimal
basis [310, 333–335] is

H = h11(a
†
1a1 + a†2a2) + h33(a

†
3a3 + a†4a4) + g1212a

†
1a

†
2a2a1 + g3434a

†
3a

†
4a4a3

+ g1313(a
†
1a

†
4a4a1 + a†2a

†
3a3a2) + (g1313 − g1331)(a

†
1a

†
3a3a1 + a†2a

†
4a4a2)

+ g1331(a
†
1a

†
4a2a3 + a†3a

†
2a4a1 + a†1a

†
2a4a3 + a†3a

†
4a2a1) .

(6.38)

Here, we use the notation of the second quantization form of a general molecule Hamil-
tonian Eq. (2.39), and merge terms having different coefficient parameter notations but
same parameter values. a1, a2, a3, and a4 are annihilation operators of Hartree–Fock or-
bitals |φg⟩ |↑⟩, |φg⟩ |↓⟩, |φu⟩ |↑⟩, and |φu⟩ |↓⟩. The definition of parameters are Eq. (2.40)
and (2.41), and their values are h11 = −1.252477, h33 = −0.475934, g1212 = 0.674493,
g3434 = 0.697397, g1313 = 0.663472, and g1331 = 0.181287 in atomic units. A complete set
of observables of general molecule Hamiltonian includes the total spin, spin z-component,
and total electron numbers, for the detailed discussion, see Sec. 2.2.1. We prepare the initial
state as the Hartree–Fock ground state |1100⟩f in the fermionic basis, then let it evolve under
Hamiltonian H . In fact, the exact time dependent wave function can be solved analytically
due to the symmetry of Eq. (6.38),

|Ψ(t)⟩ex = cos (g1331t) |1100⟩f − i sin (g1331t) |0011⟩f . (6.39)

In order to perform quantum simulations of fermionic Hamiltonian Eq. (6.38) in DQSs,
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one needs the Jordan–Wigner transformation to map it onto the qubit Hamiltonian,

aj =
1

2
(Xj + iYj)

4∏
k=j+1

⊗Zk ,

a†j =
1

2
(Xj − iYj)

4∏
k=j+1

⊗Zk ,

(6.40)

where X , Y , and Z are Pauli gates, and the upper limit of product can be replaced by the
number of qubits for a general fermionic Hamiltonian. With the help of Eq. (6.40), the qubit
Hamiltonian of the hydrogen molecule can be expressed as,

H = H(0) +H(1) +H(2) +H(3) , (6.41)

H(0) = h11 + h33 +
g1212 + g3434

4
+

2g1313 − g1331
2

, (6.42)

H(1) = (
h11
2

+
g1212 + 2g1313 − g1331

4
)(Z1 + Z2) (6.43)

+ (
h33
2

+
g3434 + 2g1313 − g1331

4
)(Z3 + Z4) ,

H(2) =
g1313
4

(Z1Z4 + Z2Z3) +
g1313 − g1331

4
(Z1Z3 + Z2Z4) +

g1212
4

Z1Z2 +
g3434
4

Z3Z4 ,

(6.44)

H(3) =
g1331
4

(X1Y2Y3X4 + Y1X2X3Y4 −X1X2Y3Y4 − Y1Y2X3X4) . (6.45)

In each Trotter step, e−iδtH can be approximated as e−iδtH(0)
e−iδtH(1)

e−iδtH(2)
e−iδtH(3) . The

first term e−iδtH(0) is a global phase shift, and the second term e−iδtH(1) can be implemented
as z-rotation gates. Implementations of the third e−iδtH(2) and the fourth term e−iδtH(3) can
be obtained by Cirq [332]. The Trotter step in this section is selected as δt = 0.1 a.u. in this
subsection. The initial state is also transferred to |0011⟩q in the qubit basis.

Similar to previous section, we model the coherent error as additional quantum gates
e−iδtλH1 in each Trotter step, where

H1 = X1 +X2 +X3 +X4 , (6.46)

and such additional quantum gates can be implemented via x-rotation gates. We set λ =

0.1 a.u. in this subsection. The linear penalty e−iδtV HN with only particle number symmetry

HN = Z1 + Z2 + Z3 + Z4 , (6.47)

is sufficient to suppress this specific error. Similar to the protection in previous subsection,
e−iδtV HN are the product of z-rotation gates, hence can be combined with e−iδtH(1) in practi-
cal simulations. Therefore, e−iδtH(0)

e−iδtH(1)
e−iδtV HGe−iδtH(2)

e−iδtH(3)
e−iδtλH1 is the overall

implementation in each Trotter step.
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Figure 6.5. Quench dynamics of population and overlap of a hydrogen molecule in the
minimal basis for various protection strength (See legends of (a)). (a) Population of state
|0011⟩f for various protection strength. While the dynamics of zero protection (black solid)
is qualitatively wrong, a moderate protection strength V = 1 can already yield qualitatively
correct dynamics, and it is almost indistinguishable for the results of V = 10 (blue solid) and
the exact results (purple square). (b) Similar to (a), but for the state |1100⟩f . (c,d) Dynamics
of the real and imaginary part of the overlap, respectively. 1 − R ∼ 10−4, and |I| ∼ 10−3

for protection strength V = 10 suggests a promising protection on the wave function.

In Fig. (6.5), we present the population of states |0011⟩q (|1100⟩fm) and |1100⟩q (|0011⟩fm),
as well as the overlap between the exact wave function and the wave function on a DQS,

DQS⟨Ψ(t)|Ψ(t)⟩ex = R + iI , where R and I are the real part and imaginary part of the overlap
respectively, for various protection strengths up to 40 a.u. (near 1 fs). As we see, V = 10

a.u. provides quite promising protections not only for observables, but also for the wave
function itself.

6.4 Conclusion

Dynamics of molecules are often overwhelmingly determined by quantum effects, which is
extremely challenging for classical computers. One of the potential techniques to overcome
this difficulty is the quantum computer. However, we will be in the NISQ era for quite
a long time, and the reliability of quantum simulation results on near-term NISQ devices
are subtle. In this chapter, we have proposed a novel linear penalty method, which can be
regarded as a QEM technique for coherent errors, for symmetry protections in both analog
and digital quantum simulations under the framework of theQZE. Comparedwith traditional
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quadratic penalty methods, the new method is more experimentally feasible. The method
can even remove the errors completely (in the sense of effective Hamiltonian) for specific
errors. Our numerical results on U(1) LGT and hydrogen molecule in the minimal basis
show that the novel linear penalty method can provide extremely promising protections for
both observables and wave functions. Our method can improve the reliability of general
quantum simulations beyond the systems considered in this chapter, for instance, U(1) LGT
in the thermodynamic limit [336], and non-Abelian U(2) LGT [337], in near-term NISQ
devices. We believe it will be widely used in future quantum simulations.



Chapter 7

Conclusions and Outlook

In this thesis, we investigated two possible routines of computing quantum dynamics of
systems with large DOFs, linearized phase space methods and quantum simulations. Both
methods can overcome the difficulty of exponentially increasing computational efforts. How-
ever, they also have their own limitations. Linearized phase space methods are qualitatively
correct when quantum coherence and interference of systems are negligible. Therefore, the
knowledge of the reliability of linearized phase space methods are often obtained by nu-
merical benchmarks on typical model systems. Quantum simulations mainly suffer from
the imperfect controls of quantum devices, which might cause fatal errors to make simu-
lations unreliable. For both methods, we presented rigorous theoretical analysis for their
accuracy and reliability. Specifically, we established a rigorous measure for short-time ac-
curacy of linearized phase space methods, intra-electron correlation, which is based on the
initial sampling and the force expression. We also rigorously proved that the linear penalty
terms can protect the dynamics of quantum simulators. Moreover, we introduced a well-
known linearized phase space method for quantum lattice models, GDTWA, to chemical
systems. Also, we developed two gGDTWAmethods, approach I and approach II, for parti-
cles in gauge vector potentials, which have close connections to LVCmodels and on-the-fly
simulations.

To establish the intra-electron correlation, we first rewrote fully and partially linearized
methods as a unified expression with the same forms of EOMs and observables evalua-
tions. Different methods are characterized by the numbers of mapping variables, initial
sampling functions, and force expressions. With the help of such unified expression, we
performed the Taylor expansion for the difference of expectations of observables between
exact quantum results and mapping approaches results, and the intra-electron correlation
is defined by matching the third order derivatives. Therefore, methods with correct intra-
electron correlations have higher short-time accuracy than methods with a wrong one for
general Hamiltonians and observables. For chemical motivated models with specific form
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of Hamiltonians, the short-time accuracy of populations can be improved. We found that the
correct short-time accuracy can yield higher short-time accuracy except for scattering mod-
els. We also classified popular mapping approaches into three classes, correct intra-electron
correlation sampling, wrong intra-electron correlation sampling, and correct intra-electron
sampling only for 2-level systems. For each method we considered, either a proof or an
explicit violation example was reported. Our theoretical analysis gave the explanations of
short-time accuracy order reported in previous references. Moreover, correct intra-electron
correlation can also be a guideline for possible future mapping approaches.

GDTWA was introduced to chemical systems with detailed theoretical and numerical
analysis. We reformulate GDTWA to the unified expression of mapping approaches. The
number of mapping variables of GDTWA is identical to partially linearized methods, how-
ever, the initial sampling is more similar to fully linearized methods. In this sense, GDTWA
is a fully-partially hybrid linearized method. GDTWA can sample the intra-electron cor-
relation correctly for initial diagonal states. Our theoretical analysis also shows that the
discrete initial sampling of GDTWA can account for a reduced ZPE but without an explicit
ZPE parameter. Numerical benchmarks on Tully’s models and LVC models suggests that
GDTWA has a competitive accuracy with state-of-the-art phase space methods. Then, we
further developed two gGDTWA for particles in gauge vector potentials. The approach I,
using canonical momentum, is more similar to GDTWA, and more suitable for synthetic
gauge field systems. The approach II, using kinematic momentum, is more similar to map-
ping approaches in adiabatic representation, and more suitable for on-the-fly simulations.
Numerical benchmarks on ulracold atoms, LVC models as a synthetic gauge field theory,
and on-the-fly simulations of LVC models confirm our analysis. We believe that GDTWA
as well as gGDTWA are good candidates for large size systems simulations.

We also discussed another attractive route for this aim, quantum simulations. However,
errors in NISQ devices may cause serious mistakes on simulation results, especially for
the scenario that errors violate the symmetry of the system. We developed a linear penalty
method based on the quantum Zeno effect to protect the dynamics of symmetries. Compared
with traditional quadratic penalty methods, the linear penalty method is more experimen-
tally feasible. For the physical errors with simple enough forms, the linear penalty can even
protect the dynamics. Numerical results of lattice gauge theory shows that the linear penalty
method can protect symmetries as well as local observables efficiently for extensive symme-
tries restrictions. Numerical results of the hydrogen molecule shows that the linear penalty
method can also protect the wave function. Our proposals have already been implemented
in experiments.

We hope our works can inspire future investigations on quantum dynamics of systems
with large DOF. Interesting questions for the future are 1. A rigorous measure of linearized
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phase space methods for the accuracy of spectroscopy simulations; 2. A partially linearized
version of GDTWA; 3. Linear penalty methods for VQE and TDVP; 4. QEC for analog
simulations, etc.
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Appendix A

Explicit time derivatives

In this Appendix, we will list the explicit time derivative expressions of ⟨Ô(t)⟩m and ⟨Ô(t)⟩
the general models, scattering models and spin-boson models.

The first, second, and third time derivatives of ⟨Ô(t)⟩ and ⟨Ô(t)⟩m for the most general
observable and Hamiltonian are

d

dt
⟨Ô(t)⟩m =

∫
dx0dp0Wnuc(x0, p0)− i⟨⟨Tr

{
Ĵ(Γ0, t)[Ô, V̂ (xt)]

}
⟩⟩ , (A.1)

d

dt
⟨Ô(t)⟩ = −i⟨[Ô(t), V̂ (t)]⟩ , (A.2)

d2

dt2
⟨Ô(t)⟩m =

∫
dx0dp0Wnuc(x0, p0){−⟨⟨Tr

{
Ĵ(Γ0, t)

[
[Ô, V̂ (xt)], V̂ (xt)

]}
⟩⟩

− i⟨⟨Tr

{
Ĵ(Γ0, t)[Ô,

∂V̂ (xt)

∂xt

pt
m
]

}
⟩⟩} ,

(A.3)

d2

dt2
⟨Ô(t)⟩ = −⟨

[
[Ô(t), V̂ (t)], V̂ (t)

]
⟩ − i⟨[Ô(t), ∂V̂ (t)

∂x̂t

p̂t
2m

+
p̂t
2m

∂V̂ (t)

∂x̂t
]⟩ , (A.4)

d3

dt3
⟨Ô(t)⟩m =

∫
dx0dp0Wnuc(x0, p0){i⟨⟨Tr

{
Ĵ(Γ0, t)

[[
[Ô, V̂ (xt)], V̂ (xt)

]
, V̂ (xt)
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⟩⟩

− 2⟨⟨Tr
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∂xt

pt
m
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m
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}
⟩⟩} . (A.5)
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d3

dt3
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(A.6)

where U(t) = eiHtUe−iHt and V̂ (t) = eiHtV̂ e−iHt.

For Ô spanned by Λ̂D and Ĥ spanned by Λ̂D and Λ̂R, the fourth-order time derivatives
of ⟨Ô(t)⟩ and ⟨Ô(t)⟩m at t = 0 are
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∂V̂ (0)

∂x̂0

]
+ 2
[
[Ô(0),

∂2V̂ (0)

∂x̂20
], V̂ (0)

]
+
[
[Ô(0), V̂ (0)],

∂2V̂ (0)

∂x̂20

]
p̂0}⟩

+ 2⟨
[
[Ô(0),

∂V̂ (0)

∂x̂0
], V̂ (0)

]
{∂U(0)
∂x̂0

+
∂V̂ (0)

∂x̂0
}⟩ 1

2m

+ ⟨
[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
{∂U(0)
∂x̂0

+
∂V̂ (0)

∂x̂0
}⟩ 1

2m

+ 2⟨{∂U(0)
∂x̂0

+
∂V̂ (0)

∂x̂0
}
[
[Ô(0),

∂V̂ (0)

∂x̂0
], V̂ (0)

]
⟩ 1

2m

+ ⟨{∂U(0)
∂x̂0

+
∂V̂ (0)

∂x̂0
}
[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
⟩ 1

2m

+ ⟨ 1

2m
[Ô(0),

∂V̂ (0)

∂x̂0
][
∂V̂ (0)

∂x̂0
, V̂ (0)]⟩+ ⟨ 1

2m
[
∂V̂ (0)

∂x̂0
, V̂ (0)][Ô(0),

∂V̂ (0)

∂x̂0
]⟩ . (A.7)
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d4

dt4
⟨Ô(t)⟩m|t=0 =

∫
dx0dp0Wnuc(x0, p0)

{
Ĵ(Γ0, 0){⟨⟨Tr{−3

[
[Ô,

∂V̂ (x0)

∂x0
],
∂V̂ (x0)

∂x0

p20
m2

]
+
[[[

[Ô, V̂ (x0)], V̂ (x0)
]
, V̂ (x0)

]
, V̂ (x0)

]
− 2
[
[Ô,

∂2V̂ (x0)

∂x20
], V̂ (x0)

p20
m2

]
−
[
[Ô, V̂ (x0)],

∂2V̂ (x0)

∂x20

p20
m2

]
− 2
[
[Ô,

∂V̂ (x0)

∂x0
], V̂ (x0)

F (Γ0, x0)− ∂x0U(x0)

m

]
−
[
[Ô, V̂ (x0)],

∂V̂ (x0)

∂x0

F (Γ0, x0)− ∂x0U(x0)

m

]
+

1

m
[Ô,

∂V̂ (x0)

∂x0
] Tr

{
F̂ (Γ0)[

∂V̂ (x0)

∂x0
, V̂ (x0)]

}
}
}
⟩⟩} , (A.8)

For Ô spanned by Λ̂D and spin–boson Hamiltonian Ĥ , the first and second time deriva-
tive of the force in the mapping approaches, the fourth, fifth, and sixth order time derivatives
of ⟨Ô(t)⟩ and ⟨Ô(t)⟩m are

d

dt
F (Γt, xt) = iTr

{
F̂ (Γt)[

∂V̂ (xt)

∂xt
, V̂ (xt)]

}
,

d2

dt2
F (Γt, xt) = Tr

{
F̂ (Γt)

[
[
∂V̂ (xt)

∂xt
, V̂ (xt)], V̂ (xt)

]}
,

(A.9)

d4

dt4
⟨Ô(t)⟩m =

∫
dx0dp0Wnuc(x0, p0)⟨⟨Tr

{
Ĵ(Γ0, t){

[[[
[Ô, V̂ (xt)], V̂ (xt)

]
, V̂ (xt)

]
, V̂ (xt)

]
+ 2i

[[
[Ô, V̂ (xt)],

∂V̂ (xt)

∂xt

pt
m

]
, V̂ (xt)

]
+ i
[[
[Ô, V̂ (xt)], V̂ (xt)

]
,
∂V̂ (xt)

∂xt

pt
m

]
−
[
[Ô, V̂ (xt)],

∂V̂ (xt)

∂xt

F (Γt, xt)− ∂xtU(xt)

m

]
}
}
⟩⟩ , (A.10)

d4

dt4
⟨Ô(t)⟩ = ⟨

[[[
[Ô(t), V̂ (t)], V̂ (t)

]
, V̂ (t)

]
, V̂ (t)

]
⟩+ ⟨

[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]∂U(t)
∂x̂t

⟩ 1
m

+ i⟨ p̂t
2m

{2
[[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
+
[[
[Ô(t), V̂ (t)], V̂ (t)

]
,
∂V̂ (t)

∂x̂t

]
}⟩

+ i⟨{2
[[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
+
[[
[Ô(t), V̂ (t)], V̂ (t)

]
,
∂V̂ (t)

∂x̂t

]
} p̂t
2m

⟩

+ ⟨
[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]∂V̂ (t)

∂x̂t
⟩ 1

2m
+ ⟨∂V̂ (t)

∂x̂t

[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]
⟩ 1

2m
,

(A.11)
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d5

dt5
⟨Ô(t)⟩m =

∫
dx0dp0Wnuc(x0, p0)⟨⟨Tr

{
Ĵ(Γ0, t)

× {−i
[[[[

[Ô, V̂ (xt)], V̂ (xt)
]
, V̂ (xt)

]
, V̂ (xt)

]
, V̂ (xt)

]
+ 3
[[[

[Ô, V̂ (xt)],
∂V̂ (xt)

∂xt

pt
m

]
, V̂ (xt)

]
, V̂ (xt)

]
+ 2
[[[

[Ô, V̂ (xt)], V̂ (xt)
]
,
∂V̂ (xt)

∂xt

pt
m

]
, V̂ (xt)

]
+
[[[

[Ô, V̂ (xt)], V̂ (xt)
]
, V̂ (xt)

]
,
∂V̂ (xt)

∂xt

pt
m

]
+ 3i

[[
[Ô, V̂ (xt)],

∂V̂ (xt)

∂xt

pt
m

]
,
∂V̂ (xt)

∂xt

pt
m

]
+ i

F (Γt, xt)− ∂xtU(xt)

m
{2
[[
[Ô, V̂ (xt)],

∂V̂ (xt)

∂xt

]
, V̂ (xt)

]
+
[[
[Ô, V̂ (xt)], V̂ (xt)

]
,
∂V̂ (xt)

∂xt

]
}

−
[
[Ô, V̂ (xt)],

∂V̂ (xt)

∂xt
{−

∂2xt
U(xt)pt

m2
+
d

dt

F (Γt, xt)

m
}
]
}
}
⟩⟩ , (A.12)

d5

dt5
⟨Ô(t)⟩ = −i⟨

[[[[
[Ô(t), V̂ (t)], V̂ (t)

]
, V̂ (t)

]
, V̂ (t)

]
, V̂ (t)

]
⟩

+ 2
[[[

[Ô(t), V̂ (t)], V̂ (t)
]
,
∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
+
[[[

[Ô(t), V̂ (t)], V̂ (t)
]
, V̂ (t)

]
,
∂V̂ (t)

∂x̂t

]
}

+ ⟨{3
[[[

[Ô(t), V̂ (t)],
∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
, V̂ (t)

]
+ 2
[[[

[Ô(t), V̂ (t)], V̂ (t)
]
,
∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
+
[[[

[Ô(t), V̂ (t)], V̂ (t)
]
, V̂ (t)

]
,
∂V̂ (t)

∂x̂t

]
} p̂t
2m

⟩+ 3i⟨ p̂
2
t

m2

[[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]
,
∂V̂ (t)

∂x̂t

]
⟩

− i⟨∂U(t)
∂x̂t

{2
[[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
+
[[
[Ô(t), V̂ (t)], V̂ (t)

]
,
∂V̂ (t)

∂x̂t

]
} 1

m
⟩

− i⟨∂V̂ (t)

∂x̂t
{2
[[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂xt

]
, V̂ (t)

]
+
[[
[Ô(t), V̂ (t)], V̂ (t)

]
,
∂V̂ (t)

∂x̂t

]
} 1

2m
⟩

− i⟨{2
[[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
+
[[
[Ô(t), V̂ (t)], V̂ (t)

]
,
∂V̂ (t)

∂x̂t

]
}∂V̂ (t)

∂x̂t

1

2m
⟩

− i⟨[∂V̂ (t)

∂x̂t
, V̂ (t)]

[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

] 1

2m
⟩ − i⟨

[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]
[
∂V̂ (t)

∂x̂t
, V̂ (t)]

1

2m
⟩

+ ⟨
[
[Ô(t), V̂ (t)],

∂V̂ (t)

∂x̂t

]∂2U(t)
∂x̂2t

p̂t
m2

⟩+ ⟨ p̂t
2m

{3
[[[

[Ô(t), V̂ (t)],
∂V̂ (t)

∂x̂t

]
, V̂ (t)

]
, V̂ (t)

]
⟩ ,

(A.13)
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d6

dt6
⟨Ô(t)⟩m|t=0 =

∫
dx0dp0Wnuc(x0, p0)⟨⟨Tr

{
Ĵ(Γ0, t)

× {−
[[[[[

[Ô, V̂ (x0)], V̂ (x0)
]
, V̂ (x0)

]
, V̂ (x0)

]
, V̂ (x0)

]
, V̂ (x0)

]
+ 8

p20
m2

[[[
[Ô, V̂ (x0)],

∂V̂ (x0)

∂x0

]
,
∂V̂ (x0)

∂x0

]
, V̂ (x0)

]
+

1

m
{−∂U(x0)

∂x0
− Tr

{
F̂ (Γ0)

∂V̂ (x0)

∂x0

}
}

× {5
[[[

[Ô, V̂ (x0)],
∂V̂ (x0)

∂x0

]
, V̂ (x0)

]
, V̂ (x0)

]
+ 3
[[[

[Ô, V̂ (x0)], V̂ (x0)
]
,
∂V̂ (x0)

∂x0

]
, V̂ (x0)

]
}

− 1

m
Tr

{
F̂ (Γ0)[

∂V̂ (x0)

∂x0
, V̂ (x0)]

}
3
[[
[Ô, V̂ (x0)],

∂V̂ (x0)

∂x0

]
, V̂ (x0)

]
− 1

m
Tr

{
F̂ (Γ0)[

∂V̂ (x0)

∂x0
, V̂ (x0)]

}[[
[Ô, V̂ (x0)], V̂ (x0)

]
,
∂V̂ (x0)

∂x0

]
− 1

m
Tr

{
F̂ (Γ0)

[
[
∂V̂ (x0)

∂x0
, V̂ (x0)], V̂ (x0)

]}[
[Ô, V̂ (x0)],

∂V̂ (x0)

∂x0

]}
⟩⟩ , (A.14)

d6

dt6
⟨Ô(t)⟩|t=0 = ⟨−

[[[[[
[Ô(0), V̂ (0)], V̂ (0)

]
, V̂ (0)

]
, V̂ (0)

]
, V̂ (0)

]
, V̂ (0)

]
+ 8

p̂20
m2

[[[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
,
∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
+

1

m
{−∂U(0)

∂x̂0
− ∂V̂ (0)

∂x̂0
}

× {5
[[[

[Ô, V̂ (0)],
∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
, V̂ (0)

]
+ 3
[[[

[Ô(0), V̂ (0)], V̂ (0)
]
,
∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
}

− 1

2m
[
∂V̂ (0)

∂x̂0
, V̂ (0)]{3

[[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
+
[[
[Ô(0), V̂ (0)], V̂ (0)

]
,
∂V̂ (0)

∂x̂0

]
}

− 1

2m
{3
[[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
+
[[
[Ô(0), V̂ (0)], V̂ (0)

]
,
∂V̂ (0)

∂x̂0

]
}[∂V̂ (0)

∂x̂0
, V̂ (0)]

− 1

2m
{
[
[
∂V̂ (0)

∂x̂0
, V̂ (0)], V̂ (0)

][
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
+
[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

][
[
∂V̂ (0)

∂x̂0
, V̂ (0)], V̂ (0)

]
}⟩ , (A.15)
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d6

dt6
⟨Ô(t)⟩m|t=0 −

d6

dt6
⟨Ô(t)⟩|t=0 = ⟨ 1

2m
{
[
[
∂V̂ (0)

∂x̂0
, V̂ (0)], V̂ (0)

][
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
+
[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

][
[
∂V̂ (0)

∂x̂0
, V̂ (0)], V̂ (0)

]
}
}

+
1

2m

∂V̂ (0)

∂x̂0
{5
[[[

[Ô, V̂ (0)],
∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
, V̂ (0)

]
+ 3
[[[

[Ô(0), V̂ (0)], V̂ (0)
]
,
∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
}

+
1

2m
[
∂V̂ (0)

∂x̂0
, V̂ (0)]{3

[[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
+
[[
[Ô(0), V̂ (0)], V̂ (0)

]
,
∂V̂ (0)

∂x̂0

]
}

+
1

2m
{3
[[
[Ô(0), V̂ (0)],

∂V̂ (0)

∂x̂0

]
, V̂ (0)

]
+
[[
[Ô(0), V̂ (0)], V̂ (0)

]
,
∂V̂ (0)

∂x̂0

]
}[∂V̂ (0)

∂x̂0
, V̂ (0)]⟩

− 1

m

∫
dx0dp0Wnuc(x0, p0)⟨⟨Tr

{
Ĵ(Γ0, 0){Tr

{
F̂ (Γ0)

[
[
∂V̂ (x0)

∂x0
, V̂ (x0)], V̂ (x0)

]}

×
[
[Ô, V̂ (x0)],

∂V̂ (x0)

∂x0

]
+ Tr

{
F̂ (Γ0)

∂V̂ (x0)

∂x0

}
{5
[[[

[Ô, V̂ (x0)],
∂V̂ (x0)

∂x0

]
, V̂ (x0)

]
, V̂ (x0)

]
+ 3
[[[

[Ô, V̂ (x0)], V̂ (x0)
]
,
∂V̂ (x0)

∂x0

]
, V̂ (x0)

]
}+ Tr

{
F̂ (Γ0)[

∂V̂ (x0)

∂x0
, V̂ (x0)]

}

× {3
[[
[Ô, V̂ (x0)],

∂V̂ (x0)

∂x0

]
, V̂ (x0)

]
+
[[
[Ô, V̂ (x0)], V̂ (x0)

]
,
∂V̂ (x0)

∂x0

]
}
}
⟩⟩ ,

(A.16)
where we already neglect the trivial canceling terms. Using the properties of Wigner

transformation Eq. (3.4,3.3) as well as the properties of the spin–boson model Eq. (3.87),
we obtain that the fourth and fifth order derivatives of ⟨Ô(t)⟩ and ⟨Ô(t)⟩m at t = 0 coin-
cide, while the sixth order derivatives coincide if the method can sample the intra-electron
correlation correctly.
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