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Abstract: The present paper discusses language change from an information and
systems theoretical point of view, taking on a diachronic perspective. It is argued
that human language has to be regarded as a probabilistically organized infor-
mation system in which synchronizations of linguistic systems of individuals
create unstable (dynamic, ever-changing) collective levels (“language systems”).
Therefore, probabilistic organization of language processing on an individual level
leads– via bottom-up structure– to probabilistic organization of language systems
as a whole. If we thus regard linguistic objects like e.g. a Saussurean sign as
generally unstable anddefined byprobability distributions even froma synchronic
point of view, wemust understand language change (diachronic developments) as
probabilistic as well. Therefore, language change in its “classical sense” (a change
in linguistic objects) has to be reinterpreted as a change in probability distribution.
Nevertheless, the term language change and its meaning then still lack exactness
regarding some details; so we have to use this term carefully and be aware of its
weaknesses. With a close look at language as an information system with both
a synchronic as well as a diachronic dimension, we finally have to admit
that language change is a scientific construct serving as a – sometimes quite
useful – simplification within the linguistic field.

Keywords: information theory, language change, language evolution, probabi-
listic linguistics, systems theory

1 Introduction

In consequence of the fact that human languages are systemsof signs, it is clear that
what is usually called language change either affects the relationbetween a signifier
and a signified (as it is the case e.g. regarding sound changes, changes in spelling
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or semantic changes) or the relation of one linguistic sign to another.1 This makes
language change a matter of both semiotics and systems theory. Furthermore, the
language system,2 of course, is at least two-dimensional: It consists of a synchronic
level, representing the status quo of a particular language at a certain time, and a
diachronic level in terms of a continuum of a language and its development over a
period of time. Understanding the diachronic level as a conglomeration of many
“layers” of synchronic levels representing distinct points in time, language change
can be described as the process leading to a difference between two of those syn-
chronic levels within such a conglomeration. But, from a systems theoretical point
of view, how are synchronic and diachronic levels actually connected? What is the
role of a single human individual when it comes to language change? What causes
language change and can be regarded as a key factor?

The present paper examines these questions proposing an approach which on
the one hand concentrates on the linguistic individual (i.e. normally a human
being) as language changing force and on the other hand combines a probabilistic
information model of language with linguistic systems theory, arguing that lan-
guage as a probabilistically organized information system can only be understood
by focussing on the linguistic system of linguistic individuals (idiolect3). If this
system consists of probabilistic structures, language change can be described as a
change in probability distribution rather than an actual change of linguistic ob-
jects. Thus, language change in a classical sense has to be seen as a scientific
construct; nevertheless, the term remains useful under certain conditions: If we
adjust it in a way that refers to probability distributions of linguistic objects and
their occurrence by including our knowledge of the probabilistic organisation of
language as it seems to exist in every linguistic individual.

2 Language change and language system

Central aspects of the two-dimensional language systems have already been
mentioned. Let us now first take a closer look at the dimension of synchronic

1 e.g. the English lexeme red, which is mainly referring to the colour red, formed a semantic
relation to the ideology of communism as red became the colour of many communist parties all
over theworld in the 20th century. This relation did not exist in former times and, in some contexts,
gave red even a new negative connotation (e.g. in the society of the USA during the Cold War),
which can also be described as a semantic change (for the empiric evidence see Aitchison 2012:
101).
2 In this paper the term language system is only used to refer to a linguistic system on a collective
level, especially on the level of languages like English or German.
3 If we use idiolect in a way that refers to the linguistic system of an individual as a whole.
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levels. So what is the basic function of language at such a level? What is its
nature?

2.1 How synchronizations make up a language system

Influenced by Karl Bühler’s organon model and extending it, Roman Jakobson
distinguishes six functions of language: a referential, a poetic, an emotive, a
conative, a phatic, and a metalingual function (cf. Jakobson 1960: 353–357). What
these functions have in common is the fact that they essentially all describe a
matter of information exchange: A sender sends (linguistic) information, which
may reach a receiver4 and even if it does not, the information sent will have left the
sender (e.g. acoustically encoded), which already is an interaction in a physical
sense. So the basic function of language may be interpreted as exchange of
information.

With a closer look at the sender (and also the possible receiver) of a linguistic
information, this assumption leads to systems theory. A basic definition of the term
system is the one by Robert Fagen and Arthur Hall (1956): “A system is a set of
objects together with relationships between the objects and between their attri-
butes. […] Attributes are properties of objects” (Fagen and Hall 1956: 18).
Furthermore, a system –may be except for the “system of the universe” – is always
a distinct part of reality in the abstract (cf. Schweizer 1979: 37) that has to be
distinguished from its environment. The environment of a system can only be
described relatively to the system (cf. Luhmann 1987: 36) and is likely to interact
with the system (cf. Fagen and Hall 1956: 20). If we turn back to language and its
function of information exchange, we can now interpret the sender of linguistic
information as a system interacting with its environment by transmitting this in-
formation into this environment. Thus, a possible receiver can be seen as a system
in the environment of the sender, who constitutes a system him-, her- or itself.

Broadening the scope, one can connect such smaller systems with the bigger
system of a particular language as a whole by bringing in Joachim Herrgen and
Jürgen Schmidt’s model of synchronizations, which aims to explain dynamics in
language (cf. Herrgen and Schmidt 2011; Schmidt 2010). To reach an exchange of
linguistically encoded information and to reach from an individual to a collective
level– such as e.g. a speech community– a synchronization is needed. By this term

4 I do not use the terms addresser and addressee for they suggest that the sender (the addresser)
always aims to exchange information with a certain receiver (the addressee), which, of course, is
not always true (the sender might aim to exchange information with a receiver who does not
receive, or the sender exchanges informationwith a receiver whowas not target of the exchange as
the sender wants it to be).
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Herrgen and Schmidt “mean ‘the calibration of competence differences in the
performance act’, which results in a ‘stabilization and/ormodification of the active
and passive competences involved’ ([Herrgen and Schmidt 2011: 28])” (Schmidt
2010: 212). This happens because speakers “actively and interactively ‘synchro-
nize’ their complex and distinct systems of linguistic knowledge” (Schmidt 2010:
212) to be understood or rather to raise the probability of being understood. This
“elementary synchronization act just described (the calibration of the individual
competencies within a single interaction) is referred to asmicrosynchronization. It
underlies all of the other types” (Schmidt 2010: 212). We can also describe it as a
process that synchronizes two linguistic systems, which both exist on individual
levels, to a linguistic system on a collective level. The termmesosynchronization is
used to refer to “a series of parallel acts of synchronization, performed by in-
dividuals in personal contact situations, which lead to the establishment of
common context-dependent linguistic knowledge” (Schmidt 2010: 213) and those
synchronization acts “are responsible for the establishment of group and context-
dependent linguistic conversations and thus, in the final instance, for the forma-
tion of varieties” (Schmidt 2010: 213), whereas macrosynchronizations “refer to
synchronization acts via which the members of a linguistic community orient
themselves to a common norm” (Schmidt 2010: 214). So mesosynchronizations,
meaning a synchronization of two systems on collective levels to one another,
work in a bottom-up way, macrosynchronizations in a top-down way.

It is important to point out here that every system on a collective level is
unstable for it is changeable every time a synchronization takes place. With regard
to systems theory a collective level brought to existence through a synchronization
affects the organization of the linguistic system of the individuals, who are
involved in the process of synchronization. The reason for this is the fact that such
individuals may get a feedback from each other about whether they think they
comprehend each other or not. This “feedback effects a modification or stabili-
zation of the applied language production strategy” (Schmidt 2010: 212) and, of
course, also of the applied language comprehension strategy. As a result, the
future linguistic behaviour of the individuals is influenced by every preceding
linguistic act. So the linguistic systems on individual levels5 are carrying an “im-
age” of this collective level containing information about what seems to be helpful
in order to have a “successful” conversation (or rather a successful exchange of
information – i.e. an exchange in a way the partners in communication intended it
to be). The process that leads to such an image can be called “imaging”, but is also
similar to a macrosynchronization in terms of Herrgen and Schmidt, because an

5 Meaning the linguistic systems on individual levels of those individuals, who are part of a
certain collective level, they synchronized.
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image of a collective level created in and carried by a linguistic system on an
individual level is comparable to a system on a collective level affecting a system
on an individual level.

2.2 The role of probability

Every linguistic information – and even every information about how, when,
where (etc.) to use it – can be located in the linguistic systems on individual levels,
whichmay synchronize with each other and thus generate a(n unstable) system on
a collective level. So the key to understanding the linguistic memory on collective
levels – as we assume it by regarding the diachronic dimension of language as a
continuum – is to understand how language works on individual levels.

In this paper I do notwant to discuss in detail what types of information should
be assumed to be part of the linguistic information a linguistic system consists of,
but rather how they are organized; I will do this by using a probabilistic approach.
If we define the so-called “mental lexicon” not only as some sort of neural dic-
tionary, but as amemory with all information about linguistic objects the carrier of
the mental lexicon (normally a human being) bears, we will still have to add
information on this information about linguistic objects to complete the infor-
mation package we may identify with the elements of a linguistic system.

This additional information can be described numerically: Besides linguistic
objects,6 relations of such an object to others are significant regarding the or-
ganization of language in a linguistic system – just like a system mainly consists
of its elements and the relations between them (cf. again Fagen and Hall 1956:
18). A basic linguistic model paying attention to this insight is the model of
semantic networks developed by Ross Quillian (cf. especially Quillian 1967;
Quillian 1968, and Quillian 1969), which got extended several times (cf. e.g.
Simmons 1972; Simmons 1973). The idea is that a semantic (and linguistic) object
gets most or even all of its meaning – i.e. the information it bears – from the
objects it is related to. But relations cannot only be distinguished by whether
they exist or not, but also by how strong they are. In artificial neural networks
(ANNs) a weighting is used to simulate the intensity of a relation between
two objects (neurons) by connecting every relation with a number or rather a
numeric value: the bigger this value is, the stronger is the relation (cf. e.g. Rey

6 With the term linguistic object I refer – depending on context – to all different possibilities of
linguistic information to appear such as e.g. semes, phonemes, graphemes, morphemes, lexemes,
syntactic constructions, and other compositions; thus, linguistic objects can be regarded as union
of linguistic information (in terms of elements) or in some cases even as a single linguistic in-
formation itself.
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and Wender 2011: 15). Such a weighting can explain why in word-association
tests most people react e.g. to the English lexeme husband with the lexeme wife
(Aitchison 2012: 100) and not with a lexeme likeman or adult: The latter lexemes
are related to husband as well, but apparently not as strongly as wife. Also other
phenomena like semantic priming could be explained by such weightings,
which, of course, represent a probability distribution (cf. McNamara 2005: 26);
finally, we see that in semantics probability plays an important role and that even
the semantic of a whole sentence is judged by its probability (cf. Cohen 2009:
279). Generally, theweighting-number (i.e. the numeric value of theweighting) of
a relation will get bigger, if the related objects co-occur; the reason for this can be
found in Hebb’s rule of learning, often referred to as “what fires together wires
together”: Just as “any two cells or systems of cells that are repeatedly active at
the same time will tend to become ‘associated’, so that activity in one facilitates
activity in the other” (Hebb 1949: 70), the relation of co-occurring linguistic
objects gets stronger every time they appear together – this connection between
biological and linguistic systems is not surprising as linguistic systems are in-
tegrated in biological systems like a human brain.7

If the relations of linguistic objects are organized in a way that can be
described by numeric values –whichwould allow to sort these relations by quality
(represented by aprobability distribution)– there canbenodoubt that language as
a whole is organized in a probabilistic way. As seen, probabilistic linguistics is
based onbiological plausibility and able to shed light on some of themain issues of
linguistics (cf. e.g. Bod et al. 2003): How does both language production and
perception work? Why is there language variation? And furthermore: Why and
how does language change?

Regarding language production and perception, it is now to assume that a
checking of the probability distribution takes place, which mainly consists of
checking how likely the connection of a certain signifier with certain signified, is in
a certain context. So the linguistic sign as proposed by Ferdinand de Saussure (cf.
Saussure 1916: 99–105) is not stable; instead, it is represented by a probability
distribution connecting either all possibilities of signifiers a certain signified can
have with this signified or all possibilities of signifieds a certain signifier can have
with this signifier.8

7 But, of course, a change is just about to happen regarding the development of AIs (“artificial
intelligence”), in which a linguistic system is possibly integrated as well; nevertheless those
systems are based on artificial biological systems like ANNs (cf. Rey and Wender 2011: 14).
8 This is, of course, depending on whether it is focussed on language production or language
perception and on the point of view chosen.
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2.3 Language change in a probabilistically organized system

In order to examine the nature of language change, it seems to be important to
explain how the probabilistic structure of linguistic systems on individual levels,
which participate in collective levels, affects the structure of systems on collective
levels. Once again, the key to this is synchronization: Linguistic systems on indi-
vidual levels create a new collective level by (micro)synchronization and possibly
using existing images of collective levels created in the past. So if systems on
collective levels exist due to certain synchronizations of systems on individual
levels, which work probabilistically, and are memorized by systems on individual
levels as an image, there cannot be a way that collective levels are stable and
unambiguously defined; instead, they are created each time a conversation9 takes
place by probabilistic language production or perception and collapse as the
conversation is over leaving just an image in the linguistic systems involved (i.e.
systems on individual levels).

Probabilistic approaches to language change are not new. Examining frequent
verbs in several Germanic languages Damaris Nübling (2000) noticed that there
seems to be a positive connection between frequency of linguistic objects and their
possible shortening (cf. Nübling 2000: 290). Similarly, William Labov observes the
relevance of probabilities regarding chain shifts meaning that one (sound) change
taking place probably causes certain changes to follow (cf. especially Labov 1994:
113–291). So chain shifts seem to be series of language changes, which are highly
probable as every change increases the probability for the next change in the chain
to happen by changing the probability distributions of the linguistic object in
question. Chain shifts are possible because every language change primarily
changes probability distributions regarding the probability of connections between
certain signifiers and certain signifieds. And once again, such a change in proba-
bility distribution cannot be assumed to take place on a “real” collective level, but
rather onan individual level and thusaffecting the collectiveone. Therefore, in order
to understand language change, we have to focus on linguistic systems on indi-
vidual levels and this is what some approaches on language change already do.
The so-called Piotrowski’s law, for example, predicts a s-shaped function of
language change arguing that language change starts slow after the innovation
took place the first time and increases its speed of spreading while reaching new
individuals (i.e. linguistic systems on an individual level), which then are
starting to use the innovation and taking part in spreading it; this happens until
so many individuals are participating in the language change that the speed of
spreading slows down (cf. Leopold 2005: 627–628). We will see that it can be

9 Or rather an exchange of linguistic information.
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helpful to emphasize the importance of systems on individual levels even more
by discussing the theory of linguistic recessivity.

Finally, we should keep inmind that by talking about probability distributions
the existence of a range of possibilities is implied, so the easiest case of a proba-
bility distribution is a binary one: An event either takes place or it does not.10

Regarding language change this is consistent with the claim of Roger Lass (1980)
“that linguistic change is entirely a domain of options, including the zero option”
(Lass 1980: 131), in which the “zero option” corresponds to continuity (or rather
“non-happening” language change).

3 Terminology matters: The theory of linguistic
recessivity

The chapters above revealed that due to the complexity of language systems, their
diverse dimensions and levels, so-called language change is not easy to catch.
Furthermore, it becomes obvious that the centre of a language system is the lin-
guistic systems on individual levels. Indeed, language change cannot be examined
without a carefully used terminology and touching not only interactions between
linguistic individuals (i.e. linguistic systems on individual levels), but also lan-
guage processing. In addition to that, terms like linguistic object and the nature of
what is meant by them need to be defined clearly. The fact that many of the
linguistic terms used above were developed and established at different times and
in different disciplines of linguistics leads to some confusion and uncertainty in
their use, especially when they are used together. This is why a new terminological
approach is needed and that is the aim of the following explanations introducing
the theory of linguistic recessivity.11

3.1 What brings linguistic objects to life: A perceptual
approach

What is required for a linguistic object to be considered “existent”? A possible
answer could be: It has to be part of a linguistic system and recognizable within

10 It is clear that if the probability for one event to happen is one, this cannot be called a
probability distribution for there is only one possible event, which is guaranteed to happen.
11 Those explanations are in some aspects a short-cut ofmy dissertation (“‘Rezessive’ Information
in Sprache” [“‘Recessive’ information in language”]) at University of Heidelberg. For full justifi-
cation of the presented theory I refer readers to this dissertation (i.e. Decker, n.d.).
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this system through (successful) use in communication. But such an answer leads
to another question: How should “recognizable” be defined in this context?

Because human language is an information system developed and used
within or by mankind it is a fact that an exchange of information via language can
only be possible, if linguistically encoded information is perceived by (the lin-
guistic system of) a sender or (the linguistic system of) a receiver, or ideally both:
This normally happens in an auditory or a visual way (speech perception;
reading).12 But this definition of perception fails to integrate the process of lan-
guage production, suggesting that only linguistically encoded information that
reaches a receiver is part of the linguistic system. To solve this problem, I propose
to extend the definition of perception to include linguistically represented
thoughts, arguing that such thoughts are both linguistic and perceived due to
their nature of being mentally represented.13 The idea behind this is in some
aspects based on central assumptions of the linguistic approaches by Richard
Montague (the so-called “Montague grammar”; cf. e.g. Montague 1970, Montague
1973). Montague assumed that “there is […] no important theoretical difference
between natural languages and the artificial languages of logicians; indeed, [he
considered] it possible to comprehend the syntax and semantics of both kinds of
languages within a single natural and mathematically precise theory” (Montague
1970: 373). This assumption can be applied not only to language, but also to
perception: We know – especially regarding humans – that a (physical) stimulus
effects a transduction,whichmeans that a sensory receptor converts that stimulus
into a neural action potential, and is normally followed by a transformation of this
action potential (cf. Jäncke 2013: 209–210). So we can regard language perception
as a process of transducing and transforming language encoded in form of a
physical stimulus – like speech or a written text – into language encoded in form
of a neural action potential14 and thus there is no evidence for a qualitative
difference betweenmentally (and linguistically) represented thoughts, which can

12 Of course, not only a partner, who is involved in a process of language production, can receive
linguistically encoded information; a sender can instantly be receiver of the sounds he/she/it
uttered too.
13 This guarantees for example that a linguistic utterance (e.g. of the English sentence Help me!)
by a deaf person, which reaches no partner in communication (i.e. no receiver), also counts as a
linguistic action.
14 This is why I propose the use of an “extended definition of language” that refers to every
interaction in a physical sense as a sort of communication (for an exchange of information takes
place); perhaps linguistics should then be extended as well by developing a new sub-discipline of
“physical linguistics” examining not only the biological foundation of linguistic systems – as
biolinguistics does – but concentrating on underlying physical processes.
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also be identified with action potentials, and recognized perception of a physical
stimulus.15

Based on these assumptions, perception of a linguistic object is a mental
representation of a linguistic object and thus can be effected by a physical stimulus
as well as by thought – or rather: A perception of a linguistic object can be caused
by processeswithin the prevailing linguistic systemor by interactions between this
system and its environment. For our understanding of linguistic objects, we could
say that they are “brought to life” by being perceived. But, because we defined
perception in a way that may refer to some steps in both language production and
language perception, we obviously need to readjust those terms, for what is
generally meant by language perception should not be confused with the under-
standing of perception we have just established. This is why I propose to replace
the term language perception by genesis of a signified (triggered by the physical
stimulus of a signifier) and the term language production by genesis of a signifier
(triggered by a signified, which is meant to be uttered in order to exchange in-
formation regarding this signified).

Turning back to so-called language change one could now ask how linguistic
knowledge on collective levels can be identified. If a system on a collective level
has to be synchronized by systems on individual levels or rather is the product of
such a synchronization, information that was never part of an interaction between
linguistic systems on individual levels can never be part of a system on a collective
level. This means a linguistic object in a system on a collective level has to be
perceived by at least two linguistic systems on an individual level in at least one
communicative interaction. Following terms of biology (especially genetics), this
paper proposes to call linguistic information in a linguistic system that are actually
perceived part of a linguistic phenotype (or phenotype of language)16 of this system
and opposes this phenotype to a linguistic genotype (or genotype of language)
meaning all information in this linguistic system as a whole, even those that are

15 Whereas perception often is defined as processing of information that comes from the envi-
ronment and enters the (cognitive) system in question, the use of this term in the present paper is
also referring to processing of information within a system. A distinction between perception and
attention in linguistic context is notmade for there seems to be no convincing study of the question
whether linguistic objects are always part of only one of those cognitive processes or not;
nevertheless, such analyses are always depending on questions of definition.
16 Due to this definition the understanding of the term linguistic phenotypediffers from those other
researches in linguistics have. StephenAnderson andDavid Lightfoot (2000), for example, refer to
an actual genetic basis of human language by using the term linguistic genotype and to gram-
matical competences of a human individual by using the term linguistic phenotype (cf. Anderson
and Lightfoot 2000: 702, 709).
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not perceived. Such information that enters a linguistic system without being
consciously perceived could be referred to as recessive.

The reason such a distinction is needed is the fact that linguistic information
remains in the system even if it is not perceived.17 A linguistic system on an
individual level (as it can be found in a human being) is able to use linguistic
information that somehow came into the system in the past without having to learn
about this information again as a precondition for its use in the present or in future.
Because of ourmemory one can use (and thus perceive) a word like dog today even
if the last time it was perceived (e.g. said or heard) was yesterday and it was not
perceived in the meantime (which also means that it could not get into the lin-
guistic system again, if it were lost after the last perception of it). That is why I am
proposing to call linguistic information that is actually not perceived “recessive”
– if it is, or is considered to be, existent within the linguistic system in question.
This definition makes the linguistic phenotype an unstable category; its compo-
sition is variable and depends on the perception(s) actually made at a certain time.
Regarding the linguistic phenotype (P), the linguistic genotype (G), and all of the
recessive information (R) in a linguistic system as set in mathematical sense, they
– or rather their relations to one another – can be defined as follows:18

1. |P| ≤ |G| ≥ |R|
2. G � P ∪

.
R

3. P ∩ R = ∅

So recessive linguistic information can be transferred to the linguistic phenotype
by a process that leads to a perception of this information in terms of a mental
representation of this information. I propose to call this process (and also its result)
phenotypification and the linguistic system phenotypificating (or rather the carrier
of this system) phenotypificator. Such phenotypifications can only be found on
individual levels because a (human) collective cannot perceive as a whole, but
individuals can (independently from each other for we e.g. do not necessarily feel,
what somebody else feels).

17 If this were true, this would mean that there is no memory for linguistic information at all.
18 Regarding the first definition, it should be remarked that although it is possible in theory that
|P| � |G| it has to be assumed that this is never happening in reality (at least regarding human
language use) for a phenotypificator would have to phenotypificate every information of his, her,
or its linguistic systemat the same time; amuchmore complex systemof languageprocessing than
a human brain – and its possibilities to create an output (such as using the vocal tract) –would be
necessary to do so. Therefore, a definition as follows seems to be more likely: |P| < |G| or even
|G| ≥ |R| > |P| (then assuming that phenotypifications normally phenotypificate just a small part of
the elements of G).
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3.2 Language in the making: Combining the perceptual
approach with a probabilistic one

We now have observed the important role of perception in a language system, for
it is perception on individual levels that allows linguistic objects to be recognized
in an epistemological sense and, in accordance with the terminology presented
above, a phenotypification is precondition for the perceptibility of a linguistic
object. Due to synchronizations of systems on individual levels, a linguistic
object can become part of a system on a collective level in terms of shared
knowledge (e.g. via micro- and mesosynchronization) affecting the linguistic
systems on individual levels involved in that synchronization (e.g. via macro-
synchronization): Those systems adjust their package of linguistic information
and the relations between such information, whichmay form the linguistic object
in question, depending on the context and on whether they regard their ex-
change of information as successful or not (this is what this paper refers to as
“imaging”).

But let us now take a closer look at how linguistic objects are formed ac-
cording to the theory of linguistic recessivity; once again, a combination of
Saussurean semiotics, probabilistic approaches to linguistics, information the-
ory, and systems theory is the basis of the following assumptions. The central
thesis – as mentioned in Section 2.2 – is that linguistic signs are an unstable
connection of a signifier and a signified, which can only be stabilized in and for a
certain phenotypification, which always takes place in a certain usage, a certain
context, at a certain time etc. Both the signifier and the signified can be under-
stood as a package of smaller information (which one might identify e.g. with
phonemes or semes). With regard to a linguistic object independent of a state of
phenotypification, we have to assume all possible connections between signi-
fiers on the one hand and signifieds on the other hand to be relevant at the same
time. This state can be called a “state of superposition” (as adapting a physical
term that describes the sum of states that are valid at the same time or at least
might be valid at the same time, for a decision cannot be made [see e.g. Gerjuoy
1993: 1384]). Such a broad understanding of linguistic superposition can be
interpreted as a claim that language has to be regarded as just one single sign
taking new shape each time it is used. To make such an assumption helpful, one
could now add the probabilistic approach already presented: A linguistic sign
– free of a state of phenotypification – consists of both a set of signifiers and a set
of signifieds plus a probability distribution by which is meant that every com-
bination of a signifier with a signified has a certain probability (and the proba-
bility distribution represents all of those probabilities); such a probability

52 E. U. Decker



depends on the context of each phenotypification. Nevertheless, those proba-
bility distributions are – due to synchronizations as described by Herrgen and
Schmidt (2011) – stabilizing on a collective level, which does not mean that full
stability is reached. For example, the probability that the (English) signifier
mouse is phenotypificated with reference to a little rodent as signified is quite
high, if the phenotypificator is a speaker of English. But still, depending on the
context of phenotypification there might be an even higher probability that the
same signifier is phenotypificated referring to a computer mouse as signified. If
we talk about this signifier on a scientific, linguistic level without regarding a
certain context, we cannot decide whether the phenotypification with reference
to a rodent or to a computer mouse is more likely. But we can tell that both
possibilities are quite probable as long as we refer to an English context.19 So
what we see is that we need such a contextualization to make the presented
approachwork in a useful way. Of course, the contextualization used here can be
made more precise: We can investigate probability distributions of English in a
certain geographic area like Ireland or add a sociolinguistic filter by examining
only the language of English speaking farmers in Ireland. But if we add no such
filter, we actually cannot make another statement than arguing that language
are just one single linguistic sign consisting of all possible connections between
all possible signifiers on the one hand and all possible signifieds on the other
hand.

Filters, as those discussed above, are a tool for researchers to create a relevant
context to investigate and to get useful data regarding the probability distribution
of the possibilities of phenotypification of a linguistic object.20

Taking a look again at the signifier mouse using a filter that restricts its
context of appearance to the collective level of an English-speaking community,
we can assume, for example, the following semantic possibilities of phenotypi-
fication to have the highest probabilities of being phenotypificated together with
the signifier mouse: (1.) a little rodent like a house mouse (mus musculus), (2.) a
computer mouse, and (3.) a shy person; nevertheless, other semantics are
possible, but can be assumed to have a lower probability of being phenotypifi-
cated with the signifier mouse.21 By using such a filter, the probability distribu-
tion for a phenotypification of a bilateral sign with the signifier mouse allows to

19 In terms of referring to a linguistic system on a collective level of a community that uses a
linguistic code we are used to calling “English”.
20 While being aware that most researchers use a comparable approach this argument aims to
shed light on the underlying processes and assumptions.
21 This scenario is an example; if we wanted to really investigate it, we would have to examine
how often the English signifier mouse gets phenotypificated together with each of the semantics
mentioned above as signified.
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call all possible semantics to be in sum the signified with the probability distri-
bution providing insight into the weighting of those possible semantics in rela-
tion to each other: these semantics superpose each other (i.e. they are in a state of
superposition). Removing or adding a filter always affects this probability dis-
tribution.22 As already mentioned, language can be regarded as a “single sign”
structured by probability distributions, and filters are incapable of “destroying”
this sign; nevertheless, filters prime the probability distribution of phenotypifi-
cations of this single sign in a way that makes it useful with regards to linguistic
studies by paying attention to the context of a linguistic phenotypification in
terms of mathematical or rather numeric (i.e. quantitative) language de-
scriptions. Linguistic studies using this tool are working on probabilities and
uncertainty (for they refer to superposition), while language processing in the
human brain works similar, but not exactly the same way: Language processing
also works probabilistically, but working with superposition can be a problem as
it makes language processing more complex than it needs to be, and seems to be;
this is why the human brain normally makes a decision for example on what is
most likely meant by a perceived signifier (cf. e.g. the probabilistic hypothesis by
Egon Brunswik, arguing that the environment of an organism is uncertain and
probabilistic, which is why decisions are based on probabilism as well [cf. Wirtz
2017: 1324]); the phenotypification of the semantics of such a signifier then is
done via probability matching – and is not a phenotypificating of all superposing
semantics at the same time.23

Regarding a linguistic object free of state of phenotypification – but may be by
using filters – we have to readjust our (metaphorical) claim, which was made in
Section 3.1, “that they are ‘brought to life’ by being perceived”.24 Following the
theory of linguistic recessivity, linguistic objects exist in a recessive way – i.e. as
part of the linguistic genotype, but not of its phenotype – as the information they
consist of is part of the linguistic system in question; that is the precondition of this
information getting phenotypificated.

22 If we, for example, added a filter restricting on conversations between zoologists, the proba-
bility distribution of the possible semantics above would likely change in a way that increases the
probability of a rodent being the semantic information becoming signified together with the
signifier mouse as a phenotypification actually takes place.
23 A process that at first keeps most promising possibilities via analysing their probabilities and
thus finally leads to a decision via probability matching is, for example, an algorithm called
“beam search”; beam search is actually used in software that is used for natural language
processing (NLP) and based on ANNs, and can be found e.g. in NLP-software by Google (cf. Andor
et al. 2016: 1).
24 I would like to append to this claim that linguistic objects can (or evenhave to) exist before they
can be “brought to life”.
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4 Discussing “language change” with regard to
the theory of linguistic recessivity

After examining probabilistic elements and structures in language processing and
synchronizations of collective levels by taking a look at the basis of language in the
human brain and its function of exchanging information, we can now turn back to
the case of language change. The most obvious problem regarding language
change is may be the fact that this term normally refers to a collective level
assuming some kind of system with clear rules and constraints, which are stable
for at least a longer timespan (approximately several years, decades or even
longer); language change then is the process of destroying this stability. With the
insights collected or made in the sections above, one has to admit that language
change cannot be found in language systems over time in the way just described:
We observed language to be unstable and probabilistically organized, and col-
lective levels of linguistic systems as results of systems on individual levels being
synchronized. So, do these insights allow to stick to a concept like language
change?

First of all, let us take another look at the two levels of linguistic systems. By
claiming that linguistic systems work in a probabilistic way we argue for them
being unstable; nevertheless, macrosynchronizations – in terms of Herrgen and
Schmidt (2011) – are obviously a stabilizing factor within the linguistic world:
Micro- and mesosynchronizations of systems on individual levels create systems
on collective levels in order to establish a linguistic code, which is likely to be
understood by all systems on individual levels (i.e. individuals that carry a lin-
guistic system) involved in a synchronization in approximately the same way (at
least this is the goal), whereas macrosynchronizations use such micro- and
mesosynchronizations to affect systems on individual levels in orientation to
those “smaller” processes of synchronization (cf. again Schmidt 2010: 212–214;
Herrgen and Schmidt 2011: 28–33). In order to use those “smaller” processes,
macrosynchronizations can only rely upon images of collective levels that were
created by synchronizations in the past and that can be found in linguistic systems
on individual levels affected by macrosynchronization. Using images created in
the past, macrosynchronizations stabilize linguistic systems over time, even
though they do not prevent them from still being somehow unstable. This is why
there are still good reasons for systems on collective levels to be understood as
stable – at least to some (maybe even quite relevant) extent – nevertheless, the
organization of such a collective level remains probabilistic, but the probability
distributions of the possibilities of phenotypification of a linguistic object may
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vary only little over time.25 Therefore, we can still argue for linguistic systems on
collective levels to exist in a way that allows us to stick to the concept of so-called
language change, if we keep in mind that the stability of linguistic systems on
collective levels is never a complete one.

But for the concept of language change the claim of linguistic systems being
organized in a probabilistic way seems to be more important than the question of
stability in language over time: If we assume that e.g. what is said to be theModern
English diphthong /aɪ/ is not stable –which the theory of linguistic recessivity and
other probabilistic approaches to linguistics do – this means that /aɪ/ is actually
just one possible and quite probable phenotypification of a linguistic object that
could also be phenotypificated as /iː/ (as it usually was the case in Middle En-
glish),26 even though the probability for this to happen is obviously not as high as it
is for /aɪ/. From this perspective, the Great Vowel Shift does not describe language
changes on phonological level as it is said to do according to the classical un-
derstanding of language change; but it does describe a change in the probability
distribution of the possibilities of phenotypification of certain phonological ob-
jects and their probability of being phenotypificated. In the schemes normally used
to illustrate the Great Vowel Shift these changes are shown only by the prevailing
possibilities of phenotypification with the highest probability of the linguistic
system in question27 being named (i.e. for example Middle English /iː/ andModern
English /aɪ/ with both phonemes standing for the same linguistic object).

The theory of linguistic recessivity also allows us to analyse some special
issues of historical linguistics offering new approaches. For example, the German
lexeme auch is usually used as a particle in themeaning of ‘also, as well, too’ in all
German dialects except for one: Transylvanian Saxon. Transylvanian Saxon is
spoken by the descendants of German settlers who came to Transylvania
(Romania) from the twelfth century onwards and they use auch not only as a
particle, but also as coordinating conjunction in the meaning of ‘and’ (cf. Shino-
hara 2016: 58). Sara Shinohara argues that this additional meaning of auch in
Transylvanian Saxon can be seen as consequence of language contact with
Romanian, which uses its comparable form şi in the sameway – i.e. in themeaning
of ‘and; also, as well, too’ (cf. Shinohara 2016: 71–72). This conclusion seems

25 This is the reason why it is possible for us, for example, to recognize a text written in 2018 (like
this paper) as an English text and also a text written in 1980 (like the already cited work of Lass
[1980]).
26 Regarding the phonological differences betweenModern English and its earlier forms (like e.g.
Middle English), which are mainly summed up in the so-called “Great Vowel Shift”, see e.g. Krug
(2017) and Schlüter (2017: 34–44); they also show the development ofMiddle English /iː/ toModern
English /aɪ/ in more detail.
27 i.e. in this case either the system on a collective level of Middle or Modern English.
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plausible; nevertheless, it might be adjusted a little, for an interpretation of such a
change of meaning as a result of language contact could entice into assuming that
the Romanian language “added” a new meaning to Transylvanian Saxon auch,
which this lexeme did not mean before. With a look at the history of the Transyl-
vanian Saxon language (or rather dialect), it seems to be more plausible that this
meaning (‘and’) has not been adopted from Romanian, but rather “reactivated”.
Comparative and historical linguistics show that it is very likely that Transylvanian
Saxon auch has to be seen as a descendant of the Proto-Germanic lexeme *auke
meaning ‘and’ (amongst others) – as its Gothic (auk) and Old Norse (ok) de-
scendants meant the same (see, regarding Gothic, Köbler [1989: 70–71], regarding
Old Norse, Zoëga [2004: 320–321], and, regarding Proto-Germanic, Kroonen [2013:
42]). The meaning of ‘and’ for this lexeme obviously got lost in most of the West-
Germanic languages like German in the Middle Ages – as for Middle High German
ouch, which later became auch (cf. e.g. Benecke et al. 1990: 449–451).28 So, the
theory of linguistic recessivity allows to regard the signifier (*auke, ouch, auch etc.)
as connected or rather connectable with a range of possible signifieds (e.g.
meanings like ‘and’, ‘also’, ‘as well’, and ‘too’) assuming no change of these
possible signifieds, but rather in the probability distribution representing the
connection between signifier and signified if it comes to phenotypification. This
means that the probability of the signifier as linguistic object (realized/phenoty-
pificated as *auke, ouch, auch etc.) being phenotypificated together with the
meaning ‘and’ was quite high in Proto-Germanic, fell in medieval German, when
the probability of phenotypification of meanings like ‘also’, ‘as well’, and ‘too’
rose. Whereas most of the German dialects keep this change in probability dis-
tribution on their system on a collective level, Transylvanian Saxon underwent
another significant change in this probability distribution, increasing the proba-
bility of phenotypification of the meaning ‘and’ again.

This new approach does not mean that Shinohara’s assumption that language
contact between Romanian and Transylvanian Saxon caused the semantic
“change” in auch is wrong, but it changes the role Romanian plays: According to
the approach based on the theory of linguistic recessivity, Romanian did not add a
“new” meaning to the lexeme auch; nevertheless, it can be assumed that the

28 If the conventional connection of the signifier Proto-Germanic *auke / Middle High German
ouch / Transylvanian Saxon auch and its (most probable) signified, which normally got pheno-
typificated together with the signifier, changed in the way described, we could compare this to the
pattern of recessive inheritance as it can be found in genetics: Something that forms the phenotype
stops doing that and seems to have got lost at some point, but later forms the phenotype again
(because it was not actually lost). With regard to the insights already made in this paper, it is
obvious that claiming such a “recessive pattern” is a simplification of a more complex
development.
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language contact increased the probability of phenotypification of the signifier
auch with the meaning of ‘and’ in Transylvanian Saxon. Furthermore, this
meaning seems to have been recessive to that signifier during the whole Middle
Ages.29

The reasonwhy this approach to language change caused by language contact
can be regarded as more plausible, is the fact that it is based on mathematical and
thus logical insights, whereas the assumption that the semantic “change” dis-
cussedwas not caused by a change in probability distribution and already existing
recessive information makes it a coincidence that Transylvanian Saxon auch got
the meaning ‘auch’ from Romanian şi. It could be asked why Romanian şi
(meaning ‘and; also, as well, too’) led to an addition of ‘and’ to Transylvanian
Saxon auch and not to an addition of ‘also, as well, too’ to Transylvanian und; the
theory of linguistic recessivity allows us to assume that the probability for the latter
case was quite low, whereas older approaches fail to explain this. Moreover, it
seems to be implausible that the signifier in question (∗auke, ouch, auch etc.) got
connected with the meaning of ‘and’ two times in two thousand years without a
connection between those events. This is why it seems that the theory of linguistic
recessivity best explains semantic “change” like this.30 Thus, we can record the
fact that so-called language change is obviously not a change in linguistic objects,
but rather in probability distributions determining the appearance of linguistic
objects when getting phenotypificated;finally, a change in probability distribution
within linguistic systems can be caused by changes in determinants that affect the
system from the outside, i.e. the environment of the system (e.g. cultural evolution
or historical events).31

29 Of course, we cannot be absolutely sure here: It is possible that a single phenotypification of
auch (or ouch etc.) ‘and’ took place inmedieval German (or evenmore than one phenotypification)
without us knowing this today (see for more details Decker, n.d.: Section 3.1).
30 Similar approaches based on this theory can bemade regarding some phenomena of so-called
“syntactic loan” like e.g. the dativus absolutus in Old English or Old High German, which is said to
be a syntactic loan due to influence of the Latin ablativus absolutus (cf., regarding those con-
structions, e.g. Mitchell and Robinson 2007: 106; Schrodt 2004: 95). Nevertheless, it is very likely
that thedativus absolutuswas already common in Proto-Germanic (cf. Euler andBadenheuer 2009:
180–181); if it really got lost before appearing in Old English or Old High German – as often
assumed – recessivity would be a possible explanation for its “return”.
31 The fact that there were no computers in theMiddle Ages is a good example for such changes in
determinants of linguistic systems: It was not completely impossible to phenotypificate computer
with the meaning ‘computer’ in the eleventh century (for there are no laws of nature that would
have made humans unable to phenotypificate this), but the probability for this was nearly 0 – but
not exactly 0 – for there were no such things as computers at that time; the invention of the
computer in the twentieth century increased this probability significantly.
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5 Conclusion: Language changewith regard to the
theory of linguistic recessivity – a construct?

This paper examines the basis of linguistic systems on individual and collective
levels, and also its consequences for the concept of language change. Using evi-
dence from language processing and diachronic analysis, we recognized proba-
bilistic approaches to language – as they can be found in Bod et al. 2003 or even
Lass 1980 – as fitting best to explain common linguistic issues like language
processing or language as an over-individual system for exchange of information.
A probabilistic extension of the Saussureanmodel of linguistic signs following the
great importance of individuals and their perception allows us to appreciate all
possible varieties of linguistic objects and to not have to reduce them to only the
most common one. Thus, probability distributions and a distinction between a
linguistic geno- and phenotype and also recessive information as part of linguistic
systems are the terminological foundations of the theory of linguistic recessivity
presented in this paper. With its terminology we could examine even special cases
of so-called language change like the case of Transylvanian Saxon auch showing
that the new approach best explains some of the difficulties regarding this case.

With all these insights in mind, the question that was raised in the title and
introduction of this paper – whether language change is nothing more than a
scientific construct or not – might be answered as follows:

First, we could say: No, there is no such thing as language change in its
“classical sense”; language is a system of elements held together by relations
between them that are defined by flexible (i.e. unstable) probability distributions,
which might be activated differently each time a linguistic object gets phenoty-
pificated. This means that there are no stable linguistic objects – not even for a
short time in a certain speech community – and therefore changes are not
noticeable (or we have to argue that there are always changes, which would make
the concept of language change questionable once more). So, language change in
its classical sense is nothing more than a scientific construct referring to states of
linguistic objects that do not exist in the way they are said to be. Thus, language
change is nothing more than an approach to a reality that is too complex to be
explained through the construct of language change.

But secondly one could argue: Yes, language change is not only a scientific
construct; it really “happens”. Examining examples from language history like the
case of Transylvanian Saxon auch or the Great Vowel Shift in the history of English,
we recognized that there is no complete stability in linguistic systems, but rather
stabilizing factors such as macrosynchronizations (in terms of Herrgen and
Schmidt 2011) and imaging. Such processes protect linguistic objects from being
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changed every time they are phenotypificated, and collective levels thus allow us
to communicate based on common “rules”. Regarding probabilistic approaches to
linguistic systems this means that changes in probability distributions of the
possibilities of phenotypification of a linguistic object normally are not significant.
So, we could call significant changes in such probability distributions over time
language change.

But finally, we have to admit that such changes in probability distributions
seem to occur all the time and that we have no numeric criteria that allow us to
judge whether a change in probability distribution is significant or not; such a
judgement would always be arbitrary to some degree. This means, of course, that
we are facedwith the same situation here aswewere regarding language change in
its classical sense: It actually occurs all the time. Therefore, language change is a
scientific construct that may be helpful to examine certain linguistic phenomena
observed on the “surface”, if we keep in mind that we are using a simplification;
but it lacks precision regarding the details.
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