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Zusammenfassung

Halogenradikale kénnen die Chemie der polaren Atmosphére drastisch verdndern. Dies wird durch
die wiederholte Zerstorung von Ozon in der Grenzschicht im polaren Friihling deutlich, welche man
als Ozonzerstorungsereignisse (engl. Ozone Depletion Events, ODEs) bezeichnet. Diese ODEs werden
durch erhohte Konzentrationen von reaktiven Halogenen, insbesondere von Brommonoxidradikalen
(BrO), verursacht. Messungen deuten daraufhin, dass es zwei verschiedene Arten von Umweltbedin-
gungen gibt, die die Emission von Brom in die Atmosphére begiinstigen, namentlich kalte und stabile
meteorologische Bedingungen einerseits und weniger stabile Bedingungen im Zusammenhang mit Tief-
druckgebieten andererseits. Um die Bedeutung dieser unterschiedlichen Umweltbedingungen auf einer
pan-arktischen Skala zu untersuchen, vergleicht diese Dissertation TROPOMI Satellitenbeobachtungen
von BrO mit den Ergebnissen eines Modells fiir die atmosphérische Chemie und Meteorologie fiir den
arktischen Friihlings 2019. Fiir die Bestimmung von troposphérischem BrO aus Satellitenmessungen
wird ein Algorithmus entwickelt, welcher die Einschétzung der troposphérischen Teilsdule ohne Zuhil-
fenahme externer Eingangsdaten erlaubt. Im Vergleich mit anderen Algorithmen erméglicht dies die
volle Nutzung von TROPOMIs hoher réumlicher Auflésung (7 x 3.5 km?), wihrend es zugleich Verzer-
rungen durch die Nutzung von Modelldaten vermeidet.

Bei der Validation des Modells mittels der Satellitenmessungen konnte gezeigt werden, dass ein Mech-
anismus fiir die Bromfreisetzung aus der Schneedecke, welcher von vielen Modellen verwendet wird,
ungeeignet ist, um ODEs im frithen Februar fiir hohe Sonnenzenithwinkel vorherzusagen. In Fallstudien
wurde weiterhin demonstriert das die beobachteten rdumlichen Muster sowie die groffen BrO Sdulen
im spéten Frithling in Assoziation mit polaren Zyklonen durch die Einmischung von Brom in die freie
Troposphére erkldrt werden kénnen. Auch konnte demonstriert werden dass die Grofenordnung von
Bromemissionen aus Flugschnee in polaren Zyklonen wahrscheinlich iiberschétzt wird. Eine saisonale
Abhéngigkeit der Umweltbedingungen, welche die Bromfreisetzung begiinstigen, konnte etabliert wer-
den. Ruhige meteorologische Bedingungen begiinstigen das Auftreten von ODEs zu Beginn des polaren
Frihlings. Wahrend des spaten Mérz und April konnte Ozon als limitierender Faktor fiir die BrO Bil-
dung identifiziert werden und Ergebnisse deuteten darauf hin, dass hohe Windgeschwindikeiten die
Bromfreisetzung begiinstigen. Eine statistische Auswertung der rdumlichen Ausdehnung und Form
von ODEs ergab einen Mafistab zwischen 40 km und 1000 km fiir die typischen Luftmassen mit er-
hohtem Bromgehalt.

Abstract

Halogen radicals can drastically alter the polar atmospheric chemistry. This is made evident by a recur-
rent destruction of boundary layer ozone during polar springs called ozone depletion events (ODEs).
ODEs are caused by enhanced concentrations of reactive halogens, in particular bromine monoxide
(BrO) radicals. Measurements suggest that there are two distinct sets of environmental conditions
favoring the emissions of bromine to the atmosphere, namely cold and stable meteorological conditions
on one side and less stable conditions associated with low-pressure systems on the other. This thesis
investigates the importance of these differing environmental conditions on a pan-Arctic scale by com-
paring TROPOMI satellite observations of BrO with the results of an meterology model coupled with
atmospheric chemistry (WRF-CHEM) for the Arctic spring of 2019. For the retrieval of tropospheric
BrO from satellite measurements an algorithm is developed which allows to assess the tropospheric
partial column without reliance on external input. Compared to other retrieval algorithms, it enables
the full utilization of TROPOMT’s high spatial resolution (7 x 3.5km?) while also avoiding biases from
the use of model data.

Satellite observations are used to validate model assumptions. It was demonstrated that a bromine
release mechanism from the snow-pack employed in numerous models is unfit to predict ODEs in early
February at high solar zenith angles. Case studies demonstrated that the observed spatial patterns and
large BrO columns observed during late polar spring in association with polar cyclones can be explained
by the intrusion of bromine into the free troposphere. It was shown that the magnitude of bromine
emissions from blowing snow in polar cyclones is likely overestimated. A seasonal dependence in the
environmental conditions favoring bromine release was established. Calm meteorological conditions
favor the occurrence of ODEs during early polar spring. During late March and April, ozone was
identified as limiting factor for BrO formation and results indicated high wind speeds as favorable
meteorological parameter for bromine release. A statistical analysis of spatial extent and shape of
ODEs was conducted, showing a scale of 40km to 1000 km for bromine enhanced air masses.
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Part 1

Motivation and Scientific Background






1 Introduction

The prediction of global stratospheric ozone depletion in the 1970s and the discovery of
the ozone hole in 1985 heralded a shift in public awareness of humanity’s relationship with
the Earth’s atmosphere. From the realization that anthropogenic emissions are capable of
destroying the ozone layer, one of the foundations of complex life on Earth, it became evi-
dent that human actions could radically influence something as fundamental as the relevant
constituents of the atmospheric composition itself.

The scientific efforts which gradually led to this insights were spearheaded by Paul
Crutzen, Mario Molina, Frank Sherwood Rowland, and colleagues. Crutzen proposed that
nitrous oxide (N5O) emitted from the expected fleet of supersonic jets directly into the
stratosphere could be converted to nitric oxide (NO) and serve as a catalyst for the for-
mation of oxygen from ozone, thereby depleting the overall abundance of ozone (Crutzen,
1970, 1974). Built on this proposition, the famous Rowland-Molina hypothesis suggests
a similar mechanism of a catalytic destruction of ozone from long-lived organic halogen
compounds (Rowland and Molina, 1974). The predominant source of such compounds was
represented by anthropogenic emissions of chlorofluorocarbons (CFCs). It was also shown
that the effectiveness of halogens as catalyst for ozone destruction is even larger than of
NO, in particular for chlorine (Cl) (Cicerone et al., 1974) and bromine (Br) (Wofsy et al.,
1975; McElroy et al., 1986). For their work on stratospheric ozone formation and depletion,
Crutzen, Molina and Rowland were awarded the Nobel Prize in Chemistry in 1995.

These discoveries demonstrated beyond doubt that human activity could affect the
stratospheric ozone layer. This became even clearer with the discovery of the Antarctic
“ozone hole”, a strong depletion of polar stratospheric ozone far larger than anyone had an-
ticipated (Farman et al.; 1985). In their seminal work, Solomon et al. (1986) proposed that
the localized formation of polar stratospheric clouds (PSCs) at the low temperatures in the
Antarctic stratosphere provides additional surfaces for halogen recycling from heterogeneous
reactions, which in turn increases ozone depletion.

The insights gained by the scientific community sparked international environmental co-
operations that culminated in the Montreal Protocol, one of the most successful agreements
in international environmental politics. It effectively banned ozone-depleting substances
such as CFCs worldwide and its success is already visible in the slow recovery of the ozone
layer over Antarctica (Chipperfield et al., 2017; Fang et al., 2019; Banerjee et al., 2020).

The realization that human activity began to destroy the protective layer of ozone in the

3



stratosphere signals a woeful turning point in human history. At the same time, the fact that
human action also enabled the ongoing recovery of the ozone layer serves as an outstanding
example of humanity’s ability to solve problems when science, the public and policy-makers
share a common goal. Although the emerging changes in Earth’s climate caused by anthro-
pogenic greenhouse gas emissions delay the ozone layer recovery, this nevertheless provides
a gleam of hope for the challenge of climate change and global warming, respectively. As an
opinion piece in the The New York Times described it in 2019, “The world solved the ozone
problem. It can solve climate change.” (The New York Times Editorial Board, 2019).

While awareness for stratospheric ozone destruction was rising, tropospheric ozone was
regarded more as a nuisance by the general public, in form of harmful concentrations of
ozone produced during conditions of high pollution (a phenomenon broadly denoted as
“smog”). Yet tropospheric ozone also provides an important source of the hydroxyl radical
(OH), arguably the most important oxidizing agent which controls the atmospheric lifetime
of most gases in the troposphere. In this sense, it is sometimes referred to as “the detergent
of the atmosphere” (Crutzen and Zimmermann, 1991).

Discussions surrounding measures to combat stratospheric ozone destruction were still
ongoing when observations in the Arctic troposphere revealed a frequent, almost complete
depletion of ozone near the surface (e.g. Oltmans, 1981; Bottenheim et al., 1986). Similar
findings were later also reported in the Antarctic troposphere (Kreher et al., 1996). These
events are referred to as ozone depletion events (ODEs) (Oltmans et al., 1989). It was
found that these naturally occurring events were mainly driven by halogen compounds and
in particular inorganic bromine radicals (Hausmann and Platt, 1994).

An important mechanism proposed to explain the strong correlation of ozone depletion
and the increase of atmospheric bromine is a sequence of hetereogeneous reactions denoted
as bromine explosion (Platt and Janssen, 1995; Platt and Lehrer, 1996; Wennberg, 1999).
During these events an autocatalytic release of bromine from halide laden surfaces to the
gas phase occurs, leading to an exponential increase of bromine radicals in the atmosphere
which can result in the destruction of near-surface ozone over the course of a few hours.
Subsequent studies provided a huge body of observational evidence, for both the influence
of bromine on tropospheric ozone depletion but also for its important role for several other
chemical cycles in the near-surface atmosphere. As an example, the frequently observed
depletion of atmospheric mercury (Steffen and deMaria, 1996; Schroeder et al., 1998, 2003)
was linked to oxidation of gaseous mercury from bromine monoxide in parallel with ODEs.
It was proposed that this can lead to a deposition of poisonous mercury compounds into the
biosphere (Angot et al., 2016). Furthermore, the marine sulphur cycle can be altered by the
presence of halogen radicals, which can affect cloud condensation nuclei and the formation
of aerosol particles (Von Glasow and Crutzen, 2004; Chen et al., 2018).

The primary source of bromine most likely is the sea ice surface. In particular first-year
(FY) sea ice, i.e. sea ice less than one year old, with its increased salinity is suspected
to play a major role (e.g. Wagner et al., 2001). It is expected that a changing climate

accompanied by surface warming in the Arctic region will decrease the area covered by the
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so-called multi-year (MY) sea ice, i.e. the sea ice not melting during Arctic summer (Kwok
et al., 2009, 2020). This is partially compensated by an increase of FY sea ice. Studies have
shown that this increase in FY ice is correlated to an increasing frequency and intensity
of ODEs and the associated release of activated bromine compounds (e.g. Hollwedel et al.,
2004; Bougoudis et al., 2020). Consequently, it is assumed that climate change will also
significantly affect the occurrence and strength of ODEs. However, accurate predictions
of future halogen release rates and changes in the overall oxidation capacity in the Arctic
troposphere require a precise understanding of the way in which changing environmental
conditions are affecting tropospheric halogen chemistry. As an example, it is speculated
that the frequency of ODEs could increase due to a rising occurrence of extreme Arctic
cyclones (Blechschmidt et al., 2016) from climate change (e.g. Vavrus, 2013). Then again,
near-surface temperature is inversely correlated to the frequency of bromine activation, e.g.
because of a temperature dependence in the release mechanisms (e.g. Sander et al., 2006)
or because it impedes upon the formation of temperature inversions favoring the formation
of high bromine mixing ratios (Swanson et al., 2020), which would imply a decline in the
frequency of ODEs from climate change.

Despite intense research efforts, many central aspects of the interactions between dif-
ferent environmental conditions and polar tropospheric halogen chemistry remain unclear.
This ranges from the relevant properties of the surface (Bartels-Rausch et al., 2014), fa-
vorable meteorological conditions for bromine release such as wind speed or near-surface
temperature (e.g. Simpson et al., 2007a; Swanson et al., 2020) and the importance of aerosol
particles for the recycling and release of activated bromine (e.g. Yang et al., 2008; Peterson
et al., 2017) to the role of synoptic scale weather events and frontal systems (e.g. Sihler,
2012; Blechschmidt et al., 2016). Closely related to this is the understanding of the mecha-
nisms responsible for the initial release of gaseous bromine. It is well accepted by now that
the bromine explosion is the main driver for ODEs, yet a sufficiently fast bromine explo-
sion explaining the observed timescale of ozone depletion requires an initial mixing ratio as
“jumpstart” for the reaction sequence. While there are many possible candidates able to
provide such a mixing ratio, the exact mechanism remains unclear (e.g. Bognar et al., 2020;
Swanson et al., 2022). The extensive literature surrounding these topics will be reviewed
in the next chapter. For the reasons mentioned, a more accurate understanding of the in-
fluence of climate change on the phenomenon of ODEs requires a deeper understanding of
polar atmospheric bromine chemistry and its relation to different environmental conditions.

Satellite missions provide distinct advantages for the observation of ODEs and the study
of polar halogen chemistry. Satellite instruments are able to probe areas which are difficult
to access for in-situ measurements due to the hostile environmental conditions in polar
regions. Furthermore, satellite observations can provide a quasi-continuous monitoring on a
pan-Arctic or even global scale, which can facilitate the identification of spatial structures,
e.g. in relation to meteorology on a synoptic scale. Studies using satellite instruments have
made substantial contributions to the understanding of the phenomenon of ODEs and polar
halogen chemistry (e.g. Wagner and Platt, 1998; Hollwedel et al., 2004; Sihler et al., 2012;



Blechschmidt et al., 2016; Choi et al., 2018). The next chapter discusses these in more
detail.

The goal of this thesis is to contribute to an improvement of the understanding of Arctic
atmospheric bromine chemistry and its relation to different environmental conditions. To
this end, a combination of satellite observations and predictions of an atmospheric chem-
istry and meteorology model are utilized. One of the main aspects of this work was the
update and improvement of a satellite retrieval algorithm capable of estimating the tropo-
spheric contribution of bromine radicals to the observed total column without reliance on
external input. This allows for an assessment of the model performance based on satellite
observations without the introduction of other model biases used for the retrieval. From
discrepancies between model predictions and satellite measurements it is possible to vali-
date model assumptions and examine the chemistry mechanisms implemented in the model
with a focus on bromine emission mechanisms and their influence by environmental and
meteorological parameters. Furthermore, the updated retrieval enables the full utilization
of the high spatial resolution of the TROPOspheric Monitoring Instrument (TROPOMI)
aboard ESA’s Sentinel-5P satellite. This allows a fine-grained study of the spatial extent
of bromine enhancements and ODEs to investigate if conditions favoring the occurrence of
ODEs might emerge on a localized small scale.

The work presented here is divided into four parts. In the first part, the scientific
background of the phenomenon of ozone depletion events is discussed. This includes the
underlying chemical reactions and the environmental and physical factors influencing halogen
chemistry as well as a review of existing algorithms for the retrieval of tropospheric BrO
from satellite (Chapters 2 and 3). The second part describes the methods and instruments
utilized within this work. An emphasis is put on the improvement and implementation of
the tropospheric BrO retrieval algorithm. Furthermore a description of the atmospheric
chemistry model used for this thesis is given (Chapters 4 to 7). In the third part the results
of this thesis are presented. This includes a comparison of the model results with ground
based measurements as well as satellite retrievals together with an analysis of temporal
trends in the bromine release predicted by the model (Chapter 8), an exploration of the
relationship between bromine activation and environmental parameters in the context of
case studies (Chapter 9) and a statistical analysis of the size and shape of enhanced BrO
plumes measured from satellite (Chapter 10). The thesis closes with conclusions and an
outlook (Chapters 11 and 12).



2 Tropospheric ozone depletion
events: principles of chemical and

physical processes

After a winter in complete darkness, the air in the boundary layer over Arctic sea ice and sur-
rounding coastal areas frequently experiences reductions of ozone concentrations from their
typical background levels (around 30 nmolmol ™! to 40 nmol mol™!) to below 5nmolmol~*
and sometimes even below observational detection limits (Oltmans, 1981; Bottenheim et al.,
1986; Solberg et al., 1996; Hopper et al., 1998; Bottenheim et al., 2002, 2009). Measurements
of atmospheric compounds using filter packs revealed that these so-called Ozone Depletion
Events (ODEs) are generally accompanied by a significant increase of gaseous bromine con-

centrations (Barrie et al., 1988; Oltmans et al., 1989) (see Figure 2.1).
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Figure 2.1: Comparison of daily mean ground level ozone and filterable bromine concen-
trations at Alert, Canada in April 1986. Figure adapted from Barrie et al. (1988).

The assumed correlation between bromine radical chemistry and ozone depletion was
made evident by the detection of atmospheric BrO mixing ratios as high as 30 pmol mol~*
in the near-surface air (Hausmann and Platt, 1994; Tuckermann et al., 1997). It is now

reasonably certain that sea salt sourced bromine species are key drivers of the depletion of
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polar boundary layer ozone (e.g. Fan and Jacob, 1992; McConnell et al., 1992; Tang and
McConnell, 1996; Platt and Honninger, 2003). The existence of ODEs in the Antarctic
troposphere is also established by now (Kreher et al., 1996). Interestingly, ODEs seem to
occur almost exclusively in polar spring (e.g. Simpson et al., 2007a; Nasse et al., 2019).
There are also a number of observations reporting similar levels of ozone depletion and
halogen activation outside the polar region, for example over the Dead Sea (e.g. Matveev
et al., 2001; Holla et al., 2015).

This chapter serves as an introduction of the main mechanisms responsible for ozone
depletion. In section 2.1, the most important aspects of the chemistry surrounding ODEs
are summarized. This is followed by a description of different hypotheses regarding the initial
release mechanisms of reactive bromine compounds in section 2.1.1 while section 2.2 discusses
the influence of different environmental factors on ODEs and the release and reactivation of

bromine.

2.1 Chemistry

Halogen radicals can act as a catalyst for the depletion of ozone (O3). During an ODE, the
destruction of ozone is largely driven by the following reaction cycle (Hausmann and Platt,
1994; Barrie et al., 1988):

Br + O3 — BrO + O, (R1)
BrO + BrO — 2Br + O, (R2)
BrO + BrO —= Bry + O, (R3)

Bry + hv — 2Br (R4)

In this sequence, a bromine radical can react with O3 to produce bromine monoxide. The
BrO produced in Reaction (R1) rapidly photolyses. This leads to the regeneration of O4

and Bry in a null cycle:

BrO + hv — O + Br (R5)

To irreversibly remove ambient ozone, BrO must react with BrO or another halogen oxide.
The rate limiting steps for the ozone depletion are therefore typically the BrO self-reactions
(R2) and (R3), which leads to the rate of Oj loss being quadratic in the BrO concentration.

If these reactions take place, this results in a net destruction of ozone:

Enhanced BrO levels photolytically decay within hours (Platt and Honninger, 2003). During

conditions of sufficient ozone concentrations a bromine atom can destroy around 100 Oj
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2.1. Chemistry

molecules via Reactions (R1-R4) before being removed from the atmosphere itself. This
occurs mainly via one of two pathways: (i) Br may react with OH or aldehydes (such as
formaldehyde, HCHO) to form the chemically inert HBr:

or (ii) BrO may react with the hydroperoxil radical (HO,) to form hypobromous acid:
BrO + HO, — HOBr + O, (R9)

Both bromine compounds are then either photolysed and produce reactive bromine again,

or, far more likely, are deposited to the surface or to aerosols.

Without any kind of mechanism to re-activate these deposited bromine compounds,
which are somewhat imprecise termed as “recycling”, the atmospheric lifetime of BrO is
approximately 100s because of Reaction (R5) (Lehrer et al., 2004). The observed strong
correlation between bromine activation and ozone depletion therefore heavily implies the
existence of such recycling mechanism capable of producing activated gaseous bromine from
deactivated and dissolved bromine (Platt and Honninger, 2003). The most accepted candi-
date for this mechanism is a heterogeneous cycle of reactions proposed soon after the first
observation of ODEs (Fan and Jacob, 1992; McConnell et al., 1992; Abbatt, 1994; Platt and
Janssen, 1995; Platt and Lehrer, 1997) following the uptake of gaseous HOBr by a halide

containing surface:

HOBr — HOBr (aq) (R10)

HOBr (aq) + H' (aq) + Br (aq) — Bry + HyO (R11)
Bry + hv — 2Br (R12)

Br + Oy — BrO + O, (R13)

BrO + HOy — HOBr + O, (R14)

The reaction cycle begins with the uptake of HOBr, e.g. on an ice surface or the aqueous
phase of an aerosol particle, which then reacts with bromide to form molecular bromine
(R11). This then degases to the atmosphere, where it can be photolysed if sufficient radiation
is available (R12). The bromine radicals then act as a catalyst in the ozone destruction cycle
(R1—-R4) before being deactivated again in a reaction with hydroperoxyl, forming HOBr.
This and other important mechanisms affecting the bromine chemistry and ozone depletion

are sketched in Figure 2.2.

The autocatalytic sequence (R10—-R14) provides a recycling mechanisms for deactivated
bromine, both in the form of HBr, which provides Br™ in the liquid phase as well as in the
form of HOBr. Furthermore it allows for an amplification of the gaseous bromine concen-

tration, i.e. the release of additional amounts of bromine previously dissolved in the liquid
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phase, as can be seen in the following net reaction:
Br + Br (aq) + H' (aq) + HOy + O3 + hv — 2Br + Hy0 + 20, (R15)

In principle, the concentration of atmospheric bromine partaking in this reaction cycle dou-
bles after each cycle. Consequently, if more than 50 % of activated bromine compounds
go through this sequence of reactions, the amount of reactive bromine in the atmosphere
increases exponentially. For that reason, the heterogeneous reaction cycle (R10-R14) was
named bromine explosion (Platt and Janssen, 1995; Platt and Lehrer, 1996; Wennberg,
1999). Because there are also other reactions of the bromine radical, for example the pro-
duction of HBr or the formation of BrCl in the liquid phase, the actual factor by which
bromine increases is o < 2:

Br — aBr (R16)

This reaction sequence enables the “explosive” increase of the BrO concentration in the lower

troposphere if the following conditions are met:

(i) There exists an initial “seed” mixing ratio of gas-phase bromine, which can be deposited

as HOBFr to the surface or the aqueous phase.

(ii) The surface provides both Br~ and H in sufficient amounts for Reaction (R11). This
requires a surface with a sufficient bromide density, which is currently believed to be
mainly sourced by sea salt (Fan and Jacob, 1992; McConnell et al., 1992; Simpson
et al., 2015) as well as a low enough pH value (Fickert et al., 1999). As discussed in
section 2.2.1, sea ice surfaces seem to be especially suited for this due to its potential
high salinity and concentration of bromides at the surface (Abbatt et al., 2012; Bartels-
Rausch et al., 2014).

(ili) Sufficient radiation (sunlight) is available for an efficient photolysis of molecular bromine.

(iv) A sufficiently large ozone mixing ratio is present, which is needed as direct reaction

partner as well as source of HOx radicals from photolysis (Simpson et al., 2015).

Other halogen compounds are less influential in the chemistry of ODEs. The role of fluo-
rine is completely negligible due to its reaction with water vapor to the very stable hydrogen
fluoride (Cady, 1935). Activated iodine (I) was only found in small quantities (Saiz-Lopez
et al., 2007; Atkinson et al., 2012; Zielcke, 2015; Raso et al., 2017). This is likely due to
significantly smaller concentrations of iodide in sea water in comparison to bromide (Grebel
et al., 2010). However, recent measurements by Benavent et al. (2022) suggest that the im-
pact of iodine on the Arctic ozone destruction might be underestimated. The concentration
of chloride (Cl) in sea water on the other hand is approximately 600 times larger than the
concentration of bromide and approximate 500-fold larger than the bromide concentration in
the snow-pack (Pratt et al., 2013). This means that the availability of chloride is inherently

higher than that of bromide. Yet, in contrast to bromine and iodine, chlorine can react with
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hydrocarbons such as methane forming hydrogen chloride (denoting the hydrocarbon chain
with R) due to its higher reactivity and the increased bond strength of HCI (compared to
HBr and HI):

Cl+RH — HCI + R’ (R17)

As a result of the high abundance of methane and the large reaction rate constant, activated
chlorine will quickly produce chemically inert HCI, leading to an « below 1 (cf. (R16)).

Therefore no mechanism exists analogous to the bromine explosion for chlorine.

The predominant influence of chlorine and iodine is stemming from interhalogen reac-
tions, in particular with bromine. These can occur in the gas phase similar to Reaction (R2)

by substitution of one BrO molecule (with X denoting either CI or I):

BrO + XO — BrX + O, (R18)
BrX + hv — Br + X (R19)

Because the rate constant of these reactions are approximately one order of magnitude
larger compared to Reactions (R2) and (R3) (Atkinson et al., 2007), these can further
increase ozone depletion. Likewise, the interhalogenic reactions can occur via heterogeneous
reactions in the liquid phase of aerosols or the surface. In particular, this can increase the
speed of bromine release from the surface via the reaction of HOBr with chlorine in the
liquid phase:

HOBr (aq) + H' (aq) + CI" (aq) — BrCl + Hy,0 (R20)

Under typical Cl'/Br ratios (between 40 to 600), this reaction is occurring at speeds
two or three magnitudes larger than the reaction with bromide (R11). If the BrCl produced
in this reaction would subsequently be released to the gas phase, this would actually slow
down the bromine explosion, since it does not increase the amount of bromine in the gas
phase (i.e. @ =1 compared to a < 2, cf. (R16)). However, there is an equilibrium reaction

which can lead to the release of Br, from this reaction:
BrCl + Br = Bry,Cl (R21)

This equilibrium is shifted towards BryCl™ for colder temperatures, see also section 2.2.2.
For temperatures below —15°C, the reaction of HOBr with chloride strongly increases the
reaction speed of the bromine explosion in the liquid phase while leading to slight reduction
of a from 2 to approximately 1.97 (Herrmann, 2021). This reaction pathway is also sketched
in Figure 2.2.

The uptake of halogen nitrates can also lead to further activation of bromide through

the heterogeneous surface reaction,

a

q
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which was first proposed by Aguzzi and Rossi (2002) (see Figure 2.2). The produced HOBr
can then subsequently release Bry via Reaction (R11). In a laboratory study by Pratt et al.
(2013), it was found to contribute to the observed Br, release. A model study by Cao
et al. (2014) demonstrated that this mechanism can increase halogen release, with the rate
limiting step being the surface uptake of BrONO4 and therefore increase ozone depletion if
NO, levels are not too high'.

Besides anthropogenic emissions, the main source of NO,, especially of NO,, in the polar

region is snow (Jones et al., 2000, 2001). NOg is produced mainly via the reaction:
NOy + O3 — NO3 + O, (R23)
The formed NOj3 can then produce N,Og from the reaction:
NO; + NO3 + M — Ny,O5 + M (R24)

The produced N,O5 can also release bromine from the surface via Reaction (R27) as dis-
cussed in section 2.1.1. However, outside of heavily polluted areas, the concentrations of
NO, and especially NOj are very low in the Arctic, which is why the influence of this release

pathway is usually negligible .

'High levels of NO, increase the formation of the chemically less active bromine nitrite BrNO,, which
was shown to slow down the destruction of ozone (Zielcke, 2015). Likewise, a strong shift in partition-
ing of reactive bromine towards high mixing ratios of bromine nitrate BrONO, can also slow down ozone
destruction (Custard et al., 2015).
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Figure 2.2: Visualization of different reaction pathways of heterogeneous bromine release.
The bromine explosion reaction cycle (R10—R14) is contained inside the grey dashed-line
box with bold arrows marking reactions that lead to an increase of atmospheric bromine.
Photolytic reactions are marked with a red arrow. Ozone depleting reaction cycles (e.g.
(R1—-R4)) are highlighted as grey areas. The grey dotted arrows indicate reactions of chlo-
rine equivalent to that of bromine as proposed in Wren et al. (2013). These do not lead
to an increase of active halogen in the gas phase and play only a minor role for ozone de-
struction due to the high reactivity of Cl with hydrocarbons. The left side shows a possible
mechanism responsible for releasing the initial bromine seed mixing ratio “triggering” the
bromine explosion, see Reaction (R25). Figure adapted from Nasse (2019).

13



Chapter 2. Tropospheric ozone depletion events: principles of chemical and physical
processes

2.1.1 Initial release mechanism

The autocatalytic bromine explosion reaction requires an initial “seed” mixing ratio of acti-
vated bromine in the gas phase. A number of different mechanisms have been proposed to
provide this initial bromine release, serving as “trigger” for the bromine explosion reaction
sequence. An incomplete list includes the release of bromine from oxidation of surface bro-
mide via ozone (Oum et al., 1998), from photolysis of CHBrj of biogenic origin (Tang and
McConnell, 1996), the oxidation of bromide via aqueous-phase OH radicals (Mozurkewich,
1995; Sjostedt and Abbatt, 2008) or the release of reactive bromine via heterogeneous reac-
tions from sea salt aerosol (SSA) sublimated from blowing snow (Yang et al., 2008; Huang
and Jaeglé, 2017).

Often these mechanisms were proposed analogous to known stratospheric reaction path-
ways and many have been confirmed only in laboratory studies (if at all) or tested in 3D
numerical models. The importance of all these mechanisms as potential triggers for the
bromine explosion comes from the fact that they are independent of the activated bromine
concentration already present in the atmosphere. As an example, the rate of the bromide
oxidation by ozone ((R25)) depends only on the ozone concentration in the gas phase above

2. This dependence on the ozone concentration is of linear nature, in contrast

the surface
to the exponential bromine emission rate of the bromine explosion. However, it is limited
by the surface deposition rate of ozone, which in itself is dominated by the surface resis-
tance (Wesely, 1989). This is visualized in Figure 2.3. The mechanisms considered to be
most important for the initial release of reactive bromine are discussed in the following.
Oum et al. (1998) proposed a release of bromine from surface snow via the uptake of

ozone (see also Figure 2.2). The mechanism can be summarized with the net reaction

O;3(g) +2Br +2H" Bry(g) + HyO (1) + Oy (g) (R25)

Pratt et al. (2013) investigated this in a laboratory study and found that it likely requires
light to efficiently occur. In contrast to this, Artiglia et al. (2017) were able to directly
confirm this mechanism (adding some clarifications regarding the reaction dynamics) and
demonstrated that the release of Bry is not accelerated noticeably by the influx of light.
This could allow a build-up of dihalogens also at night which are then photolysed at sunrise,
accelerating the bromine explosion. Direct vertical gradient measurements of Bry and BrCl
near Utqiagvik, Alaska reported significant emission fluxes of reactive bromine from the
snow-pack approximating 1 x 10® molecem =251 (Custard et al., 2017). It has also been
shown that bromine release correlates with the occurrence of first- and multi-year (FY and
MY) sea ice (Wagner et al., 2001; Simpson et al., 2007b; Wagner et al., 2007; Bougoudis
et al., 2020; Peterson et al., 2019), as will be discussed in more detail in section 2.2.1. Both

surfaces have in common that they are usually covered by snow. Additionally, this mecha-

2This also requires that the surface has a high enough bromide concentration and low enough pH value,
which is a prerequisite for the bromine explosion too.
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Br, emission rate [au]

053 mixing ratio [au]

Figure 2.3: Sketch of the emission rate of molecular bromine via surface uptake of ozone
(Reaction (R25)) in arbitrary units (au). The rate of bromine emission depends linearly on
the ozone mixing ratio up to a certain threshold when the surface resistance becomes the
limiting factor for surface deposition.

nism has been shown to reliably trigger bromine explosion events in several 3D models (e.g.
Toyota et al., 2011, 2014; Falk and Sinnhuber, 2018; Herrmann et al., 2021; Marelle et al.,
2021; Swanson et al., 2022).

In a very recent study, Yang et al. (2022, in review) performed daily salinity and bromide
measurements on surface snow collected at Fureka, Canada. Based on the small vertical
gradient of bromide deposition in comparison to nitrate emissions in the investigated snow
samples, they concluded that bromine emissions from the snow-pack are unlikely to be a
large source of reactive bromine and should not be able to cause bromine explosion reactions.
However, the emission flux of reactive bromine of approximately 1 x 107 moleccm™2s~!
estimated from their measurements is only one order of magnitude smaller compared to the
snow-pack parameterisation scheme applied in numerous models (e.g. Toyota et al., 2011;
Herrmann et al., 2021), where this flux is enough to constantly trigger bromine explosions

all over the arctic region.

Another mechanism releasing bromine from the surface layer of snow grains via reaction
with the hydroxyl radical OH was suggested by George and Anastasio (2007) and Sjostedt

and Abbatt (2008), leading to a series of reactions summarized in the following net reaction:
OH (aq) + 2Br + H" — Bry(g) + Hy,0(1) (R26)

Thus far, evidence for the existence of this mechanism was found only in laboratory stud-
ies (Abbatt et al., 2010; Pratt et al., 2013; Halfacre et al., 2019). To date only one model
study estimated the impact of this mechanism on the occurrence of ODEs (Wang and Pratt,

2017) with inconclusive results.

Bromine can also be released via a heterogeneous reaction of NyOpy in the presence of

sunlight as proposed by Sander and Crutzen (1996) and confirmed by Bertram and Thornton
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(2009) as well as Lopez-Hilfiker et al. (2012):

N205 (aq) + Br — BI‘NOQ (g) + NOg_ (aq) (R,27)
BrNO, + hv —= Br + NO, (R28)

In principle, this mechanism can be a potential trigger for the bromine explosion since it
has no dependence on the amount of reactive bromine present in the atmosphere. However,
N5Oj is formed from NOg, which itself is formed via Reaction (R23). As alluded to earlier,
the concentrations of both are low in the arctic region, therefore bromine emissions from
Reactions (R27) and (R28) are unlikely outside of heavily polluted areas such as Prudoe
Bay in Alaska.

Another mechanism for the activation of bromine was proposed by Yang et al. (2008)
based on ideas from Sander et al. (2003). It involves the release of bromine from SSA,
produced via sublimation of lofted snow from sea ice in conditions of high surface wind speed
(see also section 2.2.3 and section 2.2.4). These aerosol particles contain trace amounts of
bromide, which can be released as reactive bromine into the atmosphere via heterogeneous
chemistry, which is proposed to be fastest in the presence of sunlight. A multitude of
heterogeneous reactions capable of releasing bromine directly from these aerosol particles,
without direct dependence on activated bromine in the atmosphere, have been proposed (e.g.
Sander and Crutzen, 1996; Sander et al., 2003). These include all reactions discussed in
this section, which could also release bromine from aerosol particles instead of the surface.
However, no evidence for bromine release from aerosol particles was found yet.

A number of different model studies implemented bromine emissions from blowing snow
as trigger for the bromine explosion reaction with varying agreements to (mostly satellite)
observations (Yang et al., 2008, 2010; Theys et al., 2011; Huang and Jaeglé, 2017; Yang
et al., 2019, 2020; Huang et al., 2020). In these models, the emissions from blowing snow are
implemented without reference to any specific heterogeneous reaction as a function of the
sea salt salinity flux and an aerosol-size dependent factor describing the fraction of bromide
released as bromine from a single aerosol bin, see also section 2.2.3. Some of these model
studies report good agreement especially to satellite observations of enhanced BrO events.
However, as it is pointed out for example by Yang et al. (2020), this good agreement could
also be indicative of a bias of the satellite observations towards vertically more extended
events, discussed in more detail in section 2.2.4.

Recently a study by Marelle et al. (2021) implemented both blowing snow emissions as
well as bromide oxidation from ozone as potential triggers for the bromine explosion. They
found that emissions from blowing snow inluence less than 5% of all observed ODEs if
surface emissions of bromine are accounted for and there is little difference between purely
ground-based emissions from the snow-pack and a combination of ground-based and blowing
snow emissions. It was also demonstrated that previous model studies which attested larger
significance to blowing snow sourced bromine emissions overestimated the amount of SSA

produced from blowing snow by a factor of 10. However, they did not explicitly test blowing

16



2.1. Chemistry

snow emissions as replacement of the bromide oxidation by ozone, so it cannot be ruled out

completely that blowing snow might be an efficient trigger for some ODEs.

It is beyond doubt that aerosol particles influence the tropospheric bromine chemistry
and ODEs in general. They can provide a source of bromide for the bromine explosion and
can sustain activated bromine even above the boundary layer via recycling (e.g Peterson
et al., 2017), which is discussed in more detail in section 2.2.3. There are also indications
that blowing snow can influence the availability of SSA in the polar atmosphere (e.g. Yang
et al., 2019; Frey et al., 2020).

However, observational evidence for the influence of direct bromine emissions from blow-
ing snow on the occurrence of ODEs is lacking. Lieb-Lappen and Obbard (2015) measured
depleted Br /CI ratios in blowing snow compared to a constant ratio in surface snow, which
was almost equivalent to seawater. This can be interpreted as evidence of strong bromine
emissions from blowing snow. However, the depleted ratio could also stem from bromine
recycling on the aerosol particles or release of bromide via the bromine explosion reaction.
This is also pointed out by the authors, who add that another possible explanation among
others is that the replenishment of bromide in the snow-pack is faster then bromide acti-
vation under the mid-strength wind conditions their measurements were performed in. On
the other hand, there are several studies reporting that no clear link between surface wind
speeds and bromine activation could be established (e.g. Halfacre et al.; 2014; Peterson
et al., 2015), which is discussed in greater detail in section 2.2.4. Since increased surface
wind speeds are a precondition for the formation of blowing snow (see section 2.2.3), this

can be seen as evidence against blowing snow sourced bromine emissions.

It has to be mentioned that bromine release from these mechanisms is no prerequisite for
the occurrence of an ODE. In principle, even a very small number of atmospheric bromine
atoms or molecules® can produce a very large bromine enhancement from the bromine ex-
plosion cycle (R10—-R14), given a large enough time frame. As an example, Swanson et al.
(2022) performed a simulation with the snow-pack emissions in their model turned off. Al-
though no bromine enhancements could be discerned during February and March, in April
there were some BrO enhancements predicted by their model that they also measured. Yet,

even these were strongly underestimated.

However, one has to consider the fact that bromine chemistry is influenced by a range
of environmental processes (see also the next section 2.2), including but not limited to
availability of Br~ at the surface, surface temperature, surface acidity, atmospheric dynamics
and light availability, whose delicate interplay determines if the bromine explosion even takes
place and when it results in significant observable enhancement of atmospheric bromine.
Although it is still not fully understood how theses processes are affecting the bromine
chemistry, it is clear that conditions facilitating bromine release can change on a relatively
short time scale as it is discussed in more detail in the next section. This is even more

critical at the beginning of Arctic spring when day length and therefore the time frame in

3Which is emitted for example from sea water and open oceans (Cong et al., 1997).
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which a bromine explosion can occur is still short.

Therefore, release mechanisms independent (or less dependent) of the atmospheric bromine
concentration or mechanisms favored by other environmental conditions than the bromine
explosion (for example independent of sunlight) make it far more likely to observe an ODE,
by providing an initial seed mixing ratio of activated bromine from which the bromine ex-
plosion can produce significant amounts of bromine on a much shorter timescale. This is
also supported by observations, which suggest that the bromine explosion mechanism alone
is insufficient to explain bromine release in the field (e.g. Toyota et al., 2011; Pratt et al.,
2013; Swanson et al., 2022).

Nonetheless, if enough activated bromine is still present in the atmosphere, for example
from previous ODEs, which can be expected especially later in the season as discussed in
section 8.3, then these reactions can lose importance due to their speed being limited by
surface processes as alluded to previously. This will be further discussed in chapter 9.

While there is a general agreement upon the necessity for additional release mechanisms
for reactive bromine, currently the major debate revolves around the relative importance
of emissions from the snowpack, e.g. via Reaction (R25) or Reaction (R26), and emissions

from blowing snow (e.g. Bognar et al., 2020; Swanson et al., 2022).

2.1.2 Evolution of a typical ozone depletion event

Based on the last two sections, this section summarises the typical progression of an ODE

as it is currently understood.

(I) An initial seed mixing ratio of reactive bromine in the atmosphere is provided. This can
occur for example through advection or by surface emission from bromine, e.g. from
uptake of NyOj in polluted areas via Reactions (R27-R28) or from surface uptake of
ozone via Reaction (R25). This is not yet well understood and likely subject to various

environmental influences, see also section 2.2.

(IT) This initial bromine mixing ratio increases rapidly during the day via the bromine
explosion reaction cycle (R10—-R14), provided suitable environmental conditions are

present (see section 2.2).

(ITI) The catalytic ozone depletion is increasing rapidly with an increasing concentration
of atmospheric bromine due to the rate-limiting step being the BrO self reacion (R2).
Typically at BrO mixing ratios of above 30 pmolmol~! a strong decrease of ozone is

measurable.

(IV) With a decreasing ozone mixing ratio conversion of Br to BrO slows down and con-
sequently, the reaction of Br with aldehydes forming HBr becomes more likely, which
is leading to a decrease of the bromine mixing ratio and eventually to an end of the
ODE.
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(V) If the abundance of reactive bromine is low enough, ozone can be replenished, for
example from transportation, either vertically through (turbulent) diffusion from the

free troposphere or horizontally via advection, or it can be replenished photochemically.

(VI) An increase in the ozone concentrations can again cause bromine release via the
bromine explosion, provided the necessary conditions for the bromine explosion are
still met. At the beginning bromine release is slower than the ozone replenishment

due to it being dependent both on the bromine and the ozone concentration.

2.2 Influence of environmental and meteorological factors on
ODEs

In recent decades, significant progress has been made in the understanding of the various
ways that environmental factors such as the meteorology or the surface type can influence
ODEs and the corresponding bromine chemistry. Yet despite this huge body of research,
there are still no conclusive results regarding the exact relationship between ODEs and some
of these factors. Many parameters potentially affecting the chemistry of ODEs and bromine
release are highly intercorrelated and it is difficult to discriminate their delicate interplay.
What is agreed upon is that the relationship between observations of enhanced BrO and the
dominant physicochemical parameters is complex and non-linear (e.g. Sihler, 2012).

This section provides a compilation of existing hypotheses with respect to environmental
parameters potentially correlating with ODEs as well as field measurements and model

studies providing evidence for or against specific theories.

2.2.1 Surface type

As it has been discussed in the previous section, the bromine explosion is favored by a low
pH value and high concentration of halides with an increased Br /CI™ ratio compared to sea
water. Sea ice provides all of these conditions in certain circumstances (cf. section 2.2.2).
Although SSA can also exhibit these qualities (cf. section 2.2.3), the observed bromide
content of typical aerosol concentrations (especially those sourced only from open sea water)
is not enough to explain ODEs. It is generally agreed upon by now that the bromide reservoir
for ODEs is sourced by sea ice (e.g. Wagner and Platt, 1998; Simpson et al., 2007a). However,
the relative importance of the specific sources of bromine emission are still under debate,
with numerous candidates having been proposed. This section will give an overview of the
bromide sources currently considered most important.

The most attention has been given to younger and especially first-year (FY) sea ice.
Satellite measurements by Wagner et al. (2001) reported no significant amounts of boundary
layer BrO after melting of all FY sea ice and linked the development of BrO plumes to
locations of mainly FY sea ice. Sihler (2012) concluded from the analysis of several years of

GOME-2 data that bromine release is highly increased over sea ice compared to release over
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(snow-covered) land or open water. Based on earlier studies by Wagner et al. (2007), it could
be ruled out that the difference in BrO measured from satellite results from the differing
surface albedo of these surfaces. It is assumed that the much higher salinity of FY sea ice
compared to older ice (e.g. Nghiem et al., 2012) provides a larger concentration of bromide
in the liquid layer, increasing the likelihood of both the bromine explosion (R10-R14) as
well as other mechanisms for reactive bromine release (cf. section 2.1.1). Additionally, the
freezing process of sea ice leads to the formation of brine above the sea ice, which is highly
concentrated in sea salts.

The snow-pack is another bromide source credited with major importance for ODEs (Cus-
tard et al., 2015; Peterson et al., 2019). Since large parts of the sea ice is snow-clad (e.g.
Kwok et al., 2020), the sea ice surface cannot be the main source of bromine emissions in
most cases and halides have to be brought to the surface of the snow-pack. This can occur
via transportation of SSA from sea spray (Buat-Menard et al., 1974) or alternatively via
upwards migration of brine from the sea ice surface to the snow-pack (Perovich and Richter-
Menge, 1994; Domine et al., 2004). A model study by Yang et al. (2010) demonstrated that
FY sea ice allows an easier sea salt accumulation in the snow-pack. Measurements by Pratt
et al. (2013) reported that the snow over FY sea ice features a higher salinity. The mech-
anisms considered most important for release of bromine from the snow-pack are discussed
in section 2.1.1.

Hollwedel et al. (2004) reported that a 5-year time series of tropospheric BrO columns
measured from GOME showed a significant increase in the area covered by enhanced BrO.
They proposed that anthropogenic influences on the climate system, i.e. global warming,
could have led to an increase of FY sea ice which in turn led to the observed trend. An
analysis of a 22-year time series of tropospheric BrO vertical column densities (VCDs) mea-
sured from the instruments GOME, GOME-2 and SCIAMACHY reported a moderate but
significant correlation of the tropospheric BrO VCDs and FY sea ice extent both temporally
and spatially (Bougoudis et al., 2020). Although the results are not completely conclusive
probably due to transportation away from regions of FY ice, they conclude that an ob-
served increase of the magnitude of enhancement and area where plumes appear is linked
to retreat of MY ice and corresponding increase of FY ice, confirming the proposition made
by Hollwedel et al. (2004).

Another possible reason for the distinction of FY sea ice as source of reactive bromine
responsible for ozone depletion are the so-called frost flowers, ice crystals with a diameter of
a few centimeters forming from re-sublimating water on freshly frozen sea ice. Due to their
high salinity (about three times higher than in sea water) (Rankin et al., 2002) and their
large surface area, Kaleschke et al. (2004) proposed them to be a primary source of reactive
bromine. They assessed this claim by comparing satellite observations of tropospheric BrO
and sea ice coverage with regions of potential frost flower coverage derived from a simple
thermodynamic model, from which they concluded that FY sea ice regions potentially cov-
ered by frost flowers are the main source of bromine for the bromine explosion. Although

laboratory experiments by Wren et al. (2013) demonstrated that a larger surface area of
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artificial snow grains (i.e. smaller snow grains) increase the production of dihalogens, the
importance of frost flowers was already questioned early on. Domine et al. (2005) questioned
their proposed high surface area, as field measurements of them revealed that their total
surface area on ice is only 1.4m?m~2. An analysis of airmass trajectories by Simpson et al.
(2007b) found no significant correlation of the bromine mixing ratio to air masses with con-
tact to frost flowers and instead established a clear link to contact with FY sea ice surfaces.
For these reasons they are no longer believed to be a distinct source of bromide (Abbatt
et al., 2012; Simpson et al., 2015).

It was also suggested that frost flowers could play an important role in the release of
aerosol particles and therefore contribute to the bromine explosion (see section 2.2.3), for
example via salination of blowing snow (Obbard et al., 2009). However, recent investigations
of frost flowers in the lab could not confirm their influence on aerosol release despite very
high wind speeds (Roscoe et al., 2011; Yang et al., 2017). A model study by Huang and
Jaeglé (2017) indicated that the influence of frost flowers on the production of SSA has to
be very minor. They proposed this is due to the fact that they do not become airborne
easily and their occurrence is not widespread enough, both in time and space, to produce
larger quantities of aerosol particles relevant for bromine explosions.

Recent studies questioned the presumed irrelevance of MY sea ice for the formation of
enhanced tropospheric BrO. Both Peterson et al. (2019) and Bognar et al. (2020) reported
significant mixing ratios of activated bromine over MY sea ice, indicating that snow on MY

ice might also contribute to bromine release.

2.2.2 Temperature

For a long time, the air temperature was thought to be the parameter with the strongest
influence on ODEs. It is highly correlated with the meteorology of the boundary layer,
which is also thought to exert a strong influence on bromine activation (see section 2.2.4).
Likewise, the temperature can affect the release of bromine by altering surface conditions
and changing the involved release and recycling mechanisms for halogens. For these reasons,
the interpretation of results can be ambiguous.

Evaluations of ozonesonde profiles at all Arctic measurement stations led Tarasick and
Bottenheim (2002) to the conclusion that surface temperatures below —20°C are a prereq-
uisite for the occurrence of ODEs. The authors attributed this to different factors. They
argued that increased atmospheric stability may favor the processes leading to bromine acti-
vation at the surface. Such increased stability can be caused by lower surface temperatures.
This is discussed in more detail in section 2.2.4. Furthermore, Tarasick and Bottenheim
(2002) also noted that decreasing surface temperatures cause an increase in the concentra-
tion of halogen ions in the brine. This was first reported by Richardson (1976) who found
that salinity in the brine is increased fourfold at —10°C compared to freezing tempera-
ture and further supported by Morin et al. (2008) who confirmed an increase of bromide

concentrations with increasing salinity of the brine.
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All of these mechanisms may allow for an increase in the salinity of the brine and the
bromide concentration at the surface. However, sea water and in particular the brine formed
above sea ice is naturally alkaline and its alkaline pH is additionally buffered by HCO3 and
C0327. Since the bromine explosion reaction requires H' ions, it requires an acidic pH value,
likely smaller than 6 (Fickert et al., 1999). This was confirmed recently in a study by Halfacre
et al. (2019), where they reported a strong pH dependence of the likelihood for an ODE
to occur, yet a high surface halide concentration was found to be of similar importance. A
model study by Sander et al. (2006) investigated mechanisms by which this buffer capacity
can be reduced. If the surface cools below —8 °C, most of the carbonate reaches its solubility
limit and precipitates which reduces the buffering capacity of sea water. Sander and Morin
(2010) argued that at temperatures of about —20°C, precipitation of calcium carbonate
could further reduce the buffering capacity. Subsequently, the acidity can then be increased
for example by uptake of sulphuric acid advected from mid-latitudes, leading to a pH value
below 6 (e.g. Brimblecombe and Clegg, 1988).

As discussed in section 2.1, the bromine explosion reaction releases both Bry and BrCl.
Sander et al. (2006) reported a temperature dependence of the fraction of Bry compared to
BrCl released from the heterogeneous phase, with lower temperatures shifting this towards
Bry, resulting in a higher amplification ratio of the bromine explosion mechanism (cf. Reac-
tion (R21)). There are also several studies reporting that an increased bromide to chloride
ratio on the surface compared to ocean water increases this fraction of released Bry (e.g.
Simpson et al., 2007a; Wren et al.; 2013). Koop et al. (2000) described that the Br /Cl”
ratio could be further amplified by precipitation of NaCl-,Hyqg below —21°C. Sander et al.
(2006) proposed that cold temperatures could therefore also lead to an increase of the bro-
mide to chloride ratio in the aerosol, facilitating the recycling of reactive bromine on aerosol
particles, see also section 2.2.3.

In conclusion, there is a variety of explanations regarding an influence of surface temper-
ature on the occurrence of ODE and the activation of surface bromine. Yet in recent years,
the assumption of a strong influence of low temperatures was questioned. Koo et al. (2012)
analyzed a long-term dataset of ground-based measurements and reported that ODEs occur
at a wide range of temperatures. Similar findings were reported e.g. by Bottenheim et al.
(2009) and Jacobi et al. (2010). Burd et al. (2017) did not find any significant influence of
the surface temperature on Bry emissions and recycling as long as sea ice is not melting, so
up to —1°C.

At the same time, an analysis of a long-term dataset of satellite observations found
a weak negative correlation between the likelihood of enhanced BrO (total) columns and
surface temperature (Seo et al., 2020). Swanson et al. (2020) reported two distinct sets
of meteorological conditions favoring the occurrence of ODEs, one of which contained low
surface temperatures. However, it is possible that the low surface temperatures are merely
an indication of other, more important conditions such as a stable boundary layer, which
will be discussed in section 2.2.4.

While the influence of surface temperature on ODEs remains a source of uncertainty,
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recent studies could show that it is likely not as important as previously thought.

2.2.3 Aerosols

The term aerosol denotes a suspension of small particles or liquid droplets in gas. Ordinarily
the aerosol particles themselves will also be loosely termed as aerosols. The size of aerosols
ranges from 2nm up to 10 pm (McNeill, 2017).

The influence of aerosols on ODEs has been suspected for a long time. Due to the long
atmospheric lifetime of aerosol particles, it has been conjectured that they can provide a
surface for recycling of reactive bromine as well as a source of new bromide in the air above
the atmospheric boundary layer.

Ground-based measurements by Friefs et al. (2004) reported enhanced BrO events asso-
ciated with high aerosol concentrations. Begoin et al. (2010) investigated a BrO explosion
event spatially coincident with a polar cyclone using satellite observations and trajectory cal-
culations. They proposed that recycling on aerosols sustains the bromine explosion reaction
cycle and explains the long lifetime of the observed BrO plume. Similar conclusions were
drawn by Blechschmidt et al. (2016) and Zhao et al. (2016) who both examined an ODE
in the context of frontal activities near a low-pressure system. They argued that vertical
lifting and high wind speeds driven by the cold front of a polar cyclone can transport cold
brine-coated snow and salt aerosols above the boundary layer which would provide a source
for the bromine explosion and extend the lifetime of observed BrO plumes by a continuous
supply of reactive bromine.

A study by Peterson et al. (2017) used ground-based measurements to demonstrate that
indeed aerosols can extend the atmospheric lifetime of atmospheric bromine significantly and
sustain bromine activation above the boundary layer. Furthermore, satellite measurements
of tropospheric BrO from OMI together with GEOS-5 simulations of SSA showed a signif-
icant association between the temporal and spatial extent of enhanced BrO concentrations
and SSA (Choi et al., 2018).

A one-dimensional box model from Sander and Crutzen (1996) first demonstrated that
bromide from SSA could provide the main source of reactive bromine for an ODE as discussed
in section 2.1.1.

Based on ground-based Multi-AXis Differential Optical Absorption Spectroscopy (MAX-
DOAS) measurements of enhanced BrO together with high aerosol extinction, Friels et al.
(2011) proposed that in addition to recycling, the transport of aerosols to the snow-pack
over land provides a source, allowing bromine explosions away from direct bromide sources
such as sea ice.

The aerosols relevant to bromine activation are presumably SSA rich in bromide (cf.
section 2.2.1). Several mechanisms have been proposed explaining the formation of these
SSA in polar regions, such as wave breaking in the open ocean (e.g. Lewis et al., 2004;
Andreae et al., 2009). It has also been proposed that SSA can be sourced by erosion of frost

flowers (Rankin et al.; 2002) or by snow lofted from the surface by strong surface winds
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(blowing snow, see also sections 2.1.1 and 2.2.4).

The latter has been thoroughly investigated in recent years. Model studies have shown
that blowing snow plays a important but minor role for the formation of SSA, demon-
strating improved agreements to measurements of sea salt aerosols when including aerosols
sublimated from blowing snow (Huang and Jaeglé, 2017; Rhodes et al., 2017; Huang et al.,
2018; Yang et al., 2019). The common assumption in these models is that blowing snow
formation starts when the wind speed at 10 m height is above a critical threshold between
7ms~! to 10ms~! depending on the temperature, with lower temperatures enabling blow-
ing snow events at lower wind speeds. The snow sublimation flux is then calculated from
the the local wind speed, the temperature and the humidity (e.g. Yang et al., 2008; Marelle
et al., 2021), which in turn determines the sea salt aerosol emission flux. Ship-based mea-
surements by Frey et al. (2020) also indicate that blowing snow sourced SSA impact the
availability of aerosols in the atmosphere. Swanson et al. (2022) compared ground obser-
vations of enhanced BrO at Utqgiagvik with results of the atmospheric chemical transport
model GEOS-Chem. They reported improved agreement between model and observations
when accounting for sea salt aerosol production from blowing snow, concluding that sea salt
aerosol particles provide a necessary additional surface for reactive bromine recycling. Their
model setup was very similar to Marelle et al. (2021) and Herrmann et al. (2022), using

bromine emissions from the snow-pack as trigger mechanism (cf. section 2.1.1).

2.2.4 Wind speeds and boundary layer stability

The stability of the atmospheric boundary layer (BL) is associated with vertical potential
temperature gradients, vertical wind shear and horizontal pressure gradients. Investigations
regarding the relation between boundary layer stability and ODEs often focus on surface
wind speed as well as pressure gradients as easily accessible proxies for the stability of
the atmospheric boundary layer. Numerous studies indicate that it affects the bromine
chemistry and the occurrence of ODEs in several ways. However, the causality between
changes in boundary layer meteorology and bromine chemistry is still unclear and findings
are contradictory in some cases and inconclusive in others. This section compiles a summary
of field observations, simulations and hypotheses regarding the influence of boundary layer
meteorology on ODEs.

Early studies showed that a large fraction of observed ODEs are associated with strong
atmospheric stability in the atmospheric boundary layer (e.g. Friefs et al.; 2004; Simpson
et al., 2005; Jacobi et al., 2006). Low wind speeds, temperature inversions and slow vertical
mixing correspond to a shallow and stratified boundary layer which is found often over ice
and snow in the polar regions (e.g Anderson and Neff, 2008). Such a stable boundary layer
can then serve as an enclosed “reaction chamber”, increasing the contact time between air
masses and the surface and allowing for an accumulation of high concentrations of reactive
bromine at the surface (Lehrer et al., 2004; Peterson et al., 2015). For condensed phase reac-

tions restricted to the Earth’s surface such as the majority of those described in section 2.1,
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Figure 2.4: Example of an ozone depletion event at Neumayer III. Figure adapted from
Nasse (2019), data from Weller (2017).

the reaction rate can be accelerated by increasing the concentration of reactants in the air
just above the surface (Simpson et al., 2007a; Saiz-Lopez and von Glasow, 2012).

This was supported further by measurements from satellite instruments, which observed
many ODEs under clear sky conditions associated with a stable troposphere (Wagner et al.,
2001; Jones et al., 2006). It was also argued by Morin et al. (2005) that a stratified boundary
layer leads to maximum tropospheric BrO VCDs, based on observation of boundary layer
ozone chemistry.

Simpson et al. (2005) and Wagner et al. (2007) deduced from these observations that
bromine release from the surface, particular from snow-covered sea ice (see section 2.2.1),
is of special importance for both the initial bromine release triggering ODEs (see also sec-
tion 2.1.1) as well as for significant BrO enhancement.

While most ODEs were measured during conditions of low wind speeds and strong atmo-
spheric stability, a smaller number was also observed during high wind speeds, particularly
at measurement stations at greater distances from sea ice. In the past, it has been as-
sumed that this association arises from advection of air masses in which ozone has been
depleted previously or which have been enriched in reactive bromine over corresponding
surfaces (Hausmann and Platt, 1994; Honninger and Platt, 2002; Honninger et al., 2004;
Simpson et al.,; 2007a). This is exemplified in Figure 2.4, where a rapid change of the ozone
mixing ratio at Neumayer station on a time scale usually impossible for chemical processes
(only few hours) was measured, indicating the importance of advection.

However, Jones et al. (2009) reported significantly elevated BrO VCDs and ozone de-
pletion measured from satellite occurring in regions of high surface wind speeds. They
developed a qualitative model demonstrating that very calm weather conditions as well as

10m wind speeds larger than 10ms~!

are very strong predictors of ODEs. Similar findings
of enhanced BrO column linked to high surface wind speeds were reported later, particularly
from satellite instruments (e.g. Begoin et al., 2010; Sihler, 2012; Blechschmidt et al., 2016;
Zhao et al., 2016), but only few ground-based measurements reported associations of high
BrO concentrations and higher surface wind speeds (Honninger and Platt, 2002; Honninger
et al., 2004; Jones et al., 2010; Friefs et al., 2011). There are several explanations for these

observations.
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Morin et al. (2008) proposed that an increase in surface wind speed leads to an increased
diffusion of the reactive bromine produced in the interstitial air above the snow-pack into
the atmosphere, a phenomenon called wind pumping.

Higher surface wind speeds could increase the concentration of SSA in the atmosphere,
for example from sublimation of blowing snow (e.g. Yang et al.; 2008; Begoin et al., 2010;
Yang et al., 2019). Indeed some of the observed ODEs associated with higher surface wind
speeds have been linked to conditions of blowing snow. Such an increased concentration
of bromide rich aerosols could then extend the lifetime of enhanced BrO events and sus-
tain bromine activation even above the boundary layer as discussed in section 2.2.3. Since
satellites measure BrO columns, even very high mixing ratios could be hard to detect if
they are isolated in a very shallow boundary layer (e.g. Sihler et al., 2012). A larger aerosol
concentration could therefore increase the likelihood of detection of such events from satel-
lite by enabling (and sustaining) a vertically more extended BrO enhancement, explaining
especially the aggregation of satellite measurements associated with conditions of high wind
speeds and decreased boundary layer stability (cf. section 2.2.3 and e.g. Peterson et al.
(2017)).

Toyota et al. (2011) suggested that high surface wind speeds could increase the avail-
ability of radical bromine precursors in the snow-pack by a return of the lofted aerosols to
the surface.

It was also suggested that the correlation between high wind speeds and ODEs could
be indicative of an additional release of reactive bromine from blowing snow, triggering
rapid bromine enhancement via the bromine explosion (Jones et al., 2009; Abbatt et al.,
2012). This followed the ideas proposed prior by Yang et al. (2008), who demonstrated that
reactive bromine emissions from blowing snow sourced SSA could trigger bromine explosions
(cf. section 2.1.1).

Despite several model studies reporting agreements to observational data using simula-
tions utilizing bromine emitted from blowing snow during conditions of high wind speed as
trigger for ODEs, there is only weak observational evidence for this release mechanism (cf.
section 2.1.1).

Lieb-Lappen and Obbard (2015) measured depleted Br /Cl ratios in blowing snow com-
pared to a constant ratio in surface snow, possibly indicating a release of bromine from the
snow sourced aerosols. In a study by Peterson et al. (2015), the association between wind
speed and atmospheric stability on one side and the vertical distribution of tropospheric
BrO on the other side was investigated using several years of MAX-DOAS observations.
They reported that some of the very high columns extending 1000 m or more above the

I caused by low pressure systems, agreeing

surface were linked to wind speeds above 7ms™
with previous measurements of Jones et al. (2010) and Roscoe et al. (2014). Yet the very
low frequency of these events led them to the conclusion that high wind speeds and blowing
snow can only play a minor role for bromine activation if at all. Measurements at Eureka,
Canada by Bognar et al. (2020) reported that the presence of coarse-mode aerosols larger

than 0.5pm was a necessary condition for the observation of enhanced BrO, confirming

26



2.2. Influence of environmental and meteorological factors on ODEs

that a high aerosol optical depth is required to maintain lofted BrO, probably via recycling.
Another study by Halfacre et al. (2014) analyzed ground-based observational data gathered
over several years and found no clear influence of surface wind speed on BrO enhancement.

In the polar atmosphere, higher wind speeds are indicative of increased vertical mixing
and a boundary layer which is less stable and stratified (Stull, 1988). Many satellite based
measurements therefore linked the higher wind speeds to an uplift of the reactive bromine
from the surface to higher air masses even above the boundary layer (Begoin et al., 2010;
Choi et al., 2012; Sihler et al., 2012; Blechschmidt et al., 2016; Zhao et al., 2016; Choi
et al., 2018). As discussed before, this was most often interpreted to stem from either new
emissions of reactive bromine or recycling on aerosols, both sourced from blowing snow.
However, Sihler (2012) and Moore et al. (2014) proposed that an increased vertical mixing
could also prolong bromine explosions as well as increase their likelihood by providing a
continuous supply of ozone by mixing air masses depleted in ozone but rich in reactive
bromine and vice versa. As it was pointed out by Sihler (2012), this would be especially
pronounced in frontal systems and likely become more frequent later in the season when
surface ozone is depleted in vast areas over sea ice (e.g. Wagner et al., 2007).

There have been several studies trying to investigate this ostensible discrepancy in mete-
orological conditions associated with bromine explosions. A long-term analysis covering ten
years of GOME-2 satellite measurements investigated the relation between enhancement of
total BrO columns and different meteorological parameters (Seco et al., 2020). They only
found significant correlations of BrO to the tropopause height, with inconclusive results re-
garding surface wind speed and boundary layer height. However, the use of total columns
in their study restricts the explanatory power of the analysis as the authors also point out.

An investigation of the relationship between tropospheric BrO VCDs from GOME-2 and
meteorological parameters from the ECMWEF Re-Analysis (ERA-interim) based on case
studies by Sihler et al. (2014) found that ODEs are clearly influenced by BL meteorology,
however, the exact causality could not be discerned.

Bougoudis et al. (2022) used an artificial neural network to reproduce ODEs and deter-
mine the sensitivity on environmental parameters of BrO enhancements predicted by the
model. They found that the 2m air temperature and mean sea level pressure have the most
predictive power of all parameters in their model. However, the authors point out that
the model shows a very strong bias towards BrO events occurring in low-pressure systems
during low air temperatures and in deeper boundary layers. This is most likely the result of
using satellite observations as training data, which seem to be biased towards such events
as discussed before. Therefore these results are inconclusive.

These apparent ambiguities were reconciled in parts in a study by Swanson et al. (2020).
A principal component analysis (PCA) of over six years of ground-based BrO observa-
tions combined with meteorological data from the Modern Era Retrospective Analysis for
Research and Applications 2 (MERRA-2) identified two distinct sets of meteorological con-
ditions with high predictive power towards tropospheric BrO enhancements. The first set

with the highest predictive power consists of cold and stable conditions with low wind
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speeds, consistent with enhanced BrO measured under surface-based temperature inversion
and a low atmospheric boundary layer. The second set consists of less-stable mixed layer
atmosphere with low atmospheric pressure, consistent with observations of enhanced BrO
in low-pressure systems such as frontal systems and cyclones. The authors showed that a
simple regression model based on their PCA was able to accurately predict enhanced VCDs
of BrO both in the lowest 200 m as well as extending in the lowest 2000 m of the troposphere.
However, the study did not provide any insights why these sets of conditions favor BrO ex-
plosions. The limitations of the analysis method also did not allow to provide information
on the frequency of the two sets of conditions, so it could still be possible that the less-stable
atmospheric conditions are only associated with a small fraction of all ODEs, neither did
it allow to discern any seasonal differences in the set of atmospheric conditions leading to
ODEs.

The lingering debate on the relative importance of these two distinct sets of meteorolog-
ical conditions on the occurrence of ODEs is closely associated with the debate about the
initial release mechanisms discussed in section 2.1.1. The stable, shallow boundary layers
with low wind speed provide favorable conditions for triggering bromine explosions from
snow-pack release of reactive bromine while the less stable atmospheric boundary layer re-

lated to high wind speeds could enable bromine release from blowing snow sourced aerosols.
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3 Tropospheric bromine monoxide

observations from satellite

Spectroscopic instruments aboard of satellite instruments can be used to measure the abun-
dance of trace gases. Depending on the trace gas in question, light of different wavelength
regions reflected at the surface and backscattered in the atmosphere is utilized for this and
correspondingly, different measurement techniques are used to solve the inverse problem of
measuring the trace gas concentration causing specific absorption patterns in the measured
light. For spectroscopy in the UV and visible spectral range, in which bromine monoxide
shows characteristic absorption features, the Differential Optical Absorption Spectroscopy
(DOAS) technique is used most often (see chapter 4). DOAS measurements performed using
satellite instruments yield the total column density, which includes contribution from BrO
molecules in the stratosphere as well as the troposphere. Because the stratospheric column
density of BrO is significantly larger than the tropospheric column density except for some
strong bromine explosion events, an accurate method is needed to estimate the stratospheric
column density to extract the tropospheric BrO amount from the total column.

This chapter presents a brief review of existing approaches to separate stratospheric and

tropospheric partial columns.

3.1 Overview of stratospheric correction approaches

The light reaching the satellite instrument, from which the BrO column is determined,
was scattered by molecules, aerosol particles and clouds or reflected on the surface. For
this reason, it contains information on both stratospheric and tropospheric abundance of
bromine monoxide. In contrast to measurements of other gas species made in different
spectral ranges, BrO measurements in the UV and visible wavelength region do not contain
intrinsic information on the vertical distribution (Richter and Wagner, 2011). An accurate
determination of tropospheric BrO columns therefore also requires a method to estimate
the stratospheric partial column. For many species, including BrO, the accuracy of this
estimation has a large influence on the overall retrieval accuracy, because the light path
in the spectral range in which the measurement is performed is usually significantly larger

in the stratosphere compared to the troposphere. This also affects the total absorption
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measured from spectroscopic instruments. '

For bromine monoxide retrievals this is complicated further by the fact that variability
in the total column density introduced by the stratosphere is comparable in magnitude to
variability induced by surface release of bromine (Salawitch et al., 2010; Theys et al., 2011).
The stratospheric variability is dependent mainly on stratospheric dynamics, in particular on
the tropopause height. Air parcels descending with a lowering tropopause are adiabatically
compressed, which leads to an increase in the concentration of trace gases and hence an
increase in the stratospheric column of BrO (Wagner, 2000; Theys et al., 2009; Salawitch
et al., 2010). As a consequence spatial BrO structures mimicking tropospheric events may

appear in maps of total BrO columns.

For this reason an accurate separation of possible tropospheric BrO enhancememts from
stratospheric variability is required. Over the years, different approaches were developed,

which are summarized in the following.

3.1.1 Ozone as tracer for stratospheric air

The first observation of tropospheric BrO from space was enabled by the insight that strato-
spheric and tropospheric air can be distinguished by an observation of the O3 column made
by Wagner and Platt (1998). They observed strongly increased columns of BrO while si-
multaneously the columns of ozone and NO, remained basically unchanged. While they did
not explicitly separate tropospheric and stratospheric partial columns from this insight, it
led them to the conclusion that such enhancements must be located in the troposphere (see

also Figure 3.1).

Additionally, they observed that neither the oxygen nor the oxygen collision complex
(O4)2 column densities changed considerably during some of the events presumably located in
the troposphere. Since both species are indicators for the sensitivity towards the troposphere
they could rule out the possibility that the variations in the BrO column were due to

variations in the sensitivity of the observations.

3.1.2 Reference sector approach

Another method used in one of the first satellite observations of tropospheric BrO enhance-
ments is based on the assumption that the stratospheric BrO colum is mainly dependent
on latitudinal variations and much less on longitudinal variations (Richter and Wagner,
2011). For this approach, averaged columns at certain latitudinal bands were subtracted
from measurements at different longitudes in the same band. This method was applied first
by Richter et al. (1998) and subsequently also by Hollwedel et al. (2004).

IThe intricacies surrounding these wavelength dependent light path differences are described by the theory
of radiative transport (RT) and its influence on the sensitivity of spectroscopic measurement in different
atmospheric layers are discussed in more detail in sections 4.5 and 7.4.1.
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Figure 3.1: Latitudinal variation of the column densities of atmospheric trace gases, the
average light intensity and a colour index for part of an orbit on 15 September 1996 as
a function of the solar zenith angle and corresponding (approximate) latitude. (a) Open
diamonds, BrO VCD calculated using the stratospheric AMF; filled diamonds, the enhance-
ment expressed as tropospheric BrO VCD calculated using tropospheric AMFs. (b) Open
diamonds, absorption of (O,)2 (right axis); filled diamonds, absorption of O, (left axis). (c)
Open diamonds, measured average intensity (410nm to 610 nm, left axis); filled diamonds,
colour index (intensity ratio at the wavelengths 605 nm and 440 nm, right axis). (d) Open
diamonds, SCD of O3 (left axis); filled diamonds, SCD of NO, (right axis). Figure and
caption taken from Wagner and Platt (1998).
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3.1.3 Atmospheric chemistry model approach

A 3D atmospheric chemistry transport model with sufficient accuracy enables the removal
of the stratospheric component of the signal from the total column. This method was first
employed by Salawitch et al. (2010). They utilized a combination of the Goddard Earth Ob-
serving System Data Assimilation System Version 5 (GEOS-5) and the Whole Atmospheric
Community Climate Model (WACCM) to calculate the stratospheric BrO column.

However, models potentially introduce new biases in addition to biases already present
from the measurements. It is possible that the bromine budget or the chemical mechanisms
governing it are incomplete. Furthermore, the spatial resolution of stratospheric models is
usually too coarse to resolve small-scale effects such as tropopause folds. To compensate for
this one can scale the model to measurements (in this case of stratospheric BrO) over the
corresponding region. Toyota et al. (2011) applied this to stratospheric columns calculated
from the Single Layer Isentropic Model of Chemistry And Transport (SLIMCAT).

3.1.4 Climatological approach

Theys et al. (2009) developed a more elaborate approach, in which simulated stratospheric
BrO profiles derived from the BASCOE model (Errera and Fonteyn, 2001) were parametrized
using O3 columns as indicator for stratospheric dynamics (see section 3.1.1) and NO, columns
as indicator for photochemical effects. These parametrizations are then stored in a climatol-
ogy. The simulated stratospheric BrO profile for each measurement is then calculated from
this climatology using time and latitude of the measurement as well as column measure-
ments of O3 and NO,. From this, the stratospheric BrO vertical column is then derived by
integrating the stratospheric BrO profile from the tropopause to the top of the atmosphere,
with the tropopause height being determined from an assimilated meteorological model.

This climatological approach has been applied in numerous publications (e.g. Begoin
et al., 2010; Theys et al., 2011; Blechschmidt et al., 2016; Choi et al., 2018; Bougoudis et al.,
2020).

3.1.5 Statistical approach

As discussed in the previous sections, stratospheric corrections based on atmospheric chem-
istry models have potential biases and systematic errors from incomplete chemical mecha-
nisms and a strong dependence of the model results on the choice of initial conditions. Fur-
thermore, the spatial resolution of newer satellite instruments such as OMI or TROPOMI
(see chapter 5) is oftentimes greater than the spatial resolution of these models. Their use
therefore effectively limits the spatial resolution of the whole retrieval algorithm.

To overcome these limitations, Sihler et al. (2012) developed a column separation method
similar to the climatological approach of Theys et al. (2009) but using only measurements
of the satellite instruments themselves without any external model results. This method

also relies on the use of proxies to capture variations in the stratospheric BrO column from
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dynamical and chemical changes of the stratospheric air, with the O3 column accounting for
changes in the stratospheric BrO column from atmospheric dynamics and the NOgy column
together with viewing geometrical parameters including the solar zenith angle and the view-
ing zenith angle accounting for photochemical variations. In contrast to Theys et al. (2009),
these parameters were then utilized in a statistical approach allowing for a differentiation
between measurements of the stratospheric BrO background and measurements including a
tropospheric BrO signal. From this analysis, the stratospheric BrO column is calculated for
each satellite pixel. The retrieval algorithm used in this thesis is based on this approach and
its further improvement and application to TROPOMI measurements is described in detail

in chapter 7.
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4 Differential Optical Absorption
Spectroscopy

A cornerstone of remote sensing of the atmosphere is spectroscopy. It allows us to identify
the constituents of the atmosphere. Without the knowledge of how to interpret and extract
information from electromagnetic spectra our understanding of the atmosphere would be

severely restricted.

One very important technique in the field of spectroscopy is the Differential Optical
Absorption Spectroscopy (DOAS), a combination of measurement techniques and analytical
methods allowing the detection and accurate retrieval of trace gases at mixing ratios of up to
0.1 ppt. This is enabled by the insight that different trace gas species can be distinguished
via their unique absorption spectra, leaving a “fingerprint” in the observed light spectrum.
Therefore DOAS enables the simultaneous retrieval of different trace gases in one measure-
ment, letting one examine the composition of the atmosphere remotely (i.e. not in-situ), for

example from space using satellites.

First published by Perner and Platt (1979) as well as Noxon (1975), the DOAS technique
has seen many improvements and enhancements (see e.g. Platt et al. (2009)) over the years.
It is of great significance to this thesis since the satellite measurements central to the work
presented here all utilize DOAS as retrieval method. There are two basic operating principles
for DOAS: (1) active DOAS instruments use an artificial light source either installed outside
to shine directly at the instrument or being cast back to the instrument via a reflector and
(2) passive DOAS instruments using natural light sources (usually sunlight), requiring no
further light source but introducing more factors which have to be corrected for, such as the

strong solar Fraunhofer lines and the Ring effect, as discussed in section 4.4.

The focus of this thesis lies on the application of DOAS to satellite measurements,
meaning that for the following description will be focused on passive DOAS using solar light
backscattered from the Earth (illustrated in Figure 4.4).

This chapter introduces the theoretical basis and the underlying concepts of the DOAS
technique based on the far more detailed account of Platt and Stutz (2008); Platt (2006). In
section 4.1, the concept of absorption spectroscopy and the Beer-Lambert law is introduced,

with its application to atmospheric remote sensing specified in section 4.2. The fundamental
DOAS technique is described in section 4.3. Additional effects that have to be accounted
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for in DOAS retrievals are discussed in section 4.4. Lastly, the concept of air mass factors is
presented in section 4.5. A more detailed description of the application of DOAS to satellite

instruments can be found in Richter and Wagner (2011).

4.1 Absorption spectroscopy and the Beer-Lambert law

The starting point for every endeavor in spectroscopy is always the fundamental equation
of the Beer-Lambert law, which relates the attenuation of electromagnetic radiation passing
through any medium to the optical absorption properties of that medium. For a wavelength
A the radiation attenuation dI along a segment of a light path with sufficently small length

ds, such that particles in the slice will not obscure each other is given by
dI(X) = —I(AN)o(N) p(s)ds, (4.1)

with o(\) as material dependent attenuation cross section' and p(s) the number density of

the attenuating substance.

This equation in its fundamental formulation is completely agnostic to the source of
the attenuation, be it elastic scattering, for example in the form of Thompson or Rayleigh
scattering, inelastic scattering in the form of Raman or Compton scattering or absorption
of radiation by molecules or atoms. Such absorption occurs either by exciting inner degrees
of freedom of a molecule, which are commonly described as vibrational or rotational modes,
by inducing transitions of the outer electrons to higher energy states or by a combined
excitation of roational, vibrotional and electronic states, known as rovibronic absorptions
(see Figure 4.1). Following the laws of quantum mechanics, these changes of state only occur

at quantized energy levels, i.e. they are induced by photons of distinct wavelengths.

Due to these distinct wavelength requirements of absorption processes they exhibit a
narrow-band spectral structure, in contrast to the broad-band spectral nature of scattering

processes. It is therefore customary to treat these forms of attenuation separately,

dos(A)
dQ

(N pls) = 0a(N) pals) + A pu(s) (4.2)

with o, as absorption cross section of the respective absorber and o, the scattering cross

section of a scattering center. This yields for Eq. (4.1)

dog
dQ

dI()‘) = _I(A) Oq pa(S) + dQ ps(S) . (43)

'For simplicity, we drop a possible temperature dependence of the cross section.
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4.1. Absorption spectroscopy and the Beer-Lambert law
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Figure 4.1: Potential energy curves of a diatomic molecule. The two wells are distinct
electronic states, the horizontal lines inside the wells denote possible rovibrational states for
both electronic excitations. Figure taken from Platt and Stutz (2008).

This differential equation? can be solved for a light path L as

L
IO L) = I(A) exp (— /0 [a(5) 7a(\) + € (M, )] ds) , (4.4)

with boundary condition I(\,0) = Iy(\). Here we also introduced the scattering coefficient

ex(\, ) = ps(s) /4 i‘;; a9 (4.5)

as a slight simplification, summarizing all sorts of scattering.

Once the above quantities have been measured, it is possible to determine the density of the
attenuating material. Assume for simplicity that the density p does not change along the
light path and that we have only absorption as attenuation source, this yields as density of

the absorber,
(4.6)

2This equation is also called radiative transfer equation. Note that a complete treatment has to include
the thermal radiation of the attenuating substances. Since our interest in this thesis is in UV and visible
spectroscopy, the influence of thermal radiation can be neglected. For a complete treatment, we refer to Platt
and Stutz (2008).
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Chapter 4. Differential Optical Absorption Spectroscopy

where the optical density along the light path 7 was introduced,

7(A) = log <I;((;\)>> . (4.7)

4.2 UV /Vis Absorption spectroscopy in the atmosphere

The primary interest in spectroscopy in this work is as remote sensing tool to investigate
the constituents of the atmosphere. Of special importance is the UV and visible spectral
range, in which BrO, O3 and other trace gases absorb the strongest. In this energy regime,
the dominating source of photon absorptions are electronic excitations of molecules, accom-
panied by changes in the rotational and vibrational energy states, collectively known as
rovibronic absorptions (see Figure 4.1). The absorption part of expanded Beer-Lambert law
Eq. (4.4) is therefore dominated by rovibrational absorptions. Of course the atmosphere
is composed of many different species which means the single absorber with cross section

0a(A) in Eq. (4.1) has to be replaced by a multitude of absorbers,
Ta(N) pals) = > oi(N) cils), (4.8)

with absorption cross sections o; and concentrations ¢;(s) of the involved species .

Since the atmosphere is dominated by elastic scattering the general scattering coefficient
of Eq. (4.5) can also be specified. General elastic scattering on particles is described by the
Mie solution to Maxwell’s equations (Hulst and van de Hulst, 1981). For particle sizes with
spatial dimensions in the order of the observing wavelength, like scattering on cloud droplets
and other aerosol particles, the corresponding scattering cross section as a weak wavelength
dependence of approximately A\~'3 for the general atmosphere. This is also known as Mie
scattering.

Due to the strong dependence on the particle size relative to the scattered radiation
wavelength, there are several important approximations of the Mie solution. One such ap-
proximation for particle sizes at least one order of magnitude smaller than the corresponding
wavelength (i.e. smaller than 100 nm for UV /Vis spectroscopy) is known as Rayleigh scatter-
ing. Most molecules in the atmosphere as well as small aerosol particles fall into this regime.
Noteworthy is the eminent A= dependence of the Rayleigh scattering cross section (Hulst
and van de Hulst, 1981) discussed again later.

The general scattering coefficient introduced in Eq. (4.5) can therefore be expressed as

combination of both sorts of scattering:
es(A\,s) =€er(A, s) +epr(A, s), (4.9)

with er(), s) as Rayleigh scattering coefficient and ejs(A, s) as Mie scattering coefficient.
Combining these changes to scattering as well as to absorbers yields for Eq. (4.4) the lengthy
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4.3. Differential Absorption spectroscopy

expression

I(\, L) = Iy(\) exp (/ [Zm s) + er(\, ) + ear(\, 3)] ds> : (4.10)

which describes the attenuation of light in the atmosphere. However, for passive DOAS
an accurate determination of the initial intensity Iy is necessary which is non-trivialFor a
satellite instrument being able to record the sun spectrum from outside of the atmosphere,
the initial intensity can be assumed to be known.. For measurements using scattered light
this is complicated since the initial intensity does also depend on the scattering efficiency
in the atmosphere as well as on the surface reflectivity for the case of satellite-based nadir
measurements (Richter and Wagner, 2011). This is usually expressed with the introduction
of a wavelength dependent scaling factor ¢(\) describing the fraction of light scattered back
to the instrument,

Io(A) = (N (). (4.11)

with I§(A) describing the background spectrum as measured by the instrument.

By taking the logarithm, one can write Eq. (4.10) in terms of optical density as introduced
in Eq. (4.7) as

/ [Z% $) +en(h ) +enr(\,5)| ds. (4.12)

The optical density of the atmosphere along the light path can therefore be ascribed to the
combination of elastic scattering and the sum of absorption processes.

This poses a challenge however: it is highly non-trivial to distinguish the contributions
of each of these processes to the overall attenuation of radiation in the atmosphere. This is
further complicated by the presence of an abundance of different absorbers each contribut-
ing to the absorption. If the goal is to determine the density of a specific trace gas via
spectroscopy, one would need to single out the influence of this one specific absorber among
all consitutents absorbing in the wavelength range of our analysis as well as the effects of
scattering. A daunting task further compounded by the difficulty to accurately determine

the true intensity Ip(A) without absorption or scattering as discussed above.

4.3 Differential Absorption spectroscopy

The technique known as Differential Optical Absorption spectroscopy (DOAS) removes all
these obstacles in an elegant way. The crucial insight of the DOAS method is the distinction
between the spectrally narrow-banded, vibronic absorption structures and broad-banded or
even smooth features like extinction from scattering and many absorption structures too
small to resolve with the limited spectral resolution of measurement instruments.

It is then possible to use the differential absorption, the differences of light attenuation
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Figure 4.2: Total absorption cross section cas(\) and differential cross section o' (\) of
ozone. Figure taken from Platt (2006).

between narrow-banded structures and broad-band structures at different wavelengths as
illustrated in Figure 4.3. This is done by focusing on specific wavelength regions with distinct
narrow-band structures in the absorption cross sections of the corresponding absorbers with
a strong contrast between narrow- and broad-band structures (see Figure 4.2).

Historically this entailed a separation of trace gas cross sections in narrow- and broadband
structures via

0i(N) = 3 (\) + (). (4.13)

with differential cross section o}()\) and a broad-band cross section o; (), visualized in
Figure 4.2. This is achieved by a smoothing of the cross section corresponding to the
spectral resolution of the instrument® and adequate filtering processes. Rewriting Fq. (4.12)

in terms of a differential optical density 7/ gives

/ L
7 = log 1})((/{\)) = /0 ; ai(\) - ci(s)ds. (4.14)

Here the “broad-band” intensity I}, was introduced,

L
IL(A\) = Ip(\) - exp (/o [Z gip(N)ci(s) + er(N) + EM()\)] ds) , (4.15)

describing the observed intensity if it was only affected by scattering and broad band ab-
sorption as sketched in Figure 4.3.

The broad-band contributions are usually accounted for by fitting an appropriate polyno-

3This step is no longer necessary for modern DOAS applications, where the cross sections will be used
directly without separation into broad- and narrow-band structures. We include it here for consistency.
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Figure 4.3: DOAS Principle: The initial intensity Iy is reduced to the broad-band intensity
I}, mainly via Rayleigh and Mie scattering and other broad-band structures. Differential
changes between different wavelengths can then be ascribed to narrow-band structures in
the cross sections of the examined trace gases. Figure taken from Platt and Stutz (2008).

mial to the observed spectrum, allowing the determination of the differential optical density

7/. Then the species concentrations integrated along the light path can be deduced by

fitting® the so-called Slant Column Density (SCD)

L
Si:/o ci(s)ds, (4.16)

to Eq. (4.14), giving for the differential optical density
T,:ZO'Z'()\) Sl (4.17)
i

This defines the differential optical density simply as the sum of the differential absorptions
of all trace gases in the light path.

4.3.1 Measurements of trace gas SCDs from DOAS

As discussed, the fundamental idea of DOAS is the separation of broad- and narrow-band
structures. This can involve measurements for more than 500 wavelength channels to achieve

an accurate distinction between narrow- and broad-band absorptions, in turn allowing the

4As a matter of fact, the common phrase of “fitting” slant column densities represents an oversimpli-
fication of the process. Technically, an inverse problem has to be solved by constructing and inverting a
model function describing the observed attenuation, which is optimized by minimizing the residuals of the
constructed function (Rodgers, 2000).
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Chapter 4. Differential Optical Absorption Spectroscopy

detection of optical densities on an order of 10~* (Platt and Stutz, 2008). For BrO, this
means BrO concentrations as low as 5 pptv can be detected (Fleischmann et al., 2004).

To determine trace gas SCDs from Eq. (4.17), the differential optical density 7’ has
to be calculated, which means not only measuring the attenuated intensity I(A) but also
the reference broad-band intensity I)(A). Since this reference spectrum has to be void of
differential absorptions from the absorbers, it needs to be measured for a different light
path than the measured spectrum I(\) in most cases. Also changes for the scaling factor
¢ introduced in Eq. (4.10) has to be taken into account here due to different intensities of
light scattered into the field of view of the instrument. As a consequence the scattering
contributions to the light attenuation between both recorded spectra are differing. The
latter can be corrected for by using different wavelengths simultaneously and assuming the
change of scattering is only weakly dependent on the wavelength (Richter and Wagner, 2011)

Usually a DOAS retrieval combines a standard least-squares fit and a Levenberg-Marquard
algorithm (Platt and Stutz, 2008) to fit the polynomial and the SCDs S; simultaneously to
the logarithm of the measured spectra.

For application to a satellite instrument this is changed to only using a standard least-
squares fit (Beirle et al., 2013). The reasons for this are two-fold: (1) the processing speed is
increased drastically, a necessity for instruments like the TROPOspheric Monitoring Instru-
ment (TROPOMI) discussed in section 5.1 measuring 107 pixel daily and (2) wavelength
shifts and stretches with respect to the reference spectrum are usually small, allowing the
linearization of both effects, which makes a separate, non-linear fit for their estimation
obsolete (Beirle et al., 2013).

4.4 Additional DOAS effects

A few key assumptions were made in the derivation of the DOAS principle in section 4.3,
including (1) omitting the effects of inelastic scattering in the broad-band extinction pro-
cesses and (2) assuming small trace gas optical densities with no effect on the light path.
Both of these assumptions should be seen as simplifcations and although these do not effect
the DOAS principle in a fundamental way, a precise retrieval needs to correct for deviations

stemming from these simplifications.

4.4.1 Ring effect

In the discussion of the Beer-Lambert in section 4.1, inelastic scattering as potential source
of radiation extinction was mentioned. Although it was neglected in the review of the DOAS
method in section 4.3, the effects of inelastic Raman scattering in the atmosphere can not
be brushed aside especially in the UV spectral range’, where it can affect the retrieval of

weakly absorbing trace gases such as BrO (Wagner et al., 1999).

®Note that for UV /Vis spectroscopy, only the effects of rotational Raman scattering are important. The
wavelength shifts of vibrational Raman scattering are too large.

44
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Raman scattering will manifest itself in the form of a stronger radiance intensity for the
Fraunhofer lines in the spectrum of scattered light compared to direct sunlight (Grainger
and Ring, 1962) which has been named Ring effect. Initially it was conjectured this is
due to “daylight airglow” and only later rotational Raman scattering was concluded to be
the most likely explanation of this observation (Kattawar et al., 1981). There are different
methods to account for this, e.g. the inclusion of a pseudo-absorber with a Ring effect cross
section (Solomon et al., 1987) or via direct calculation of a Ring effect spectrum from the
solar spectrum Ip(A) (Joiner et al., 1995; Wagner et al., 2009a). In this thesis the second

approach is used.

4.4.2 Pukite terms

Another assumption made in the discussion of the DOAS method was the wavelength-
independence of the light path, based on the expectation of weakly absorbing trace gases.
Although this is reasonable to assume for most absorbers and wavelength regimes in the
atmosphere, it can lead to deviations for ozone absorption in the UV (Pukite et al., 2010),
where strong absorption actually reduces the effective light path at wavelengths with a
higher absorption cross section compared to other wavelengths. Therefore it is necessary to
modify Eq. (4.17) to

=) oA Si(h), (4.18)

i

which leads to the retrieved SCDs being wavelength dependent quantities. Following the
proposition of Pukite et al. (2010), one can correct for this effect by expanding Eq. (4.18)

for ozone as Taylor series:
= 00, ()\) . 503 ()\) = [003(/\) . So3 + )\O'o3 ()\) -Sp1 + 00, ()\)2 . SPQ] . (4.19)

Here Moo, (M) and 0(2)3 are the so-called Pukite-terms which are added to the DOAS fit as
pseudo absorbers with their own SCDs.

4.5 Conversion of SCD to VCD

The DOAS fit provides the SCD S (Eq. (4.16)), describing the trace gase absorption along
a light path. As discussed in the previous section 4.4.2, the implicit assumption for the
light path was that it is influenced only by the concentration profile ¢;(s) of the corre-
sponding species ¢ and different amounts of atmospheric scatterers. In reality, it is also
influenced by the viewing geometry, surface properties, wavelength and the concentration
profile of strongly absorbing species like ozone. Consequently, two retrieved SCDs are hardly
comparable if they are not measured under similar conditions (see Figure 4.4). This holds
especially true for satellite based instruments which measure SCDs over a vast spatial extent
r

with differing viewing geometries as discussed in chapter 5. This section briefly describes
how SCDs obtained via DOAS can be converted to Vertical Column Densities (VCDs).
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Figure 4.4: Sketch of satellite measurement under different optical conditions. FEven
with identical viewing geometry, the resulting light path can vary strongly. Figure taken
from Eguchi and Yoshida (2019).

The Vertical Column Density is defined as the vertically integrated density of a trace gas
from surface to a specific height, usually the top of the atmosphere (TOA) ©,

e
Vi=/0 ci(s)ds. (4.20)

Note that this definition is completely independent of any path of light used to observe this
trace gas. The VCD V is related to the SCD S via the so-called Air Mass Factor (AMF)
A,

A=— 4.21
V7 ( )

from which follows the simple interpretation that the AMF A describes the ratio between
the “actual” light path and the vertical light path, i.e. it measures the relative air mass along
the line of sight. Indeed, the AMF encapsulates all information about the optical properties
of the atmosphere and gives an effective description of the radiative transfer (RT) along the
light path.

Data about optical characteristics of the atmosphere and the radiative transfer is often
sparse but for many cases a geometric approximation can be made by assuming the light
path is lengthened in a purely geometric fashion. This is called the geometric AMF Ageom

and is defined as

1 1
+

. 4.22
cost  cosp ( )

Ageom =

The angles are the solar zenith angle (SZA) 0 and the viewing zenith angle (VZA) ¢, dis-
cussed in more detail in section 5.3. The geometric approximation for the AMF gives a
good approximation for the stratosphere where the influence of scattering and clouds can
be neglected due to the low air density (Solomon et al.; 1987). However, for high SZAs the
curvature of the earth becomes relevant and the approximation can break down even in the
stratosphere as demonstrated by Figure 4.5. More complex scenarios, such as measurements

of trace gases located primarily near the ground, also require a different treatment.
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Figure 4.5: Dependence of different Box AMFs on solar zenith angle (SZA) in the UV
(A = 360 nm) calculated for a surface albedo of 0.1 and nadir viewing geometry. The
tropospheric AMF assumes a box profile for the lowest 5 km, the stratospheric AMF one
between 10 and 20 km. Both were calculated using McArtim. Figure adapted from Sihler
(2012).

For example, measuring trace gas concentrations primarily located in the (lower ) tropo-
sphere from satellite, the SCD measured by the satellite instrument can be very low due to
effective shielding of the trace gas through scattering by air molecules, aerosols and clouds
as depicted in Figure 4.4. This means that only a fraction of the detected photons actually
had contact with the absorber, rendering the satellite effectively blind to the trace gas for
very thick clouds. However, this does not mean that the actual trace gas concentration
below the cloud is low. The shielding effect is expressed by an AMF smaller than 1 for
the tropospheric trace gas as shown in Figure 4.5, resulting in VCD larger than the corre-
sponding SCD. For that reason, the AMF is sometimes also understood as a measure of the
sensitivity of a specific measurement. In the example discussed above, the lower the AMF
the less photons have actually penetrated the near-surface layer and had contact with the
trace gas. Therefore, a lower AMF means the measurements is less sensitive to that trace

gas.

To resolve this vertical dependence of the measurement sensitivity, it is useful to define
an AMF for specific atmospheric layers ¢ individually, the so-called Box-AMF (BAMF),

oS
BAMF, = —. 4.23
= oy (4.23)
Here V; denotes the partial vertical column density for the layer ¢ (Richter and Wagner,
2011). For weak absorbers (corresponding optical density 7 << 1) the Box-AMFs become in-

dependent of the general profile shape of the absorber and this can be approximated (Palmer
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et al., 2001) to
BAMF; = Si , (4.24)
Vi
with S; describing the partial SCD observed in the atmospheric layer i. The stratospheric
and tropospheric AMFs shown in Figure 4.5 should be understood as corresponding Box-
AMFs of the respective atmospheric layer. From this follows that for weak absorbers, the
total AMF A can be understood as the sum of relative “box” concentrations ¢; = V;/V

weighted by the corresponding Box AMF,

_ 5 _2iSi _ e
A= =50 _;BAME ci. (4.25)

An accurate estimation of the AMF can be gained with the help of RT simulations such
as the Monte Carlo atmospheric radiative transfer model ( McArtim ) (Wagner et al., 2009a;
Deutschmann et al., 2011) or the Vectorized Linearized Discrete Ordinate Radiative Transfer
(VLIDORT') (Spurr, 2006). Commonly this is done via the simulation of observed radiances
with and without the trace gas in question (Solomon et al., 1987; Richter and Wagner, 2011).
With the help of an a priori trace gas profile p, a VCD V can be determined serving as
input for the RT simulation, which allows the calculation of the corresponding AMF using

Eq. (4.17) and Eq. (4.21):
1 logI—logly

oMV sV

with I and Iy as simulated radiances with and without trace gas respectively. The informa-

(4.26)

tion on the a priori profile can be obtained in various ways, for example through indepen-
dent simulations or measurements. Also, standardised profiles or proxy-informations can be
used (Richter and Wagner, 2011), such as the assumption of a constant “box profile” p; for a
specific layer ¢ (Sihler et al., 2012), as it is also used for the calculation of the tropospheric
AMEF for BrO in this work. Depending on the trace gas of interest, additional input data
describing other phenomena affecting the AMF, such as clouds and aerosols, are required.
These are listed in Table 4.1.

In this thesis, McArtim is used for the calculation of tropospheric air mass factors. The
model simulates radiances via explicit ray tracing of model photons through grid boxes
k, based on the backward Monte Carlo method: a photon emerges from a detector and
is followed in a backwards trajectory until it leaves the top of the atmosphere. It yields
the Jacobian of the radiance with respect to the absorption coefficient p = o(\) p of the

absorber,

Jp=—1I,, (4.27)

with simulated radiance I, (normalized by the solar spectrum 1) for each grid box k (Deutschmann
et al., 2011). From Eq. (4.7) it can be seen that the logarithm of the normalized simulated

radiance yields an inverse optical density 7—'. Of interest is the Jacobian of this quantity
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with respect to the absorption coefficient,

d d
—7=——"1Nogl,. 4.28
dp g, 8 (4.28)
An inspection of the definition of the optical density from a simple version of the Beer-
Lambert-law (Eq. (4.7)),

h
’7':/ pdz, (4.29)
0

allows the speculation that this quantity describes the length of the light path. Indeed, the
Jacobian of the logarithm can be described as the averaged photon path length L weighted
by the intensity through the grid box k (Deutschmann et al., 2011),

d
Ly=——1logl,. 4.30
Qi (4.30)
Following Marchuk et al. (1981), the Box AMF for the grid box k with height hy is then
given by
Ly,
BAMF, = —. (4.31)
h,
In turn, this encourages the aforementioned interpretation of the AMF as a measure of the
lengthening of the light path compared to the vertical path. However, in contrast to the
geometric approximation of the AMF, in this interpretation the light path is changed by

scattering and absorption processes and not simply by a geometrical extension.
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Table 4.1: Assessment of importance of different input informations used by radiative
transfer simulations for tropospheric trace gases. Table adapted from Richter and Wagner
(2011).

icall
Input data Importance Typically Source of information
used
Independent information, e.g, from
Trace gas profile High Yes atmospheric models or general

assumptions

Climatology, e.g., created from the
Surface albedo High Yes same satellite instrument, sometimes
also retrieved from the measurements

Simultaneous measurements, e.g.,

Cloud properties High Yes
prop & cloud fraction and cloud top height

General assumptions, atmospheric

Aerosol properties High No models, potentially also simultaneous
measurements

Surface elevation Medium No Databases

Solar zenith angle Medium Yes Observation description

Viewing zenith angle Medium No Observation description

Relative azimuth angle Medium No Observation description

Pressure and temperature

P Low Yes Standard profiles

profile
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5 Satellite instruments

The work presented in this thesis relies heavily on measurements carried out by the TRO-
POspheric Monitoring Instrument (TROPOMI) onboard ESA’s Sentinel-5 Precursor (S5-P)
satellite. In section 5.1, the main characteristics of the instrument and the corresponding
satellite mission will be described.

The original retrieval methods to obtain tropospheric BrO on which this thesis improves
upon (Sihler et al., 2012) were developed for the Global Ozone Monitoring Experiment-2
(GOME-2). Therefore section 5.2 provides a short description of the GOME-2 instrument,
highlighting differences between the instrument important for the tropospheric BrO retrieval.
In section 5.3, a description of the satellite viewing geometry is provided. Finally, section 5.4
provides a brief description of the methods utilized to visualize satellite data as well as map

projections used in this thesis.

5.1 TROPOMI instrument aboard the Sentinel-5 Precursor

satellite

The Sentinel-5 Precursor satellite is a low Earth-orbit satellite dedicated to monitor air
quality, pollutants like NO, and ozone as well as forecasting and climate monitoring (ESA,
a, ESA). By providing long-term measurements of tropospheric trace gases it will be helpful
in understanding the life cycle and anthropogenic influences on these pollutants as well as
greenhouse gases like methane. It was launched in October 2017.

In this section key characteristics of the S-5P satellite and the TROPOMI instrument

aboard the satellite are presented.

5.1.1 Orbit description

The satellite is on a sun-synchronous orbit, which is achieved by choosing the inclination
of the satellite with respect to the equator in a precise relation to the altitude of the or-
bit (Rosengren, 1988; Burrows et al., 2011; Capderou, 2005). For S-5P orbiting earth at
approximately 824 km this implies an inclination of 98.7° (see Figure 5.1), leading it to
nearly cross the poles on each orbit which is called a near-polar orbit. The satellite then

takes approximately 103 minutes for one complete orbit around earth, resulting in 14 orbits
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Figure 5.1: Possible satellite altitude as function of inclination angle under assumption of
sun-synchronicity of the orbit. Figure taken from Capderou (2014).

' One great advantage of such a sun-synchronous orbit for remote sensing is the

each day.
fact that the satellite passes over any given point of the planets surface at the same local
mean solar time (Capderou, 2014). This means that the sun will be in a similar position and
the solar angle will be comparable for each measurement at any given time of the year. Of
course the local time of each overpass will also be the same up to possible time shifts from
time zones and daylight saving times. For S-5P the local mean solar time of the ascending

node at equatorial crossing is 13:30h (ESA, b).

5.1.2 TROPOMI instrument

The S-5P satellite carries only one instrument, the hyperspectral imaging spectrometer
TROPOMI. This instrument consists of four detectors measuring in different spectral bands:
the Ultraviolet (UV) detector (270 nm to 320 nm), the UV-visible (UVIS) detector (310 nm
to 500 nm), the Near-InfraRed (NIR) detector (675nm to 775nm) and the Short-Wave-IR
(SWIR) detector (2305 nm to 2385 nm). This broad spectral coverage allows the observation
of various atmospheric compounds including O3, NOy, SO,, BrO, CO and CH, as well as
clouds and aerosols. While the measurement principle of the detectors is identical, each

detector is adapted to its specific spectral region as shown in Table 5.1.

Scanning method

The TROPOMI instrument is a so-called push-broom imaging spectrometer, in reference to
the operating principle of such brooms, which are pushed in a straight line over the surface.
For TROPOMI, this “broom” is the imaging swath in which the instrument scans the surface

as visualized in Figure 5.3 while the satellite moves perpendicular to this swath along the

IThe orbital repeat cycle for S-5P is 16 days, with a total of 227 orbits, which means that 3 days out of
16 will include one additional orbit.
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Figure 5.2: Example of sun-synchronous orbit of MetOp with approximately 820km height.
Figure taken from Wikipedia (2022).

so-called along track. With an opening angle of 108° TROPOMI’s swath is approximately
2600km wide. This means that the 14 daily orbits of S-5P lead to global coverage each day
with the exception of a small area in the equator region while high latitude regions and

especially the poles will be covered multiple times per day.

The backscattered light reaching the instrument from inside this angle is separated in
different wavelengths using grating spectrometers before it is mapped onto a 2D Charged
Coupled Device (CCD) sensor of the respective detectors. The two dimensions of this CCD
sensor are used to resolve different ground pixels along the dimension called the across track

(see Figure 5.3) as well as different wavelengths along the other dimension.

Table 5.1: Key characteristics of the TROPOMI detectors for the different spectral bands.
Table adapted from Veefkind et al. (2012).

TROPOMI spectral bands.

Detector uv UvIS NIR SWIR

Band 1 2 3 4 5 6 7

Spectral range [nm] 270-300 300-320 310-405 405-500 675-725 725-775 2305-2385
Spectral resolution [nm] 10 0.5 0.55 0.55 0.5 0.5 025
Spectral sampling [nm] 0.065 0.065 02 0.2 0.1 0.1 <0.1
Spatial sampling [km?] 21x28 Tx7 Tx7 Tx7 Tx7 7(1.8)° Tx7
Detector binning factor 16 4 4 4 4 4(1) 1
Minimum signal-to-noise 100-800° 90-700° 800-1000* 800-1000° 100-500 100-500° 100-120°

# The minimum signal to noise is specified for a scene with an albedo of 2% and the Sun in zenith.
" The minimum signal to noise is specified for a scene with an albedo of 5% and solar zenith angle of 70°,
© The spatial sampling of Band 6 can be reduced to improve the spatial co-registration with the other bands.
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across track (swath)

Flight direction

¢ ~7 km
(1 s flight)

Figure 5.3: Push-broom measurement principle. The ground swath, depicted in grey, is
mapped on the 2D-CCD detector. Figure taken from Veefkind et al. (2012).

TROPOMIs improved resolution

The across row consists of 450 pixels with a nadir pixel size of of 3.5 km, increasing up to
14.4 km towards the ends of the swath. As discussed in detail in the pre-launch calibra-
tions (Kleipool et al., 2018), the last 30 rows have to be sampled with a smaller resolution,
resulting in the overall swath with of 2600 km. In-depth characterization for current in-flight
details can be found in Ludewig et al. (2020).

Depending on the spectral band in which a measurement is performed a single scan can
take up to 3 seconds to achieve the signal-to-noise requirements. For the UVIS detector, the
scan time is approximately 1 second. During this period, the satellite moves 7km in along
track direction, which gives a spatial resolution of 7 x 3.5km? sub-satellite. On August 6
2019 the scan time has been reduced further, improving the resolution to a maximum of 5.5
x 3.5km?.

This constitutes a seminal improvement in spatial resolution compared to previous satel-
lite instruments and facilitates TROPOMIs mission statement by allowing for example the
precise pinpointing of pollutant sources (Beirle et al., 2019) and to estimate their emis-
sions (Finch et al., 2022).

The improved spatial resolution is visualized in Figure 5.4 over the Rhein-Main region.
There it can be seen that in contrast to previous instruments, the TROPOMI pixel size is

small enough to resolve the closely neighboured cities Mainz and Wiesbaden.

Compared to the GOME-2 instrument’s (see section 5.2) spatial resolution of 80 X

40km?, TROPOMTI’s resolution signifies an improvement in spatial resolution by a factor
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5.2. GOME-2 instrument aboard the MetOp satellite

of 130 while still retaining a high signal-to-noise ratio (SNR)?. This necessitates substan-
tial changes to the retrieval algorithm previously applied on GOME-2 data as discussed in
chapter 7.

PN Limburg‘an der LEahn

L Bad Nauheim
Koblenz

Bad'€amberg
2

Boppard 4 Bad Homburg vor.der Hohe %

Gelnhausen

e [RELEDE
Frankfurt'am*Main

Aschaffenburg

Bad Kreuznach

i.Sebernheim

Figure 5.4: Comparison of resolutions of satellite instruments over Mainz and the Rhein-
Main region. Figure taken from Warnach (2022).

5.2 GOME-2 instrument aboard the MetOp satellite

The European Meteorological Operational satellite (MetOp) mission consists of a series of
three satellites launched between 2006 and 2018 with the primary objective to provide data
for numerical weather predictions. The satellites carry a range of different instruments. This
section focuses solely on the GOME-2 instrument (Munro et al., 2006, 2016) onboard the
MetOp-A satellite (also called GOME-2A).

The MetOp-A satellite is on a near-polar sun synchronous orbit as described for S-5P
(see Figure 5.2). In contrast to S-5P the equator crossing time of MetOp-A is at 09:30 h
local time.

GOME-2 is a so-called whisk-broom optical spectrometer measuring backscattered solar
radiation (see Figure 5.5). It covers one large spectral band, measuring between 240 nm
and 790 nm with a spectral resolution between 0.26 and 0.51 nm in four different channels.

The whisk-broom scanner uses a mirror to scann across the ground track, reflecting light

2The SNR describes the ratio between signal strength and background noise. For an ideal instrument
the signal strength is determined by the number of photons collected by the detector in a single measure-
ment while the noise is given by the photon shot noise (see also section 7.5). A higher spatial resolution
requires a shorter integration time, which causes a significant contribution of instrument noise (for non-ideal
instruments), which results in a lowering of the SNR.
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Chapter 5. Satellite instruments

back into a single detector. Because of this, a whisk-broom instrument is not prone to the
across-track variability affecting push-broom sensors as discussed in section 7.2.2.

While the scan width of the instrument with only 1920km is smaller than that of
TROPOMI, it still provides good coverage on an almost daily basis. The spatial resolu-
tion of the instrument was 80 x 40km?, which was reduced to 40 x 40km? at the cost of
the reduction of the scan width to 960 km in July 2013.

‘East”

‘Forward’ Scan direction

Figure 5.5: Whisk-broom measurement principle. Visualization of default scan mode of
GOME-2. One scan is defined as the time interval it takes the scan mirror to do one complete
sweep. Figure taken from EUMETSAT (2011).

5.3 Satellite viewing geometry

As described in the previous section, the spatial resolution of pixels measured by the in-
strument varies depending on their relative position in the swath. Of course the light path
from the point of measurement to the instrument also increases for pixels at the edges of
the swath. For remote sensing purposes, it is crucial to have at least an estimate on the
path length of the light in atmosphere, so we need to capture the information on the relative
position of the ground pixel in the swath. Additionally, the solar influx onto the ground
pixel changes depending on the relative position of the sun and the satellite, further altering
the path of light reaching the instrument. The aggregate of this information is known as
Sun-target-satellite constellation. The target means here the point of measurement on the
ground. Remarkably, the geometry of the Sun-target-satellite constellation can be described

fully by three angles (Capderou, 2014). These are (see Figure 5.6)

e The solar zenith angle (SZA) 6 describing the angle between the ideal direct path of

the sun to the target (Solar Irradiance Line) and the zenith.

e The viewing zenith angle (VZA) ¢ describing the angle between the direct light path
of backscattered light from target to satellite (Line of Sight) and the zenith.
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5.4. Visualization of S-5P data

e The relative azimuth angle (RAA) 3, sometimes also abbreviated as RAZI, describing

the angle between the projected solar irradiance line and the line of sight.

Note that this holds for nadir looking instrument, i.e. instruments looking directly down
towards the ground. Both TROPOMI as well as GOME-2 are nadir looking instruments.

sun }A
— A

zenith

#: Solar zenith angle
§: Viewing zenith angle
B: Relative azimuth angle

ccviem

Figure 5.6: [llustration of satellite viewing geometry. The viewing zenith angle ¢ describes
the angles between the satellite’s viewing plane (blue shaded area, orthogonal to the satellite
moving direction) and the zenith. The relative azimuth angle 3 describes the angle between
the satellite’s viewing plane and the solar plane (yellow shaded area). The solar zenith
angle 6 describes the angle between the solar viewing plane and the zenith. Figure taken
from Warnach (2022).

5.4 Visualization of S-5P data

Satellite measurements are commonly visualized using maps. This process usually entails a
few steps to accurately represent measured data on the two-dimensional curved surface of
the globe on a plane surface. First, the measurement locations expressed as latitude and
longitude in the L1 data of TROPOMI need to be transformed to the correct projected
coordinate system.

In a second step, the data need to be rastered in order to visualize it as a 2D image. This
means the data has to be transformed on a regular grid suitable for plotting and involves
taking care of the different sized pixel in the middle and the edges of the swath as well

as overlapping measurements. The rastering applied in this thesis achieves this by first
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determining the satellite pixels at least partially overlapping with each raster cell. Then the
weighted average of pixels in each cell is calculated using their spatial overlap with the cell
as weighting. A detailed explanation of this technique can be found for example in Chan
et al. (2022).

Both of these steps are especially important for measurements in polar regions: the
canonical projections implied by the use of latitude and longitude coordinates distort the
image heavily in polar regions. The near-polar orbit of S-5P means that many pixel will

overlap due to the high spatial coverage.

5.4.1 Projections

One of the most remarkable corollaries from Carl Friedrich Gauss famous Theorema
Egregium is that no conformal projection of a sphere on a planar map can be equal area
and, vice versa, no equal area projection can be conformal (O’'Neill, 1966). Therefore all
efforts to accurately visualize satellite data on planar maps necessitate a choice between the
degree of area and angle preservation.

Here the projections used in this thesis will be briefly discussed. Note that latitude and

longitude variables will always be defined in terms of radians in the following.

Equirectangular projection

The equirectangular projection is a simple and well-known map projection. The most com-
mon variant of this projection is also called plate carrée projection or geographic projection.
In this variant, used exclusively in this work, the geographical latitude ¢ and the geograph-

ical longitude A coincide with the orthogonal coordinates x and y of the projection:

rT=A and Yy=a¢. (5.1)

This is visualized in Fig. 5.7 For a more general version of this projection, these relations

can be shifted to a different standard parallel ¢ and central meridian Ag,
z=(A—Xp)cospr and Y= —¢p, (5.2)

with ¢g describing the central parallel of the map. This projection however is neither an
equal area nor a conformal projection, which results in strong distortions, especially near
the poles where the shown area is distorted strongest. It is therefore not suited for purposes
other than a global overview of S-5Ps measurements in the context of the work presented

here.

Stereographic projection

The stereographic projection, also known as azimuthal conformal projection is a conformal

projection as the name already suggests. In this work only the special variant of the north
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Figure 5.7: Map of the whole globe in plate carreé projection.

polar stereographic projection is used, where the central latitude is set to ¢g = 90° as shown
in Fig. 5.8. It can be described easiest in polar coordinates (Snyder, 1987),

r= 2Rtan(% - g) (5.3)

0=X— o, (5.4)

with R describing the earths radius and Ay the central longitude. For the projections shown
in this thesis A\g = 0 is used. Plotting these coordinates on a rectangular plane using a

computer requires the conversion to rectangular coordinates via

x = 2R tan( sin(A — Ap) (5.5)

p
5)

b
2

T
4

y=—2Rtan ) cos(A — Ao) . (5.6)

T
4

This projection preserves all angles but distorts areas. However, the area distortion in close
proximity to the pole is very limited and the area of interest for BrO explosions is in most
cases close enough to the pole to prevent larger distortions. Therefore this map is used most

often in this thesis when it is important to have a broader overview of the area and assess

trends over the whole area.

Lambert azimuthal equal-area projection

The transformation equations to planar coordinates x and y in this projection are

x = Rkcospsin(A — A\o) (5.7)
y = Rk [cos 1 sin ¢ — sin 1 cos g cos (A — Ag)] (5.8)
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Figure 5.8: Map of the latitude band of 40° to 90° N in stereographic projection.

with the scale factor k£ as

2
k= , 5.9
\/1 + sin 1 sin @ + cos 1 cos ¢ cos (A — Ag) (5:9)

where 1 and Ag are once again denoting the standard parallel and the central longitude,
respectively (Snyder, 1987).

This projection is used in this thesis mainly to look at single events contained to smaller
regions. In these cases the angle distortions introduced by the projections are very small
and are outweighted by the advantages of no area distortion, especially compared to the

equirectangular projection as shown in Fig. 5.9.

(b)

180° 150°wW 120°wW

e

180° 150°wW 120°wW

180° 150°W

Figure 5.9: Maps of the small region between 170° and 240° E longitude and 65° to 80° N
latitude. (a) Lambert equal area projection with small angle distortions. (b) Plate carreé
projection with visible distortions.
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This chapter gives a description of the data sources used in addition to the satellite mea-
surement (see section 5.1 and chapter 7). First, a brief description of a meso-scale weather
model used for the extraction of information on stratospheric potential vorticity is given
in section 6.1. Then in section 6.2 a detailed description of the meteorological and atmo-
spheric chemistry model used for intercomparison with satellite measurements is provided.
TROPOMI’s high spatial resolution exceeds the spatial resolution of both models used in
this work. It is therefore necessary to interpolate the data from the model onto satellite

coordinates as described in section 6.3

6.1 Potential Vorticity from ECMWF

The ERA-5 dataset (Hersbach and Dee, 2016) is used to obtain potential vorticity at two
different isentropic levels (475K and 550 K). This data is used to identify satellite measure-
ments located within the polar vortex in the context of the tropospheric BrO retrieval as
discussed in chapter 7. The data is provided with a 1 h time resolution at a spatial resolution
of 0.25° x 0.25°.

The performance of the ERA reanalysis in the arctic has been improving, especially with
the release of ERAS, which has been shown to outperform several other global atmospheric
reanalyses (Graham et al., 2019). However, the performance for surface level meteorological
parameters in polar regions is still under debate (Wang et al., 2019; Deb et al., 2016). For
this reason, a regional WRF model is used for comparisons to meteorological parameters in

the troposphere, which will be discussed in the following.

6.2 Atmospheric Chemistry and Meteorological data from WRIF-
CHEM

The Weather Research and Forecasting (WRF) model is a 3D numerical weather predic-
tion system developed collaboratively by the scientific community (Skamarock et al.; 2008).
While WRF is used only for meteorological predictions there exists the possibility to cou-
ple this with atmospheric chemisty predictions. This is called the Weather Research and
Forecasting model coupled with CHEMistry (WRF-CHEM).
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Meteorological as well as atmospheric chemistry data obtained from WRF-CHEM sim-
ulations are used in this work in manifold applications. In chapter 8 results of the model
and in-situ measurements as well as satellite observations are compared, while in chapter 9
conclusions about the underlying atmospheric chemistry are drawn in case studies.

The work in this thesis uses the implementation provided by Herrmann et al. (2022)
(see also Herrmann et al. (2020, 2021) and Herrmann (2021)). The simulations use a nested
model with two domains (see Figure 6.1). The coarser domain, referred to as domain 1,
covers an area of 12600km x 12600km with a spatial resolution of 60 km x 60km. The
inner domain, referred to as domain 2, covers a 6000km x 6000km area with a spatial
resolution of 20km x 20km. The simulation covers a period between February 1 and May
15 in time steps of one minute. The velocity, temperature and humidity at the ground and
above the boundary layer are nudged towards ERA5 data (cf. section 6.1).

For the chemistry, the Model for OZone and Related chemical Tracers (MOZART) mech-
anism (Emmons et al., 2010) is extended with bromine-chemistry (Herrmann et al., 2019)
for a total of 103 gas-phase species and 359 reactions. Aerosols are accounted for via the
Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) framework. A detailed
description of the model is found in Herrmann et al. (2022, 2021). In the following, aspects
of the model important for the discussion in part III are presented.

There are four different reactions emitting bromine from snow surfaces implemented in
the model Herrmann et al. (2022):

aBr~ + bCl” + H

HOBr aBr, + bBrCl + H,O (R29)
BrONO, HOBr + HNO, (R30)
aBr + HT
N205 aBrNOQ —+ (1 —+ b)HN03 (Rgl)
¥(2Br + 2HY)
03 a”y (BI'Q —+ HQO —+ 02) (R32)

The parameters a and b give the emission probabilites of Bry and BrCl in the model while
the SZA dependent rate constant v = () (see below) couples the emission flux of Bry to
the dry deposition flux of Os.

In this thesis we are analyzing the results of three different model runs, differing mainly
in their choice for the parameters a and b. While chloride content of snow surfaces is
always assumed to be infinite, there are two sets of assumptions for the bromide supply of
snow-covered surfaces differing between first-year (FY) sea-ice, multi-year (MY) sea-ice and

snow-covered land (see also section 2.2.1):

e The bromide supply on FY ice is assumed to be infinite and zero on all other surfaces.
This leads to b = 1 — a on all snow-covered surfaces and a = 1 on FY ice covered by
snow. On MY ice and snow-covered land, a depends on the depositions of HBr and

the bromine emitting species given in Reactions (R29—-R32). Expressed differently,
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on surfaces other than FY ice, bromine is only emitted from the recycling of HBr but
not from fresh bromine in the surface. This set of assumptions will be referred to as
infinite first-year ice bromide from now on and underlies on one of the three model

runs.

e The bromide content is assumed to be finite on all surfaces and is tracked by a surface
variable Brg,,¢ describing the column density of bromide in the snow. The amount of
releasable bromide is set to be dependent on the surface with parameters ci, ¢, c3
with

c1 on FYiceand h <1 km

co on MY ice and h < 1 km
[Brsurf] = (6.1)
cg on snow covered land and h < 1 km

0 otherwise

\

These values are also nudged towards the initial values on a timescale of one week. This
is necessary as otherwise the releasable bromide would be depleted at the beginning

of march. It is also not unreasonable, since bromide can diffuse upwards from sea ice.

There are two different simulation runs corresponding to low and medium initial bro-
mide concentrations as described in Table 6.1. The amount of initial releasable bromide
for the two runs is visualized in Figure 6.1. In the following, these will be referred to
as low and medium bromide simulations. A detailed discussion of the choice of the

parameter values can be found in Herrmann et al. (2022).

Of crucial importance is the bromine release from dry deposition of ozone, as implemented
in Reaction (R32), since it acts as an initial “trigger” for the BrO explosion. This means it
supplies a large fraction of the initial amount of bromine before the BrO explosion reaction
cycle and recycling of other bromine species begin to dominate. The reaction should be seen
as a substitute for the collection of all possible trigger reactions' mentioned in section 2.1.1
following the ideas presented in Toyota et al. (2011). The trigger strength is enhanced under
sunlight, giving an emission probability v of 7.5% of the dry deposition rate of O5 for an
SZA of less than 85° and 0.1 % otherwise (Toyota et al., 2011). The implementation of this

!Note that additional possible trigger reactions such as the photolysis of CHBr; are also implemented in
the model, however they produce far too less bromine to be of importance for the occurence of ODEs.

Table 6.1: Overview of the amount of initial releasable bromide for all three simulations,
see Eq. (6.1). Table adapted from Herrmann et al. (2022).

Simulation name Initial releasable bromide, Definition of
c1,¢2,c3 [10M molecem™]  snow-covered land

infinite first-year ice bromide o, 0, 0 USGS 30s landuse
Low bromide 3, 1,05 USGS 30s landuse
Medium bromide 3, 1.5, 1.5 300 km distance to sea ice
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reaction is identical for all model runs.

No new bromine emissions from blowing snow (see section 2.1.1) are implemented in
the model. To date, only Marelle et al. (2021) and Swanson et al. (2022) implemented
both blowing snow emissions as well as emissions from bromide oxidation via ozone in a
model. However, they reported that blowing snow emissions had no considerable impact on
the occurrence of ODEs if used together with a bromide oxidation trigger reaction (Reac-
tions (R25) and (R32), see also section 2.1.1). Nevertheless, bromine recycling on aerosols
(see section 2.2) is implemented via the MOSAIC mechanism. However, there are also no
aerosols produced from blowing snow. As discussed in section 2.2.3, only Swanson et al.
(2022) included this in a model using snow-pack emissions of bromine thus far. The aerosols

in the model presented here can emit Br, via the following reactions:

HOBr(g) — HOBr,, (aq) (R33)

HBr (g) — HBr,, (aq) (R34)

BrONO,(g) — HOBr,, (aq) + HNO;(g) (R35)

HOBr,, (aq) + HBr,, (aq) — Bry(g) (R36)

This bromine aerosol mechanism is based on Sander et al. (2011), a more detailed description
is found in the supplement to Herrmann et al. (2021). The first three reactions describe the
transfer reactions of gas-phase bromine species to the liquid phase in the aerosol-size bin
m. If the liquid state aerosol has a pH of 6 or less, then Reaction (R36) can occur (see
section 2.2 and (McConnell et al., 1992; Peterson et al., 2017)), producing again gas phase
Bry. Detailed reaction rates and parameter requirements for these reactions can be found
in Herrmann et al. (2021).

Lastly, it should be noted that the definition of snow-covered land as used for the deter-
mination of Brg,,s via the value of c3 is differing between the simulations. For the medium
bromide simulation, the amount of bromide is further increased by assuming that land within
a distance of at most 300 km to sea ice is considered to be snow-covered. For the other two
simulations the USGS 30s landuse category Snow and Ice is utilized, which results in only

few land surfaces considered to be snow-covered (see Figure 6.1).

6.3 Interpolation of model data to TROPOMI resolution

The additional data used in this thesis is provided neither at the same resolution as measure-
ments from TROPOMI nor at the same measurement time. Therefore, both for comparison
with the WRF-CHEM model as well as to use ECMWF data for our retrieval algorithm,
spatial and temporal interpolation is required. Since both datasets have a high temporal
resolution for any given location compared to TROPOMI, it is easiest to use trilinear inter-

polation. This is also sufficient since TROPOMIs high spatial resolution exceeds the spatial
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Sea ice type (2019-02-01) Releasable bromide [molec/cm*2] Releasable bromide [molec/cm*2]
No ice/data  FY ice MYice  FY/MY mix 0 6e+13 1.2e+14 1.8e+14 2.4e+14 3e+14 0 6e+13 1.2e+14 1.8e+14 2.4e+14 3e+14

Figure 6.1: From left to right: Sea ice type data (Aaboe et al., 2017) and initial releasable
bromide for the low bromide (center) and medium bromide (right) simulations. Figure and
caption adapted from Herrmann et al. (2022).

resolution of both datasets. Any given quantity X (o, A, ¢) will then be interpolated as

X = (Pr, Ay tr) 5 (6.2)

where @ and Ag describe the center location of the measurement pixel k£ and ¢ is the time
at which the measurement took place.

Since BrO explosion occur on a time scale of days with a typical spatial extent larger
than the 20 km resolution of the WRF-CHEM model (cf. chapter 10 and Jones et al. (2013)),

a linear interpolation of WRF (which is saved in one hour timesteps) should be of sufficient

accuracy.
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7 Retrieval of tropospheric BrO

One of the main achievements of this thesis was the improvement of the tropospheric BrO
retrieval algorithm from Sihler et al. (2012) and its application to the new TROPOMI mea-
surements. Since this algorithm is not using any external information from models or clima-
tologies (cf. section 3.1.5), it is particularly suited for validation of simulation results (see
chapter 8). The independence of (usually spatially coarser) stratospheric models of the re-
trieval also allow the full utilization of TROPOMIs high spatial resolution (see section 5.1.2)
which can be particularly helpful for statistical analyses as prestend in chapter 10.

This chapter explains the full processing chain beginning at the DOAS evaluation of
the spectra recorded by TROPOMI to the final tropospheric BrO VCD. It begins with an
overview of the complete retrieval process in section 7.1 after which the determination of
the SCDs of various trace-gases using the DOAS technique is discussed in section 7.2. The
method to separate stratospheric and tropospheric BrO partial columns is then presented
in section 7.3. The calculation of AMFs used to convert the retrieved tropospheric BrO
SCD to VCDs is discussed in section 7.4 followed by an in-depth discussion of sources of

uncertainties in the final retrieved tropospheric BrO VCDs in section 7.5.

7.1 Overview of Retrieval

For trace gases with appreciable stratospheric column densities such as BrO an accurate
observation of the tropospheric partial column density first requires the determination of
the SCD contained in the stratosphere. The variability in the stratospheric BrO column
can get comparable to or even larger than the variability induced by the surface release of
bromine (e.g. Salawitch et al., 2010; Theys et al., 2011; Toyota et al., 2011). Stratospheric
disturbances may alter the stratospheric column which can mimic tropospheric BrO events
in the resulting total column. Furthermore, the sensitivity towards stratospheric BrO can be
substantially higher compared to the sensitivity towards tropospheric BrO, in particular at
high SZAs as demonstrated by the large difference in the corresponding AMFs in Figure 4.5.
This means that the measured differential stratospheric BrO absorption contributes to a
large degree to the observed total BrO column. For this reason one of the largest uncer-
tainties in the determination of column densities of tropospheric BrO enhancements comes
from the assessment of the stratospheric background column density (Richter and Wagner,
2011).
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This is the main objective of the column separation algorithm presented in this chap-
ter. As discussed in chapter 3, several retrievals of tropospheric BrO columns use results
of (stratospheric) chemistry models. This can introduce unknown biases from incorrect
chemical mechanisms in the model. Furthermore, it imposes a limit on the effective spatial
resolution of the retrieval to a certain extent based on the spatial resolution of the utilized
model.

In contrast, the retrieval used in this thesis overcomes all of these drawbacks by deriv-
ing an estimation of the stratospheric partial column based on only measurements of the
instrument themselves. As a first step, several DOAS retrievals are performed to obtain the
slant column densities for O3, BrO and O,. The NO, vertical column density is obtained
from the TROPOMI operational NOy product. The retrieved O3 SCDs and NO5 VCDs
are then used as proxies of dynamical and chemical effects in the stratospheric affecting
the stratospheric BrO distribution as shown in Figure 7.1. This allows an estimation of
the stratospheric background BrO SCD from which the tropospheric SCD is determined as
discussed in section 7.3.

It has become common in remote sensing to use measured absorption of the oxygen
collision complex (denoted as Oy in this thesis) to retrieve information on cloud parameters
as well as aerosols, both for ground based measurements (Wagner et al., 2002, 2004; Friefs
et al., 2006; Irie et al., 2008) as well as for nadir satellite observations (Deschamps et al.,
1994; Wagner and Platt, 1998; Acarreta et al., 2004; Sneep et al., 2008; Veefkind et al., 2016).
While the underlying nature of the molecular interactions are still not decided upon (Sneep

et al., 2006) with the equilibrium constant k& unknown,

k
Oy + Oy =—

0, (R37)

a pseudo O, column can be measured using DOAS, assuming the availability of an accurate
pseudo cross section for the oxygen dimer. This stems from the fact that the O, spectrum
shows several absorption bands in the UV /Vis (for example at 360 nm and 380 nm (Wagner
et al., 2002)).

This is utilized in the second step of the tropospheric BrO retrieval. In that step, results
of a radiative transfer model are used to generate Look Up Tables (LUTS) populated with
different AMFs for BrO located close to the ground as well as corresponding reflectances and
AMFs of the differential absorption of O4. These are representing a range of different viewing
geometries and sensitivity conditions (e.g. different aerosol extinction and cloud coverage).
Then individual reflectances measured from the satellite are combined with measurements
of the differential absorption of O, to classify each measurement as either sensitive to near-
surface BrO or possibly obscured to it. For sensitive measurements an AMF is determined
from the LUTs, allowing the conversion of the previously calculated tropospheric BrO SCDs
to tropospheric BrO VCDs (see Figure 7.1).
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Figure 7.1: Flowchart visualizing the algorithm for the retrieval of vertical column densities
of tropospheric BrO. The retrieval can be separated into two disjoint algorithms. First, the
total BrO column is separated into a stratospheric and tropospheric BrO partial column
using several proxy parameters to capture the influence of dynamical and chemical processes
in the stratosphere on the stratospheric BrO column. This is titled Column Separation
(section 7.3). Next, LUTs populated from RT simulations covering a range of different
viewing conditions are used to quantify the sensitivity towards BrO in a near-surface layer.
This is used to convert the tropospheric BrO SCDs from the previous step to tropospheric
BrO VCDs and titled Radiative Transfer in the illustration (section 7.4). The abbreviations
stand for High Albedo Fraction (HAF), Cloud Fraction (CF), Cloud Height (CH) and Cloud
Optical Density (COD). Figure adapted from Sihler (2012).

7.2 Evaluation of TROPOMI spectra

The first step towards the determination of tropospheric BrO vertical column densities is the
evaluation of the spectra recorded by TROPOMI using the DOAS technique (see chapter 4).

The optimal fit parameters of a DOAS retrieval depend on the application and the region
of interest. For example, the abundance of other trace gases interfering with a measurement
(e.g. HCHO or Oy for BrO retrievals) can vary strongly over the globe, therefore a choice

of fit settings has to take the specifics of the application into account.

As discussed in the previous section, the algorithm presented in this chapter requires
the retrieval of four different trace gas SCDs. BrO, O3 and NOy SCDs are all deployed to
retrieve the tropospheric BrO slant column. The SCD of the oxygen collision complex O,
is then utilized for an estimation of the tropospheric AMF used to convert the tropospheric
BrO slant column density to a vertical column density. To this end, the DOAS method is

deployed in three different wavelength ranges. In this section, the details of these retrievals
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Figure 7.2: Comparison of cross-sections of BrO (blue) and HCHO (red) convolved with
a TROPOMI instrument spectral response function (ISRF). Figure taken from Warnach
(2022).

are presented.

7.2.1 Parameters of DOAS retrievals

For the retrieval of NOy VCDs the official TROPOMI Level 2 NO, product (Van Geffen
et al., 2020, 2022; Eskes et al., 2022) is used. For this a DOAS fit in the wavelength range
of 405 nm to 465 nm is performed, resulting in a total SCD for NO,. This is converted to
vertical column density using a total AMF taking into account clouds and the averaging
kernel of TROPOMI among others. It is described in detail in Van Geffen et al.. The level
2 algorithm is designed to determine the tropospheric NO, VCD. Although this retrieval
algorithm uses a climatology for the estimation of the stratospheric NOy partial column, the
separation algorithm presented in the following uses only the total vertical column density
of NO,, which is solely the result of a DOAS retrieval and not biased through the use of a
model or other retrieval scheme.

The other three different trace gas SCDs are retrieved using two different fit scenarios.
For both, the universal DOAS fit routine for satellite DOAS retrievals from Borger et al.
(2020) with a linearized shift and stretch (see section 4.3.1) is employed. The fit settings for
both are summarized in Table 7.1.

As discussed in section 4.3, the wavelength range of a DOAS retrieval has to be chosen
such that it is possible to distinguish the differential absorption structure of the target trace
gas. For BrO, this highlights the wavelength range between 320 nm to 364 nm, covering nine
absorption peaks in the cross-section of the molecule.

However there are several other trace gases with absorption structures in this wavelength
range interfering with a BrO retrieval. An example of such a spectral interferences is ex-
emplified in Figure 7.2, showing the similarity of the absorption cross-sections of BrO and
HCHO in parts of the spectral range. In additon to formaldehyde, ozone is another absorber
in that wavelength region, with strong absorptions especially for shorter wavelengths falling

in the Huggins absorption band. Further interferences can in principal be expected from
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NO,, SO, as well as O4 and OCIO, but their influence on the BrO results is usually rather
small. To minimize these potential spectral interferences, the cross-sections of these trace
gases are included in a DOAS fit for BrO. Additionally, various pseudo absorbers are fitted
to account for different effects such as rotational raman scattering as discussed in section 4.4.

However, the optimal choice of fit parameters is also dependent on the application as
mentioned earlier, which is reflected in the huge variation of BrO fit settings over time
and different applications. Early studies limited the influence of interference by choosing a
smaller wavelength range of approximately 345nm to 359.5nm (Wagner and Platt, 1998;
Richter et al., 1998; Chance, 1998; Richter et al., 2002) at the cost of a higher signal-to-noise
ratio. Later, this range was expanded for the GOME-2 and SCTAMACHY instruments, with
a lower limit of 336 nm and the upper limit varying between 347 nm and 360 nm depending
on the application (Kaleschke et al., 2004; Begoin et al., 2010; Theys et al., 2009; Heue et al.,
2011; Sihler et al., 2012; Hormann et al., 2013). With the advent of TROPOMI, the lower
boundary was further reduced to 332nm (Seo et al., 2019) and reaching as low as 323 nm
for the detection of volcanic plumes (Warnach, 2022).

The retrieval of tropospheric BrO presented in this thesis is based on the method de-
veloped by Sihler et al. (2012) and consequently, the DOAS fit settings of the DOAS BrO
retrieval are based on the arctic BrO fit of Sihler et al. (2012). Therefore a fit range of
336 nm to 360 nm was chosen in difference to Theys et al. (2011) and Seo et al. (2019) and
the formaldehyde cross-section was not taken into account for the fit. Although it can be
beneficial for the SNR to include a larger wavelength region in the retrieval, in difference
to Warnach (2022) the lower wavelengths were omitted deliberately to limit interference
with ozone absorption at high latitudes where ozone columns and atmospheric light paths
through the ozone layer can both get very large. The fit also differs in its inclusion of the
so-called Pukite terms (see section 4.4.2 and Pukite et al. (2010)) with respect to Sihler et al.
(2012) and Seo et al. (2019), which further limits the dependence on ozone. Additionally,
albeit spectral interferences with HCHO can be important at lower latitudes, the relatively
small amounts present in arctic regions justify the exclusion from the fit (e.g. Wagner and
Platt, 1998; Richter et al., 1998). Sensitivity studies by Warnach (2022) confirmed that the
inclusion of HCHO is in general also not necessary for TROPOMI. However, in contrast
to the retrieval of Sihler et al. (2012), the BrO retrieval presented here uses an equatorial
earthshine spectrum as reference spectrum which is discussed further in section 7.2.2. One
might expect the exclusion of HCHO to pose a problem when using an equatorial refer-
ence, where biomass burning can lead to very large HCHO colums. Nevertheless, extensive
sensitivity studies by Warnach (2022) have shown that an inclusion of HCHO and possibly
an accompanying lowering of the fit boundary (as used by Seo et al. (2019); Theys et al.
(2011)) resulted in a worse SNR of the fit for Arctic as well as equatorial regions. Further
fit settings are shown in Table 7.1. Compared to Sihler et al. (2012), most cross sections
were updated with more recent data. The resulting BrO VCDs computed from BrO SCDs
and a geometric AMF Ageom (see Eq. (4.22)) are shown in Figure 7.3.

Due to the strong differential absorption structure of ozone, the SCD of O3 can be
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Figure 7.3: Global map of BrO VCDs calculated with geometric AMFs (see Eq. (4.22))
illustrating the results of the BrO fit on 19 March 2019.

retrieved simultaneously using the same DOAS evaluation as the weak absorber BrO at a
much higher SNR. It is calculated as the sum of the fit results of both Oj reference spectra
for different temperatures. As discussed in Sihler et al. (2012), although this simultaneous
retrieval might lead to a systematic error for the ozone SCD, this will cancel out in the
parameterization of the stratospheric BrO column (see section 7.3.1).

The SCD of O, is retrieved in the wavelength range between 355 and 390 nm. This in-
cludes two absorption bands of the oxygen collision complex at 360 nm and 380 nm. Further
fit settings are summarized in Table 7.1. The retrieved O, column is used for the calculation
of the tropospheric AMF as discussed in section 7.4. In contrast to the BrO fit, the Oy
fit uses an irradiance reference spectrum because for the assessment of the measurement

sensitivity the absolute atmospheric O, absorption is needed, see also section 7.4.

7.2.2 Selection of Fraunhofer reference spectra

As discussed in section 4.2, one advantage of satellite instruments for DOAS applications
is their ability to measure the solar spectrum directly on a daily basis. Using these solar
spectra as background spectra Iy (cf. Eq. (4.10)) allows for a retrieval of absolute SCDs of
corresponding trace gases from the DOAS method. Yet these daily solar spectra have to be
recorded using a different optical channel then the ones recording nadir observations.
While this also slightly affects the retrieval for whisk-broom instruments such as GOME-2
which use only one sensor, instruments such as TROPOMI with its 450 different across-track
sensors can be heavily impacted by this. Differences in the sensitivity of individual CCD
pixel will result in a across-track variability of the measured SCDs visible as stripes in the
final product (Boersma et al., 2007, 2018) which are not completely compensated for by the
level 1 calibration. The impact of these stripes on the final product varies depending on

absorber in question. While the effect on a weak absorber such as BrO is especially apparent
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and has to be corrected for, it might be ignored for a trace gas with stronger absorption
such as Oy.

For BrO retrieved from TROPOMI L1B spectra using a solar irradiance reference, there
is distinct striping visible which has to be corrected. This can be achieved in two ways: (1)
explicit destriping by determination of the across-track variability on a daily or orbitwise
basis over a reference region with “known” trace gas VCDs (e.g. Hormann et al. (2016);
Boersma et al. (2011)) or (2) replacement of the solar irradiance background spectra by a
so-called earthshine spectrum, recorded also over a reference region with known trace gas
abundance (e.g. Seo et al. (2019)).

In this thesis, the second approach is used. In past studies, a reference region over
the equatorial pacific was used, where BrO columns should usually neither be affected by
anthropogenic pollution nor by emissions of volcanoes (Richter et al., 2002; Sihler et al.,
2012; Seo et al., 2019). For the work presented here this equatorial reference region is
extended over the whole equator latitude band to a region between 20° N and 20°S. Since
BrO has a significant stratospheric background signal over this equatorial reference region
with VCDs of approximately Viorm = 3.5 x 103 molec cm ™2 (Richter et al., 2002), the use of
an earthshine reference in the DOAS retrieval will yield differential SCDs instead of absolute
SCDs.

To account for this, a correction is calculated for each row in the across-track (cf. sec-
tion 5.1.2). This correction is calculated as the median difference between the measured
SCDs in the reference sector and the normalized SCDs calculated using a geometric AMF

(see Eq. (4.22)),
Snorm = Vnorm . Ageom . (71)

In a second step, the corrected SCD is calculated pixelwise as the difference between the
measured SCD and the determined offset value for the respective across row. This method
also accounts for any viewing angle dependencies in the determined earthshine reference

spectrum.

73



Chapter 7. Retrieval of tropospheric BrO

Table 7.1: DOAS fit settings used for the BrO and O, slant column retrievals. The asteriks
(*) indicates that the corresponding cross section of the BrO fit is included, while a hypen
(-) indicates it is omitted in the Oy fit. The O3 SCD is retrieved simultaneously with the

BrO SCD.
Parameter BrO Fit O4 Fit Reference
Fit window 336-360 nm 355-390 nm
BrO, 223 K - Fleischmann et al. (2004)
Oy, 203 K Oy, 293 K Thalman and Volkamer (2013)
Absorption O3, 223 K, 243 K O3, 243 K Serdyuchenko et al. (2014)
cross-sections NOg, 220 K * Vandaele et al. (1998)
SO2, 203 K - Bogumil et al. (2003)
0CIO, 293 K - Bogumil et al. (2003)
. Ring (norm), 230 K « R ‘
Ring effect Ring (\), 230 K Wagner et al. (2009a)
Polynomial 5t order 4™ order
Peud inverse spectrum inverse spectrum Beirle et al. (2017)
Seuco shift and stretch shift and stretch Beirle et al. (2013)
absorbers

2 x Pukite O3 terms, 223 K

Pukite et al. (2010)

Reference spectra

daily equitorial

earthshine spectrum

solar irradiance spectrum
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7.3 Column separation

This section presents the stratospheric correction algorithm utilized in this thesis in order
to obtain tropospheric BrO SCDs from the total SCDs obtained by the DOAS evaluation of
the measured spectra (section 7.2). The method is based on previous ideas by Sihler et al.
(2012). It represents an update of the methods to the improved spatial resolution and the
associated daily high data volume of TROPOMI compared to GOME-2.

As discussed in section 3.1, the approach presented in the following is made unique by
its independence from external data. It is capable of an estimate of the stratospheric BrO
column with the use of proxy parameters to capture stratospheric dynamics and chemistry,
which are measured by the instrument directly. In section 7.3.1, the fundamental concept of
the separation method is described. This is followed by a detailed description of the concrete
implementation, which also highlights the differences to the previous implementation by
Sihler et al. (2012) and explains the reason for changes made. The section is then concluded
with a validation of the algorithm using simulated data in section 7.3.3. For the sake of
brevity, for the rest of the section the total BrO SCD and VCD will be denoted as S or
V' respectively while the stratospheric and tropospheric equivalents are denoted as Sstrat,

Vitrat, Strop and V;:rop~

7.3.1 Concept

The aim of the column separation algorithm is to estimate the stratospheric BrO column
density based on measured parameters. Although the main focus of this work lies on tropo-
spheric BrO, first the stratospheric SCD has to be determined to separate the tropospheric
SCD from the total SCD:

Strop = S — Setrat - (7.2)

To this end, several parameters are used as proxies for the stratospheric dynamics and
chemistry affecting BrO as described in section 7.1. This section will discuss the fundamental
idea of the column separation approach.

A lowering tropopause will cause a descending air parcel to be adiabatically compressed,
which leads to a corresponding increase in the concentration of trace gases if mixing ratios
do not substantially change. Hence, this will lead to an increase in the stratospheric column
of BrO as first explained by Wagner (2000). Therefore stratospheric dynamics can lead to
spatial structures that mimic tropospheric BrO events, which may lead to an overestimation
of the tropospheric column as discussed by Salawitch et al. (2010).

One solution to distinguish between an enhancement of the total BrO column due to
stratospheric influences and an increase of tropospheric BrO (probably during an ODE) was
proposed by Wagner and Platt (1998). They proposed that the variability of stratospheric
BrO column introduced by stratospheric dynamics is mirrored by a similar variability in the
ozone column. The authors then used measurements of the total ozone column to differen-

tiate between stratospheric and tropospheric BrO enhancements (see also section 3.1.5).
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Figure 7.4: Simulated vertical profiles of BrO, O3 and NOy from the EMAC model for
different tropopause heights. On the left, a tropopause height of 12 km, while the right shows
a relatively low (for the polar region) tropopause height of 7km. All profiles are simulated
for the same day, solar zenith angle and latitude. Figure taken from Sihler (2012).

This insight was utilized by Sihler (2012) in his development of the tropospheric BrO
retrieval. He proposed that for sufficient resemblance in the response of the stratospheric
BrO SCD and the stratospheric O3 SCD to dynamical changes in the tropopause height, the

ratio
Sstrat

Zstrat — )
So
3

(7.3)

should be unaffected by dynamical changes of the stratospheric air column. For this rea-
son, the O3 SCD is used as proxy for the stratospheric dynamics as shown in Figure 7.1.
Since almost the entire ozone column is located in the stratosphere, it is not necessary to
distinguish between the stratospheric O3 SCD So, gtrat and the total O3 SCD So, (Sihler,
2012).

This assumption is illustrated in Figure 7.4, which shows simulated profiles of NO,,
O3 and BrO from the EMAC model for different tropopause heights. It can be seen that
the BrO profile responds very similar to the Os profile under changes of the tropopause
height. However, the use of O3 as proxy also requires a similar sensitivity of the satellite
measurements towards both stratospheric BrO and Os. The uncertainty introduced by this

assumption in the retrieval is discussed in more detail in section 7.5.1.

The total BrO colum S as measured from the satellite can also contain a tropospheric
BrO signal. For high mixing ratios of BrO in deeper boundary layers, the tropospheric
fraction of the BrO column can become comparable or even larger than the stratospheric

s .
Smp to the ratio Zstrat,
O3

fraction. This introduces an unknown positive contribution &gop =

which means the measured ratio from TROPOMI can be written as

% = Zstrat + {trop s (74)
with &op > 0. Significant (positive) deviations in the ratio z are then likely to be of
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tropospheric origin.

The determination of zgyat in Eq. (7.4) would allow an estimation of the stratospheric
BrO SCD. However, it is also necessary to account for any variations in the ratio z due
to stratospheric chemistry. The partitioning of bromine between BrO and other inorganic
bromine species such as BrONO, or HOBr in the stratosphere depends primarily on the
stratospheric NO, concentration (e.g. Sinnhuber et al., 2002; Atkinson et al., 2007; Theys
et al., 2009; Salawitch et al., 2010). The formation of bromine nitrate from BrO,

BrO + NO, + M — BrONO, + M (R38)

is usually limited by the abundance of NO,. On the other hand, BrONOy produces mostly
BrO when photolysed which leads to a quasi equilibrium between stratospheric BrO and
BrONO, depending on the NO, concentration and the actinic flux.

As a result, the ratio zgirat should decrease with increasing NO5 concentration, which is
also depending on the SZA 6 influencing the actinic flux. For this reason, Sihler et al. (2012)
proposed the use of both of these parameters as proxy parameters to capture the influence
of stratospheric chemistry on the BrO SCD and hence zg;¢. Because NO, concentrations
are not accessible from satellite measurements, measured total NO, SCDs Vno, are used

instead.

The concept of the algorithm then is as follows: first, a set of reference measurements
of the ratio z is partitioned in a suitable way in the SZA-Vyo,-plane into a large number
of clusters. This allows to further differentiate influences from changes in the stratospheric
chemistry governing z from variations in the tropospheric BrO mixing ratio. If the clusters
are chosen reasonably small, then variations of z induced by the stratospheric chemistry
should be small compared to variations sourced by the measurement uncertainty in the BrO
SCD S. Inside each cluster, the ratio z should be approximately Gaussian distributed while
measurements with a strong tropospheric BrO signal will skew this distribution towards
higher ratios z (see Eq. (7.4)). An accurate determination of the underlying Gaussian dis-
tribution should then allow an estimate of the ratio zgiat, from which the stratospheric BrO
SCD can be calculated. This however requires a sufficiently large number of measurements
inside each cluster, in particular to guarantee that only a small fraction of measurements
contains a significant tropospheric BrO enhancement. In some sense it is therefore dia-
metrically opposed to the requirements of small clusters for the minimization of variance
introduced by stratospheric chemistry, which is why the algorithm settings have to be op-
timized empirically. While the variability of z induced by stratospheric dynamics and the
uncertainty of the BrO measurements are dominating compared to the variance introduced
from stratospheric chemistry in most instances, the partitioning into small clusters in the
SZA-VNo,-plane may allow the differentiation of weaker tropospheric BrO enhancements
from the stratospheric background. Hence, this can increase the accuracy of the retrieval

and allows the detection of smaller tropospheric columns.

Finally, the stratospheric BrO SCD determined in each cluster can then be interpolated
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over the whole domain to calculate the stratospheric BrO SCD for all measurements.

For this thesis, the assumptions underlying the concept of the column separation al-
gorithm were reviewed. Several principal component analyses involving a huge range of
parameters confirmed the same parameter combination as utilized by Sihler (2012) to be
of crucial importance for the total BrO column (and hence also the stratospheric column).
This also lead to the exclusion of one further parameter utilized by Sihler et al. (2012). In
their implementation, they also sorted measurements into six VZA bins. This was done to
avoid strong gradients in the actinic flux over the whole swadth due to the early GOME-2
orbit at 09:30 local time (see section 5.2). Investigations performed for this work showed no
further influence of the VZA on BrO columns in the Arctic.

Unfortunately, the assumptions made for the algorithm are not applicable inside the
polar vortex and during conditions of stratospheric ozone depletion. The chemical loss of
BrO (R38) is altered in the very cold temperatures inside the polar vortex and NOy is no
longer capable to capture the stratospheric chemistry with acceptable accuracy. Similarly,
massive ozone loss, as it is occurring within the polar vortex, destroys the correlation between
the stratospheric BrO and Oj column. For this reason, regions inside the polar vortex have
to be excluded from analysis as discussed in section 7.3.2. Furthermore, this also renders
the algorithm inapplicable in its current state for an estimation of stratospheric BrO over
the Antarctic region for large parts of polar spring, where the polar vortex occurring in
springtime is spatially very extended.

The result of the column separation algorithm is illustrated in Figure 7.5.
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Figure 7.5: Illustration of the algorithm separating stratospheric and tropospheric partial
BrO columns on 19 March 2019. The figure shows different VCDs calculated using a geo-
metric AMF (see Eq. (4.22)): (a) total BrO VCD, (b) O3 VCD, (c) tropospheric BrO VCD
Siropand (d) stratospheric BrO VCD Sgtrat. The coinciding spatial structures in the O3 VCD
and the BrO VCD are noteworthy, which the algorithm identifies as stratospheric dynamics
and variations of the tropopause height. Consequently, the enhancements of the total BrO
column are attributed to stratospheric BrO at these locations. The large grey area in (c) and
(d) corresponds to the location the polar vortex. The decomposition into stratospheric and
tropospheric column can fail there, because no clear correlation between the O3 VCD and
the tropopause height is ensured anymore. Note that a geometric AMF is applied here for
illustrative purposes. Later a more appropriate tropospheric AMF is applied (Figure 7.14).
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7.3.2 Implementation

This section presents the concrete implementation of the separation algorithm and highlights
differences to the method shown in Sihler et al. (2012). The algorithm can be divided into

four consecutive steps:

(I) A set of reference measurements for the further processing steps is selected
(II) These measurements are partitioned into appropriate clusters in the SZA-Vyo,-plane
(ITT) A stratospheric background BrO/Og ratio zgtrat i determined in each cluster

(IV) The stratospheric background is interpolated over the whole domain, allowing the

estimation of the stratospheric BrO SCD for all measurements.

This analysis is performed on a daily basis, combining all measurements of one day in
order to guarantee for a sufficient amount of measurements without significant tropospheric
signal (see also section 7.3.2). Since the stratospheric chemistry usually does not change
significantly over the course of one day', this “averaging” of stratospheric measurements is
justified. This is in contrast to the implementation of Sihler et al. (2012), which had to use
data of a seven day period in order to guarantee a similar amount of measurements in each
cluster.

Parts of this section are published in Herrmann et al. (2022).

Selection of reference measurements

As a first step a subset of measurements {2 is selected for further processing steps in order to
increase the accuracy of stratospheric signals and to avoid interference from anthropogenic
NO, emissions.

To this end, measurements with a ground elevation above 1000m and measurements
over land masses at latitudes below 73° N are excluded from €y to account for areas with
strong anthropogenic NOy emissions such as Norilsk or the oil fields near Prudhoe Bay.
Additional selection criteria are listed in the following and only measurement fulfilling all

these conditions are taken into account for the further processing:

e a SZA below 87°,

e a fit error of the total BrO column below 5 x 10'3 molec cm™2,

e an O, SCD larger than 6.5 x 10*2 molec? cm™ (see also section 7.4),

e a non-negative NO, VCD smaller than 8 x 10'® molec cm™2.

'Keep in mind that TROPOMI is on a sun-synchronous orbit, so it does not see strong variations in
daylight over the course of a day.
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Furthermore, areas inside the polar vortex are excluded since ozone is depleted in the
vortex and consequently the O3z SCD does not represent a good proxy for stratospheric
air anymore. The stratospheric location of the vortex is identified from information on
the potential vorticity at two different isentropes at 475 K and 550 K derived from data of
the meteorological model ERA5 (see section 6.1). All observations exceeding a potential
vorticity of 35 PVU at the 475 K isentrope or 75 PVU at the 550 K isentrope are excluded
from further analysis.

These selection criteria are based on Sihler et al. (2012). They are only updated with
regards to the SZA: Sihler et al. (2012) implemented an SZA cutoff at 80°, however for the
implementation presented here studies showed no significant decrease in the retrieval quality
up to 87°. Application of this selection criteria results in approximately 2 x 10° observations
for each day of measurements, from which the stratospheric BrO column is estimated. This
is approximately a one order of magnitude increase compared to the analysis of GOME-2
data from Sihler et al. (2012).

Clustering of measurements

In this section the segmentation of the reference subset of measurements €2 into clusters is
described, which will be used to determine the stratospheric BrO background.

The measurements are partitioned into k subsets of similar size in the plane spanned by
the solar zenith angle (SZA) # and the NO, vertical column density Vio,. If the extent of
these cluster is chosen small enough, one can utilize that the stratospheric BrO/O5 ratio z
only weakly depends on 6 and Vo, (Theys et al., 2011; Sihler, 2012) to then distinguish be-
tween measurements of z containing a significant troposheric BrO signal and measurements
which are primarily stratospheric (see section 7.3.2).

The method used for the segmentation of measurements into clusters is based on the
k-means ++ algorithm (Vassilvitskii and Arthur, 2006).

The basic goal of a k-means clustering (e.g. Bock, 2007, and references therein) is to
find k cluster centers among a set of n observations, such that the summed euclidean dis-
tances from the cluster centers m; are minimized. The k-means ++ algorithm represents a
significant optimization of this fundamental clustering algorithm. Since the specific improve-
ments of this optimization are hard to graph without an understanding of the fundamental
algorithm, this section starts with a short description of the so-called naive k-means imple-
mentation. This algorithm is initialized by picking k£ observations at random from the set of
n measurements and assigning them as cluster centers m;. Then, it proceeds in a two-step

way:

(i) Assign each observation to the cluster with the nearest center. This means the obser-

vation vector x, is assigned to the cluster S; which minimizes the cost function
L,=|lxp —my| fori=1,... k. (7.5)
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(ii) Update the cluster centers by calculating the centroids for each cluster via the arith-

metic mean,

1
m; = E Z Zj, (7.6)

where NV; is the number of observations in the cluster .S;.

These steps are repeated until the cluster center assignments no longer change, i.e. at least a
local minimum in the cluster variance is found. Note that variance here denotes the within-
cluster variance in the SZA-Vxo,-plane, which is unrelated to variance in the BrO/O3 SCD
ratio z, which becomes important later (see section 7.3.2). The algorithm is visualized on a
synthetic set of 10* randomly generated points in Figure 7.6.

However, this version of the clustering algorithm has one major drawback in the form of
the initial random cluster assignment. As pointed out by Vassilvitskii and Arthur (2006),
this can lead the algorithm to fall into local minima far away from the global mimimum
of the optimal solution. To address this issue, they proposed an alternative initialization
procedure denoted as k-means ++, where only one cluster center is chosen at random from
the observations. The other centroids are sampled from an empirical distribution of the
points contribution to the summed cluster variance.

This clustering algorithm is controlled by the single hyperparameter k determining the
number of clusters to which observations are assigned to. In general, the specific choice of
hyperparameters for machine learning processes is a complex empirical process and requires
iterative tuning of these parameters to optimize model performance. For the purpose of this
retrieval algorithm for tropospheric BrO, the parameter range for k is restricted to a certain
extent. The size of clusters should not get too large as otherwise variations in z due to
changing conditions in the stratospheric chemistry become too large. Likewise, clusters can
not get too small as the determination of the stratospheric background ratio zst;at requires
that only a fraction of measurements contains a significant tropospheric BrO signal (see
also section 7.3.2). An empirical hyperparameter tuning revealed that around 100 clusters
yielded sufficiently accurate results with approximately 10* measurements in each cluster.

Figure 7.7 illustrates the results of the clustering for TROPOMI measurements inside
the reference region 5 on 19 March 2019. Note that the algorithm strongly favors a similar
numbers of measurements in each cluster, which is why the extent of clusters increases
towards the edge of the domain where the density of measurements decreases. In contrast
to the implementation of Sihler et al. (2012), no weighting of measurements towards the
edge was added as numerical investigations showed that it worsened the overall accuracy of
the algorithm.

A major drawback of the k-means++ clustering is the non-deterministic nature of the
algorithm. Even with the improved k-means ++ initialization, the first cluster assignment
is still random and not guaranteed to find the optimal clustering. This means that indi-
vidual cluster assignments can be different for the same data set when comparing two runs

of the algorithm. In principle, this could pose a severe problem, especially for smaller data
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Figure 7.6: Illustration of the k-means algorithm using a combination of three simulated
clustered data sets. Shown are (a) simulated measurements in the SZA-NOy-plane (black
dots) and the initial, random centroids for the k-means algorithm (red crosses), (b) the
simulated measurements annotated with their affiliation to the respective simulated cluster
(color) with the respective centroids chosen for the data simulation (red crosses), (c) the
simulated measurements (black dots) with decision boundaries from the k-means algorithm
after the first iteration (color) and the centroids determined by the algorithm (white crosses)
and (d) the final prediction of clusters from the k-means algorithm in form of decision
boundaries (color) and centroids (white crosses). Note the close resemblance between the
“true” clusters and the predicted clusters from the k-means algorithm. Some points in the
overlapping clusters on the right are classified wrongly since the k-means algorithm only
takes spatial distance and cluster sizes into account.
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Figure 7.7: Visualization of the clustering algorithm in the SZA-Vno,-plane for one day of
TROPOMI measurements. The different colors are only for illustration purposes to distin-
guish the different clusters to which measurements are allocated. The black crosses denote
the cluster centers, which are used as nodes of a bilinear interpolation (cf. Figure 7.10).

sets. Yet the final clusters consist of approximately 10* measurements and the cluster as-
signments themselves will only be used to calculate the nodes for the interpolation of the
stratospheric background (see section 7.3.2). Therefore changing the assignments of indi-
vidual measurements will hardly have any effect on the statistics used for the determination
of the interpolation nodes provided that the number of cluster assignment changes are small
enough. A numerical analysis for 500 different runs with the final cluster number k£ = 100
showed a maximum relative difference of around 0.5 % between the resulting means of the
final clusters.

This resulted in an overall variance of less than 0.1 % on the resulting individual tropo-
spheric BrO observations, which is less than the variance resulting from the arbitrary choice
of the cluster number k. It should be noted though that this error is likely to increase as the
number of clusters k increases since the number of measurements in each cluster decreases,
resulting in less stable statistics (and super Gaussian fit, see section 7.3.2) in each cluster.

Compared to Sihler et al. (2012), the implementation of the clustering of measurements is
has undergone drastic changes to be applicable to TROPOMI measurements. Previously, the
partitioning of measurements was achieved by an iterative shift of the decision boundaries
as described in the appendix in Sihler et al. (2012). The replacement of this approach by a

k-means ++ algorithm has the following advantages:

e The new implementation of the clustering automatically minimizes within-cluster vari-
ance, which effectively increases the accuracy of the estimation of the stratospheric

mode in each cluster as described in the next section.

e Related to that, the number of hyperparameters was reduced to only one, namely
k as the number of clusters. In contrast, the old algorithm had to make additional

empirical inferences, e.g. the incremental changes per iteration to partiton the data,
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whereas the new version of the clustering does not need any additional input besides

the amount of clusters.

e The new clustering is less susceptible to hyperparameter changes, i.e. changes in the
number of clusters. Whereas changes to the number of clusters could induce a variance
in the retrieved tropospheric BrO of up to 10 % for the old algorithm, the new version
only introduces a variance of about 1% to 2% for a sensible parameter range (25-
500 clusters). This means that the number of clusters does not need to be tuned as
precisely, although this is resulting in part from the increased number of measurements
from TROPOMI and therefore the better statistics per cluster.

e The runtime complexity was reduced by O(n?) to O(n logn). Considering the large
increase in measurements each day, this reduction in computational complexity rep-
resents a large improvement in performance of the algorithm. After applying the
aforementioned selection criteria (see section 7.3.2), the number of measurements to

process each day is approximately 50 times larger than for GOME-2.

Lastly, the implementation of Sihler et al. (2012) required a division of the measurements
into viewing zenith angle (VZA) bins to accurately retrieve the stratospheric BrO SCD. This
is no longer necessary for this implementation of the algorithm, however this is not due to
inherent improvements in the algorithm itself but rather due to specifics of TROPOMI.
While for GOME-2 a weak dependence on the VZA was detected, this was no longer the
case for TROPOMI (see section 7.3.1). This can probably be ascribed to the different
equator crossing times of the two satellite instruments. MetOp-A has an equator crossing
time of 9:30 h local solar time (see section 5.2) and at that time the edges of the swath may

exhibit greater variance in the actinic flux (Sihler et al., 2021).

Determination of stratospheric BrO/Oj ratio in each cluster

As a next step, for each cluster of measurements in the SZA-VNo,-plane the stratospheric
mode of the BrO/O5 SCD ratio is determined. Variations of this ratio over the observations
of one day should mostly be sourced by changes in the stratospheric chemistry for different
measurements as described in section 7.3.1. The fundamental idea is then that conditions
affecting the ratio of SCDs (or simply put, the mixing ratio of stratospheric BrO) are com-
parable for all measurements partitioned together in one cluster (if the clusters are chosen
small enough) and consequently, variations from changes in the stratospheric chemistry are
minimized. This implies that a purely stratospheric signal of the ratio z will be dominated
by the uncertainty in the retrieved ratio. Because the uncertainty in BrO is far larger than
for Oz, this means that z containing only stratospheric signals will be dominated by the
error in the measurement of the total BrO column (see section 7.5).

For this reason, the BrO/O5 SCD ratio should exhibit an approximate Gaussian distri-
bution,

p(z) = —e 205557 (7.7)
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Figure 7.8: Illustration of two specific clusters in the SZA-Vno,-plane for the same set of
measurements as in Figure 7.7 on 19 March 2019. The dots marked in black correspond
to the histogram Figure 7.9a, the BrO/chO3 ratios of the observations marked in red are
shown in Figure 7.9b.

Tropospheric enhancements of BrO will skew this distribution towards the right, which can
be written in the form of f(x) = ¢(x)y(ax), with v describing the asymmetry and « as
skewness parameter. Determining the mean p of the underlying Gaussian distribution ¢(z)
therefore allows an approximation of the stratospheric BrO signal in each cluster, provided
that a significant fraction of measurements in a cluster is still dominated by the stratospheric
signal. This also explains why a large number of measurements in each cluster is required
for the algorithm.

The determination of the peak of the distribution used to calculate the stratospheric
mode was previously performed via an iterative cropping of distribution until a certain
skewness threshold was achieved (Sihler et al., 2012). The problem with this approach was
the calculation of the distribution mean o via the arithmetic mean, which only holds if the
distribution is indeed Gaussian. To reduce the systematic error from deviations from this
assumption, also measurements on the left tail of the distribution were cropped. However,
TROPOMIs higher SNR lead to a reduction in the variance of the distribution compared to
GOME-2 and this approach lead to a systematic overestimation of the mean p, especially
for clusters with only weak tropospheric enhancements.

For this reason, this algorithm was also updated. To this end, an asymmetric super-
Gaussian (Beirle et al., 2017),

S(z) = A(w, k) x e 151" (7.8)

is fitted to the distribution using a standard least squares fit. Some parameters of this
Gaussian were empirically tuned. The left half of the super-Gaussian is chosen to correspond
to a regular Gaussian while the right half is allowed to vary to represent the introduced by
enhanced tropospheric BrO SCDs. This results in an improved fit of the underlying Gaussian
o(x) (see Figure 7.9) compared to the implementation of Sihler et al. (2012). The peak of
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Figure 7.9: Distribution of measured BrO SCD to O3 SCD ratios in the example clus-
ters visualized in Figure 7.8. The algorithm fits an asymmetric super Gaussian (black) to
the distributions in each cluster. The mean of this super Gaussian is assumed to repre-
sent the stratospheric mode for this particular combination of parameters representing the
stratospheric chemistry while the standard deviation furnishes an error estimation for the
stratospheric correction. The distribution shown in (a) corresponds to the black cluster in
Figure 7.8 and shows a larger number of measurements slightly enhanced in z while the
distribution in (b) corresponds to the red cluster in Figure 7.8. It shows a larger skewness
towards the right with a small number of measurements exhibiting significantly enhanced
ratios z.

the fitted super-Gaussian (described by w) in a cluster n is then assumed to approximate
the ratio of the SCDs of stratospheric BrO and ozone p ,, while its standard deviation o,
is utilized as estimate for the uncertainty of the determined stratospheric mode (see also
section 7.5).

As an example, Figure 7.8 shows the same data set of BrO/O3 SCD ratio z as Figure 7.7
with two clusters highlighted. The application of the stratospheric mode algorithm in these

two clusters is exemplified in Figure 7.9.

Interpolation of stratospheric ratio to whole domain

In a last step, the stratospheric backgrounds p, , as well as the uncertainty estimations
0,y calculated for each cluster are mapped to the respective cluster centers. The result-
ing triplets (0n, VNO,,n, tz,n) respectively (0, VNO, n, 02 n) are then used as support for
a bilinear interpolation over the whole domain, yielding two surfaces zgtrat (9, VNOQ) and
sigma, (9, VNOQ). From these the SCD of stratospheric BrO and the corresponding uncer-

tainty can be calculated from

Sstrat = Zstrat<67 VNOQ) : SOS (7'9)
Ostrat = Sigmaz(ea VNOQ) : SOS . (7'10)

An exemplary interpolation for 19 March 2019 is illustrated in Figure 7.10 with the
resulting stratospheric and tropospheric BrO VCD for the same day being shown in Fig-
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Figure 7.10: Interpolation of the (a) BrO/Oj3 stratospheric SCD ratio zsyray and (b) the
corresponding error Osiray over all measurements in the SZA-Vo,-plane for 19 March 2019.
The nodes of the interpolations are the cluster centers determined in the clustering process
as shown in Figure 7.7. Note that measurements in this figure are binned for the purpose
of visualization. Measurements near the edge of the domain are outside of the convex hull
for the linear interpolation and are interpolated by a nearest neighbor interpolation.

ures 7.5¢ and 7.5d. Note that approximately 1% of all measurements are outside the convex
hull of the triangulation for the bilinear interpolation. These measurements are interpolated
using a nearest neighbor interpolation instead.

Lastly, it should be noted that the implementation of this step of the algorithm is un-
changed to the implementation of Sihler et al. (2012).

7.3.3 Validation of the algorithm using simulated data

The accuracy of the algorithm presented in the previous section has already been validated
in a previous study (Sihler et al., 2012). Although the fundamental idea of the stratospheric
correction approach did not change, major parts of the algorithmic implementation have
been changed. Both the clustering of measurements 2D bins as well as the identification
of the stratospheric measurements have undergone significant changes compared to Sihler
et al. (2012). This section presents an application of the full algorithm to a synthetic data
set in order to benchmark the numerical performance of the changed implementation, to
compare its performance to the previous implementation by Sihler et al. (2012) and to
estimate potential systematic errors introduced in the stratospheric correction.

Because the true stratospheric column Sgirat 1S not known, a set of simulated measure-
ments based on mathematical distributions is used. This data set is based on an artificial
data set used by Sihler et al. (2012) to ensure optimal comparability of the results. It is
chosen empirically to resemble the distribution seen in real measurement data without any

a priori knowledge of the chemistry or radiative transfer. The surface
Zm =ax cosym+b, (7.11)

is assumed to describe the ratio between the stratospheric BrO SCD and the O3 SCD =z
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in the SZA-Vyo,-plane (see Figure 7.11a). It is dependent on the normalized coordinates
z = (0 — 30°)/50° and y = Vxo,/8 x 10" moleccm™2. The parameters in Eq. (7.11) are
chosen as @ = 5 x 1077 and b = 4.9 x 1075, From this triplets (2, z, y) used for the
benchmark are then generated using three overlapping multivariate normal distributions to
capture correlation between the SZA and NO, parameters. As mentioned, the parameters
of the normal distribution are chosen such that the resulting distribution (see Figure 7.11b)
resembles the distribution seen in real measurements (e.g. Figure 7.7).

As a next step, deviations from the “true” stratospheric ratios z are then added to each
triplet (z, z, y) in the form of statistical uncertainties and tropospheric BrO enhancements
of the total column. The statistical uncertainties are described by a normal distribution
centered around 0 with standard deviation ogat = 4 x 10~7 which is added to every value of
z. In contrast, the tropospheric contribution are added to only 15 % of measurements and
are normally distributed around p = 1.5 x 1076 with standard deviation Otrop = 1.5 X 1076,
Figure 7.11d shows the resulting distribution of z (after application of the clustering) in a
single cluster centered at 6 = 80.2° and Vxo, = 2.1 molec cm ™2,

The results of the application of the separation algorithm are compiled in Figure 7.11.
The difference between the simulated surface z,, (see Eq. (7.11) and Figure 7.11a) and the
retrieved surface 2’ (see Figure 7.11¢) is illustrated further in Figure 7.12. There are residual
linear structures seen in the difference of the surfaces (Figures 7.12a and 7.12b) caused
by the inability of the bilinear interpolation (see section 7.3.2) to capture the non-linear
structures of Eq. (7.11). Yet the deviations between retrieved and modeled stratospheric
ratios are very small as demonstrated also in Figure 7.12¢, which shows the relative error
below 2 % for all triplets and lower than 1 % for more than 95 % of triplets. A comparison of
Figures 7.12b and 7.12d also demonstrates that the error estimated by the algorithm (which
is mainly dominated by the uncertainty in the retrieved trace gas SCDs, see section 7.5)
greatly exceeds systematic errors of the stratospheric corrections.

In conclusion, the new implementation of the column separation algorithm is capable to
reproduce a modeled surface used as proxy for the stratospheric BrO/O5 SCD ratio within a
typical SZA-NO, sampled area. Furthermore, this also demonstrates a strong improvement
in the accuracy of the retrieval compared to Sihler et al. (2012), since errors are approxi-

mately three times lower on the same synthetic dataset using the new implementation.
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Figure 7.12: Resulting differences between the “true” stratospheric ratio z and the strato-
spheric ratio computed by the column separation algorithm 2’. Shown are (a) the difference
between the true and retrieved ratio, (b) the absolute difference between true and retrieved
ratio, (c) the relative error between true and retrieved ratio and (d) the error of the strato-
spheric ratio estimated by the separation algorithm.

91



Chapter 7. Retrieval of tropospheric BrO

7.4 Tropospheric air mass factors

This section presents the method to deduce the AMF for the conversion of the tropospheric
slant column to a vertical column. As a byproduct, the method also allows the classification
of observations as either sensitive to near-surface BrO or possibly obscured.

As it was already discussed in section 7.4.1, the precise determination of (Box-)AMFs is
a non-trivial problem. Especially for tropospheric trace gases (or the partial tropospheric
column of a trace gas), this can become very complex. The sensitivity towards such absorbers
can be strongly influenced by a range of different properties, such as surface albedo, cloud
coverage, tropospheric aersols and the vertical trace gas profile (see Table 4.1). The UV
measurements in arctic regions presented in this work are affected by this in particular for
two reasons.

On the one hand, measurements in the UV /vis are more heavily influenced by scattering
than measurements at larger wavelengths, i.e. near-infrared (NIR) or shortwave infrared
(SWIR). The A~* dependence of Rayleigh scattering (see section 4.2) implies a higher influ-
ence of scattering on UV measurements.

On the other hand, the polar regions exhibit a specific radiative transfer originating in
the snow/ice coverage of the region, which entails a high surface albedo. While this alone
already renders it more likely that a photon measured by the satellite instrument has indeed
reached the ground, the sensitivity towards trace gases near the surface is further increased
over bright surfaces by the larger Rayleigh scattering cross section in the UV, which leads
to multiple scattering in the troposphere (Rozanov and Rozanov, 2010). The increase in
sensitivity from high surface albedo generally even outweighs the comparatively large optical
thickness due to Rayleigh scattering at large SZAs in the arctic (Wagner, 2000). To a large
extent, this holds true even for cloudy scenes, however, optically thick clouds reduce the
sensitivity substantially even over bright surfaces.

For these reasons, accurate input information (see Table 4.1) for the RT simulations is
crucial. However, data on several of these parameters are difficult to obtain, especially at
TROPOMTI’s high spatial resolution.

Several cloud products have been developed for TROPOMI yielding information on the
Cloud Top Height (CTH), the Cloud Fraction (CF), Cloud Optical Density (COD) and
combinations thereof (e.g. Wang et al. (2008); Veefkind et al. (2016); Loyola et al. (2018,
2021); Sihler et al. (2021); Compernolle et al. (2021)). Yet most of the cloud algorithms
to date are based on the identification of either white (color) or bright (reflectivity) sur-
faces. Snow-covered land and ice are particularly challenging for these algorithms, as it
becomes difficult to distinguish between brightness from snow, thick aerosol layers, water
clouds and ice clouds (Vasilkov et al., 2010). Most algorithms, such as the Fast Retrieval
Scheme for Clouds (FRESCO) (Wang et al., 2008), which is used for the TROPOMI L2 NO,
product (Van Geffen et al., 2022), utilize snow and ice masks from ECMWF to distinguish
between snow- and snow-free scenes and their performance above bright surfaces is usually
poor (e.g. Latsch et al., 2022).
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Figure 7.13: Influence of the surface albedo on the Box AMF at different heights for dif-
ferent wavelengths. For shorter wavelengths, the larger extinction from Rayleigh scattering
reduces sensitivity towards the surface for a low albedo and increases it for a high albedo.
Figure adapted from Richter and Wagner (2011).

In contrast, the method presented here relies on proxies to capture the influence of these
parameters on the RT and hence on the AMF of tropospheric BrO based on Sihler et al.
(2012). The concept of this method will be introduced in section 7.4.1. In section 7.4.2,
the concrete implementation will be described and differences to the method of Sihler et al.
(2012) will be discussed.

7.4.1 Concept

Information on the observational viewing geometry are readily available from the satellite
measurements and surface elevation levels are known with high accuracy and spatial reso-
lution. However, information atmospheric properties critical to RT are sparse as discussed.
This work utilizes a method introduced in Sihler et al. (2012), estimating the influence of
clouds, aerosols and surface albedo from measured O, SCDs and reflectances.

As discussed, existing cloud retrieval algorithms are ruled out for the work presented
here. Nevertheless, the use of O, as tracer for the retrieval of cloud information has been
widely used. This can be attributed to the fact that its absorption scales with the squared
oxygen density (e.g. Greenblatt et al., 1990; Pfeilsticker et al., 1999). On the one hand, the
vertical profile of Oy is well known, meaning that the detected amount of O, allows inference
on the pressure of the cloud (or more generally, reflecting surface). On the other hand the
proportionality to the squared O, density increases its sensitivity towards the lower altitudes
in the atmosphere, helping for example in detection of lower clouds and providing a better
sensitivity to near-surface absorbers in comparison to O,.

For this work, the O4 AMF is used to approximate cloud information as well as sensitivity

93



Chapter 7. Retrieval of tropospheric BrO

near the surface. It is calculated from the measured O, SCD Sp, and a profile, from which
the VCD Vp,is calculated on a per-pixel basis.

Additionally, measurements of the O, SCD require a scaling factor of about 0.75-0.89
to reproduce the SCD predicted by RT models (Wagner et al., 2009b; Clémer et al., 2010).
This will also be applied here using a factor of 0.8 following Wagner et al. (2009b), giving

for the O, AMF Ag,,

So
Ao =0.8 - — . 7.12
0, Vo, (7.12)

The reflectance R is used as proxy for the surface albedo. It is defined as

Ro Ll T
Iy cosf

(7.13)

with I the Top Of the Atmosphere (TOA) radiance, I the solar irradiance and 6 describ-
ing the SZA.? The reflectance is simulated (and calculated from measured radiances) at a
wavelength of 372nm. This minimizes interferences with trace gases like O, absorbing in
the same range.

In particular the combined use of both parameters allows a good approximation of the
atmospheric information important for the radiative transfer. For example, high reflectance
could not only result from a high surface albedo but also be the result of an optically
thick cloud. In such a scenario, the satellite would be effectively blind to the surface layer,
nevertheless the assumption of high albedo could lead to the conclusion that sensitivity to
ground is high. In this case however, the O, absorption would also be low, resulting in a
low retrieved O, SCD. The discrepancy allows the distinction between clear-sky, high albedo
and cloudy-sky scenarios.’

At the same time, the approximation of the surface layer BrO AMF from the O, AMF
worsens for a low albedo scenario as discussed in section 7.5. Such a scenario should then
be captured by a low reflectivity.

Previous measurements detected a major fraction of the enhanced tropospheric BrO
located in the BL, most often very close to the surface (e.g. Honninger et al. (2004); Wagner
et al. (2007); Pohler et al. (2010); Prados-Roméan (2010); Friefs et al. (2011)). These findings
are also supported by results of the WRF-CHEM model used in this work.

Therefore, following the suggestions of Sihler et al. (2012), a box profile for the low-
est 500m is used as BrO profile in the RT simulations. This choice of layer height represents
an average of the layer height found in previous studies, see Table 7.2. However, sensitivity
studies have shown that the influence of the specific choice of the layer height is very small,
which will be discussed in more detail in section 7.5. The corresponding AMF for the tro-
pospheric BrO will therefore be denoted as the AMF of the chemically disturbed boundary
layer Apgr..

2Note that this is the quantitiy McArtim yields as result of its RT simulations as discussed in section 4.5,
normalized by its SZA dependence.

3This assumption does not hold if the cloud is very low, which would still allow a signifcant O, absorption
to be detected. This scenario will be discussed later.
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With these assumptions, the idea is to model triplets of (R, Ao, ABL) for a comprehen-
sive set of cloud/aerosol scenarios and surface albedos using McArtim (see section 7.4.1).
This is done for a range of different observational geometries, each of which using the mod-
eled values for a study of the interrelation between the different parameters. The aim is to
understand the conditions under which the sensitivity towards the surface drops below a cer-
tain threshold Agi“. This condition is approximated geometrically with the corresponding
parameters getting stored in Look-Up Tables (LUTs) for each discrete observation geome-
try, allowing a classification of measurements based on their sensitivity towards near surface
BrO.

Additionally, the functional relationship between the the BrO AMF and the proxies
are approximated by a multilinear function derived via a least-square fit, using only values
corresponding to RT scenarios deemed to be sensitive to the surface layer in the previous
step,

ApL(R,Ap,) =a+b-R+c-Ao,. (7.14)

The fitted parameters are also stored in LUTs in analogy to the geometrical sensitivity
parameters and will be used to calculate tropospheric AMFs. The algorithm is illustrated
in Figure 7.14.

The concrete implementation of the concept presented here will be discussed in the next
section. However, the performance of this algorithm relies on the validity of the underlying
assumptions regarding the proxy parameters. The choice of the layer height respectively
BrO profile could vary, possibly inducing errors on the retrieved AMF. It is also necessary
to study the influence of the different profile shapes of BrO and O, as well as the influence

of clouds on the assumed cloud proxy O,4. This will be discussed in section 7.5.

95



Chapter 7. Retrieval of tropospheric BrO

(a) (b)

150°W 180° 150°E 150°W 180° 150°E
10 2

120°W

90°W

[,-w> >3j0w £T3TX] ADA ‘woab 0.g |e303
WV "0

150°W 180° 150°E

14

120°wW

90°W

S",
60°W

w
[,-wd d3j0w £T3TX] ADA "woab Q4g ‘dosy
[,-w> >sjow £T2TX] AJA 04g "dony

-1

Figure 7.14: Illustration of the surface sensitivity classifier and the calculation of tropo-
spheric AMFs on 19 March 2019 (same as in Figure 7.5). The figure shows (a) total BrO
VCDs calculated from a geometrical AMF, (b) Oy AMFs calculated from measured SCDs
and a standard O, profile, (c) tropospheric BrO VCDs calculated from a geometrical AMF
and (d) tropospheric BrO VCDs calculated using the AMF determined in the algorithm.
Areas where measurements are probably not sensitive are left in gray. Note that the loca-
tions of the sensitive measurements coincide with regions of enhanced O, AMFs. However,
the inclusion of reflectance measurements causes some measurements with high Oy AMF to
be classified as possibly obscured too.
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Table 7.2: Height of the chemically perturbed surface layer in polar spring from selected
publications. Table and caption adapted from Sihler (2012).

reference height of surface layer species method
Anlauf et al. (1994) 50-400 m O3 ozonesonde
Solberg et al. (1996) 3000-4000 m O3 ozonesonde
Wessel et al. (1998) 500- 1000 m O3 ozonesonde
Bottenheim et al. (2002) 100- 1400 m O3 ozonesonde
Tarasick and Bottenheim (2002) 50-2000 m O3 ozonesonde
Honninger and Platt (2002) 500-1500 m BrO MAX-DOAS
Honninger et al. (2004) 1000 m BrO  LP-/MAX-DOAS
Frief et al. (2004) 1500 m O3 ozonesonde
Wagner et al. (2007) <1000 m BrO MAX-DOAS
Prados-Roman et al. (2011) 1000 m BrO AMAX-DOAS
Frief et al. (2011) 500 m BrO MAX-DOAS
Seabrook et al. (2011) 200-600 m O3 O3-DIAL
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7.4.2 Implementation

In this section, the concrete algorithmic implementation of previously described concept will

be described. The algorithm consists of four steps for each set of viewing geometries:

(I) modeling the AMF for tropospheric BrO Apy, and the accompanying proxies R and

Ao, for a set of different RT scenarios,

(IT) interpolating additional RT scenarios accounting for gradients in the surface albedo

and cloud coverage assuming the independent pixel approximation,

(ITI) establishing a classifier to flag possibly obscured RT scenarios via geometric approxi-
mation of the (R, Ao,) exceeding the boundary layer AMF threshold Ain,

(IV) bilinearly fit Eq. (7.14) using only RT scenarios deemed to be unobstructed by the
classification established before and store all parameters, the fit parameters as well
as the geometric approximation parameters, in a LUT. This LUT is then used to
interpolate the parameters for specific observational viewing geometries to decide if a

measurement is sensitive to the surface and calculate the corresponding AMEF.

In the following, these steps will be discussed in detail.

Table 7.3: Simulated layers of scattering media (aerosol/clouds) defined by their vertical
extent and optical density.

Parameter Node

Aerosol/cloud layer extent [km| Optical depth

0-1 1,3, 10, 20, 50
Aerosol/cloud scenario 1.9 1,3, 10, 50
3-4 10, 50
7-8 1,3, 10, 50
Surface albedo 0.03, 0.09, 0.24, 0.39, 0.54, 0.66, 0.78, 0.90, 0.96

Table 7.4: Summary of all simulated viewing geometries (see section 5.3) in the RT simu-
lations.

Parameter Node
SZA |°] 10, 28, 44, 56, 64, 66, 68, 72, 76, 80, 82, 84, 86, 88
VZA [°] 0, 16, 32, 48, 56, 64, 68, 70, 76

RAA [ 0, 20, 32, 36, 40, 44, 48, 52, 56, 60, 64, 68, 72, 108,
112, 116, 120, 124, 128, 132, 136, 140, 144, 148, 160, 180
Elevation [km] 0, 1,2, 3,4,5,6

(I) Using McArtim (see section 4.5 and Deutschmann et al. (2011)), the reflectance
R, the Oy AMF Ap, and the boundary layer BrO AMF Agy, are simulated for different
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Figure 7.15: (a) Results of the radiative transfer simulation for a nadir viewing geometry at
SZA= 66°. (b) Interpolated triplets (R, Ao, ABL) accounting for gradients in surface albedo
and cloud coverage in one pixel for the same viewing geometry. Figures based on Sihler et al.
(2012).

aerosol/cloud scenarios and surface albedos, depicted in Table 7.3. The two different AMFs
are simulated at a wavelength of 360 nm, while the reflectance is simulated at 372nm to
minimize interferences with atmospheric absorptions. The scattering media (aerosol/clouds)
in the model atmosphere is parametrized by the cloud top height (CTH) and the cloud
optical density (COD). It is always modeled as a single layer with a geometrical thickness of
1km containing particles with a scattering albedo of 1.0 and Henyey-Greenstein asymmetry
parameter of g = 0.85 (King, 1987). The scenarios for the two lower layers were designed to
approximate typical arctic aerosol /cloud scenarios, such as blowing snow. The layer between
3km to 4km is designed to capture the influence of a low, optically dense cloud, potentially
not detected by the use of the O, AMF, discussed in more detail in section 7.5. The upper
layer simulates typical aerosol/cloud scenarios.

There are also 9 different settings for the surface albedo, ranging from very dark surface
to very bright surfaces, and 15 different aerosol/cloud scenarios, resulting in a total of 135
different simulations.

These simulations are done for a total of 22932 viewing geometries defined by the angles
describing the sun-target-satellite constellation (see section 5.3) and the surface elevation,
shown in Table 7.4. The 135 different RT scenarios are then stored in a LUT spanned by
the viewing geometries, resulting in a distinct RT “profile” for each viewing geometry. As
an example, the results for one specific nadir looking viewing geometry at an SZA of 60° is
depicted in Figure 7.15a.

Additional viewing geometries (especially more VZA and RAA nodes) have been added
compared to Sihler et al. (2012) to account for TROPOMI’s higher pixel density and larger

swath.

(IT) A single satellite observation measures over a spatial extent which might exhibit a

gradient in either surface albedo, which is typical i.e. for ice-edges over oceans, cloud cov-
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Figure 7.16: Illustration of the gradient interpolation under the independent pixel approx-
imation. Assuming the influence of light from neighboring pixels is negligible, gradients in
the surface albedo (left) and cloud coverage (right) can be approximated from Eq. (7.15).
The surface albedo is characterized by its albedo A, which is varied by high albedo fraction
&s. Meanwhile, a cloud layer is characterized by the layer height and the optical density
of the cloud. For cloudy scenarios, the effective cloud fraction &. is varied to account for
partial cloud coverage. Figures adapted from Sihler et al. (2012).

erage, also denoted as cloud fraction, or a combination thereof. For this reason, further RT
scenarios are interpolated from the simulated values. This also has the benefit of improving
the accuracy of the parametrization in the next steps with an increase in the number of
scenarios.

It is assumed that the radiative properties of one pixel may be considered in isolation from
its neighboring pixels. This is called the independent pixel approximation (e.g. Zuidema
and Evans (1998); Martin et al. (2002)) and allows the effective application of 1D RT also
for scenarios with horizontal gradients. Under this assumption, the effective reflectance is
the weighted average of a cloudy and clear-sky part or respectively a low and high albedo

part of the pixel,

R(&S) = (1 - gs) Rlow + gs Rhigh (7.15)
R(fc) = (1 - fc) Rejcar + & Reloud (716)

with & describing the effective fraction of high surface albedo and &, as effective cloud frac-
tion. The wavelength dependence of the reflectance R is dropped here, since this algorithm
always uses reflectances determined at 372nm as discussed.

The resulting gradient affected AMFs can then be calculated as follows:

(1 — &) Riow Alow + &s Rhigh Anigh
(1 = &) Riow + & Ruigh
(1 — gc) Rejear Aclear + fc Reioud Acloud
(1 - gc) Relear + gc Reioud

A(&s) =

(7.17)

A(ée) = (7.18)

Using Eq. (7.15) and Eq. (7.17), additional RT scenarios are then interpolated for each

viewing geometry (see Table 7.4) by varying the effective cloud fraction £, and the effective
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albedo fraction £s. For these interpolations, Ryjen denotes the corresponding scenario with
a surface albedo of 0.96, while Ry, is varied over all albedos (see Table 7.3).

There are three different sets of interpolations:

(i) Variation of effective cloud fraction &, for all constant albedos and all cloud scenarios
(see Table 7.3) with &, € {0.2,0.3, ..., 1}.

(ii) Variation of effective fraction of high surface albedo &, for the clear-sky scenarios
& € {0.05,0.1, ..., 1}.

(iii) Simultaneous variation of albedo and cloud fraction for all cloud and albedo scenarios,

with & € {0,0.2, ..., 1} and & € {0.2,04, ..., 1}.

This results in 1216 different RT scenarios for each viewing geometry. As an example,
the results for one specific nadir looking viewing geometry at an SZA of 60° is depicted in
Figure 7.15b. It should be noted that these scenarios cover more than 97 % of all measured
RT scenarios as described by the reflectance R and the Oy AMF Ag,.

(ITI) The modeled and interpolated RT scenarios contain many triplets (R, Ao, ABL)
exhibiting a very low boundary layer AMF App. Some of these triplets correspond to
scenarios where the assumption about the proxies breaks down and the reflectance or Oy
AMEF are not be able to approximate Agy, very well (more on this in section 7.5), such as
very low, optically dense cloud.

Since these values should not be taken into account for the least-squares fit of Eq. (7.14),
the convex hull* H of all points below the sensitivity threshold A%lin is used to approximate
a range containing only RT scenarios sensitive to the surface.

This is visualized in Figure 7.17a for the same nadir viewing geometry as before. The

upper edge of the convex hull (depicted in grey) can be approximated by a parabola g,
g(R)=go+g1 R+ g2 R*. (7.19)

For small surface albedos, the approximation of Apy, by the O, AMF gets worse (see sec-
tion 7.5). To ensure that errors introduced from this are minimized, an intensity threshold
h is introduced as the center of mass of the upper right edge A and the lower left edge B of

H, given by the mean
_ Ra+Rp

2
The parabola g is then fitted to the upper edge of H using a least-squares fit considering

h (7.20)

only points for which R > h.

This geometric approximation also furnishes a classifier able to differentiate between
measurements which are sensitive to the boundary layer and measurements which are possi-
bly obscured. The decision boundaries for the nadir viewing geometry looked at before are

visualized in Figure 7.17b.

min

4That is, the smallest convex surface containing all points satisfying Apr, < A%D.
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Figure 7.17: (a) Geometric approximation of the convex hull H (depicted as shaded area
in grey) of all measurements below the sensitivity threshold of A" =1 for a nadir viewing

geometry at SZA= 66°. The parabola g is fitted to the upper edge of H for all R > h. (b)
Visualization of decision boundary for the surface sensitivity classifier for the same viewing
geometry. Measurements which would fall in the shaded area would be classified as possibly
obscured and masked. Figures based on Sihler et al. (2012).

The parameters h, go, g1, g2 are then stored in a LUT, which is used to interpolate them
for a given observational viewing geometry. A measurement is then flagged as possibly ob-

scured and subsequently masked if either R or Ag, is smaller than h or g, respectively.

(IV) Using the geometric sensitivity classification established before, all RT simulations
deemed to be sensitive to the boundary layer are used in a least-squares fit of the bilinear
model function Eq. (7.14). The parameters a, b, ¢ are then also stored in a LUT used to

interpolate them for specific viewing geometries.

The final results of the tropospheric AMF algorithm are illustrated in Figure 7.14. There
are only minor modifications to the algorithm established in Sihler et al. (2012) as discussed
in this section. Therefore no additional validation study was done and instead the interested

reader is referred to the extensive validation studies in Sihler et al. (2012).

7.5 Uncertainties and biases of the retrieval algorithm

The retrieved tropospheric BrO VCDs are influenced by several sources of errors, which need
to be taken into account when interpreting the results and for comparisons with other data
sets such as model predictions.

These uncertainties can be roughly categorized into three different sources: (i) uncer-
tainties in determining the (total) SCD, (ii) uncertainties in the methods of stratospheric
correction and (iii) uncertainties in the determined AMFs used for converting the tropo-
spheric SCD to the tropospheric VCD.

The uncertainty in the determination of the SCD has several causes. On the one hand,
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the accuracy of a measurement of the radiance signal is limited by the photon shot noise
(poisson noise) which represents a fundamental uncertainty. This is compounded by noise
from the instrument (especially over dark surfaces) and potentially stray light (Richter
and Wagner, 2011). On the other hand, the spectral analysis is also afflicted by several
sources of uncertainty, such as limited spectral resolution of the instrument, uncertainties
in the absorption cross-sections used for the retrieval (Stutz and Platt, 1996) or spectral
interference (for example between BrO and HCHO, see section 7.2).

A main source of uncertainty for the tropospheric BrO SCD are the determined strato-
spheric BrO slant column densities. These can be caused from systematic errors in the
assumptions made for the stratospheric correction as well as from the methods used to
estimate the stratospheric column.

The calculation of tropospheric VCDs from the retrieved SCDs introduces an additional
error through the imperfect knowledge of the light path through the atmosphere. It requires
the estimation of the AMF for each measurement, which is often difficult due to limited
knowledge of important parameters influencing the radiative transport (see section 4.5).
The method applied in this thesis for the estimation of tropospheric AMFs will be affected
by a statistical uncertainty in the measured proxies as well as a potentially systematic biases
introduced by the assumptions made for the algorithm.

All of these potential error sources are discussed and assessed in this section, concluding
in an estimation for the overall uncertainty of the retrieved tropospheric BrO VCDs.

It should be noted that the spatial averaging (rasterization, cf. section 5.4) of pixels can
also introduce errors in the resulting plots, since the value depicted in a pixel might not
correspond to the maximum BrO VCD measured over that day. This however will mostly
affect visualization of daily averages as shown in chapter 8 and is negligible compared to

other sources of uncertainty.

7.5.1 Uncertainty in the tropospheric slant column density

As discussed above, the measurement error of the tropospheric BrO SCDs consists of un-
certainties in the retrieved total slant column as well as errors introduced by an incomplete
separation of stratospheric and tropospheric signals. The measurement error of the total
SCD retrieval is often based on the fit error of the DOAS retrieval. However, this fit error
may underestimate the true error, for example in the presence of systematically structured
residual spectra (Stutz and Platt, 1996), which can be difficult to quantify. This also holds
true for errors in the stratospheric correction scheme. Due to the high sensitivity towards
stratospheric BrO (in particular at high SZAs, see Figure 7.20), the contribution of uncer-
tainties in the stratospheric correction to the overall SCD error can be significant.

The column separation approach presented in this work features an empirically derived
measurement error that not only furnishes an estimation of the uncertainty of the strato-
spheric correction scheme (see section 7.3.3) but also provides a realistic error estimation

for the retrieval error as shown in Sihler et al. (2012). The estimate for the uncertainty in
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the stratospheric SCD Sgirat calculated by the algorithm will therefore be used equivalently
as an estimate for the uncertainty in the tropospheric SCD Sirop = Siotal — Sstrat i the
following.

As discussed in section 7.3.2, the uncertainty estimation is performed in each cluster and
then interpolated over all measurements, resulting in a per-pixel estimate of the uncertainty.
This means an assessment of the SCD error can only be performed in a statistical way.
The uncertainty for the stratospheric slant column densities in the Arctic region ranges
between 0.76 x 10'® molec cm =2 and 3.93 x 10'3 molec cm~2 (5th and 95th percentile) with a
median error oppedian of approximately 2.35 x 10'3 molec cm~2. These statistics included only
measurements deemed to be sensitive towards the boundary layer according to the surface
sensitivity classification. Note that the median error determined by the column separation
algorithm is more than twice as high as the median fit error of the total BrO SCD calculated
by the least-squares fit of DOAS analysis (approximately 1.09 x 10'3 molec cm~2). Note that
the retrieval error of Oj is negligible compared to the error in the total BrO column due to
the higher SNR in the Oj retrieval as discussed in section 7.2.1).

This implies a relative error of the determined stratospheric SCD between 10 % to 20 %
with a median relative error of 14 % (the median stratospheric SCD in the Arctic region in
the time period from middle of January to the beginning of March is 1.57 x 10 molec cm™2).

There are further sources of possible systematic errors not discussed yet. The column
separation algorithm uses the O3 SCD as tracer for the tropopause height and its influence
on the stratospheric BrO column (see section 7.3.1). This requires that both absorbers
have a similar stratospheric profile and the sensitivity towards both is comparable. Sihler
et al. (2012) performed sensitivity studies for stratospheric BrO and ozone showing that the
difference between the AMF of stratospheric BrO and O4 are below 5% in most scenarios.
For a high tropopause over dark surfaces however, these can reach as high as 10 %, which
represents an upper limit for the systematic error introduced by the assumption of similar
sensitivity towards both BrO and Os;. However, the separation algorithm may cluster mea-
surements of different tropopause heights and surface albedos together (see section 7.3.2).
Hence, the averaging performed in each cluster reduces the influence of the tropopause height
and the surface albedo as pointed out by Sihler et al. (2012). Note that the error is also
reduced for a low tropopause, for which the stratospheric column is largest. In conclusion,
the systematic uncertainty introduced by this assumption of the algorithm can be estimated
to be around 5 %.

The empirical choice of parameters for the column separation algorithm (e.g. the number
of clusters) also presents a source of uncertainty in the column separation. Yet in section 7.3.3
it was shown that this error is mostly below 1% and it is therefore negligible.

If one assumes that the error estimated by the algorithm as well as the systematic uncer-
tainties from the sensitivity assumptions and empirical parameter choices are uncorrelated,

the error for the stratospheric BrO SCD can be determined via

0SCD, total = \/(Uretrieval)2 + Z (Usystematic)2 . (721)
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From this a median relative error of approximately 16 % can be calculated. Using the
median stratospheric BrO SCD determined from the retrieval it can be concluded that the

median total error is approximately 2.5 x 10'3 molec cm™2.

As discussed above, this also
represents the median uncertainty for the tropospheric BrO SCD. Considering that typical
bromine explosion events observed from satellite show enhanced tropospheric BrO SCDs
from 10 x 10'3 molececm™2 to 25 x 10 moleccm™2, this implies a relative error ranging

from 10 % to 25 % for the tropospheric BrO slant column.

7.5.2 Uncertainty in the AMF

In general, there are four sources of uncertainty in the conversion of tropospheric SCDs to
VCDs, namely the trace gas profile, the surface albedo, the cloud height and fraction as well
as the aerosol loading (Richter and Wagner, 2011).

For the algorithm presented in section 7.4, these sources of potential errors are expressed
by uncertainties regarding the proxy parameters and assumptions thereof. These uncer-
tainties have both a random and systematic nature. Statistical variations in the measured
proxy parameters, mainly in the O, SCD, introduce a random error for the calculated AMFs.
Meanwhile, potentially flawed assumptions regarding the a priori BrO profile or the grade of
approximation of aerosol /cloud scenarios and surface albedo via the chosen proxy parameters
could introduce systematic deviations in the conversion to a VCD.

In this section, both sources of uncertainty are discussed and the relative AMF error is
estimated. First the influence of systematic uncertainties regarding the assumptions about

the proxies is discussed, followed by a discussion of statistical uncertainties.

BrO box profile

For the McArtim RT simulations, a box profile of BrO for the lowest 500 m is used. This was
chosen based on the average observed chemically disturbed layer height of previous studies
(see Table 7.2). However, although most layer heights were measured or assumed closely to
this mean value, one campaign determined a layer height as high as 2 km.

To investigate the influence of errors in the assumed layer height, RT simulations using
BrO box profiles between 100 m and 5km are shown in Figure 7.18 for nadir viewing
geometries and clear-sky conditions.

Over dark regions, the potential relative error from deviations from the assumed 500 m
box profile can reach as much as 100 % for a typical SZA of 70°. Confied to a reasonable
choice for the scale height (2km or below), the relative error still reaches 30 % with the
AMF always below 1.

In contrast, over bright surfaces the relative systematic error introduced by the choice
of a 500 m box profile stays below 10 %, with a relative error of only 3 % if limited to scale
heights of 2km or below.

First it can be noted that differences over bright surfaces are far smaller than over

dark surfaces, again emphasizing the influence of a high surface albedo on the RT in the
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considered wavelength region. Furthermore, it is clear that measurements over regions with
a low surface albedo are afflicted with large uncertainties. For this reason, the reflectance
threshold is introduced in section 7.4.2, which should ensure that only measurements with
a reasonable high albedo (approximately 0.6 or higher) are classified as sensitive and taken
into account for further derivations of the AMF. Furthermore, the SZA dependence over
bright surfaces affirms the cutoff criterion for measurements above an SZA of 87° discussed

in section 7.3.2.
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Figure 7.18: The near surface AMF Agy, for bright surfaces (left, albedo of 0.8) and dark
surfaces (right, albedo of 0.1) is shown as function off the SZA 0 for different layer heights
(denoted in the legend). Figures adapted from Sihler (2012).

In Figure 7.19, Ay, and Ag, are depicted for a clear-sky nadir viewing scenario at an
SZA of 70°. There, a small spread between the Agy, can be seen between the different box
profiles, staying below 5% if the extreme case of a 5km layer height is ignored. However,
this spread also decreases with increasing surface albedo, highlighting again that a potential
bias introduced by the choice of scale height gets small for higher surface albedos. This
agrees with the conclusions from Sihler et al. (2012) as well as Seo (2020), where the exact
value of the BrO box profile height was found to be non-critical for the RT in the Arctic
region due to the generally high surface albedo.

Reflectance and Oy, AMF

The Box AMF for the surface layer is derived using measured O, columns and reflectances
as proxies. The uncertainties introduced by the use of these proxies will be discussed here,
first for the clear-sky case and then with clouds present.

The sensitivity towards Oy is higher than the sensitivity towards BrO at the surface,
even for a layer height of 5km, as depicted in Figure 7.19, with a decreasing difference for
both increasing box profile height as well as surface albedo. Since the scale height of Oy, is
approximately 4 km, the difference in the AMFs is to be expected. However, it is negligible
as potential error source for the following reason: both the O, AMF and the surface BrO
AMF show approximately a linear relation with the surface albedo. In this instance, a

constant offset between both AMFs should be captured by a linear relation. While there is
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a slight difference in the dependence on the surface albedo for both AMEFSs, the bilinearity
of Eq. (7.14) should approximate this also very closely, especially if one takes into account
that only RT scenarios above a certain reflectance threshold are considered to avoid errors

introduced from the assumed box profile as discussed before.
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Figure 7.19: Comparison of surface AMF Ay, and Oy AMF Ao, for different layer heights
as function of the surface albedo. The considered viewing RT scenario is again a nadir

viewing geometry at an SZA of § = 70° with no clouds or aerosols present. Figure adapted
from Sihler (2012).

In stark contrast, the relationship between the surface BrO AMF and the proxies gets
more complex if clouds or aerosols are accounted for. In the presence of clouds, the re-
flectance no longer represents a good approximation of the surface albedo as discussed
before. In order for the O, AMF to approximate the “cloudiness” of a pixel well, the surface
layer AMF and the Oy AMF both need to behave similarly in the presence of clouds. A
detailed study presented in Sihler et al. (2012) showed that this assumption holds for most
scenarios featuring higher clouds. However, it was shown that for clouds with a layer top
altitude of 2km or below this approximation gets worse.

This can also be seen in Figure 7.20, where two scenarios of an optically thin respectively
thick cloud/aerosol layer between 1 and 2km altitude are depicted. The variance between
different BrO box profiles increases very strongly, potentially introducing a strong systematic
bias through the choice of the box profile. In the UV, the sensitivity decreases inside clouds
and below it, while it increases slightly above it. This is reproduced by the RT simulations
which show a sensitivity close to 0 for profiles completely below the cloud, especially for low
surface albedos. For a cloud optical density of 50, the BrO AMF for a layer height of 500 m
is only larger than the chosen threshold of A%“in = 1 for very bright surfaces with an albedo
above 0.85, for an optical density of 10 the threshold requires at least 0.6 as surface albedo.
This is contrasted by the high sensitivity for profiles reaching above the cloud as well as O,
even for very dark surfaces.

The reason for this inferior performance of the proxy parameters is that surface layer

BrO is completely shielded from the satellite’, but a large fraction of the O4 column still

SFor a BrO box profile of 500m and cloud layer top altitude of 2km.
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resides above the cloud. This scenario is especially difficult to approximate via the proxy
parameters.

Nevertheless, the error in the calculated AMF resulting from this will be very small. The
algorithm presented in the previous section not only derives an AMF for a given measurement
but also gives a classification of it either as sensitive or obscured based on the measured
04 AMF and reflectance. For the two scenarios with low clouds presented in Figure 7.20
most RT scenarios will be classified as possibly obscured. This is illustrated best for the
optically thick cloud (right figure in Figure 7.20). There, the BrO AMF is lower than the
sensitivity threshold A%‘in for all but the brightest surfaces, for which the good sensitivity
to the surface can be assumed even for thick clouds as discussed previously. For this RT
scenario the variance between different box profile AMFs also reduces. It should be noted
that the reflectance as proxy for the surface albedo also tends to underestimate the surface
albedo for most scenarios slightly. Although fine-grained snow possesses a surface albedo
of 0.97 to 0.99 (Light et al., 2003; Warren et al.; 2006), the TOA reflectance even over
snowy surfaces does not reach values nearly as high due to extinction in the atmosphere,
introducing a bias towards falsely flagging a measurement as obscured.

A detailed analysis presented in Sihler et al. (2012) showed that the surface sensitivity
classification has a very low false negative rate, meaning that almost all pixels flagged as
sensitive are indeed sensitive to near-surface BrO. Only very low, thick clouds might not
get captured by this classifier in all cases, leading to a potential overestimation of the
surface layer BrO AMF in rare instances. Conversely, the classifier is potentially biased
towards a higher false positive rate®, meaning that it flags measurements with a possibly
high sensitivity as obscured. Examples of this could be a relatively high BrO layer over a
dark surface (see Figure 7.18) or rather near surface BrO over a high albedo surface residing

under a low, thick cloud as discussed (Sihler et al., 2012). However, this will not introduce

any uncertainties for the measurements deemed as sensitive.

Bilinear fit

The strong contrast in the relation of Apr, and A, between clear-sky and cloudy scenarios
could introduce a large systematic error via the assumption of their linear relationship. For
example, for a surface albedo of 0.6 and an O, AMF of 3.3, the clear-sky scenario predicts
an AMF of 2.8 for a layer height of 500 m. For the optically thick cloud, an O, AMF
of 3.1 predicts an AMF of 0.3 for the same layer height and surface albedo. Similarly,
a comparison of the AMFs as a function of the surface albedo reveals a strong difference
between the clear-sky and cloudy-sky scenarios.

A large fraction of the RT scenarios for the cloudy scenarios will be classified as possibly
obscured anyway and therefore not be taken into account for the fit of Eq. (7.14). Neverthe-

less even for very high reflectance scenarios with Apy, well above the threshold of AN =1,

?The high false negative rate is ensured by using the convez hull of all Agr, below the sensitivity threshold

BL. as domain of obscured scenarios. In turn, this encloses many RT scenarios for which high sensitivity
towards the ground is ensured.
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Figure 7.20: Surface AMF and O, AMF depending on the surface albedo in the presence of
a cloud with either an optical density (OD) of 10 (left) or 50 (right). The cloud is simulated
as a layer between 1 and 2km, the viewing geometry is identical to Figure 7.19. Figures
and caption adapted from Sihler (2012).

the relative difference between Apy, and Ap, can reach 25 %, almost three times as high
as for the the clear-sky case. Additionally, although the relationship between AMFs and
surface albedo becomes approximately linear for high surface albedos, its slope increases for
the cloudy-sky scenario, caused by strong light path enhancements for photons “trapped”
between the cloud and the reflective surface once penetrated. The assumption of a bilinear
relationship (see Eq. (7.14)) therefore introduces an additional systematic error. This can be
seen in Figure 7.21, where the fitted AMF Apy, for a layer height of 500 m is plotted against
the respective RT results. The relative difference reaches as high as 150 %, on average the

relative error can be estimated to be approximately 30 %.
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Figure 7.21: Comparison between modeled AMF and AMF derived from Eq. (7.14) for
a nadir viewing geometry at an SZA of 6 = 76%. The black line demonstrates perfect
agreement. Figure based on Sihler et al. (2012).
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Statistical uncertainties

The main source of statistical uncertainties for air mass factors in a parameter range deemed
to be sensitive to near surface concentrations is the uncertainty in the measured O, SCDs
which are used to calculate the AMFs from LUTs. The resulting error in the AMF is dis-
cussed here. This discussion features excerpts from the authors work published in Herrmann
et al. (2022).

The relative statistical error of the calculated O4 AMF is below 7.5 %, which allows
an estimation of the influence on the tropospheric AMF for different viewing geometries,
reflectances and cloud scenarios. This yields an estimate for the relative uncertainty in the
AMTF of around 10 % to 15 % for the clear-sky scenario and 15 % to 25 % for a mostly cloudy
scenario as depicted in Figure 7.22. Note the missing values for a reflectance of 0.8 for the
cloudy scenario. This scenario describes a high reflectance together with low visibility of
Oy, i.e. a thick aerosol/cloud layer located at an higher altitude. The surface sensitivity
classifier flags all possible viewing geometries in this parameter range as possibly obscured,
which is why no boxplot is given for it. Other scenarios can have much higher relative
errors but the corresponding measurements are discarded anyway as they are deemed to be

possibly obscured.
error contribution of O4, clear sky conditions error contribution of O4, cloudy scenario
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Figure 7.22: Contribution of the statistical O, uncertainty to the overall AMF error for
different reflectances, assuming either a typical clear-sky O, SCD (left) or an O, mean SCD
over different simulated cloud scenarios (right). Figure taken from Herrmann et al. (2022).

Overall AMF uncertainty

Combining the results of the previous two sections yields as relative error for the AMF,

2 2
O AMF, total Ostat Osystematical
—_— = + | . 7.22
ApL \/ ( ApL ) < ApL > (7.22)

From the previous findings, this yields a relative error of approximately 35 % for clear-sky

scenarios and approximately 45 % for cloudy scenarios. Note that an ODE often extends

over many satellite pixels (see chapter 10), so the statistical error can be reduced due to
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averaging over a larger spatial extent for the purpose of detecting an ODE, reaching as low
as 30 %.

Compared to other AMF calculations for polar tropospheric BrO (e.g. Seo et al., 2019,
2020), the method presented here is more sophisticated. For example, the AMF derivation
utilized in Seo et al. (2019) does not take cloud effects into account in the RT simulations.
It also obtains surface albedo data directly from the satellite (Tilstra et al., 2017), which
itself is affected by a larger uncertainty without taking the effects of clouds into account
as discussed previously. In conclusion, although the uncertainty of the AMF calculations is
quite large, the presented algorithm allows an estimation of potential errors. Additionally,
the surface sensitivity classification ensures that in large parts only pixels with a definitive

visibility towards surface BrO are considered.

7.5.3 Overview of statistical and systematic uncertainties

In this section, the error estimates from previous sections are summarized and a com-
bined error for the tropospheric BrO VCD is determined. The relative AMF error is
significantly larger than the relative error on the tropospheric SCD if one observes typ-
ical enhanced columns in an ODE. On the other hand, the total error of approximately
2.5 x 10" molec cm™2 impedes upon the detection of smaller column densities, e.g. large
mixing ratios contained in a shallow boundary layer.

Assuming uncorrelated errors, the total relative error can be calculated as the quadratic

sum of the individual relative errors:

2 2
IVCD, total _ <C’AMFttl> N (USODHI) (7.23)
Vtrop ABL Strop

Some errors may be weakly correlated, e.g. the AMF error is influenced by the surface albedo

which is also true for the systematic error in the column separation from the assumption of
similar AMFs for stratospheric BrO and Os. However, this specific cross correlation would
in fact reduce the overall error and the overall correlation should be negligible.

Combining both sources of error yields a relative uncertainty for each pixel ranging from
35 % for large BrO enhancements in clear-sky enhancements to 50 % for small BrO column

densities in cloudy scenarios.

Detection limit

The smallest column density or mixing ratio of a sought-after trace gas that can be clearly
discerned in a spectral analysis is commonly denoted as detection limit (McNaught et al.,
1997). In this section a detection limit is estimated as the VCD threshold above which
observed tropospheric BrO VCDs can be safely assumed to stem from a tropospheric signal
and not be the result of an erroneous stratospheric correction or measurement errors.

An error in the estimation of the stratospheric partial slant column density can pass as

tropospherically enhanced pixel without the actual presence of enhanced tropospheric BrO.
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A conversion of the median error in the SCD to a VCD using the median AMF of 2.27
yields a VCD of 1.02 x 10'¥moleccm™2. This can be amplified by an underestimation of
the AMF. An upper limit for this VCD can be calculated using the 95th percentile of the
SCD error (3.93 x 103 moleccm™2) and the 5th percentile of AMF (approx. 1.26), which
yields getection = 3.1 x 103 molec cm™2.

This represents a limit for the tropospheric BrO VCD for an individual observation
below which it is not possible to differentiate between errors in the determination of the
(stratospheric) SCD and actual tropospheric BrO enhancements, which is denoted as the
detection limit of the algorithm from now on.

It also allows an estimate of the minimal column height, and in extension a minimal
boundary layer height, at which the instrument is capable to reliable detect enhanced BrO
mixing ratios. As discussed in chapter 2, ODEs are often confined to a very shallow bound-
ary layer, which can result in even significantly enhanced BrO mixing ratios not being
detected by satellite instruments, since they are only able to measure column densities (see
section 2.2.4 and chapter 3). Since an increasing BrO mixing ratio causes a quadratic in-
crease in the ozone depletion rate (see Reactions (R1-R4)) and the continued release of
bromine via the bromine explosion requires ozone, the BrO mixing ratio is somewhat self-
limiting. Typical bromine explosions peak at around 80 pmol mol ™! mixing ratio while more
extreme events reach mixing ratios up to 100 pmolmol (e.g. Simpson et al., 2015). Using
the detection limit estimated before, the lowest column height h necessary to detect a BrO
enhancement at this maximum mixing ratio can then be determined via

h= Viimic , (7.24)

Cmax
with Viimit as minimum VCD possible to detect from TROPOMI and cpax describing the
concentration of BrO at typical maximum mixing ratios. The concentration can be calcu-

lated from the mixing ratio 78,0, max using the ideal gas law,

N BrO, max NBrO,maxP _ TBrO,max P

max — - = 5 7.25
fma Vair Nair BT RT ( )
which yields in Eq. (7.24):
imit 2T
= imie BT (7.26)
TBrO, max P

It is reasonable to assume that the minimal column does not extend far above the ground,
so one can assume a constant pressure and temperature for the estimation. At T' = 253 K
and standard atmospheric pressure (1013hPa), this yields a minimum column height of
approximately 105m below which the retrieval cannot detect even strongly enhanced BrO
mixing ratios reliably.

The detection limit established here can of course be improved by a (spatial or temporal)

"This represents the median AMF over the time period between mid of January and beginning of May.
Note that the statistics only inlcudes measurements deemed to be sensitive towards the boundary layer,
which explains the relatively high median sensitivity.
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averaging of measurements. Rastering the measurements on a coarser grid (cf. section 5.4)
will decrease the spatial resolution, yet it improves the accuracy in the detection of small BrO
enhancements extending over a sufficiently large area since it reduces the statistical error of
the mean by a factor of n~'/2 with n the number of measurements that are averaged. Such a
rasterization on a coarser grid can be useful for long-term time-series using also data of older
satellite missions (e.g. Bougoudis et al., 2020) or for comparison with model results which
usually have a lower spatial resolution than TROPOMI. Likewise, a temporal averaging, for
example in the form of weekly or monthly means of the determined VCDs will also improve
the detection limit. This can be useful to investigate long-term trends, such as the areas of

frequent occurrence of ODEs over different months as in Seo et al. (2019).
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8 Comparison of Model and obser-

vation results

Intercomparison of observations and model results allows deeper insights in the physics and
chemistry of the underlying processes in nature. While agreements between simulation and
measurements can indicate a good understanding of the chemical and meterological processes
forming the basis of ODEs, this is only one possible (albeit likely) interpretation. However,
since the trace gas VCD observed by the satellite yields no information on the trace gas
profile, also a wrong trace gas profile can lead to optimal agreement between simulated and
observed VCD. In contrast, differences of the simulation to the observed reality only allow
only one conclusion, namely that the datasets do not agree. Nevertheless, this can point us

towards aspects of the phenomena of ODEs potentially not yet understood.

Note that here and in the following chapters, tropospheric BrO observed from satellite
is used as an indicator for activated bromine species in general (or rather of ODEs), al-
though reactive bromine species can be abundant even when BrO concentrations are low

(for example in the absence of sunlight, as discussed in section 2.1).

There are three noteworthy implementations of the WRF-CHEM model as discussed
in section 6.2, differing mainly by their assumptions for the bromide reservoir of the BrO
explosion reaction. The model results were provided by Maximilian Herrmann, they are
published in parts in Herrmann et al. (2022). The first two sections compares the results
of the different model runs to satellite and in-situ observations. The focus lies on high-level
comparisons of the data using statistical analysis. This is done not only to assess performance
and limitations of the simulations but also to evaluate which model implementation has the
best overall agreements with observations in order to use it in the next chapter for case
studies of specific ODE events. The subsequent chapter inspects seasonal trends in the
concentrations of reactive bromine and ozone predicted by the model. Finally, the results

drawn from these comparisons are summarized at the end of the chapter.

Parts of the first two sections are adapted from the authors work published in Herrmann
et al. (2022).
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Figure 8.1: Locations of the measuring stations.

8.1 In-situ measurements

The modeled ozone mixing ratio is compared to in-situ measurements at Utqiagvik (Alaska),
Summit (Greenland), Eureka (Canada) (McClure-Begley et al., 2014), Nord Station (Green-
land), Pallas (Finland) and Zeppelin Mountain (Svalbard) (Terseth et al., 2012) (see Fig-
ures 8.1 and 8.2). Statistics for the modeled ozone mixing ratio in comparison to in-situ
measurements at the various locations are shown in Table 8.1. Listed are the correlation R,
simulated average ozone mixing ration, mean bias, MB and root mean square error, RMSE.
For a positive value of the mean bias, the average of the modeled ozone mixing ratio is larger

than the average of the observed ozone mixing ratio.

For Utqiagvik, the infinite FY ice bromide simulation agrees quite well with the obser-
vations during February and March, except for an overestimated ozone depletion around
March 16 (see Figure 8.2). In April, however, the infinite F'Y ice bromide assumption leads
to a full ozone depletion for nearly the whole month. The observations find only partial
ozone depletion events for the same timeframe. Comparison with different studies using the
same emission scheme reveals that overestimation of ozone depletion also occurs frequently
during March and April: Toyota et al. (2011), Falk and Sinnhuber (2018), Herrmann et al.
(2021) and Marelle et al. (2021) found several instances of overestimation of ozone depletion
at locations such as Alert (Canada), Utqiagvik, Nord Station and Zeppelin Mountain. This

may be due to readily available bromide depleting over time, so that the infinite FY ice
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bromide assumption becomes invalid (Herrmann et al., 2022).

The finite bromide assumption improves the agreement with the observations signifi-
cantly, including the weak ozone depletion around March 16. The correlation increases from
0.66 to 0.81 for the low bromide simulation as seen in Table 8.1. The medium bromide simu-
lation allows for emissions from land near Utqiagvik which causes a slight overestimation of
ozone depletion with the mean bias decreasing from 1.1 to -1.8 nmol/mol and a decrease in
correlation coefficient from 0.81 to 0.79. This could be indicating that the initially releasable
bromide on land-covered snow may be chosen too high.

Zeppelin Mountain is located in an area close to FY ice (see Figure 6.1), which again
causes an overestimation of ODEs in April for the infinite FY ice bromide simulation. The
finite bromide simulations show an improved agreement with the observations, but ozone is
still underestimated during April. Ozone levels around March 19 are similar for all simula-
tions, which suggests that the bromide emission mechanism is not the cause of the underes-
timation. Even though the correlation of the low bromide simulation and the observations
are slightly worse compared to the medium bromide simulation, the low bromide simulations
performs best which is demonstrated by the lowest mean bias and RMSE.

Eureka differentiates itself from the other measurement stations looked at so far as it is
surrounded by MY ice and snow covered islands. For the infinite F'Y ice bromide assumption,
there is no emission of new bromide from MY ice implemented. Probably due to the lack of
nearby bromide sources, bromine emissions are strongly underestimated for this simulation,
which results in a consistent overestimation of ozone levels. The finite bromide assumption
allows a differentiation of MY and FY ice in the emission mechanism. With the finite
bromide assumption, weak bromine emissions are allowed on MY ice and snow covered ice.
However, the prediction of ozone has not changed much between the infinite and low bromide
simulation and actually becomes a little worse during April for the low bromide assumption.
This suggests that the real releasable bromide levels for MY ice and/or snow covered land
are probably significantly higher than those assumed for the low bromide simulation. The
medium finite bromide simulation improves the results at Eureka even over the infinite FY
ice bromide simulation, but still not removes the underestimation of ODEs.

Around April 25, all simulation results differ only little, so that it is unlikely that increas-

Table 8.1: Statistics for the modeled ozone mixing ratio in comparison to in-situ measure-
ments at different locations from February 1 to May 1, 2019. The three values in each entry
are for the three simulations in this order: Infinite F'Y ice bromide, low bromide, medium
bromide. The best value is marked in bold. Table adapted from Herrmann et al. (2022).

location R[] simulated average [nmol/mol] MB [nmol/mol] RMSE [nmol/mol]
Utqiagvik 0.66, 0.81, 0.79 921.4, 29.1, 26.2 65, 1.1,-1.8 133, 7.2, 8.4
Zeppelin Mountain  0.48, 0.62, 0.67 29.4, 33.1, 31.4 -10.3, -6.6,-8.4  14.0, 9.7,10.9
Eureka 0.51, 0.47, 0.58 20.8, 32.1, 28.8 6.4, 87, 5.4 140, 15.3, 12.9
Nord Station 0.64, 0.55, 0.65 36.4, 38.2, 36.2 21, 2.0, 0.6 85, 92, 8.2
Summit 0.30, 0.32, 0.34 49.5, 49.3, 49.3 6.3, 6.2, 6.1  11.2,10.7, 10.7
Pallas 0.71, 0.88, 0.83 33.1, 38.5, 35.0 -10.1, -4.7, -8.1 119, 6.3, 9.6
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Figure 8.2: Modeled and observed ozone mixing ratios at Utqiagvik, Summit,

FEureka,

Nord Station, Pallas, and Zeppelin Mountain from top to bottom. Figure adapted from

Herrmann et al. (2022).

ing emissions even further will cause significant changes. Some bromine source or another

ozone depletion mechanism might be missing to explain the ODEs in Eureka, such as blow-

ing snow, which was discussed by Marelle et al. (2021), who showed rare ODEs that are not

explainable with emissions from the snow surface alone. It is, however, more likely that the
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model resolution is not sufficient to correctly simulate ODEs at Eureka since the topogra-
phy around Eureka is very complex. The weather station at Eureka is located at a height of
10 m, whereas the closest grid cell is at an altitude of 155m (Herrmann et al., 2022). This
assumption is further supported by a comparison of the results of domain 2 with 20 km res-
olution to those of domain 1 with a 60 km resolution. It shows that the simulation of ODEs
at Eureka is affected by the resolution: The correlation of model results with observations at
Eureka for the refined domain 2 is, in comparison to domain 1, increased by 0.02, 0.09 and
0.08 for the infinite, low and medium bromide simulations, respectively. It is still remaining
at overall relatively low values of the correlation coefficient below about 0.6. Differently to
Eureka, the correlations of the simulations with the two different domains with observations
at Utqiagvik agree within 0.01 for all simulations, which is likely due to the simpler local
topography at Utqiagvik. Additionally, it is possible that a significant amount of bromine
affecting the chemistry at Eureka is emitted from snow-covered sea ice at the strait and
fjords near Eureka, which are less than 20km wide and can thus not be resolved by the

model.

At Nord Station, the observations are not available at the end of April. The comparison
to the simulations between February 1 and April 15 shows some similarities to Eureka, in
that ODEs are generally underestimated, however, the agreement between simulations and
observations at North Station is better compared to Eureka. Nord Station is surrounded
by mostly MY ice and snow covered land, so the discussion regarding the underestimation
for Eureka also holds for North Station. In the same vein the slightly better performance
of the medium finite bromide simulation compared to the FY ice bromide simulation can
be understood. Note that the simulation results improve with larger emissions, with a
correlation of 0.56 and 0.62 for the low and medium simulations, respectively. The weather
station is located at an altitude of 20 m, whereas the closest grid cell is at 85 m. Differently
to Eureka, however, there is no improvement for the increased grid resolution of domain 2.
Correlations of results of domain 2 with observations increase by 0.04, -0.02 and -0.03 in
comparison to domain 1 for the infinite, low and medium bromide simulations, respectively.

At Summit, the model finds very little influence of the halogen chemistry on ODEs, while
the measurements show no obvious ODEs. The correlation of 0.3 is relatively low. Ozone
is generally larger in the model, especially during March, when a very long, weak partial
ODE has occurred. However, it is more likely that dynamical errors cause the discrepancy
in March. During a measurement campaign in 2007 and 2008 (Stutz et al., 2011; Liao et al.,
2011), small BrO mixing ratios of around 2 and 5 ppt were measured, which is consistent
with the modeled BrO. On a few days, such as March 22 and April 5, modeled BrO mixing
ratios exceed 5 ppt and reach up to 30 ppt.

Greenland is effectively excluded from emitting new bromine in the model.! The reason
for this is that past satellite missions showed no evidence of enhanced BrO over Greenland.

Since the model overestimates Ozone, significant bromine emissions over Greenland might

'BrO emissions are turned off in all simulations for surfaces elevated 1 km or higher.

121



Chapter 8. Comparison of Model and observation results

improve correlations. However, the in-situ measurements at Summit suggest small bromine
emissions if any at all. Additionally, assuming that the sea salt originates from sea water,
sea salt may not easily be transported to higher elevations. On the contrary, there might be
an overestimation of the orographic lift towards the interior of Greenland since the southern
part of Greenland is part of domain 1 with a 60 km resolution only, so that the topography
is smoothed and might allow air masses in the model to be blown over Greenland, which
in reality would have stayed near the sea ice. This could explain the discrepancy between
model and satellite observations over Greenland discussed in section 8.2.

Finally, at Pallas little ozone depletion is observed except for potential ODEs on April 22
and from April 27 to May 1, whereas the model finds a few additional partial ODEs at
the end of March and in April. The source of bromine is most likely the nearby White
Sea located at a distance of about 500 km. Due to the reduced bromine sources, the low
bromide simulation shows the best agreement with the observations and a high correlation
of 0.88. The changed definition of snow-covered land, which allows for recycling of bromine
near ice-covered coast water, is likely to cause the differences.

Overall, the low bromide simulation performs best for the measurement sites near FY ice
and the medium bromide simulation is best at Eureka and Nord Station, which is located
near MY ice. This suggests that MY ice might indeed be effective, albeit not necessarily
as effective in emitting bromine as FY ice, whereas larger emissions for snow-covered land
generally reduce the agreement with the observations.

It is worth emphasizing that significant ODEs are only observed at Utqiagvik, Nord
station, Zeppelin Mountain and Eureka. Since the satellite observation measure tropospheric
BrO, especially BrO enhanced in an ODE, the model performance for these stations is of

special importance to us.

8.2 Satellite measurements

The independence of the retrieval algorithm presented in chapter 7 avoids systematic biases
from other sources, for example other models (cf. chapter 3). This makes the resulting
satellite observations especially useful for comparison of other data considered independent
such as the WRF-CHEM model discussed here, providing another source usable for model
verification.

For a comparison of the model with satellite observations, the vertical column densities
of modeled BrO are derived by vertically integrating BrO concentrations from the ground to
4 km height in order to calculate tropospheric BrO VCDs. The data is then interpolated to
the satellite coordinate system by trilinear interpolation as described in section 6.3. Then
both datasets are rastered onto the same grid for each day and the results are visualized
using a northpolar stereographic projection (see section 5.4.1). Figure 8.3 shows exemplaric
days of very good agreement between simulation and measurements, whereas days with
strong discrepancies between simulation and satellite observations are shown in Figure 8.5.

Note that the satellite measurements represent daily means as some orbits overlap due to
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Figure 8.3: Observed (bottom row) and simulated (rows 1-3) tropospheric BrO VCDs in
2019. Examples of good agreements between satellite measurements and simulations. From
left to right: February 27; March 19; March 27; April 5. The uncolored pixels in the satellite
observation maps are pixels which are classified as not sensitive towards the surface.

the increased coverage of TROPOMI over the poles (see section 5.4) and consequently also

the model data is spatially averaged during the rasterization process.
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The model simulates almost all of the enhanced BrO VCDs found by the satellite. On
February 27 displayed in the first column of Figure 8.3, the North-South stripe-like region
with the elevated BrO VCD extending over the Canadian mainland is captured by all three
simulations. Here the low bromide simulation underestimates the BrO VCD compared to
the satellite measurements. The infinite and medium bromide simulations find VCD-values
comparable to the satellite data. The simulated peak of the BrO VCD is located over the
mainland for the medium bromide simulation, whereas the satellite and the infinite FY ice
bromide simulation find the peak further north near the coast.

On March 19 shown in the second column of Figure 8.3, the large BrO VCD over Chukchi
Sea and the two small stripes near the north pole are predicted by all simulations. The BrO
VCD over Chukchi Sea is located over FY ice, where the releasable bromide values are the
same for both finite bromide simulations. For that reason, the BrO VCDs simulated by
the low and medium bromide simulations are very similar. The infinite FY ice bromide
simulation calculates a ring-like BrO VCD over Chukchi Sea, which is caused by a full ozone
depletion event over a large area covering the center of the ring and the stripe with small
BrO VCDs. The finite bromide simulations simulate a full ozone depletion over a smaller
area there, so that ozone from outside the ring can sustain the BrO. The structure near the
north pole is also caused by a full ozone depletion, which is actually stronger for the finite
bromide simulations, since the structure is located over MY ice, which is a bromide source
in the finite bromide simulations.

On March 27, the models match well with the observed BrO VCD over East Siberian
Sea and the main land as depicted in the third column in Figure 8.3. Interestingly, both
finite bromide simulations calculate less BrO at the observed BrO VCD peak. The BrO
VCD over the Canadian Arctic Archipelago is predicted by the simulations, but the low
bromide simulation agrees best with respect to the magnitude. The satellite and the models
find BrO VCDs at the northern coast of Greenland, however, the simulated location of the
BrO resides west of the observed location.

On April 5 the models simulate both the BrO VCDs over the Arctic Archipelago and
east of the coast of Greenland as seen in the last column of Figure 8.3. All simulations
overestimate both the extent and the magnitude of the BrO VCD, where low bromide
simulation is somewhat better than the medium bromide simulation which again agrees
better with the observations than the infinite FY ice bromide simulation.

The correlation between model and satellite pixels was also calculated, allowing for a
comparison of the results to the in-situ intercomparison. The temporal correlation were
calculated by using the interpolated data, which is rastered onto the same grid orbitwise
instead of using a daily gridding as was done for the maps. Finally, the correlation in time
for every grid point is calculated. To the authors knowledge, this is the first time such an
analysis is performed with this high temporal resolution (approximately hourly). A similar
analysis was done before in Toyota et al. (2011), however the authors used VCDs averaged
over 10 days and the study had additional limitations (for example they had to use adapted

VCDs to correct for several systematic errors).
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The correlations are then visualized for the whole region (see Figure 8.4) and summarized
in Table 8.2 for the measurements stations discussed in section 8.1. For the latter, the nearest
neighbour to the measurement sites in space was taken as correlation value.

It is important to note that this approach results in a bias towards measurements later
in the year for some stations. This is due to the surface sensitivity classification discarding
mostly early measurements. Affected are primarily stations farther north like Eureka, Nord
station and Zeppelin Mountain, where the locations are corresponding to a high SZA early
in the year. This also explains some isolated outliers with very high or low correlation visible
in the correlation map for which only very few measurements were taken into account.

Beginning with Utqgiagvik, model and satellite observations agree well with correlations
between a low of 0.41 for the infinite FY ice bromide simulation and a highest value of 0.51 for
the low bromide simulation. Since the station is located mainly near FY ice, the difference
between correlations of the finite bromide simulations is small. However, as discussed in
the previous section, the bromine emission from snow-covered land might be chosen too
high for the medium bromide simulation, especially in combination with a larger extent of
snow-covered land due to the different definition. This leads to an overestimation of BrO
VCDs compared to the low bromide simulation, explaining the lower correlation.

At Zeppelin Mountain, the satellite observations again agree very well with the simu-
lations for the finite bromide assumption. The low bromide simulation performs slightly
better than the medium bromide simulation with a correlation of 0.62. This also matches
with the results of the comparison to in-situ measurements, for which the medium bromide
underestimated ozone concentrations more severely (see Table 8.1).

However, the correlation to the infinite FY ice bromide simulation of only 0.2 is consid-
erably lower. This can be explained by the aforementioned bias of the correlation towards
measurements in late March and April. As discussed in the previous section 8.1, the in-
finite FY ice simulation overestimates ODEs in April due to FY ice located close to the
station. Since the measurements in April constitute a larger fraction of the overall number

of measurements compared to e.g. Utqiagvik, the correlation is worsened for the FY ice

Table 8.2: Correlation coefficients of modeled and measured BrO VCDs at different loca-
tions from February 1 to May 1, 2019 for the three different simulations in order. The best
value is marked in bold. The correlation coefficients for Pallas station are discarded due to
poor statistics. Table adapted from Herrmann et al. (2022).

location infinite FY ice bromide low bromide medium bromide
R[] R[] R[]
Utqiagvik 0.41 0.51 0.46
Zeppelin Mt. 0.20 0.62 0.59,
Eureka 0.03 0.14 0.22,
Nord Station 0.51 0.78 0.78
Summit 0.02 0.03 0.04
Pallas - - -

125



Chapter 8. Comparison of Model and observation results

(a) Infinite FY (b) Low bromide

150°wW 180° 150°E

150°W 180° 150°E

1.0 1.0

120°W 120°E 0.8

0.6

90°W 90°W 90°E

0.4

[-] ¥ 3ua1D1Y20D uoIeBII0D
[-] ¥ Jua1DY20D UoNe[31I0D

60°W | 60°E 02

0.0

.~/ o | v 0.0
30°W 0° 30°E

}g jwww%&'vo’d Sta,t%;l a\ %gg
/ @peﬁnM i

o o A s o
0.2 60°W f I 5 | 60°F

(c) Medium bromide (d) Location of stations
150°W 180° 150°E 150°W 180° 150°E
. 1.0 — rae -
foer— & A
>
Y- N
4 Utqiagvik N
0.8 120°W vl \%Q . 120°E
9, a&,m\‘
g Say
: X
0.6 % R
3 8 a8
§ 90°W o & \“ 90°E
: P e F e
2
2
o

0.0
30°wW 0° 30°E

Figure 8.4: Map of pixel-wise temporal correlations for the three different simulations.
Some pixel exhibit a very high correlation coefficient due to a low number of underlying
measurements, especially at the edges of the area of valid values. Correlation coefficients
calculated from less than 10 samples are masked (pixels depicted in white).

simulation.

For Eureka station it was already discussed in section section 8.1 that the model reso-
lution is probably not sufficiently due to the complex topography. Therefore correlations
to in-situ measurements there are low, which is mirrored by the correlations to BrO VCDs
from the satellite. Note here too the bias towards measurements later in the year, where
agreements between model and in-situ measurements were also worse. This could explain
the lower correlations compared to the in-situ correlation coefficients. Furthermore, the re-
duced temporal sampling in the satellite observations compared to the in-situ measurements
also has to be taken into account, where at most two measurements each day are available

at a given location.

For Nord station, the correlations of the simulations with the satellite measurements
are even better than for the in-situ measurements. It should be considered again that the

correlations for these high latitudes are biased towards April, for which in-situ measurements
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were not available after April 15. Following the discussion regarding the station in the
previous section 8.1, the better agreement of the finite bromide simulations can be explained
by its close proximity to mostly MY ice. However, the difference of the correlation to the
infinite FY ice simulation is very small, indicating that the additional emissions from MY sea
ice and snow-covered land in the model have very little influence. Another explanation could
consist of the simple fact that an overestimation of the emissions in the medium bromide
model could be compensated for by an underestimation of BrO emissions for the low bromide
simulation. Finally, it would also be possible that the orographic lift is overestimated here
the same way it is on the south side of Greeland, although the north side with its higher
spatial resolution of 20 x 20km? should be less prone for that. In this case, more BrO
would get transported to higher atmospheric layers, leading to less BrO available for ODEs
at the ground near the station. This would also explain why the medium bromide simulation
performs better than the other simulations for ozone comparisons in section 8.1, since an
overestimation of BrO would lead to a higher ozone destruction, compensating the BrO
which is transported away.

For Summit the correlations are extremely low for all three simulations. Enhanced BrO
VCDs are observed by the satellite only at the edges of Greenland (see Figure 8.3), however,
the simulations calculate enhanced BrO VCDs over Greenland on several days. As discussed
in section 8.1, Greenland is excluded as a surface for both bromide emission and recycling
due to the height dependence of Eq. (6.1) and thus, the BrO over Greenland is produced
elsewhere and then advected to Greenland. The model might overestimate air transport to
Greenland, possibly due to smoothening the topography too much. This could be associated
to an overestimation of enhanced BrO VCDs over the regions around Hudson Bay and Baffin
Bay, including the Labrador Sea as seen in the comparison to satellite maps in Figure 8.3.
From there, air potentially enriched in BrO is occasionally transported to Greenland.

Lastly, at Pallas the correlation varies between 0.96 and 0.99 for the different simulations.
However, the surface sensitivity filter of the satellite retrieval discards almost all measure-
ments near the station. Consequently only very few measurements are taken into account
for the calculation of the correlation coefficient, all of which show no BrO enhancement.
Due to the underlying poor statistics, this correlation is discarded.

In summary the trend discussed in the last section is also present for a comparison with
satellite observations. The low bromide simulations tends to perform better over FY ice
while the medium bromide simulation performs slighty better over MY ice.

In Figure 8.4, maps of the correlation coefficients for the different simulations over the
whole Arctic region are shown. In general, correlations are high in regions associated with
a high frequency of ODEs and enhanced BrO levels (see for example Sihler (2012) or Seo
et al. (2019)). In contrast, in regions where BrO is rarely increased and consequently the
observed VCD hardly vary, correlations are low. The finite bromide simulations show a
higher correlation overall and outperform the infinite bromide assumption. This is especially
striking over FY ice, e.g. near Utqiagvik, where the infinite F'Y ice bromide simulation tends

to overestimate the BrO VCDs compared to satellite measurements. The differences between
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the low and medium bromide simulations are less pronounced. However, the general trend as
discussed for the in-situ observations can be found here again. The low bromide simulation
performs marginally better over FY ice while the medium bromide simulation is slightly
better over MY ice. Additionally, there is a small region to the east of Victoria Island where
mostly FY ice is found and where the medium bromide simulations shows a significantly
higher correlation than the low bromide simulation. The situation over land varies. While
the medium bromide simulation has a higher correlation over Canada to the south of Victoria
Island, it tends to overestimate BrO VCDs compared to the satellite over Russia near the
coast of Laptev Sea.

There is one region of systematically lower correlations. For latitudes above 80° N, the
correlation begins to drop with increasing latitude. For high latitude regions there will be
no measurements available early in the year as we are excluding measurements with an
SZA above 85° as discussed in section 7.3.2. Additionally, most measurements with very
high SZAs will be filtered out by the surface sensitivity filter for being potentially obscured.
Therefore, these correlation values are affected by an even stronger bias than discussed
before towards measurements later in the year. However, especially later in the year, all
simulations tend to overestimate ambient BrO concentrations as will be discussed below,
explaining the low correlations for high latitudes, for which measurements early in the year
are not available.

Slightly enhanced BrO observations not observed by the satellite are predicted by the
simulations frequently. Their occurence is slightly reduced for the low bromide simulation
compared to the other simulations, but they still appear frequently. Especially striking are
BrO enhancements near or on land, commonly predicted by the medium bromide model.
Comparison to daily satellite observations (see Figure 8.3) sheds further light on the issue:
the differences between simulations and satellite observations are most pronounced after
long-term ODEs accompanied by high BrO VCDs. While the model will show slightly
enhanced BrO VCDs immediately after, usually the satellite does not observe enhanced
VCDs in the area for some time. This larger recurrence time might result from a depletion
of the surface bromide reservoir and could indicate that the timescale for replenishment of
the surface bromide reservoir is chosen too small.

The finite bromine emissions are modeled using a constant replenishment (see Eq. (6.1))
originating from a bromide reservoir such as sea ice, water or deeper layers of snow. Espe-
cially after long-term bromine emissions, this reservoir might actually be depleted, leading to
a decrease of the constant replenishment rate ¢;. However, there is currently no mechanism
for a depletion of the bromine reservoir implemented in the model.

Another possible explanation might be the bromide oxidation due to ozone (see Reac-
tion (R32)), which is used as trigger mechanism and might release bromine too frequently.
As long as there is both sunlight and ozone, small amounts of bromine are always released,
which may explain the slightly enhanced BrO VCDs over the whole Arctic region. A recent
study by Swanson et al. (2022) using the same snow-pack emission mechanism reported

reduced overestimations and overall better agreements to observations if the Bry yield was
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constant day and night (with an adjusted emission flux).

It is also possible that another trigger mechanism would provide better agreement with
lower overestimation, yet as discussed in section 2.1.1, currently there are no good alterna-
tives known. Recent model studies by Marelle et al. (2021) showed little difference between
purely ground-based emissions and the combination of ground-based emissions with blowing
snow emission as discussed in section 2.1.1. Another possible candidate could be photolytic
bromine emission (see Reaction (R26), (Pratt et al., 2013; Wang and Pratt, 2017)), possibly
due to reactions with OH in the liquid phase. However, this reaction requires only sunlight
and should thus emit even more background bromine.

Alternatively, the general overestimation of the BrO VCDs could also indicate the ex-
istence of a weak bromine sink. One such candidate would be a fast reaction with a low-
concentration species such as mercury, which is currently not considered. Another mecha-
nism which could act as sink for bromine would be wet deposition of halogen species, which
is also not implemented in the model. However, this is unlikely to account for all of the
differences between model and observations, as these are consistently present throughout
the model domain, whereas precipitation affects only approximately 20 % of the area at a
time. Aside from that, boundary layer bromine removal is dominated by dry deposition and
during ODEs, enhanced bromine levels are primarily concentrated in the boundary layer.

It is unlikely that the aforementioned mismatch is due to issues in the observed data.
As discussed in section 7.5, it might be possible that a very low and thick cloud might
effectively shield a near-surface layer of BrO. But as already discussed, the discrepancies
between model and measurements for these slighty enhanced BrO VCDs are consistently
present, ruling such a scenario highly unlikely. As it was discussed in section 7.5, the lower
limit of certainty for the measured BrO VCDs lies around 3 x 10'3 moleccm™2, whereas
most of these slight BrO enhancements are a factor of two or more larger than this limit.

In Figure 8.5 examples of tropospheric BrO enhancements detected by the satellite which
are not predicted by the simulations are shown. While the model does simulate non-zero
BrO VCDs, the magnitude of the enhancements are underestimated. For the event in April
the underestimation can be attributed to the wrongly resolved topography around Eureka
discussed previously. The mismatch in early February can probably be attributed to an
underestimation of the bromide oxidation due to ozone which will be discussed in detail in
section 9.1.

Summarizing, the agreement between satellite observations and simulations is very good
except for few caveats discussed above. This not only gives higher confidence in the model
ressults as well as the satellite retrieval algorithm, it also acts as basis of decision-making
for the simulation to choose for the case studies in the following chapter.

The low bromide simulation seems to be placed best for this. Although it underestimates
BrO enhancements in some cases, the general structures are always visible and mirror the
observations of the satellite very closely. On the other hand, the overestimation of BrO over
the whole region is much more pronounced for the medium bromide simulation, especially

later in the year. This might make it harder to decide if the vast areas of slightly enhanced
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BrO seen ubiquitously in the simulation but not in the satellite observations, such as on
March 27 to the West of Greenland and over Hudson bay as seen in Figure 8.3, result from

problems with the retrieval or overestimation by the simulation.

8.3 Seasonal trend in model results

This section analyzes a time series of model results over the Arctic region. It investigates a
possible seasonal trend in the occurrence of ODEs in relation to the initial bromine release.
In that context a possible seasonality in the meteorological conditions favoring bromine
explosions are discussed.

In Figure 8.6 a seasonal overview of the surface Br, and O3 mixing ratio predicted by
the model is shown. Additionally, Figure 8.7 shows the surface Br, mixing ratio and the
BrO VCD from the model for the same time frame. Here Br, denotes the combination of
all reactive bromine species in the model, that is BrO, Br, Bry,, HOBr, BrONO,, BrNO,
and BrCl while Bry includes in addition the inactived bromine species HBr. The figures
show each parameter on the 5th and 20th of February, March and Aprils respectively. The
time of the simulation was chosen as 22:00 UTC always. Only results of the inner nest of
the model are used (see chapter 6). Depicted here is only the low bromide simulation. The
results for the medium bromide simulation are shown in the appendix chapter D, but the
general remarks made in the following are equally valid for both simulations.

The model clearly shows a strong increase of reactive bromine species at the surface over
the time of Arctic spring, accompanied by a similar strong decrease of ozone. Surface ozone
mixing ratios are generally between 35 and 45 nmol mol ™! over the Arctic region in February
and middle of march. Localized decreases of surface ozone can be discerned on 20 February
and 5 March coinciding spatially with an increase of reactive bromine surface mixing ratios.
There are even smaller stretches of completely depleted surface ozone extending over a few
hundred kilometers. Yet already on 20 March, vast areas over the Arctic sea are completely
void of surface ozone which is accompanied by an increase in surface Bry and Bry mixing
ratios. This increases further with time and 20 April the surface ozone mixing ratio looks
opposite to that early in the season: there are only small “pockets” of undepleted surface
ozone extending at most over a few hundred kilometers while a large fraction of the sea ice
covered ocean and even the coastal regions are void of ozone. This also agrees with the
proposition from Wagner et al. (2007) that the air above sea ice is largely void of ozone later
in the season based on ship-based measurements of bromine.

In large parts, the areas of depleted surface ozone coincide with areas of strongly elevated
(reactive) bromine mixing ratios. However, later in the season there are a few areas where
ozone is completely depleted but Br, mixing ratios are also very low, such as over the Kara
Sea at 20 April. It is possible that in these regions, temperature inversions cause a very
stratified and stable boundary layer which hinder the mixing in of fresh ozone. Since NO,
can also be depleted during an ODE (which is the main driver for chemical reformation of

ozone, see section 2.1), Og recovery could be further decelerated, leading to a total lack of
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ozone at the surface. If this condition persists long enough (i.e. a few hours or longer with
enough aerosols present, otherwise even shorter), this would also lead to the depletion of
bromine levels, in particular when taking into account that the surrounding areas are also
depleted in ozone which prevents horizontal diffusion of fresh ozone to sustain the activated
bromine. Alternatively, a sustained bromine explosion extending above the boundary layer
could also lead to a substantial depletion of ozone in the free troposphere (e.g. Blechschmidt
et al., 2016). After the ODE comes to an end, this could also hinder the entrainment of
fresh ozone to the surface. Later in the season it would also be conceivable that the sea ice
in this region is beginning to melt, which forbids new bromine release from that surface in
the model. If this happens during an ODE it might also lead to fast decrease of the bromine
concentration at the surface.

A comparison with the BrO VCDs calculated from the model shows a similar trend of
increasing prevalence of enhanced BrO columns over the Arctic region over the season. As
expected they also coincide in large parts with regions of increased bromine surface mixing
ratios and to a lesser extent to decreased surface ozone concentrations. What is striking
though is that especially in February, BrO VCDs are very small and regions depicting an
enhanced column are far smaller than the area of enhanced surface bromine concentrations.
This also indicates that bromine increases seen over the region are confined to a small
vertical extent, for example by a shallow boundary layer. It is also possible that bromine
emissions are underestimated early in the season, but the good agreement between model
and observations also early in the season, both from satellite and at measurement stations,
makes this seem less likely. The low detection limit made possible by the tropospheric
BrO retrieval (see chapter 7) in combination with TROPOMIs high SNR also allows an
improved detection of small BrO columns possibly confined to a shallow boundary layer.
Considering all possible uncertainties from stratospheric corrections and sensitivity towards
the boundary layer, the lowest tropospheric BrO VCDs which can be reliably detected are
approximately 2 x 102 moleccm™2 as discussed in section 7.5. Assuming a maximum BrO
mixing ratio of 100 pmol mol~! allows the estimation of the minimum column height which
can be detected from the satellite as approximately 105 m (see Eq. (7.26)). This represents a
significant improvement over previous retrievals (e.g. using the GOME-2 instrument) where
this limit was estimated to be around 200 m (see chapter 3 and (e.g. Choi et al., 2012)).

As mentioned there are a few specific events observed by the satellite but not predicted
by the model which are probably related to an underestimation of snow-pack emissions for
very high SZAs which could explain the lack of BrO for the very high latitudes during
February. These will be discussed in detail in section 9.1.

Even later in the season on 20 March and during April, most areas with strongly elevated
bromine mixing ratios do not exhibit highly elevated BrO VCDs. Only some events produce
strongly enhanced BrO columns, such as on 20 March near Utqiagvik. They seem to be
associated with synoptic scale weather events (e.g. Sihler et al., 2012; Blechschmidt et al.,
2016) and will be discussed in the context of a case study in section 9.2.

In summary, the model shows a seasonal trend of the reactants partaking in ODEs. Early
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in the season, reactive bromine concentrations are low and their spatial distribution is also
small compared to the distribution in March and April. The presence of reactive bromine
seems to be the limiting factor for the occurrence of ODEs. The efficient destruction of
ozone requires sunlight and due to the short day length early in the season an accordingly
higher bromine mixing ratio is necessary to cause a strong or complete ozone depletion
compared to later in the season. As discussed the model shows a slight overestimation
of ambient BrO compared to satellite observations, so these established trends should be
considered cautiously. However, the agreements of model and observations are very good
nevertheless, both to satellite measurements as well and ground based observations (see
sections 8.1 and 8.2). Since the trends seen in ambient ozone levels later in the season also
agree with measurements (e.g. Wagner et al., 2007; Jones et al., 2013), it seems likely that

the observed trend is indeed real.

In the model, the main pathway for the formation of reactive bromine in the absence
of prior elevated reactive bromine mixing ratios is the ozone oxidation and this emission
mechanism is rather slow (see Reaction (R32)) compared to the exponential bromine release
from the bromine explosion (if enough reactive bromine is present). Therefore a limitation of
reactive bromine as predicted by the model early in the season implies that stable meteoro-
logical conditions with a very shallow boundary layer will make the bromine explosion more
likely. This follows from the fact that a stratified, shallow boundary layer facilitates the
accumulation of the snow-pack emissions to a higher bromine mixing ratio, in turn allowing

a faster release of fresh bromine from the bromine explosion as discussed in section 2.2.4.

This also coincides with one of the two sets of meteorological conditions favoring the
bromine explosion, namely low wind speeds and a stable boundary layer (see section 2.2.4).
Since the model does not consider emissions from blowing snow, higher wind speeds can
not lead to additional emissions, hence these calm meteorological conditions are distinct
for initial bromine release in the model. Nevertheless, the good agreement of model and
observations already early in the season leads to the conclusion that blowing snow emissions
only have a very minor influence on initial bromine release if at all (the select few cases
where there is mismatch are discussed section 9.1). Additionally, it would also explain why
most BrO columns predicted by the model as well as observed early in the season by satellite
(see also section 9.3 as an example) only show small BrO enhancements. Even very large
BrO mixing ratios could result in very small BrO columns if confined to a shallow enough
boundary layer and as discussed in section 2.2.4, satellites might only be able to detect
them reliably if they are transported to a region with a higher boundary layer height. This
is discussed in the context of a case study in the next chapter, see section 9.3.

In contrast, later in the season the availability of reactive bromine in the Arctic region is
strongly increased yet surface ozone is fully depleted in large parts, especially over sea ice.
With an increased day length? far more bromine can be released via the bromine explosion.

As discussed in section 2.2.3, aerosols can sustain reactive bromine concentrations for some

2For higher latitudes sunlight is available for the full day in late Arctic spring.
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time (in the presence of ozone) and stable boundary layer conditions are far less important
for the efficient release of reactive bromine. Instead the availability of ozone seems to be the
limiting factor for bromine release®. This would imply that a stratified, shallow boundary
layer could even be an obstacle to the formation of larger BrO columns as it would impede
upon the entrainment of fresh ozone from the troposphere. On the other hand, the formation
of significantly increased bromine mixing ratios in regions of an enlarged boundary layer
becomes more probable with more reactive bromine being present and an increased day
length, which would result in larger BrO VCDs. This is also predicted by the model as seen
especially during April (see Figure 8.7f).

The formation of significantly enhanced BrO VCDs in the model therefore requires an
increased (vertical) mixing of air masses enriched in reactive bromine and air masses not yet
depleted in ozone as proposed first by Sihler (2012). As discussed in detail in section 2.2.4,
higher surface wind speeds are indicative of a less stable boundary layer associated with
increased vertical mixing from the troposphere, which could increase the amount of bromine
released from both the surface as well as from aerosols. Together with an extended bound-
ary layer this would also increase the likelihood for the formation of large BrO column as
well as their detection from satellite. This is because a deeper boundary layer (oftentimes
several 100 m deep) contains a larger ozone column, which can sustain a larger amount of
reactive bromine, which itself can expand into a larger vertical column. As discussed in
chapter 2, the rate of ozone depletion is quadratic in the BrO concentration and it begins
to significantly increase at approximately 30 pmol mol™!. This means that a deeper bound-
ary layer can contain a significantly larger column even below the threshold when ozone
depletion significantly increases. Likewise, synoptic scale weather events like polar cyclones
and cold fronts associated with large BrO plumes observed from space (Sihler et al., 2012;
Blechschmidt et al., 2016, e.g.) could also allow the uplift of air masses enriched in reac-
tive bromine from the ground into the free troposphere, allowing the formation of strongly
enhanced BrO columns. This assumption will be discussed further in section 9.2.

These meteorological conditions coincide with the other set of meteorological conditions
assumed to favor bromine release and ODEs (see section 2.2.4 and Swanson et al. (2020)). In
contrast to the conclusions drawn by Swanson et al. (2020) and others, the results discussed
here indicate that, instead of new bromine emissions from blowing snow (which are not
implemented in the model presented here), the increased mixing of air masses explain the
influence of higher wind speeds on ODEs. This will be discussed more in the next chapter.

First of all it becomes apparent that the number of events detected by the algorithm
increases significantly over the season. It stays almost constant for the first 45 days, from
the beginning of February until mid of March, where the algorithm detects approximately
100 events each 15 days. Then it strongly increases reaching a peak of almost 1000 events in

the time between mid of April and the beginning of May, from where on it starts to decrease

3Tt should be remembered that the bromine explosion reaction requires ozone for the formation of HOBr
which releases new bromine from the halide ladden surface (see Reactions (R11-R9)) or from bromide rich
aerosol particles (see Reactions (R33—-R36)).
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again. This also fits the trends predicted by the model, where the areas of enhanced BrO
columns strongly increase from mid of March to the beginning of May (see section 8.3). As
discussed this can probably be attributed to a combination of generally increased mixing
ratios of activated bromine as well as to more bromine explosions taking place in a less
shallow boundary layer, resulting in increased column densities.

From the seasonal trend in the bromine and ozone mixing ratios it is then possible
to speculate that there should also be a seasonal character of the meteorological conditions
favoring the occurrence of ODEs. Early in the season, the bromine emissions from the snow-
pack seem of critical importance to provide a seed mixing ratio for the bromine explosion,
which is supported by a stable boundary layer associated with low wind speeds. Later in the
season, the release of fresh reactive bromine is limited more by the abundance of ozone and
an increased mixing of air masses associated with a less stable boundary layer and higher
wind speeds increases the likelihood of the formation of enhanced BrO columns.

This would also explain why all ODEs associated with cyclones and other synoptic scale
weather events reported thus far (Begoin et al., 2010; Sihler et al., 2012; Blechschmidt et al.,
2016; Choi et al., 2018, e.g.) have been observed in late March or April.

Moreover these findings agree well with results from Swanson et al. (2022). In their
study they performed a number of different model runs using different sets of bromine
emission mechanism. They reported that even with both snow-pack bromine release and
SSA formation from blowing snow turned off, there are some ODEs predicted by the model
agreeing with their observations (see also section 2.1.1). However, the BrO columns predicted
by the model are strongly underestimated with both mechanisms turned off. Early in the
season no significant bromine enhancements at all are predicted by their model with both
mechanisms turned off. Adding only the SSA formation from blowing snow increases the
BrO columns predicted later in the season marginally but does not lead to any increase in
the bromine formation early in the season. Only by adding the bromine release from the
snow-pack they could reproduce enhanced BrO columns measured earlier in the season.

Thus far there are almost no studies looking at an explicit seasonal trend of the corre-
lation between ODE occurrences and meteorological conditions. Swanson et al. (2022) did
only look at a six year aggregate of data and did not analyze specific monthly bins. Thus
far, only Seo et al. (2019) analyzed a long-term data set of satellite data and calculated cor-
relations to meteorological conditions separately for February, March and April. They did
not find any significant correlations or trends besides a strong correlation to the tropopause
height which did not change over the season. Unfortunately the use of total BrO VCDs
calculated with a geometrical AMF (see eq. (4.22)) renders their results far less significant
which is for example demonstrated by the strong tropopause height correlation.

In the next chapter, the assumed seasonality of meteorological conditions and the influ-

ence on the initial bromine release will be investigated in more detail using case studies.
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Figure 8.5: Observed (bottom row) and simulated (rows 1-3) tropospheric BrO VCDs
in 2019. Examples of tropospheric BrO enhancements measured by the satellite but not
predicted by the simulations. From left to right: February 10, February 13, and April 24.
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Figure 8.6: Seasonal overview of simulated surface Bry concentrations from February to
April (a) - (c) and surface O3 concentrations from February to April (d) - (f). In the top,
the 5th of the corresponding month is shown. In the bottom, the 20th of the corresponding
month is shown. The simulation time is always 22:00 UTC.
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Figure 8.7: Seasonal overview of simulated surface Bry concentrations from February to
April (a) - (¢) and tropospheric BrO VCDs from February to April (d) - (f). In the top,
the 5th of the corresponding month is shown. In the bottom, the 20th of the corresponding

month is shown. The simulation time is always 22:00 UTC.
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8.4 Summary

This chapter presented results of different WRF-CHEM simulations and compared them to
available in-situ data and satellite observations of tropospheric BrO VCDs.

An alternative emissions scheme which is tracking the releasable bromide in surface
snow based on Herrmann et al. (2022) was compared to previous schemes assuming an
infinite bromide content in the snow covering F'Y sea ice. Two different bromide assumptions
corresponding to low and medium amounts of initially releasable bromide were compared
to the output of the infinite bromide assumption. Results were similar in February with
increasing deviations in March and April. Both finite bromide emission schemes improve
agreements to observations greatly, reducing overestimation of observed BrO VCDs as well
as underestimations of ozone levels at the measurement stations. For stations near MY
sea ice, best agreements were found using the medium bromide simulation. In contrast to
the other two emission schemes, MY sea ice can emit larger quantities of bromine in the
medium bromide scheme. This supports the findings of Peterson et al. (2019) that MY
sea ice might also provide an important source of bromine for the bromine explosion. The
finite bromide emission schemes also have improved agreements to satellite observations.
Almost all instances of elevated BrO VCDs measured by TROPOMI were predicted by
the model with a very good agreement in shape. The best quantitative agreement is found
most often for the medium bromide simulation, whereas the low bromide simulation tends to
underestimate BrO for some events. However, the medium bromide simulation overestimates
general BrO levels more strongly later in the season and it performs worse at coastal sites
such as Utqiagvik and Pallas. For this reason the low bromide simulation is used for the
case studies in the next chapter, which are all investigating events near the coast.

The model also shows a seasonal trend in the chemical constituents most relevant for
ODEs with an increase of surface bromine mixing ratios towards April accompanied by a
strong decrease of surface ozone mixing ratios. In February and beginning of March, an
accumulation of a large enough bromine concentration seems to be a necessary prerequisite
for the formation of large Br, mixing ratios and a strong ozone depletion. The formation
of large BrO columns observable from satellite then requires that these activated air masses
also extend vertically over a greater height. This likely requires a very specific set of mete-
orological conditions, which first enables the accumulation of a sufficiently large Br, mixing
ratio followed or accompanied by appropriate vertical mixing. This would also explain why
there are only few enhanced BrO events observed from satellites in early polar spring. In
contrast later in the season an increased mixing with air masses not depleted in ozone seems
to be a necessary condition for the development of large BrO VCDs. This also implies a
seasonal trend in the meteorological conditions increasing the likelihood for an ODE, with
calm conditions and a stable boundary layer favorable early in the season and high wind
speeds and less stable boundary layers later in the season. This is discussed in more detail

in the next chapter.
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pospheric BrO

In section 2.2.4 it was discussed that although a strong influence of meteorology on the
occurrence of ODEs is undeniable, results regarding the exact nature of this influence have
been inconclusive. Two sets of meteorological conditions have been identified to be closely
associated with enhanced BrO in polar spring and the major debate currently revolves
around the relative importance of both and corresponding initial bromine release mecha-
nisms. Low surface wind speeds and a stable boundary layer are conjectured to provide an
“enclosed reaction chamber” (Simpson et al., 2007a) for bromine emissions from the surface
to accumulate. In contrast, high wind speeds associated to pressure gradients and increased
turbulence in the boundary layer are thought to allow the emission of bromine from sea salt

aerosols (SSA) produced via blowing snow.

The retrieval algorithm used to derive tropospheric BrO columns in this thesis is par-
ticularly suited to a comparison with other data sets, for example to study the relation
of bromine activation and meteorological conditions. Since the retrieval does not rely on
external data, it is also free of potential systematic biases from other sources. The sensitiv-
ity classification employed in the AMF calculation renders an underestimation of boundary
layer BrO caused for example by clouds less likely. Thanks to TROPOMIs high SNR and
unprecedented spatial resolution, the detection limit of the algorithm is considerably lower
than previous versions using GOME-2 (cf. section 7.5) and the retrieval enables the de-
tection of very small BrO vertical column densities down to 3 x 10'3moleccm™2. This
also improves the detection of enhanced BrO mixing ratios confined to a relatively shallow
boundary layer (approximately 105m for the retrieval applied in this work) which is usually
hard for satellite instruments (see the discussions in chapter 3 and sections 7.5 and 8.3 as
well as Eq. (7.26)).

In the last chapter, results of a WRF-CHEM model were compared to satellite obser-
vations, demonstrating a high level of agreement. Although the possibility that the model
does not approximate reality well still exists, as for example a wrong vertical profile of
trace gases in the model could result in VCD comparable to that observed by the satellite,
comparison with the model allows additional insights into potential release mechanisms and

transport processes not accessible from the satellite measurements alone. This is leveraged

139



Chapter 9. Environmental influences on tropospheric BrO

in this chapter to investigate three different ODEs associated with increased tropospheric
BrO VCDs observed from satellite. The retrieved BrO columns are compared to different
meteorological parameters suspected to influence the release and lifetime of reactive bromine
on a regional scale.

The first section inspects an event in early February which is one of the few events
not predicted by the model as mentioned already in section 8.2. Comparison of model
and satellite observations together with data on the solar zenith angle allow insights into
potential causes of the mismatch between simulation and measurement. Subsequently an
extended BrO plume closely linked to the occurrence of a polar cyclone which is lasting
over several days is investigated. Following that, an ODE observed very early in the middle
of January is discussed. All case studies illustrate different aspects of the interconnection
of meteorology and bromine activation events as well as a potential seasonal trend in that
relationship as discussed in section 8.3. The results are then summarized at the end of the
chapter.

Throughout this chapter, data from single satellite overpasses are used. This means
that measurements shown are all (respectively) recorded during a single overpass of the
satellite in a relatively short time frame (approximately 5 to 20 minutes). The model data

is interpolated onto the time of the respective overpass as described in section 6.3.

9.1 Case study I - flawed snow-pack release mechanism in the

model

In this section, a tropospheric BrO plume observed by the satellite over the coast of the
Canadian mainland at February 10, near Victoria Island, located around 120° W and 120° N
is investigated. The event in question was already briefly mentioned in section 8.2 as an
example of a BrO enhancement observed by the satellite which is not mirrored by the
simulation. The tropospheric BrO VCDs measured by the satellite are compared to results
from the WRF-CHEM model. Furthermore, the observations are related to meteorological
surface parameters, discussing potential explanations for the mismatch of simulation and
measurements.

The plume can be seen first on satellite observations on 10 February at approximately
19:10 UTC. In Figure 9.1, satellite observations are shown together with results of the WRF-
CHEM model for three days between 9 February and 11 February 2019. There, an extended
plume stretching from the Amundsen Gulf over 1000 km inland into the Canadian mainland
with VCDs up to 1.5 x 10 molec cm™2 is observed.

Unfortunately, the sensitivity of the satellite observations is limited this early in the
season at the location of the plume, mainly due to low light conditions. This results in a
larger fraction of the measurements being classified as possibly obscured by the sensitivity
classification (see section 7.4). As seen in Figure 9.1c, the SZA is 80° or larger at the location

of the BrO plume on 10 February, thus reducing the sensitivity towards the lower layers of the
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Figure 9.1: Satellite observations and WRF-CHEM simulations of an ODE not reproduced
by the model showing (a) TROPOMI tropospheric BrO VCDs, (b) modelled tropospheric
BrO VCDis, (c) solar zenith angle, (d) sea level pressure, (e) air temperature at 2m together
with wind speeds at 10m elevation and (f) boundary layer height. From top to bottom
respectively are observations and simulations covering three different days: 9 February 2019
at 19:30 UTC, 10 February at 19:10 UTC, 11 February at 18:50 UTC.

141



Chapter 9. Environmental influences on tropospheric BrO
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Figure 9.2: WRF-CHEM simulations of an ODE not reproduced by the model showing
(a) surface BrO mixing ratio, (b) combined surface Br, and Br mixing ratio, (c) surface
O3 mixing ratio and (d) solar zenith angle. The blue line indicates the cross section in
Figure 9.3. From top to bottom respectively are simulations covering three different days:

9 February 2019 at 19:30 UTC, 10 February at 19:10 UTC, 11 February at 18:50 UTC.

troposphere and rendering it more likely that satellite measurements are classified as possibly
obscured. Additionally, as discussed in section 7.3.2, measurements with an SZA above 87°
are all discarded , explaining the cutoff in the satellite observations at approximately 71°
latitude.

For this reason, it is not possible to determine if an enhancement in tropospheric BrO
was already present one day earlier on 9 February at 19:30 UTC or likewise if the plume
originated even further north and is just advected. On February 11 at 18:50 UTC, the
plume already dissolved in large parts, yet there is an enhancement visible in the east at the
coast of Hudson Bay at 63° N. However, it is not possible from satellite observations alone
to decide if this is simply an offshoot of the large plume on 10 February or a new BrO event.
Nevertheless, it is expected that the BrO explosion terminates over land since there is very

likely no bromide source available (see section 2.2.1).

An inspection of the meteorology (see Figure 9.1) allows a speculation about the origin
of the BrO enhancement. The area close to the shore (approximately 71° N, 120° W, see
Figure 9.1a) exhibits a very shallow boundary layer together with very low wind speeds. As
discussed in section 2.2.4, these conditions are favorable for BrO enhancements, especially

at the beginning of the season, allowing a faster accumulation of a high BrO mixing ratio
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which could accelerate the BrO explosion. The area is also covered by FY ice as seen in
Figure 6.1, a likely source of bromide (see section 2.2.1). In addition, surface temperatures
in the area are very low, between —15°°C to —20° °C, which is also thought to support the
release of reactive bromine from the surface, both by acidification of the surface as well as by
influencing the equilibrium reactions between Br, and BrCl (see section 2.2.2). Therefore,
this area seems a likely emission source of the BrO observed by the satellite. This is further
supported by backward trajectories presented in Figure 9.4, which locate the likely origin

of the BrO rich air mass over the Amundsen Gulf close to the shore.
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Figure 9.3: Modeled vertical cross section of different trace gases. The area shaded in light
blue is the landmass as assumed by the model. Note that the resolution of the topography
in the simulation is limited as discussed in chapter 8. From left to right: BrO, the sum of
2 Bry and Br and Oj for the Event on 10 February 2019. The cross sections are taken along
the blue line in Figure 9.2d. From top to bottom respectively are simulations covering three
different days: 9 February 2019 at 19:30 UTC, 10 February at 19:10 UTC, 11 February at
18:50 UTC.

It should also be added that the winds, while rather slow over the sea ice area, increase
in speed towards the coast, flowing towards the low pressure gradient. Additionally, the
boundary layer height increases over land. These observations indicate a less strong separa-

tion between boundary layer and free troposphere and vice versa increased turbulent vertical
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Figure 9.4: Backward trajectories of air masses demonstrating the likely origin of the
BrO enriched air mass seen in Figure 9.1a calculated using the HYSPLIT model (Stein
et al., 2015). The different lines represent the different endpoint layer heights of the air
mass, ranging from 600m to 10m layer height. The trajectories are calculated backwards
in hourly time steps beginning at 20 UTC on 11 February 2019.

diffusion. The wind direction also coincides strongly with the extent of the plume on 10
February. This could indicate that the air mass enriched in bromine over the sea undergoes
an orographic lift and propagates aloft, where it is mixed with ozone-rich air as discussed
in the last section. Following Peterson et al. (2017), this vertical uplift could also prolong
the lifetime of the event, allowing the transport over a long distance, by allowing a recycling
on aerosol particles over the land, independent of snowpack-driven halogen activation. This
further supports the conjecture that the BrO originates over the FY ice in the Amundsen
Gulf.

Yet, an inspection of the BrO VCD calculated from the WRF-CHEM model (see Fig-
ure 9.1b) shows almost no BrO enhancement at all in the VCD over all three days from 9
February to 11 February. This also excludes a potential time lag between model and obser-
vation. A very faint plume can be discerned, yet with a smaller extent than the observed
BrO plume and VCDs below 4 x 10" moleccm™2. Figure 9.2 shows an enhanced concen-
tration of up to 40 ppt BrO at the surface over the Amundsen Gulf. Yet, in Figure 9.3,
a vertical cross section of O3, BrO and its precursors Bry and Br is shown, where it can
be seen that the concentrations decrease rapidly only a few meters above the surface. It is
therefore apparent that bromine is emitted from the surface and a BrO explosion reaction

is probably taking place close to the surface, meaning the conditions for an BrO explosion

144



9.1. Case study I - flawed snow-pack release mechanism in the model

reaction seem to be given also in the model. However, the amount of BrO produced in the
model seems to be vastly underestimated. At the same time, ozone concentrations do not
fall below 35 ppb even very close to the ground, so ozone can not be the limiting factor for
the BrO production. Considering the shallow boundary layer and the generally very low
wind speeds over the ice on 10 February, removal of bromine through transportation can
also be ruled out.

Since the bromine explosion reaction cycle requires daylight, the BrO plume most likely
developed between sunrise (approximately 16:50 UTC) and time of observation (19:10 UTC).
Considering the short timeframe of only 2 hours since sunrise to observation, it becomes
evident that there is simply not enough bromine present in the model to develop a large
enough BrO concentration. Given the autocatalytic nature of the BrO explosion reaction
cycle (it increases exponentially with the available BrO concentration, see section 2.1), a
larger quantity of activated BrO species (discussed previously as “seed mixing ratio”, see
section 2.1.1), already has to be present for a large BrO VCD as observed by TROPOMI to
develop. The model guarantees the presence of such a seed mixing ratio from which the BrO
explosion can start under the right environmental conditions with different “trigger” reactions
(see chapter 6), the most important being Reaction (R32), which emits Bry through the
oxidation of bromide from ozone. This reaction depends only on the concentration of ozone
in the atmosphere and bromide in the surface, not on the atmospheric bromine concentration
(it has a somewhat linear relationship with the ozone concentration, cf. Figure 2.3).

There are five conceivable explanations for the lack of bromine in the model:

(i) An additional trigger reaction might be necessary to elevate initial bromine concentra-
tions accordingly for the BrO explosion reaction cycle to take off. According to current
knowledge the only serious candidate for such a trigger could be emissions from blow-
ing snow as discussed in section 2.1.1. However, it seems unlikely that emissions from
blowing snow could be responsible for that particular event, since wind speeds over
the sea ice close to the coast, the most likely area of emission, are below the critical

! necessary for relevant

wind speed of 7ms~! and far below the wind speed of 10ms™
blowing snow emissions (Yang et al., 2008; Marelle et al., 2021). Nevertheless, it can-
not be ruled out that the stronger winds during the previous days transported SSA
from sublimated snow land inwards and blowing snow over the land is the source of

the BrO plume measured by the satellite.

(ii) As discussed previously, the bromide oxidation via ozone Reaction (R32) is the most
important reaction for “triggering” bromine explosion reactions. It is possible that the
assumptions regarding the dependence of this reaction on the solar influx are wrong.
For an SZA above 85°, the emission of Bry is reduced to only 1.3 % compared to SZAs
below 85° with an identical ozone dry deposition rate. An inspection of Figure 9.1c
shows that regions previously identified as most likely emission source of the enhanced
BrO have SZAs above 85°. Since this reaction is limited by the dry deposition rate

of ozone, it is far too slow to produce a large BrO enhancement. However, it could
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(iii)

provide the necessary mixing ratio of Bry to accelerate the bromine explosion. Because
this reaction is responsible for triggering most bromine explosions, especially early in
the season, this seems to be the most probable explanation for the low initial bromine

concentration.

An underestimation of actinic fluxes for high SZAs would lead to an artificially short-
ened day length. This could lead to a comparable effect as discussed for the SZA de-
pendence of the trigger: the shortened day length would limit the time frame in which
a bromine explosion can take place, which in turn would lead to an underestimation of
the BrO column. Yet this seems unlikely, as such a systematic underestimation should
also be visible in the comparison to in-situ data early in spring (see section 8.1), in

particular with the increased temporal sampling compared to the satellite data.

In principle, there is another reaction capable of releasing bromine from the surface
independent on the atmospheric bromine concentration via uptake of NyOs (Reac-
tion (R31)). An underestimation of the NyO5 concentration could therefore also re-
duce the amount of atmospheric bromine in the model. As discussed in section 2.1,
the concentrations of the N,Os precursors NOy and NOs are generally very low in
the Arctic region and might be only increased by anthropogenic pollution. Therefore,
an underestimation of air pollution could lead to an underestimation of the released
amounts of bromine. This seems very unlikely though, since the nearest source of
major pollution, the oil fields in Prudoe Bay, is several 1000 km away and even these

are accounted for in the model.

The necessary initial bromine concentration can of course be brought in from dif-
ferent parts of the arctic region via transport. Either a general underestimation of
the bromine production throughout the whole region or an erroneous modeling of the
meteorological processes underlying the transportation processes could therefore both
be responsible for the lack of bromine in the investigated area. Considering the low
amount of bromine present this early in the season and the fact that the model rather
tends to overestimate the produced bromine compared (see chapter 8), the former
seems unlikely. Since WRF is an established, well-tested meso-scale model shown to
also produce very good results in arctic regions (e.g. Zaveri et al.; 2008), the latter is

also improbable.

As discussed, the most likely explanation for the observed discrepancy between model
and observation seems to be the SZA dependence of Reaction (R32). This SZA dependence

was chosen to account for the findings of Pratt et al. (2013), which measured no Bry emission

from ozone without light as discussed in section 2.1.1.

However, our findings here seem to directly contradict this assumption or at least the

hard cutoff implemented to represent it. Instead, it supports the proposal of Artiglia et al.

(2017) that bromide oxidation from ozone at low light conditions could play a larger role for

the bromine explosion. This is further supported by the results of ship-based measurement
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campaign, which found enhanced BrO dSCDs even for SZAs close to 90° over Antarctic sea
ice (Wagner et al., 2007).

This would also have implications regarding the initial release of bromine early in the
season by implying a larger build-up of dihalogens under low light conditions or even during
the night. This built-up Br, could then be photolysed at sunrise. Especially in a stable,
shallow boundary layer, this would result in large BrO concentrations (assuming enough
ozone is present), leading to a fast bromine explosion and a large BrO enhancement even at
the beginning of the season when daylength is still short.

In the model, this could be remedied by relaxing the SZA dependence of Reaction (R32)
or by an increase of emission rate of bromine under conditions of no light together with a
decrease of the emissions below an SZA of 85°. This might also improve the general overesti-
mation of BrO by the model all over the Arctic region discussed in chapter 6, which becomes
more severe over time. As it was discussed in section 8.2, this could be the result of a missing
sink term, but it could also be that too much bromine is emitted via Reaction (R32) in the
model when daylength increases later in the season. Swanson et al. (2022) demonstrated
that snow-pack bromine emission independent from sunlight can provide very similar results
compared to the SZA dependent trigger if emission fluxes are adjusted accordingly and even
reduce bromine overestimation in late March and April.

Because the Reaction (R32) together with the SZA cutoff from Toyota et al. (2011) is used
by many different model descriptions of bromine emissions in polar chemistry (e.g. Toyota
et al., 2011; Cao et al., 2016; Falk and Sinnhuber, 2018; Fernandez et al., 2019; Herrmann
et al., 2020; Marelle et al., 2021; Herrmann et al., 2021; Swanson et al., 2022), these findings
could potentially constitute a substantial improvement over current model implementations.
It should be investigated if an SZA cutoff up to 93° is yielding better agreements, considering
that the diffuse light present at such high SZAs should still be sufficient for the photolysis
of Bry (peak absorption is approximately at 415nm). Another possibility would be to test
no SZA dependence at all, which could potentially lead to large build-ups of Br, reservoirs
in the dark, which are then quickly photolysed at day. The emission probability has to be

decreased accordingly, considering this leads to an overall increase of bromine emission.

9.2 Case study 1I - sustained BrO enhancement in a cold front

This section investigates a tropospheric BrO plume which developed over the Chuckchi Sea
near Wrangel Island and was observed by TROPOMI for several days. The WRF-CHEM
model also predicts the plume with very good agreement to the satellite observation. Use of
the model allows to establish a link of the distribution of the BrO plume to a polar cyclone.
Results of the chemistry model are then used to demonstrate an association of the enhanced
BrO VCD to increased vertical lifting of bromine rich air along the cold front of the weather
event.

The investigated ODE is very similar to an ODE associated with a polar cyclone previ-

ously investigated by Blechschmidt et al. (2016), both in shape, lifetime and origin. How-
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ever, the case study presented here improves upon the investigations of Blechschmidt et al.
(2016) by utilizing not only meteorological simulation results but also predictions by a halo-
gen chemistry model. It is important to emphasize again that the WRF-CHEM model used
here neither has added aerosol production from blowing snow nor does it allow emission of
bromine from blowing snow or aerosols. Previous studies (Blechschmidt et al., 2016; Zhao
et al., 2016; Choi et al., 2018) attributed the influence of weather events like polar cyclones
and cold fronts to blowing snow.

Tropospheric BrO VCDs measured from the satellite are shown together with BrO VCDs
and surface ozone mixing ratios from the model in Figure 9.5 over several days from 17 March
2019 to 21 March 2019. The WRF meteorological fields covering the same observational pe-
riod are shown in Figure 9.6. In addition, a vertical cross section of BrO, Os, the BrO
precursors Br and Bry, Bry (excluding BrO) as well as aerosol density and several mete-
orological parameters are shown in Figures 9.7 and 9.8. The cross section includes pixels
between 160° E and 130° W.

Sensitivity to the boundary layer is unfortunately limited in the first two days and the
satellite first observes enhanced BrO VCDs on 18 March 2019 at 23:15 UTC while the model
already predicts elevated BrO columns in form of a thin, extended line on 17 March 2019
at 23:30 UTC, with a maximum VCD of approximately 12 x 10'3 moleccm™2 close to the
shoreline. Additionally, there is also an area of slightly enhanced BrO columns between
Alaska and Russia at approximately 165° W and 66° N, which can also be discerned on the
few satellite pixels being classified as sensitive in the area.

The BrO plume observed on 18 March most likely developed between sunrise (approx-
imately at 18:05 UTC) and the time of the observation at 23:15 UTC, since the bromine
explosion reaction cycle requires sunlight (see section 2.1). Its shape looks very circular
from the satellite, although the model predicts a more comma-like shape. However, the
region where the plume expands towards Victory island is masked in the observations by
the boundary layer sensitivity classification, so it is possible that the resemblance between
model and reality could be even better. Comparison to the meteorological fields in Fig-
ure 9.6 shows that the small area of enhanced BrO VCDs seen in the model on 17 March
was located to the northwest of a low pressure system (see Figure 9.6a) at an occluded front
(identified by the temperature pattern in Figure 9.6d and Figure 9.6b).

Wind speeds at 10m above the surface reach approximately 10ms~' at the front as
seen in Figure 9.6d. Note that fronts and higher wind speeds indicate increased mixing
of air masses and vertical lifting, which is in agreement with the increased atmospheric
boundary layer height of approximately 600 m relative to the surrounding area (see Fig-
ure 9.6¢). The low pressure area then moves northwards on 18 March, reaching minimum
sea level pressure values of approximately 980 hPa. It coincides spatially with the large BrO
plume measured from the satellite. The satellite measures vertical column densities of up to
1.5x 10" molec cm ™2 at the center of the plume. In contrast, the model predicts a BrO VCD

2

of about 9 x 10 molec cm ™2 over the whole plume region, therefore slightly underestimating

the BrO column. The plume also strongly coincides with a potential temperature minimum
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at the 850 hPa isobar with temperatures below 260 K as seen in Figure 9.6b. Surface tem-
perature stays below 250 K in the plume area and wind speeds also remain generally high
and follow the geostrophic flow along the low pressure system. The same holds true for the
atmospheric boundary layer height, which generally remains above 600 m.

On 19 March at 22:55 UTC, the BrO plume is fully developed and strongly resembles
a comma-shape as often associated with BrO plumes in cold fronts (e.g. Sihler et al., 2012;
Blechschmidt et al., 2016). The BrO VCDs predicted by the model also increase and agree-
ment between model and simulation is very good. The satellite now also observes an offshoot
from the BrO plume which matches the shape of the cold air mass seen in Figure 9.6b. Wind
speeds remain high towards the south end of the plume where maximum BrO VCDs are
observed too, yet they decrease below 5ms~! above 75° latitude. This corresponds spatially
to a decrease of the sea level pressure gradient, from which of course also a decrease of sur-
face wind speeds can be expected. Accordingly the boundary layer height is also decreasing
northwards of the BrO plume maximum. Surface ozone is largely depleted in the region of
enhanced BrO VCDs.

On 20 March, the plume was transported further north-eastwards which is also predicted
by the simulation. Observations and model predictions again agree very well, both showing
a dilution of the plume with VCDs reaching approximately 104 molec cm™2. Yet the model
shows a BrO VCD maximum in the plume which is slighty more pronounced, with an
increase of about 2 x 10'® molec cm™2 above the satellite measurements. The surface ozone
mixing ratio is largely depleted in the area where the plume resided the day before, however
a large fraction of the plume is now located just south of the area where the surface ozone
is completely destroyed. The low pressure system has weakened and the plume seems to
have followed the wind directions north-eastwards as indicated in Figure 9.6d. Wind speeds
stay above Tms™! to 8ms™! in the area of the BrO plume while potential temperature
at the 850 hPa isobar still shows a minimum below 260 K coinciding with the BrO plume.
The boundary layer height is decreasing compared to the previous day but it is still elevated
compared to its surroundings with an approximate height of 400 m in the regions of enhanced
BrO VCDs.

Finally, on 21 March the plume moved farther north-eastwards. Column densities inside
the plume decreased further, both for the satellite measurements as well as for the model
predictions. Westwards of the plume, in the region of enhanced bromine activity in the
days prior, lies an extended area which is completely void of surface ozone according to the
WRF-CHEM simulation. The surface ozone mixing ratio in the location of the BrO plume
is also severely depleted and lies below 10 nmolmol ™. The BrO plume seems to have been
transported along with the cold air mass seen in the potential temperature at 850 hPa in
Figure 9.6b towards the horizontal pressure gradient. This gradient has decreased further
and subsequently wind speeds and the boundary layer height also decreased. Particularly
the latter has become very shallow with heights below 100 m almost over the complete area
shown in Figure 9.6c¢.

On 22 March (not shown), the plume has dissolved completely and is neither observed by
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Figure 9.5: Satellite observations together with WRF-CHEM simulation results for the
ODE showing (a) TROPOMI tropospheric BrO VCDs, (b) modelled tropospheric BrO VCDs
and (c) surface O mixing ratio. From top to bottom respectively are observations and
simulations covering five consecutive days: 17 March 2019 at 23:30 UTC, 18 March 2019 at
23:15 UTC, 19 March 2019 at 22:55 UTC, 20 March 2019 at 22:35 UTC and 21 March 2019
at 22:15 UTC.
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Figure 9.6: WRF meteorological simulations for the ODE showing (a) sea level pressure,
(b) equivalent potential temperature at 850 hPa, (c¢) atmospheric boundary layer height and
(d) 2m temperature combined with 10 m wind speed. From top to bottom respectively are
simulations covering five consecutive days: 17 March 2019 at 23:30 UTC, 18 March 2019 at
23:15 UTC, 19 March 2019 at 22:55 UTC, 20 March 2019 at 22:35 UTC and 21 March 2019
at 22:15 UTC.
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the satellite nor predicted by the model. An inspection of meteorological fields shows that
horizontal pressure gradients and correspondingly wind speeds decreased even more and the
area showing an enhanced BrO VCD on 21 March is completely void of surface ozone in the
WRF-CHEM simulation.

The very good agreement between the two independent data sources is impressive. The
retrieval algorithm utilized in this thesis also gives a high confidence that the BrO signal
observed by the satellite has indeed a tropospheric origin and the precise AMF calculation
allows a good estimate of the sensitivity towards the boundary layer. Concurrently, the BrO
plume predicted by the model does not only agree well in the lifetime, shape and location
to the plume observed by the satellite, it also has good quantitative agreement with an
exception on 19 March, when the VCDs in the center of the plume are underestimated by
the model.

In addition, a comparison to meteorological parameters of the WRF weather simulation
allows the conclusion that this ODE is closely associated to a polar cyclone. It is therefore
very similar to previous observations of enhanced BrO VCDs in the context of meso- or
synoptic scale weather events (e.g. Sihler, 2012; Blechschmidt et al., 2016). However, in
contrast to previously published case studies, the additional simulation of the tropospheric
halogen chemistry enables additional insights in the underlying chemical mechanisms for the
bromine release. Previous ODEs observed in relation with cold fronts and Arctic cyclones
were proposed to be heavily affected by aerosols from blowing snow, yet the WRF-CHEM
simulation used here does not include aerosol production from blowing snow. An additional
first-time investigation of the vertical structure of such an ODE associated with a polar
cyclone allows an even deeper insight into the formation of enhanced BrO VCD in these
extreme weather events.

Figure 9.7 shows vertical cross sections of the potential temperature, the sea level pressure
and the atmospheric boundary layer height along the white line between 160° E and 130° W
shown in Figure 9.7a from 17 March 2019 up until 21 March 2019. Additionally, Figure 9.8
shows a vertical cross section of the mixing ratios of BrO, Br, (except BrO)! and Oj as
well as the sum of the mixing ratios of the BrO precursors Br and Br, along the same path.
Furthermore, the aerosol surface density is shown in Figure 9.8e. It is given by the sum over

the surface density of all relevant aerosol species for the bromine chemistry,
pAzzzélwrZ-ni,b. (9.1)
b

Here p4 describes the resulting surface density, n;; is the number density per volume of
the aerosol species 7 in the aerosol size bin b and r;, is the respective radius of an aerosol
particle of species ¢ in size bin b. The aerosol surface density gives a good approximation
for the probability of reactive bromine recycling on aerosols. It should be noted again that

no additional aerosols are produced from blowing snow in the model.

!Br, denotes the combination of all reactive bromine components, here with the exception of BrO. See
section 8.3 for a detailed list.

152



9.2. Case study II - sustained BrO enhancement in a cold front

On March 17, the sea level pressure shows a weak gradient in the cross section (see
Figure 9.7¢) as it proceeds in part through the low pressure system seen in Figure 9.6a.
The boundary layer is generally deepened with heights (see Figure 9.7d) ranging from 200 m
to 400m in regions of enhanced BrO mixing ratios (see Figure 9.7d). The enhanced BrO
concentrations are located inside the boundary layer and largely close to the ground. En-
hanced BrO mixing ratios are vertically most extended near the minimum of the pressure
gradient, showing strongly increased concentrations elevated more than 300 m. This peak in
the vertical extent is also corresponding to the thin “line” of enhanced BrO VCD of around

7 molec cm ™2

seen in Figure 9.7a at 72° N and 180° E. Since ozone levels inside the bound-
ary layer are still around 25 ppb in that region, it is likely that even more BrO is emitted
until the next day. This is likely the seed mixing ratio enabling the large BrO plumes ob-
served in the following days. Since the model does not allow additional bromine release
from blowing snow, BrO formation occurring in the frontal mixing has to be fast in order
to explain the large BrO columns formed in the following days as well as the high spatial
correlation between meteorology and chemical plume formation. The high mixing ratio of
reactive bromine present in the boundary layer on 17 March could provide high enough
mixing ratios for a fast bromine release from the surface during conditions of high lifting
and an increased influx of fresh ozone to the surface.

In stark contrast to the vertically depressed BrO concentrations on the day prior, the
enhanced BrO mixing ratio extends vertically for more than 1000m on 18 March. The
vertical expanse of the BrO enriched air mass seems to coincide with a decrease in the
potential temperature gradient seen in Figure 9.7b which is probably indicating a cold front.
This would also explain the sudden, strong vertical elevation of the bromine rich air, which is
seen both in the BrO as well as in the Br, mixing ratio, as fronts indicate vertical lifting. It
also coincides with the moved low pressure (see Figure 9.6a) system through which the cross
section is proceeding. In Figure 9.7c a strong pressure gradient can be seen, reaching as low
as 990 hPa, which is reflected in a gradient in the boundary layer height (see Figure 9.7d).
The atmospheric boundary layer is very deep over the low pressure system except for a small
region in the center of the polar cyclone above Iultinsky District, decreasing below 200 m
consistent with the low wind speeds in the center of the low pressure system (see Figure 9.6d).
Outside of this region it increases sharply to 400m or above along the pressure gradient.
In general, reactive bromine shows an increased mixing ratio even far above the boundary
layer (see Figure 9.8a and Figure 9.8¢ indicating strong vertical mixing, yet the decrease
in the boundary layer height is mirrored by a decrease of the BrO VCD in the model (see
Figure 9.7a). In the vertical cross section this is reflected in a decrease of the vertical extent
of enhanced BrO mixing ratios, while it simultaneously allows a strong increase of the BrO
mixing ratio inside the boundary layer as seen in Figure 9.8a. However, this is decrease of
VCDs is not seen in the satellite observations (see Figure 9.5a) and neither is a similar “hole”
in the model BrO VCD on 19 March. It could be possible that the boundary layer AMF
is underestimating sensitivity, as it assumes that BrO is concentrated in the lowest 500 m

and it is therefore overestimating the actual BrO VCD. This seems unlikely however, as the
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Figure 9.7: Cross section of different meteorological parameter taken along the white line
in Figure 9.7a. From left to right: (a) BrO VCD visualizing the cross section, (b) potential
temperature, (c) sea level pressure and (d) atmospheric boundary layer height. From top to
bottom respectively are simulations covering five consecutive days: 17 March 2019 at 23:30
UTC, 18 March 2019 at 23:15 UTC, 19 March 2019 at 22:55 UTC, 20 March 2019 at 22:35

UTC and 21 March 2019 at 22:15 UTC.
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Figure 9.8: Vertical cross section of different trace gases and aerosol density. The area
shaded in light blue is the landmass as assumed by the model. Note that the resolution of
the topography in the simulation is limited as discussed in chapter 8. From left to right: (a)
BrO mixing ratio, (b) O3 mixing ratio, (c¢) Bry (excluding BrO) mixing ratio, (d) the sum
of mixing ratios of Bry and Br and (e) the aerosol surface density. The cross sections are
taken along the white line in Figure 9.7a. From top to bottom respectively are simulations
covering five consecutive days: 17 March 2019 at 23:30 UTC, 18 March 2019 at 23:15 UTC,
19 March 2019 at 22:55 UTC, 20 March 2019 at 22:35 UTC and 21 March 2019 at 22:15
UTC.
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influence of the actual BrO scale height on the AMF is limited as discussed in section 7.5.
It is therefore possible that the influence of the boundary layer height on the BrO VCD
is overestimated in the model. Another explanation could be a slight overestimation of
bromine formation at the surface, leading to an overestimated destruction of ozone in the
area. The “gap” in the plume is surrounded by a large area of depleted ozone, especially
towards the north. This also limits horizontal diffusion of ozone rich air, in turn limiting the
supply of ozone. If surface bromine emissions in the days prior were slightly overestimated in
a shallower boundary layer, this reduced ozone levels do impede upon the release of bromine
from the surface in the deeper boundary layer, where more ozone would be available to
sustain a larger column (see section 8.3). The high Br, mixing ratio above the ground
indicates strong bromine release from the surface. The maximum of the Br, concentration
is found near the sea level pressure minimum, inside the depressed boundary layer. While
there are areas of less depleted ozone to the south of the plume, these are all outside the
polar cyclone, which is likely causing low horizontal and vertical diffusion coefficients.

Interestingly, the aerosol surface density shows a sudden decrease beginning at the west
of the low pressure system. The low aerosol surface density in the area of enhanced reactive
bromine could explain the quantitative mismatch between model and satellite observation,
since a low aerosol surface density would result in decreased emissions of reactive bromine
from halide ladden surface. This holds especially true for air masses above the boundary
layer with no contact to the surface. There, reactive bromine concentrations can only be
sustained (and induce the release of new bromine ) from heterogeneous reactions on aerosols
as described in section 2.2.3. Since the high wind speeds in the low pressure system likely
lead to blowing snow conditions, it would be possible that additional SSA production from
blowing snow in the model could increase BrO production on aerosols and therefore decrease
the underestimation of BrO VCDs on 18 March.

On 19 March, the plume has stabilized and Figure 9.8a shows enhanced BrO concentra-
tions above 1000 m over a wide area along the cross section. The Br, mixing ratio shows a
very similar pattern with a distinct maximum again at the minimum of the pressure gra-
dient along the cross section. A very shallow boundary layer is also seen in that area with
a boundary layer height below 100m. The boundary layer height again shows a gradient
following the pressure gradient. However, with a decreasing horizontal pressure gradient,
wind speeds are also decreasing as discussed above, which explains why the boundary layer
remains more shallow and stays below 300 m almost along the complete cross section. An-
other localized maximum of reactive bromine concentration is found near 140° W, yet here
it coincides with a deepened boundary layer, extending up to 300 m.

The higher vertical extent of reactive bromine coincides with a decreased vertical gradient
in the potential temperature, with potential temperatures below 250 K extending above
1km. There are different explanations for this correlation. As discussed in section 2.2.2,
release of bromine seems to be favored by cold temperatures and Sander et al. (2006) found
that recycling of BrO on aerosols is also most efficient at low temperatures. However, the

aerosol surface density is still low over large parts of the area of enhanced reactive bromine
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mixing ratios, so it is questionable if this potential influence on reaction dynamics by the
temperature causes this correlation. Since satellite observations and model predictions agree
very well on this date, it is also possible that the increased vertical lifting indicated by the
decrease in potential temperature agreement is enough to explain the correlation between
reactive bromine mixing ratios and potential temperature.

This is also the first day where a full depletion of ozone concentrations is predicted by
the model in a small area to the east end of the low pressure system. Interestingly, this
coincides with a strong increase in the mixing ratios of all reactive bromine species shown
in Figure 9.8. This is in contrast to later days where BrO concentrations are depressed in
regions of depleted ozone as discussed below. More generally it can be observed that the
reactive bromine lofted above the boundary layer also leads to a strong decrease of ozone
concentrations even above 1km height.

On 20 March and 21 March, the sea level pressure gradient vanishes almost completely
over the period of two days. As seen in Figure 9.6d, this also leads to a decrease of wind
speeds and a more shallow, stable boundary layer. While the weak pressure gradient present
on 20 March still coincides with a gradient in the boundary layer height (up to 400 m), the
latter stabilizes on 21 March and decreases below 100 m along most of the cross section. A
similar trend can also be seen in all bromine mixing ratios (see Figure 9.8) and the potential
temperature cross sections.

Interestingly, the potential temperature gradient becomes even weaker on 20 March
compared to previous days although the cyclonic activity is decreasing. This seems to
correspond to a further increase in vertical lifting, since BrO and Br, show enhanced mixing
ratios as high as 2 km, extending even far above the deeper parts of the boundary layer here.
This is mirrored by a decrease of the ozone concentrations. The aerosol surface density also
shows an increase. It could be reasoned that this is a necessity to sustain such high BrO
concentrations so far above the surface. In Figure 9.8a an interesting structure in form of a
large “bubble” of very low BrO mixing ratio can be seen, which is extending up to heights
of 1km. This structure is mirrored closely by a “bubble” of completely depleted ozone
concentrations. An inspection of the Br mixing ratio in Figure 9.8d shows that there is a
large reservoir of reactive bromine components, therefore this structure of low BrO mixing
ratio is likely caused by a lack of ozone. It is possible that this strong depletion of ozone
was caused by the large structure of strongly increased Br, seen on the day before in the
vertical cross section (see Figure 9.8¢) and which is advected there. A comparison with
the wind fields (see Figure 9.6d) seems to support this. On the day after, 21 March, the
potential temperature stabilize compared to the surroundings and with it a large fraction of
the reactive bromine has vanished in the model. Ozone is fully depleted over the surface for
a large part of the cross section. From 160° W up to 140° W this depletion extends up to
600m. As on the day before, BrO concentrations are extremely low in that area while Br
and Br, mixing ratios remain high, indicating again that ozone is the limiting factor in the
formation of new BrO. Mixing ratios of Br, also strongly decreased in comparison to prior

days.
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On 22 March, there are no longer enhanced BrO VCDs measured by the satellite and
only very small enhancements in BrO predicted by the model as discussed above. Proceeding
from the vertical cross sections of the trace gases on 21 March (see Figure 9.8), this seems
intuitively clear: ozone above the surface where reactive bromine concentrations are still
comparatively high (see Figure 9.8d) is completely destroyed. This then strongly inhibits
the release of new bromine from a potentially bromide laden surface, leading to a net removal
of activated bromine from the atmosphere (usually over the course of hours, see section 2.1).
This seems particularly plausible if one takes the very shallow boundary layer into account
that formed on 21 March (see Figure 9.7d).

The strong decrease of reactive bromine seems to be coincidental with the increase in
the vertical potential temperature gradient and the vanishing of the pressure gradient. A
vertically very extended BrO plume on 20 March was in large parts reduced below 800 m on
21 March, although the aerosol surface density heavily increased compared to 19 March (see
Figure 9.8¢). It is likely that the calm meteorological condition that followed the normalizing
of the sea level pressure severely decreased the vertical (and horizontal) mixing of air masses.
In particular the missing influx of fresh ozone to the surface inhibits the formation of new
BrO and therefore the release of new bromine from the surface. On the other hand, BrO
VCDs are strongly reduced if reactive bromine is not mixed into the free troposphere which
is potentially resulting in larger columns and can extend the lifetime of activated bromine
in the atmosphere.

This leads to the conclusion that the increased vertical lifting and the generally decreased
atmospheric stability associated with the low pressure system exerted a favorable influence
on the formation and the lifetime of atmospheric reactive bromine. For example, it is con-
ceivable that the occluded front formed by the low pressure system is lifting and mixing air
masses enriched in reactive bromine into the free troposphere while simultaneously bringing
fresh ozone to the surface as proposed by Sihler (2012). Likewise, a horizontal transport
and mixing of activated bromine into regions of yet undepleted ozone is also consistent with
the predictions by the model. A similar horizontal transport of fresh ozone would also allow
the formation of higher BrO VCDs and increase the lifetime of BrO plumes.

There are a few more interesting observations to be made. First of all, the combined
mixing ratio of the BrO precursors Br and Bry shows two interesting distinct patterns. In
some cases, the maximum mixing ratio of Br is found at the minimum of the BrO mixing
ratios such as on 20 March or 21 March. It was discussed that this is likely due to low ozone
levels limiting the formation of new BrO. On the other hand, there are days such as 17 March
or 19 March when the maximum mixing ratio of BrO and its precursors Br and Bry coincide
while simultaneously no Br is found in regions of medium to low BrO concentrations. As
discussed in section 2.1, the rate limiting step for the BrO explosion is usually the BrO self-
reaction((R2)). With lower BrO mixing ratios, the rate of this reaction, which is quadratic in
the BrO concentration, is likely lower than the rate producing new BrO from the reaction of
Br with Oz. However, if the BrO mixing ratio is very high, the production of Br is increased

and potentially faster than the reaction linear in the Br concentration, which seems as the
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most likely explanation for this observation.

The ODE observed here also shows no strong dependence on the surface temperature.
Enhanced BrO VCDs are only found above surfaces below 270 K, but other than that there
seems to be no clear trend towards colder temperatures (see section 2.2.2). However, this
is in agreement with Swanson et al. (2020), as they reported no dependence on surface
temperatures (other than that ice should not melt, so below 273 K) for events associated
with low pressure systems and high wind speeds.

It is interesting to see that the BrO plume consistently coincides with the cold air mass
at the 850hPa isobar and seems to move with it. An influence of the temperature on
bromine emissions from or recycling on aerosols in the model seems unlikely, as the aerosol
surface density is low at the location of the BrO plume as discussed before. The most likely
explanation for this is that the potential temperature gradient at 850 hPa indicates a region
of high vertical lifting or an occluded front. This can then extend atmospheric bromine
lifetime through mixing with air masses undepleted in ozone on the one hand and increase
the supply of fresh ozone to the surface on the other hand, thereby allowing more bromine
to be released from the snow-pack via the bromine explosion reaction as discussed before.

In conclusion, the high degree of agreement between model and satellite observation
allows the following inferences. First of all, the increase of vertical lifting of reactive bromine
from the surface as well as the stronger vertical mixing caused by such meso-scale weather
events exerts a high influence on the the formation of the high BrO VCD observed from
satellites in relation with such events as proposed first by Sihler (2012). Conversely, the
influence of additional SSA from blowing snow on these events does seem to be limited,
especially if the findings of Marelle et al. (2021) are taken into account, which showed that
bromine release from blowing snow can only have a very minor influence (discussed in more
detail in section 2.1.1). Therefore it also seems likely that the strong correlations between
aerosols from blowing snow and BrO VCDs in such weather events (reported for example
by Choi et al. (2018)) are more indicative of the increased vertical mixing related to the low
pressure systems which are also associated with the increased surface wind speeds causing
the blowing snow conditions.

It should be emphasized again that the ODE investigated in this case study exhibits
“low pressure, high wind, thicker mixed layers and a decreased stability of the boundary
layer” (Swanson et al.; 2020) and therefore provides a textbook example of the “unstable”
set of meteorological conditions favoring the occurrence of ODEs identified by Swanson
et al. (2020) (see also section 2.2.4). As discussed previously in sections 2.1.1 and 2.2.4,
up until recently the consensus was that blowing snow induced bromine release is the cause
of the correlation between ODEs and these conditions (e.g. Yang et al., 2008; Choi et al.,
2018; Swanson et al., 2020). However, the fact that blowing snow induced initial bromine
release is not implemented in the model, yet it is capable to reproduce the observations with
high accuracy, casts doubt on the importance of blowing snow induced bromine emissions in
association with low pressure systems. If the most distinct examples of blowing snow induced

ozone depletion events might actually be traced back to an increased mixing of bromine and
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ozone rich air masses, then it also seems more likely that other cases of enhanced BrO VCDs
associated with high wind speeds and a less stable boundary layer (Swanson et al., 2020)
are due to an increase of (turbulent) diffusion and mixing. This matches recent studies
by Marelle et al. (2021) and Swanson et al. (2022) which reported that the importance of
blowing snow emissions is likely overestimated. The findings of this case study then also
provide a more probable alternative explanation for the association of this specific set of
meteorological conditions with ODEs as identified by Swanson et al. (2020).

This case study also demonstrated that a high enough mixing ratio of reactive bromine
close to the ground can be enough to cause the very high BrO VCDs observed from the
satellite under favorable meteorological conditions. It therefore lends further credibility to
the conjectures formulated in section 8.3. A general increase of mixing ratios of reactive
bromine at the surface would therefore also increase the probability for such ODEs related
to high wind speeds and a decreased boundary layer stability to occur. Similarly, it was
seen that ozone can be the limiting factor for the continued release of bromine as discussed
in section 8.3. This would imply the existence of a seasonal trend for ODEs associated with
this set of conditions in low pressure systems, since early in the season mixing ratios of
reactive bromine are generally lower and day length is shorter (cf. section 8.3).

Finally, it should be made clear again that the results here do not rule out that blowing
snow sourced SSA could improve the model performance. While agreement between sim-
ulated and observed BrO VCD is generally quite high, the model underestimates the BrO
VCD by a approximately a factor of 2 on 18 March. Coincidentally, the aerosol surface den-
sity is very low on that day as discussed above. Additional bromine released from bromine
explosion reactions on SSA sourced by blowing snow could therefore lead to an improved
agreement on that day. This also agrees with recent model results from a study by Swanson
et al. (2022) using a very similar model setup, from which they concluded that additional
aerosol production from blowing snow improves model performance for some events (see
also section 2.1.1). However, the results of this case study demonstrate that these are not a

necessary condition for the occurrence of ODEs in the context of meso scale weather events.

9.3 Case study III - early ozone depletion event enabled by

calm meteorological conditions

In this section an area of enhanced BrO near Hudson Bay on 14 January 2019 is investigated.
The event occurred very early in the year and it likely provides an example of an event
developed in “closed reaction chamber” with very low wind speeds and a shallow boundary
layer. It will be discussed that this probably allowed a sufficiently strong enhancement
of BrO to develop during the short day length of the winter which could be measured by
satellite.

The TROPOMI observations of tropospheric BrO and results from the WRF-CHEM
model are presented in Figure 9.9. Unfortunately the WRF-CHEM model only provides
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Figure 9.9: Satellite observations and WRF meteorological simulations for the ODE show-
ing from left to right: TROPOMI tropospheric BrO VCD, atmospheric boundary layer
height and 2m air temperature combined with 10 m wind speed. The satellite observation
was made on 14 January 2019 at approximately 9:30 UTC.

meteorological parameters and no predictions regarding the halogen chemistry. The reason
for this is that the model requires a spin-up time before it can produce reliable predictions.
This spin-up time is short for the weather forecast module of the model (due to its nudging
to ERA5 data among other reasons, cf. section 6.2), but it requires a longer period of time
for the halogen chemistry module, which is why significant results are only available from
the beginning of February onwards. Due to the high SZA even at these comparatively lower
latitudes this early in the year, the sensitivity of the satellite is also restricted, which is
why large parts of the satellite measurement seen in Figure 9.9 are masked as possibly not
sensitive to the boundary layer from the sensitivity classification. This filter also prevents
an observation of the area of enhanced BrO in the days before or after 14 January 2019, as
most pixels there are classified as not sensitive.

The TROPOMI measurements show an area of slightly enhanced BrO VCDs around

2 over the Ungava Peninsula to the east of Hudson Bay. The

5 molec cm™2 to 8 moleccm™
boundary layer in that region is generally shallow with layer heights below 150 m in the area,
but it shows an increase near the eastern coast towards Ungava Bay. This also coincides

with low surface temperatures (below —20°C) and slow wind speeds ranging from 1 ms™!

to 4ms~L

As mentioned several times by now, the main mechanism responsible for the release
of large amounts of reactive bromine and the formation of large BrO mixing ratios is the
bromine explosion reaction cycle. However, it requires both sunlight and an initial enhanced
mixing ratio of reactive bromine to produce significant BrO concentrations (see Sections 2.1
and 2.1.1). As discussed for the case of the ODE observed at the beginning of February in
section 9.1, the short day lengths during Arctic winter and in early Arctic spring put stronger
requirements on the initial seed mixing ratio of atmospheric bromine. There are only a few
hours each day during which the bromine explosion reaction can proceed efficiently, so in
order to produce large enough quantities of BrO observable from satellite, the initial mixing
ratios at the start of the day is probably higher compared to later in the year.

The BrO plume observed here most likely developed between sunrise at 4:30 UTC and
time of observation at 9:30 UTC. Although the enhanced BrO VCD is observed over land,
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Figure 9.10: Backward trajectories of air masses demonstrating the likely origin of the BrO
enriched air mass seen in Figure 9.1a calculated using the HYSPLIT model (Stein et al.,
2015). The different lines represent the different endpoint layer heights of the air mass,
ranging from 600 m to 10m final layer height. The trajectories are calculated backwards in
hourly time steps beginning at 10 UTC on 14 January 2019.
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it is likely that the initial bromine release was taking place near the coast over (FY) sea ice
(see also section 2.2.1). Under the assumption that the BrO enriched air mass was merely
transported to the area, a backwards trajectory was performed. It was assumed that the
BrO plume most likely stayed inside the boundary layer, as the low surface temperature
and slower wind speeds suggest a stable boundary layer with decreased mixing. Therefore
layer heights of the BrO plume between 500 m and 50 m were assumed for the trajectory
calculations and the result is shown in Figure 9.10. The trajectory calculation shows that
the source of the BrO most likely lies westwards over Hudson Bay very close to the shore.
Interestingly, while this area is masked by the surface sensitivity classifier for most parts, a
few pixels farther westwards indeed indicate enhanced BrO columns there too.

This area close to the shore shows a similarly depressed boundary layer height below
150 m together with slow wind fields and a low surface temperature. It seems likely that
this served as “closed” reaction chamber allowing the accumulation of relatively high mixing
ratios of reactive bromine, probably even during the night via release from the snow-pack via
oxidation as discussed in section 9.1. This bromine enriched air mass then got transported
to a (comparatively) deepened boundary layer over the land, allowing the formation of a
larger BrO column which was detected by the satellite.

It should be emphasized that this ODE is observed very early in the year amidst Arctic
winter. The SZA at the location of the BrO plume is around 85°. It is likely that this event
would have gone undetected if not for the superior SNR and spatial resolution of TROPOMI,
since previous implementation of the retrieval algorithm were limit to measurements below
80° SZA in order to ensure a sufficient statistics for the column separation algorithm (see
chapter 7). It could also be possible that a high concentration of NO, caused the release of
bromine (see section 2.1.1), since for example N,Oj is very stable in these cold temperatures
early in the year. However, since there is almost no human activity in the region and no
oil fields are found nearby, this possibility seems unlikely. Unfortunately, no model data
is available and there are also no air quality measuring stations near the site of enhanced
bromine in order to rule out this possibility completely.

This event also seems to support the conjecture that calm meteorological conditions are
favorable for ODEs early in the season. It might also indicate the significance of initial release
mechanisms, for example bromine release from the snow-pack via ozone oxidation, possibly
even during the dark (see Reaction (R25)). Furthermore, it could be very interesting to save
the model run not in hourly intervals but instead in smaller intervals to determine how long
it takes for the bromine explosion reaction mechanism to become dominant in comparison
to other release mechanisms.

It would also be interesting to further determine sea ice thickness, since thin sea ice can
indicate conditions of high salinity at the surface. This would allow a further assessment
of potential sources for bromine release for ODEs such as this one or the one studied in
section 9.1. There are several existing algorithms capable of retrieving sea ice thickness
from satellite-based measurements, for example utilizing the Microwave Imaging Radiometer
with Aperture Synthesis(MIRAS) on board the Soil Moisture and Ocean Salinity (SMOS)
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satellite (e.g. Mu et al., 2018).

9.4 Summary

In this chapter, three different ODEs were investigated with the aid of meteorological and
chemical simulations by the WRF-CHEM model (see section 6.2).

In section 9.1 a large BrO plume in early February was studied that was not predicted
by the model. The event originated in an area linked to calm meteorological conditions
and a shallow boundary layer. This was followed by a horizontal transport of enhanced
BrO concentrations into a deeper and more mixed boundary layer, over which a large BrO
VCD was measured by the satellite but not predicted by the model. It was shown that the
mismatch between model and observation stems most likely from a wrong assumption in
the ozone oxidation of surface bromide (see Reaction (R32)), which is the main mechanisms
causing an ODE in the model in the absence of prior concentrations of reactive bromine.

The second case study was presented in section 9.2 and investigated an event in con-
junction with a polar cyclone. The WRF-CHEM model matched the BrO VCDs measured
via satellite with surprising accuracy. It was shown that increased (vertical) mixing and
frontal lifting is in large parts responsible for the formation of enhanced BrO VCDs in these
unstable meteorological conditions. Furthermore, this also demonstrated that blowing snow
sourced SSA and blowing snow induced bromine emissions can only play a minor role for
the plume formation in such meso scale weather systems. However, the possibility remains
that additional aerosol formation from blowing snow could improve the agreement between
model and observations even further.

The third event investigated in this chapter occurred in the middle of January (see
section 9.3). It was shown that this event most likely also developed in a shallow boundary
layer under conditions of low wind speeds before being transported towards the coast into
a higher boundary layer.

The results of all case studies also reinforce the proposed seasonal trend in the initial
bromine release mechanism and the influence of meteorological conditions on ODEs (see
section 8.3). The events early in the year, in the middle of January (section 9.3) and
early February (section 9.1), were shown to be enabled by initially very calm meteorological
conditions. This allowed an accumulation of a large enough concentration of reactive bromine
to be detected later after being transported to a slightly deepened boundary layer. In
contrast, the event later in the year towards the end of March (section 9.2) was correlated to
decreased atmospheric stability and high wind speeds causing increased mixing of air masses

rich in reactive bromine with air masses not depleted in ozone.
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bution of BrO explosions

The spatial expansion of ODEs is subject to large fluctuations. Ground-based measure-
ments detected depleted ozone concentrations both extending over a range of approximately
1200 km and isolated to one measurement station, i.e. located to an area extended over less
than 150 km in length (Jones et al., 2013). Yet, precise knowledge of the typical area covered
by an ODE could deepen the understanding of the underlying processes and allow an esti-
mate of their wider influence on the cryosphere. For example, it could indicate if ODEs are
in general short-lived events restricted to a local emission source and localized meteorological
conditions such as temperature inversion leading to a stratified boundary layer, where the
necessary conditions for the bromine explosion are fulfilled or rather larger, sustained events
merely observed episodically when meteorological conditions transport them to observation
sites (Jones et al., 2013).

The latter could even point towards emission from a few specific regions predisposed
to the release of bromine by some combination of meteorological, chemical and surface
conditions (Hollwedel et al., 2004; Sihler, 2012; Seo et al., 2020).

Some studies give an estimate of the spatial extent of ODEs (e.g. Ridley et al., 2003,
2007; Bottenheim et al., 2009; Jones et al., 2013), however a systematic investigation of their
expansion is very difficult. Ground-based studies are limited by the relatively low density of
research and measurement stations in the Arctic even in the coastal regions let alone over
the Arctic ocean. Aircraft or ship measurements only allow the coverage of a smaller spatial

extent while being limited by the duration of the respective campaign.

In contrast, satellite observations provide (better than-)daily coverage of the Arctic re-
gion. Although the temporal sampling is limited compared to ground-based observations,
an investigation of the spatial extent of enhanced tropospheric BrO is possible. Yet to date,
the size or shape of BrO explosions was investigated in passing only in the context of case
studies on a very small number of events (or a single event) (e.g Begoin et al., 2010; Sihler,
2012; Blechschmidt et al., 2016; Choi et al., 2018).

This chapter presents a first-time detailed investigation of the spatial expansion of en-
hanced tropospheric BrO. The retrieval algorithm used in this thesis (see chapter 7) is

especially suited for such an analysis, since it allows to utilize the high spatial resolution
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of TROPOMI without any biases introduced by for example coarser stratospheric models
as used in other algorithms for the separation of stratospheric and tropospheric column.
This in turn allows also for the investigation of events as small as the approximate 20 km?
resolution of TROPOMI.

For this, the stratospheric and tropospheric BrO columns are first used to decide on
a per-pixel basis if a significant tropospheric enhancement is present. Then, using meth-
ods from image processing, graph theory and topology, the area of each connected area of
enhanced BrO is determined following section 10.1. In section 10.2, the resulting distribu-
tion of the area size as well as the shape of observed regions is discussed. Using an ellipse
parametrization, a typical spatial length and width of an event is determined and compared
to ground-based observations. This also allows further investigations of the initial bromine
release and the corresponding seasonal trend in mechanisms and meteorological conditions

leading to enhanced tropospheric columns.

10.1 Measurement of area size of ODEs using image process-

ing techniques

This section describes the method for the derivation of the size of enhanced tropospheric
BrO plumes.

First this requires a criterion to decide if an observed structure is indeed significantly
enhanced tropospheric BrO. Here, a pixel is defined to contain an elevated tropospheric BrO
column if the difference of total BrO column and stratospheric BrO column Siotal — Sstrat 1S
larger than both, 2 o with ¢ as standard deviation of the stratospheric mode as described in
section 7.3, and the detection limit for tropospheric BrO as derived in section 7.5 expressed
as SCD, i.e.

Stotal > Sstrat + max{2 ¢, 3moleccm 2 - Agp}. (10.1)

Using this criterion, the regions of enhanced tropospheric BrO and the encompassing area
is determined orbitwise in the following fashion for the period between 1 February 2019 and
15 May 2019:

(i) As a preprocessing step, a median filter (Huang et al., 1979) is applied on all relevant
data fields in order to reduce image noise. This filter is especially good in preserving
edges of existing structures (Arias-Castro and Donoho, 2009), making it a good choice
for determining spatially connected regions in images as relevant for this analysis. The
filter uses a 5 x 5 footprint, meaning it takes all pixels in a 5 x 5 region around the
pixel of interest and replaces this pixel with the median of the pixels in the footprint.
An example of the result of median filtering on daily averaged tropospheric BrO VCDs

can be seen in Figure 10.1.

(ii) The significance criterion Eq. (10.1) is applied to the data, resulting in a binary image

of pixels containing significantly elevated tropospheric BrO. In Figure 10.2, the results

166



10.1. Measurement of area size of ODEs using image processing techniques

of the thresholding is shown for a single orbit. It can be seen that median filtering
already reduced a lot of noise from the data. However, there a still a few structures
which are “disconnected” from the large BrO enhancements, resulting of the application
of the significance criterion to noisy data. Since it is very unlikely that these enhanced
BrO plumes are uncorrelated to the large plume, these need to be dealt with in order

to reduce false detection of small scale events later.

(iii) To improve the image for further analysis, methods from morphological image analysis
are applied on the binary image. First, a morphological closing is performed to fill
small “holes” in structures and close “gaps” between closely neighboured structures,
followed by a morphological opening! to further reduce unstructured noise (e.g. Serra,
1982; Vincent, 1993; Jahne, 1993; Salembier et al., 1998; Soille et al., 1999).

(iv) The amounts of pixels enclosed in each separate region of enhanced tropospheric BrO
is determined using a connected component labeling algorithm (Fiorio and Gustedt,
1996; Wu et al., 2005; Jiahne, 2012). The encompassing area of an event is then
calculated using the typical TROPOMI pixel size? (see section 5.1.2) Apixe = 24.5 km?.
The resulting detected events are depicted in Figure 10.4 for all orbits of a given day.

There are of course uncertainties regarding the determined size of any particular event
resulting from the described method. The number of enhanced pixels and therefore the
total area covered by a BrO plume might be underestimated due to the surface sensitivity
classification. The application of a morphological closing should limit these by filling “holes”
in the binary image, but it will not be able to close gaps larger than 5 (or 3 pixel, depending
on the criterion, see below), since otherwise the closing operation in itself would introduce
errors by artifically enlarging BrO plumes (see also the discussion in section 10.2). Addi-
tionally, ODEs which extend over a larger region might not be fully contained in the swath
of one satellite overpass and their real size therefore is also underestimated. Furthermore,
the assumption of a constant pixel size also biases towards a smaller area, since especially
the pixels towards the edge of the swath cover a wider area than the pixels in the middle
of the swath (cf. section 5.1.2). Finally, it is also possible that areas of depleted surface
ozone are larger than the ones exhibiting enhanced tropospheric BrO VCDs, for example if
the boundary layer is very shallow (see sections 2.2.4 and 8.3), which would also result in
an underestimation of the spatial extent of the ODE.

On the other hand, the actual number of events, especially larger events might be slightly

overestimated, since events can last for several days. Consequently, they will get registered

LA morphological closing is defined as the erosion of the dilation of an image by a structuring element,
i.e. it first expands borders of structures according to the footprint of the structuring element, followed
by a reduction using the same footprint. This reduction “preserves structures”, for example gaps closed by
the previous dilation are kept closed. A morphological opening inverts this and first performs an erosion
followed by a dilation. This operation removes very small structures, like single pixel or very thin lines in
the image, which have not been connected to a slightly larger structure by the closing performed previously.
A detailed treatment is found in Soille et al. (1999).

2Since the analysis uses data from 2019, the slightly larger pixel size of 24.5 km? is used.
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Figure 10.1: Daily averaged tropospheric BrO VCD on March 19 2019 (left) and the same
dataset after application of a median filter with 5 x 5 footprint (right). The filtered image
is visible smoother, noise is reduced. Notice that some gaps masked previously as possibly
obscured from the surface sensitivity classification have been slightly reduced.

by the proposed algorithm as separate event on a measurement the next day. Therefore,
events with a larger lifetime might also introduce bias. Lastly, a morphological opening

" events with a line-

which was chosen too large could result in the removal of small, “thin’
like shape. Nevertheless, the large number of events detected during the observation period
(between approximately 1000 and 2000 depending on the significance criterion) give a high
confidence in the statistical analysis.

To minimize errors from the choice of filter methods and significance criterion, three
analyses with different combinations of filters and significance criterion were performed as
described in the following. However, it is found that the influence of the specific choice of

criterion and filter is small, as discussed in the next section.

(I) A 20 significance criterion is used with a large image morphing footprint of 5 x 5. This
larger footprint strongly reduces noise but biases against small-scale events, which

might get filtered as noise (see Figure 10.3c).

(IT) A 20 significance criterion is used with a small image morphing footprint of 3 x 3. A
smaller footprint might lead to branches of larger events being detected as seperate
disjoint event, therefore resulting in a larger number of small-scale events. However,
this also results in a higher accuracy for the detection of very small events (< 3 pixel,
see Figure 10.3d).

(III) A 3o significance criterion is used combined with a small image morphing footprint
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120°W |- 120°W |.. 120°W |.

Figure 10.2: Tropospheric BrO VCD measured in one overpass on 19 March 2019 (left).
The application of the binary criterion Eq. (10.1) identifies regions of elevated tropospheric
BrO (marked in yellow here for visualization purpose) without the median filter applied
before (middle) and with filtering (right).

of 3 x 3. This combines the reduced image distortion of a small morphing footprint
with an improved filtering of elevated pixels surrounding larger events. In return how-
ever, only strong tropospheric BrO elevations (corresponding to a mean tropospheric
VCD of approximately 5.5 x 103 molec cm~2) are registered as enhanced pixels (see
Figure 10.3e).

In the following, the different criteria will be abbreviated according to above enumeration
as I, IT and III. These analyses allow for the first-time a detailed investigation of the spatial
extent and shape of ODEs in the Arctic and their correlation to levels of tropospheric BrO
enhancements. The connected areas showing BrO columns above the significance threshold
will be denoted as events for the sake of brevity from here on, however one should keep in

mind that an ozone depletion event can have a larger spatial extent as discussed above.

10.2 Analysis of spatial parameters of BrO plumes

This section will present a statistical analysis of the spatial expansion of BrO events. De-
pending on the criteria, the previously presented method detected a different number of
disjoint events: (I) 1664 events, (II) 2664 events and (III) 1428. Of course, some of these
might be the same plume measured a day later on the next overpass. Note that it can be
presumed that for (I), the larger morphological opening identifies more potential events as
possible noise while the morphological closing might connect close but disjoint events to
one larger single event. Therefore less events are registered compared to (II). The stronger
significance criterion of (III) also leads to a lower number of detected events, though for
obviously different reasons there.

The range of the determined area is shown as a boxplot in Figure 10.5. In general
it agrees well between the different criterions. The median for the two smaller morphing
criteria is similar with (II) 7963km? and (ITI) 6689km?. However, the larger morphing

footprint (I) is systematically different resulting in 13414 km? due to more regions with a
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Figure 10.3: Different significance criteria and morphing footprints visualized on the ex-
ample of an extended tropospheric BrO plume measured in one overpass on 19 March 2019.
Each grayscale images depicts significantly elevated pixels in white or grey, based on the
corresponding significance criterion. (a) tropospheric BrO plume with possibly obscured
pixels marked as white, (b) application of the 2o significance criterion without morphologi-
cal operations, (c) 2o significance combined with a 5 x 5 footprint morphological operation,
(d) 20 significance and a 3 x 3 footprint, note that the large plume is detected as one large
and three small disjoint events, (e) 3o significance and a 3 x 3 footprint, (f) ellipse (red)
and semi-major as well as semi-minor axis (blue) of the ellipse that has the same second
moments as the significant region for the settings applied in (e).

substantially higher area than the other two analyses. This could be due to the smaller
footprint leading to more “splitted” events (cf Figure 10.3d) where a branch of the enhanced
region is labeled as extra event instead of the region getting connected to the larger area
via the morphological closing. Another reason might be the larger footprint artificially
enhancing the size of events, for example by connecting disjoint events in close proximity
or by registering “noise” in close proximity to an area as part of that region. This is also
supported by the reduced number of small area sizes for (I) compared to the other settings,
although this might also be ascribed to the larger footprint of the morphological opening
(filtering).

In Figure 10.6, a histogram of the spatial area of tropospheric enhanced BrO VCDs is
shown for all three different combinations of significance criterion as well as filter methods
applied. Here it can also be seen that the trend of the observed event size is the same for all
three combinations, suggesting that the overall results of the study will not be influenced
strongly by the specific choice of significance criterion or filter method used. This assumption

holds for for all further analyses, as seen for example even better in Figure 10.7. Nevertheless
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Figure 10.4: Connected component analysis on the 19th of March 2019. The red pixels
denote regions detected as events. Note that there are some artifacts at the edges of the
events due to spatial averaging in the gridding routine. No averaging is used for the analyses
presented here.

the results for all three different settings will still be shown for most analyses.

Past observation of the spatial dimensions of ODEs expressed this not as area of en-
hanced BrO (or depleted ozone) but rather as a distance over which enhanced BrO (or
depleted ozone) was measured. Further comparison therefore requires an accurate estimate
of the spatial extent of ODEs from the determined area. This in turn necessitates to decide
on the shape the area in which enhanced BrO is observed in order to calculate the extent
from the surface area. While there is no consensus regarding the general shape of tropo-
spheric BrO plumes, individual satellite observations have shown that many plumes exhibit
a tear- or comma-shape (Blechschmidt et al., 2016). Therefore, as an ansatz, the shape is
approximated via an ellipse that has the same second moments as the detected region (e.g.
Hu, 1962; Jéhne, 2012). This is demonstrated in Figure 10.3f.

The numerical eccentricity e of the fitted ellipse then allows to decide on the elongation of
the observed shape and the deviation from a circle®. The statistical analysis (see Figure 10.7)
shows a clear trend towards long and thin ellipse shapes of events, with most events exceeding
eccentricities of 0.6. In Figure 10.8 it can be seen that there is also a strong Spearman rank
correlation between the size of an event and the corresponding eccentricity. While some
smaller events also show small eccentricity, events covering a larger surface area are almost

always exhibiting a very thin ellipse shape with high eccentricity.

3The numerical eccentricity is defined as € = /1 — Z—z with a and b the lengths of the semi-major and
semi-minor axis, respectively. A numerical eccentricity € of 0 would describe a circle while an eccentricity
close to 1 describes a very narrow and long ellipse where the (semi-)major axis is far longer than the (semi-
)minor axis.
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Figure 10.5: Boxplot of the surface area covered by ODEs for three different combinations
of significance criterion and morphological operations: 2o¢ significance criterion and large
morphing footprint (left), 2o significance criterion and small morphing footprint (middle)
and 3o significance criterion and small morphing footprint (right).

This trend is of course also seen in a comparison between the major and minor axis
lengths depicted in Figure 10.9. While many events extend up to 1000 km in length, the
width is below 400 km for almost all.

These observations allow the following interpretation regarding the transport processes
underlying ODEs. While (turbulent) diffusion will lead to a circular expansion of the initial
BrO plume emitted in the BrO explosion reaction, wind fields will transport BrO (mostly) in
one direction, “smearing out” the circular BrO plume and giving the observed events an el-
lipse like form. This is supported in part by the Spearman rank correlation of approximately
0.3 between the median 10 m wind speeds in the detected regions and major axis length of
the event, i.e. the region over which it was supposedly transported, as seen in Figure 10.10.
It can be seen that extended events are often accompanied by higher wind speeds. However,
it remains unclear why the correlation is much weaker than the one between eccentricity
and area size. This could point towards other influencing factors, e.g. the formation of BrO
along extended coastlines (with increased turbulent mixing), which would also lead to very
narrow forms of the area without association with transportation.

The BrO explosion reaction cycle strongly depends on the presence of light (see sec-
tion 2.1). Under the right condition (e.g. large enough ozone concentration, enough re-
leasable bromide present) the formation of BrO begins with the first sunlight, as it is also
seen in the WRF-CHEM model (see chapters 8 and 9). Since TROPOMI measures during

early afternoon (13:30 h mean local solar time, cf. section 5.1.1), the initial tropospheric BrO
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Figure 10.6: Histogram of the surface area covered by ODEs for the three different com-
binations of significance criterion and morphological operations: 2o significance criterion
and large morphing footprint (left), 2o significance criterion and small morphing footprint
(middle) and 3o significance criterion and small morphing footprint (right).
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Figure 10.7: Histogram of the numerical eccentricity of ellipses parametrizing the shape
of events for the three different combinations of significance criterion and morphological
operations: 2o significance criterion and large morphing footprint (left), 20 significance
criterion and small morphing footprint (middle) and 3o significance criterion and small
morphing footprint (right).

plume will not be measured in many cases, but rather a plume which has already evolved
and was transported for a few hours, explaining the large fraction of events exhibiting a
high numerical eccentricity. This interpretation would also explain the strong correlation
between the area of an event and the eccentricity (see Figure 10.8). Some events could
be measured either early during the initial release or during conditions of very low surface
wind speed, explaining why for small events also eccentricities of 0.5 or lower are observed
often. Yet most events measured from the satellite extend over a wider area, probably due
to transport. If the location of the bromine emission does not change (i.e. the bromine is
emitted from the same source), advection of the enhanced BrO will result in a higher eccen-
tricity. This should even hold if the advected bromine leads to additional bromine release
along its path. Additionally, a comparison between the minor and major axis lengths (see
Figure 10.11) of events could then give indications to the typical size of emission areas. The

minor axis extent will then only be affected by (turbulent) diffusion, the major axis extent
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Figure 10.8: Comparison of area size (expressed as number pixels with enhanced BrO)
and corresponding eccentricity of the ellipse parametrizing the enhanced region. Shown is
from left to right the corresponding combination of significance criterion and morphological
operations: 2o significance and a 5 x 5 footprint (left), 2o significance and a 3 x 3 footprint
(middle) and 3o significance and a 3 x 3 footprint (right).

1200 -

1000 -

@
1<)
)

Major axis length [km]
2
3

0 200 400 600 800 1000 1200 0 200 400 600 800 1000 1200 0 200 400 600 800 1000 1200
Minor axis length [km] Minor axis length [km] Minor axis length [km]

Figure 10.9: Comparison of major and minor axis length derived from the ellipse
parametrization of the detected regions for three different combinations of significance crite-
rion and morphological operations: (I) 2o significance criterion and large morphing footprint
(left), (II) 20 significance criterion and small morphing footprint (middle) and (III) 3o sig-
nificance criterion and small morphing footprint (right).

on the other hand will reflect the transportation of the BrO plume.

Another possible explanation for the observed high eccentricity of events could be the
influence of weather fronts, which have been conjectured before to sustain a high plume
lifetime and BrO plumes with a larger spatial extent (e.g. Begoin et al., 2010; Sihler, 2012;
Blechschmidt et al., 2016), for example due to mixing of BrO enriched and ozone enriched
air masses (see section 9.2). Such mixing processes along an extended front would result in
a very thin BrO plume, which would also register as an ellipse with a very high eccentricity.

Although the histogram in Figure 10.7 shows a clear trend towards eccentricities of 0.4
or higher, there is a small number of events exhibiting an eccentricity of exactly or near 0.
Comparisons with the area of the corresponding events (see Figure 10.8) demonstrate that
all these circular events encompass a very small area. There are two different explanations

for these special events:
(i) The events exhibiting an eccentricity of exactly 0 could result from noise in the image
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Figure 10.10: Comparison of major axis length and median wind speed in the detected
regions for the 3 o significance criterion (III). Shown is from left to right: wind speed at the
time of measurement (left) and median wind speed 8 hours before the measurement (right).

not removed by the median filter. Neighboring “noisy” pixel might get picked up
by the morphological operations and extended to a small, connected region. Since
the footprint of the morphological closing is symmetric, such an extension of a small
number of close pixel would result in a perfectly symmetric event, explaining the
eccentricity of exactly 0 and the large gap between these events and other observed
events, all with an eccentricity of 0.2 or above. One could argue that the morphological
opening (which is acting as a noise filter after the closing operation) is responsible for
this gap in the observed eccentricity, however an opening with a symmetric footprint
would rather filter out very thin, line-like shapes, therefore reducing events with very

large eccentricities close to 1.

Instead of noise causing these circular events, these could also reflect ODEs observed
right at the beginning of the release of reactive bromine. It could be possible that
the necessary conditions for bromine release only occur very localized, especially at
the beginning of the season, were also the amount of reactive bromine is very limited
(see section 8.3). However, this still does not explain why there is such a large gap in
the measured eccentricities between the events with an eccentricity at 0 and all other
events with eccentricities of 0.2 or higher. Yet, the measured BrO VCD would be
lower for most events observed early in their development, which would result in some
or most pixel in these events not being classified as elevated above the significance
criterion. The morphological operations would then either filter them out as noise or
“round out” the fractured event, giving it a circular form. This might also explain
the small amount of observed eccentricities between 0.0 and 0.35, since small events
with a circular-like shape (an eccentricity close to 0) could be wrongly expanded by

the morphological closing to a symmetric shape. It should also be taken into account

175



Chapter 10. Investigation of area size distribution of BrO explosions

that especially shallow boundary layers could lead to many pixels not containing high
enough VCDs to be detected as relevant as discussed in section 10.1. This could
especially affect the initial bromine release early in the season, which is favored by a

shallow boundary layer (see sections 2.2.4 and 9.3).

The first point might indicate an underestimation of the actual size of small ODEs due
to residual noise in the image even after the filtering processes. For this reason in further
analyses the smallest events are assumed to be described by the 10th percentile of the
observed spatial extent.

However, the second explanation discussed above could point towards an overestimation
of the spatial extent of the smallest ODEs by the method presented here. Yet, events
observed initially over a small area are unlikely to play a significant role in the depletion
of ozone over larger spatial extents. A manual sighting of tropospheric BrO VCDs for all
orbits from February until mid of May for the years 2019 and 2020 yielded some small-scale
tropospheric BrO enhancements extending only over a small number of pixels. Yet, not a
single one of these events subsequently developed to an event with either a large lifetime or

4 making it impossible to discriminate between such observations and

covering a larger area
noise. There it should also be taken into account that the early afternoon orbit of TROPOMI
could miss the smallest events, since most observed BrO plumes will have already been
extended in size as discussed before.

The presented investigation also allows the estimation of the smallest spatial extent of
early events and the spatial extent of emission sources. The large number of events allows to
reduce the error from noise as well as of waning events already reduced in size by taking the
10th percentile of the minor axis length (see also Figure 10.11b) as estimate for the smallest
spatial extent. Following the above interpretation of the shape of events, using the minor
axis length should also reduce the influence of transport from wind fields. Nevertheless, the
estimated size should be seen as an upper bound, as it is possible that the size of small
ODE:s is overestimated either through the specific measurement time of TROPOMI or from
the applied filter methods as discussed before. The upper bound for the smallest extent of
BrO explosion can then be estimated as (I) 61km, (IT) 40km and (IIT) 38 km.

Previously only Jones et al. (2013) were able to accurately determine a lower bound for
the size of ODE of 150 km, however they were limited by the sparse distribution of the ozone
monitors® used. The spatial extent of areas of enhanced BrO determined via satellite is far
smaller, although they are still well above the spatial resolution of TROPOMI.

In previous discussion, it was established that very specific environmental conditions are
probably necessary to allow the development of a significant ODE, especially early in Arctic

spring when the amount of atmospheric reactive bromine is still very low (see sections 2.2

4Meaning that these enhanced pixels were no longer depicting enhanced tropospheric BrO the next day
nor did the small BrO plume get spread out over a larger number of pixels.

®The authors established a network of 10 ozone monitors over 1200 km for this. Since some ODEs were
only observed at a single ozone monitor, they concluded that it is limited to a region of approximately
150 km in diameter.
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and 8.3). Therefore one could have expected that even smaller initial bromine releases are
possible, possibly even smaller than the spatial resolution of TROPOMI. Even in large scale
temperature inversions it would be possible that a temperature threshold is reached localized
to a small scale, allowing for an increasing release of bromine (see section 2.2.2). On the
other hand, enhanced BrO in a shallow boundary layer would also be hard to detect from
satellite as discussed previously, which might bias towards larger events. Nevertheless, the
resulting upper bound for the initial BrO release is still significantly smaller than previous
measurements suggest and it indicates a localized trigger, such as local temperature minima

in the presence of inversions.

Interestingly the extent of the smallest events stays almost constant over time (see Fig-
ure 10.14a). This might also indicate that different causes are responsible for the smallest
events depending on the time of the year. Early on in February, the illuminated area along
the coast, especially over FY ice, where most BrO events begin, is restricted, possibly result-
ing in small events. Later on, when vast regions of depleted ozone are the norm, the small
events might result from bromine surface emissions over localized pockets of not (strongly)

depleted tropospheric ozone mixing ratios (cf. section 8.3).
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Figure 10.11: Histograms of ellipse major (a) and minor (b) axis lengths. Shown is
from left to right for each case the three different combinations of significance criterion and
morphological operations: 20 significance and a 5 X 5 footprint (left), 2o significance and
a 3 x 3 footprint (middle) and 3o significance and a 3 x 3 footprint (right).
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Figure 10.12: Comparison of the major axis length and corresponding eccentricity of the
ellipse parametrizing the region of enhanced tropospheric BrO. Shown is from left to right
the corresponding combination of significance criterion and morphological operations: 2o
significance and a 5 x 5 footprint (left), 2o significance and a 3 x 3 footprint (middle) and
30 significance and a 3 x 3 footprint (right).

Aircraft measurement reported ozone depleted air masses stretching over 900 km (Ridley
et al., 2003, 2007) and Jones et al. (2013) even reported simultaneously measuring ozone
depletion over a length of more than 1200km. While the 75th percentile of the major
axis length is approximately 60 km for all significance settings (see also Figure 10.11a), the
analyses also showed events extended over more than 1500 km early in March. Interestingly,
almost all events extending over more than 600 km are very narrow with an eccentricity of
more than 0.6, see Figure 10.12. Following the previous interpretation of the origin of the
elongated shapes of events, this means that these are all either transported events or events

along meteorological fronts.

This further contradicts the hypothesis that BrO events in general are short lived episodic
events (Hopper et al.; 1994, 1998) and strengthens the view that ODEs can be sustained

events emerging over sea ice, which get transported by wind.

In Figure 10.13, the 90th percentile and the 20th percentile of BrO VCDs measured
respectively for each distinct BrO plume detected by the algorithm are plotted against the
corresponding area size. It can be seen that there is a weak trend for the largest BrO VCD
to increase with an increasing area size, with a Spearman rank correlation of approximately
0.3 for all settings (I)-(III) (see Figure 10.13a). On the other hand, there is no correlation
at all between the area size and the smallest BrO VCDs of an event, with correlations

approximately 0 (see Figure 10.13b).

The weak correlation between event size and the 90th percentile of the BrO enhancement
might be explained by the fact that stronger BrO enhancements are somewhat self-limiting: a
larger BrO concentration increases the depletion of ozone. This might be putting a constraint
on the maximum BrO VCD due to the amount of available ozone to sustain the BrO reaction
cycle and increase the atmospheric lifetime of a BrO plume. However, a transport of a BrO
enriched air mass to a region with undepleted ozone levels could in turn increase the lifetime

and slightly increase the maximum BrO VCDs. This would also explain why the observed
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Figure 10.13: Comparison of area size (expressed as number of pixels with enhanced BrO
VCDs) and the tropospheric BrO VCD (a) 90th percentile and (b) the 20th percentile for
each detected BrO plume. Shown is from left to right for each case the three different
combinations of significance criterion and morphological operations: 2o significance and a
5 x 5 footprint (left), 2o significance and a 3 x 3 footprint (middle) and 3o significance and
a 3 x 3 footprint (right). Note that there are a few VCDs below the significance criterion
in (b). These are VCDs at the edges of events which got added to the region mask by the
morphological closing.

trend is rather weak, since fresh ozone can also be brought in contact with activated bromine,
for example via turbulent diffusion at the upper edge of the planetary boundary layer or from
vertical uplifting of BrO enriched air masses at meteorological fronts as discussed previously

in chapter 9.

In the last chapters it was discussed that the confusion regarding the different initial
release mechanisms (cf. section 2.1.1) and the meteorological conditions associated with
enhanced BrO columns (cf. section 2.2.4) might be explained by a seasonal trend (see
sections 8.3, 9.2 and 9.3). Early in the season, calm conditions favor the initial release
of bromine from the snowpack while later in the season high wind speeds and synoptic
scale weather events increase the turbulent mixing of air masses. Consequently, it could be
expected that such a trend would be reflected in the satellite measurements of enhanced
BrO columns, for example in the event size or the VCDs of events over the season. To
investigate this, the connected regions detected above the significance threshold for the BrO

VCD were arranged into bins of 15 days each, from the beginning of February to mid of
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May, see Figure 10.14.

First of all, it becomes apparent that the number of events detected by the algorithm
increases significantly over the season. It stays almost constant for the first 45 days, from
the beginning of February until mid of March, where the algorithm detects approximately
100 events each 15 days. Then the number of events strongly increases reaching a peak
of almost 1000 events in the time between mid of April and the beginning of May, from
where on it starts to decrease again. This also fits the trends predicted by the model, where
the areas of enhanced BrO columns strongly increase from mid of March to the beginning
of May (cf. section 8.3). This can probably be attributed to a combination of generally
increased mixing ratios of activated bromine as well as to more bromine explosions taking
place in a less shallow boundary layer, resulting in increased column densities as discussed
in section 8.3.

Likewise, the increase of the major axis length for the largest events agrees with previous
interpretations. An increase in day length also allows an increased sustenance of bromine
explosions, for example either due to an increased time frame for reactions at the surface or
by recycling on aerosols. This then also results in an increase of the spatial expanse of the
largest areas showing enhanced BrO columns. Towards the end of March and beginning of
April, the abundance of (surface) ozone above bromide rich surfaces becomes the limiting
factor for the formation of BrO and horizontal transport at the surface will quickly advect
bromine enriched air towards regions where surface ozone is depleted from previous bromine
explosions, limiting the extent of the largest events. It should also be taken into account that
the number of events detected later in the season is larger. Although weather events occuring
on a synoptic scale (approximately 1000 km) are expected to increase vertical mixing and
sustain reactive bromine even above the boundary layer (see section 9.2 and Sihler (e.g.
2012); Blechschmidt et al. (e.g. 2016)), the frequency of enhanced BrO associated with such
events is probably not high enough to influence the statistics during end of March and April.

No similar trend can be seen for the median and minimal extent of events detected by
the algorithm. When taking into account that presumably the release mechanisms and me-
teorological conditions relevant for bromine activation strongly differ early and late in Arctic
spring, this is surprising. One explanation would be the effect of temperature inversions,
which might cause low temperatures on a small spatial scale as discussed before. It is possi-
ble that the algorithm presented here is unable to detect such small scale events or that the
very shallow boundary layers necessary for the initial formation of reactive bromine from
snow-pack emissions implicate that BrO can only be detected when its advected to regions
with a less stratified boundary layer.

Figure 10.14b shows the median as well as the 90th and 20th percentile BrO VCDs of each
event resampled into bins of 15 days. The 90th percentile should be seen as estimation of the
largest VCD reached in plumes and the 20th percentile as the smallest VCD respectively. It
can be seen that the median, the largest and the smallest BrO VCDs all decrease slightly over
the season. This is also somewhat surprising. If ambient levels of activated bromine increase

over the season and in late March and April ODEs are favored by higher wind speeds and
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Figure 10.14: Temporal resampling of the detected events in steps of 15 days. For each
bin, the median, the 80th (90th) percentile and the 15th (20th) percentile of the major
axis length (a) and the mean tropospheric BrO VCD (b) of the respective regions is shown,
derived from a 3o significance criterion and a 3 x 3 morphing footprint. The number of
events for each resampling step are shown in green.
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increased vertical mixing, one would expect that in the deeper boundary layers also higher
BrO columns could be measured. However, the influence of the larger number of detected
events on the statistics should be taken into account as discussed before. This might bias
towards more extreme events with larger columns for the 80th percentile early in the season.
Yet this does not explain the decrease in the median and smallest VCDs. It should be taken
into account that later in the season there are vast areas over the Arctic ocean which are
effectively void of ozone for longer time periods (see section 8.3 and e.g. Bottenheim et al.
(2009)). If large parts of the ozone above bromide rich surfaces is already depleted, then the
likelihood for advected reactive bromine to trigger additional bromine release is decreased.
This would then inhibit the build up of very large BrO mixing ratios. Additionally, this
might also indicate that aerosols, while having a strong influence in the sustenance of an
ODE, might not provide such a large reservoir of bromide as previously thought (e.g. Yang
et al., 2008; Choi et al., 2018). Furthermore, this could also indicate a decreasing amount
of bromine available for release, for example because the replenishment of bromide from the
sea ice to the snow-pack slows down (see section 2.2.1) which would then also result in a

decreasing bromide concentration in aerosols.

10.3 Summary

This chapter presented results of a statistical analysis of spatial parameters of ODEs. Con-
nected areas of significantly elevated BrO were automatically detected using techniques from
image processing, resulting in the detection of more than 2000 ODEs over the time period
of one Arctic spring.

The events were assumed to be of a general elliptic shape. It was found that most events
resemble the shape of a very long and thin ellipsis with very high eccentricity. Additionally,
a trend towards a higher eccentricity could be established for an increased spatial extent of
ODEs. From a weak correlation between the 10 m wind speed and the major axis length of
the ellipsis parametrization of events it was concluded that advection has an influence on
the shape and spatial expansion of BrO plumes sourced by bromine explosions.

The median major axis length of the events amounts to 200 km, covering an area of
approximately 7500 km?. It was also possible to improve the lower boundary for the spatial
extent of initial bromine releases. The smallest 10th percentile of events stretches over
approximately 40km, almost a 5-fold decrease to the previous estimate of the smallest
events.

A seasonal trend in the number of areas exhibiting a BrO VCD above the detection limit
was established with a strong increase from mid of March onwards and a decrease after
beginning of May. A similar trend was seen in the size of the largest BrO plumes, however
the median and smallest event extents do not change over the season. In contrast, the BrO

VCDs decrease monotonically over Arctic spring.

182



Part 1V

Conclusions and Outlook

183






11 Conclusions

Halogen activation in polar spring can severely affect the atmospheric chemistry in the Ar-
tic. This thesis investigates the phenomenon of ozone depletion events (ODEs) in Arctic
spring on the basis of observations of bromine monoxide (BrO) in conjunction with a three-
dimensional chemistry and meteorology model. The abundance of BrO, which is used as
indicator of tropospheric halogen activation, was derived using differential optical absorption
spectroscopy (DOAS). The model data is produced from a novel WRF-CHEM model based
on the implementation by Herrmann et al. (2022). The main focus of this work was the im-
provement of a retrieval algorithm capable of determining tropospheric BrO vertical column
densities (VCDs) from satellite without using external (model) input. This updated and im-
proved algorithm was applied to measurements of the TROPospheric Monitoring Instrument
(TROPOMI), which features and unprecedented signal-to-noise ratio and spatial resolution.
In contrast to other satellite retrievals of tropospheric BrO, the algorithm developed for
this thesis is capable of fully utilizing TROPOMTI’s high spatial resolution. Observations
made with the help of this retrieval are then used in conjunction with predictions of the
WRF-CHEM model to advance the understanding of bromine release mechanisms and their
complicated relationships to meteorological conditions.

In order to correlate satellite measurements of BrO to model data, a satellite retrieval
of tropospheric BrO VCDs was developed based on Sihler et al. (2012). The algorithm
presented in this work is capable of separating measured total BrO column density into
stratospheric and tropospheric partial columns. Unlike other retrievals, the method applied
in this thesis does not depend on extensive stratospheric chemistry models or climatological
data. This independence on external data distinguishes the retrieval for further comparison
with an atmospheric chemistry and weather model and allows to fully exploit the high
spatial resolution of TROPOMI. An additional important property of the algorithm is that
it allows to discriminate between measurements which are sensitive for near-surface layers,
where most reactive bromine is expected to reside, and measurements for which the lower
troposphere is likely obscured. The algorithm also provides an accurate estimation of the
retrieval error on a per-pixel basis.

The tropospheric BrO columns retrieved from TROPOMI observations were compared
to different simulations of the WRF-CHEM model corresponding to differing assumptions
on the bromide reservoir above sea ice and in the snow-pack on land. The model is able to

predict almost all ODEs indicated by satellite observations of enhanced BrO columns. There
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is also very good agreement between the tropospheric BrO VCDs measured from TROPOMI
and VCDs predicted by the simulations for these events both in a quantitative sense and in
size, shape and location. However, the model shows slightly enhanced BrO VCDs all over
the Arctic not picked up by the satellite, indicating a minor overestimation of the amount
of released bromine, though it is possible that a shallow boundary layer and horizontal
heterogeneities may obfuscate activated bromine chemistry from the satellite. Nevertheless,
the correlation between satellite observations and simulations is high for all model setups.
Agreements are shown to improve with the assumption of a finite bromide source directly
releasable from the surface.

Furthermore, the model was compared to ground-based ozone measurements at different
measurement stations, which showed similar results with overall high correlations. The
varying performance of the two simulations with differing amounts of bromide releasable
from multi-year (MY) sea ice indicated that MY sea ice emissions might be of greater
importance than previously assumed, which is in agreement with the more recent literature.

The excellent accordance of model and observations gave confidence in the model pre-
dictions. Furthermore it allowed to choose the simulation with overall best agreement for
further investigations. Model predictions of surface concentrations of ozone and reactive
bromine species were investigated with respect to possible seasonal trends. The model
shows a strong increase of mixing ratios of reactive bromine during polar spring, especially
in the boundary layer, close to the surface. It was conjectured that this could also imply a
trend in the influence of meteorological conditions on ODEs, explaining the two disjoint sets
of meteorological conditions identified in the literature (e.g. Swanson et al., 2020). Early in
the season, when the time period with sufficient radiation is short and activated bromine
concentrations are low, the importance of (slow) initial release mechanisms such as snow-
pack release could be increased, favored by calm meteorological conditions and a shallow
boundary layer. Later on, the vastly increased mixing ratios of reactive bromine combined
with a depletion of surface ozone over large areas covered by sea ice could increase the in-
fluence of meteorological conditions leading to additional (vertical) mixing or vertical lifting
and increasing the replenishment of ozone from transportation, such as weather fronts and
low pressure systems.

The existence of such trends in meteorological conditions and the influence on initial
bromine release was further investigated in case studies using satellite observations in con-
junction with model predictions and backward trajectories. It could be shown that early
in the year in January and February, ODEs are likely sourced by reactive bromine emitted
in a shallow boundary layer during calm meteorological conditions, allowing the build up
of large quantities of activated bromine from snow-pack emissions, possibly even overnight.
Furthermore, it could be demonstrated that an assumed light dependence of the Br, emis-
sion from snow via the ozone oxidation of bromide is incorrect, which in particular affects
events in early polar spring. Because that reaction is one of the main triggers for ODEs
in many models of tropospheric halogen chemistry, this discovery can lead to substantial

improvements for future models. Another ODE occurring in late March was observed in
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association with a polar cyclone. It was shown that the formation of the large BrO plume
was favored by an increase of vertical lifting of activated bromine released at the surface
and stronger mixing of fresh ozone. This is in contradiction to previous studies of ODEs in
cyclonic activities, which attributed the increased BrO columns and longer lifetime of the
plume to increased bromine emissions from blowing snow. The results further shed doubt
on the importance of blowing snow as mechanism for initial bromine release, it is however
possible that additional blowing snow sourced aerosols could improve agreement between
model and measurements.

Additionally, a first-time investigation of the spatial extent and shape of ODEs based
on one year of tropospheric BrO VCDs measured by TROPOMI was performed. It was
found that most areas of enhanced tropospheric BrO columns resemble a long, thin ellipsis
in shape. By using an ellipsis for the statistical analysis of the extent of the events, it was
possible to determine the median surface area over which an ODE occurs as approximately
7500 km?. Furthermore, it can be established that the smallest events extend over 40 km
or less. This also enabled an estimate for the smallest emission sources and localized mete-
orological conditions favoring bromine activation and represents a significant improvement
over previous estimates determined from ground-based measurements (Jones et al., 2013). A
significant correlation between the shape of the ellipsis and the area covered by an ODE was
found with an increase in area size together with an increasing eccentricity of the ellipsis.
Likewise a moderate correlation between surface wind speed and the length of the ellipsis
parameterization of an ODE was established, supporting the proposal by Sihler et al. (2012)
that boundary layer meteorology has a significant impact on the distribution and occurrence
of ODEs.

In conclusion, based on investigations performed for this thesis, a seasonal trend in the
dependence of bromine release on environmental conditions could be proposed. In early polar
spring, calm meteorological conditions favor bromine release and the occurrence of ODEs.
In contrast, later in the season during March and April, ozone represents the limiting factor
for BrO formation and high wind speeds associated with low pressure systems enable the
mixing of air masses, which extends the lifetime of BrO plumes. Furthermore, in case studies
it could be demonstrated that the typical bromine release mechanism from ozone oxidation
of bromide in the snow-pack employed in numerous model for tropospheric BrO chemistry

is unfit to predict ODEs in early February at high solar zenith angles.
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12 Outlook

Due to strong assumptions regarding the stratospheric bromine chemistry, the applicabil-
ity of the column separation utilized for the retrieval algorithm presented in this thesis is
restricted to the Arctic region. In contrast, the AMF algorithm and the corresponding sur-
face sensitivity classifier is neither limited to the Arctic region nor to retrievals of BrO. In
principle it can be applied to any DOAS retrieval investigating boundary layer trace gases
above bright surfaces, such as e.g. iodine monoxide (I0) retrievals in the polar troposphere,
in coastal regions or over the open ocean. Since it was acknowledged recently that the rela-
tive importance of 10 for ozone depletion might have been underestimated (Benavent et al.,
2022), this could provide another application for the surface sensitivity algorithm. There are
also several opportunities to improve the AMF algorithm as well as the associated surface
sensitivity classifier. The latter currently utilizes a rather crude geometric approximation
of the parameter range sensitive to boundary layer trace gases. Compared to methods from
machine learning, this gives a high degree in explainability, but in order to guarantee a
low false-positive rate, many possibly sensitive measurements are discarded too. More so-
phisticated machine learning classifiers, such as support vector machines (e.g. Hearst et al.,
1998), Naive Bayes (e.g. Zhang, 2004) or neural networks could all lead to a substantial
decrease of wrongly discarded measurements while simultaneously providing better control
of the allowed false-positive rate. Since the RT model is capable of providing a large set
of training data, it would also be interesting to investigate if the proxy based approach for
the AMF calculation could be improved upon with a neural network. This could allow for
a more complex relationship between the parameters compared to the assumed multilinear
relation.

The tropospheric BrO retrieval improved in this thesis is also applicable to measurements
performed by other satellite instruments such as GOME-2 or OMI. The vastly improved per-
formance compared to previous implementations facilitates investigations of large datasets
covering a longer time period. However, the results of the area size study performed in this
thesis indicate that the spatial resolution of GOME-2 might be too coarse for an investigation
regarding the initial bromine release.

The column separation algorithm strongly depends on the similarity of the profile shape
between stratospheric ozone and bromine monoxide. The arctic winter/spring 2019/2020
was exceptionally cold in the polar stratosphere, resulting in a stable polar vortex up until

early April and unprecedented stratospheric ozone depletion similar to Antarctic deple-
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tion levels (Weber et al., 2021; Groof and Miiller, 2021). A stable polar vortex limits the
amount of available measurements from the retrieval (see chapter 7) since the utilized pa-
rameterization does not longer represent a good approximation for stratospheric dynamics
and chemistry affecting BrO. Likewise, generally depleted stratospheric ozone levels could
lead to an underestimation of the stratospheric fraction of the BrO column. According to
Groofs and Miiller (2021), the frequency of extreme Arctic winters and the extension of low
temperatures into spring could be increased as a result of warming in North Pacific sea
surface temperatures, which would in turn decrease the precision of the column separation
algorithm applied in this thesis. This indicates the necessity to further improve the strato-
spheric correction scheme used in this thesis to enable also the evaluation of measurements
inside the polar vortex. This requires a more sophisticated parameterization scheme. In
principle, this could also lead towards an applicability of the column separation algorithm
in the Antarctic region.

In addition to further applications of the retrieval algorithm developed in this thesis, this

work pointed towards several other directions for future research:

e The seasonal dependency of both the relative importance of initial release mechanisms
as well as meteorological conditions should be investigated in more detail. An anal-
ysis of long-term data using the tropospheric BrO retrieval developed in this thesis,
resolved on a monthly basis, could provide valuable insight into seasonal trends in the
relationship between meteorological parameters and ODEs. Because of the limitations
of satellite observations regarding the observation of enhanced BrO mixing ratios in
very shallow boundary layers, the current knowledge could also be improved upon by
ground-based measurements covering at least one complete polar spring. In the best
case scenario, one could use measurements taken directly above the sea ice, which
could potentially enable the measurement of initial release of reactive bromine from
the snow-pack. One suggestion for this was a large network of drones deployed directly
above the (first-year) sea ice (Platt, 2022).

Although there are already studies performed on long-term datasets, they either did
not investigate potential seasonal trends (e.g. Nasse et al., 2019; Swanson et al., 2020)

or were severely limited in their significance (Seo et al., 2019).

e The case studies presented in chapter 9 could be improved with an estimate of sea ice
thickness which could also be measured space-borne, for example by SMOS (e.g. Mu
et al., 2018). Low sea ice thickness can indicate higher salinity on the surface, which
could lead to an increase of bromide in the snow-pack. It is possible that this might
limit bromine release from the surface in particular very early in polar spring. Since
WREF already supports the data assimilation of sea ice thickness data from SMOS, it
should also be possible to add this to the model.

e The statistical analysis of the size and shape of ODEs could be substantially improved

by tracking individual events for longer periods, i.e. different overpasses and days.
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This would allow an estimation of the lifetime of atmospheric BrO plumes, which could
greatly improve the significance of the results derived in this study. For example, a
larger lifetime of events together with the observed shape and extent of events could
allow the conclusion that few small regions where BrO is observed regularly in other
studies are enough to explain the vast areas of depleted ozone in Arctic spring, as BrO
is emitted in these regions and then transported over the whole region. Calculation
of backward trajectories would also help in such an investigation. It might also be
possible that, although no trend could be established in the spatial extent of all but
the biggest ODEs, events are generally less sustained early in the season since the
conditions necessary for sufficiently high bromine release do only persist for a short

time.

Using the current algorithm for the detection of areas with significantly enhanced BrO
VCDs, there are several possibilities to achieve this. The standard method to track
objects across a series of several images applies the calculation of the optical flow (e.g.
Zhang and Chanson, 2018). Another possibility is based upon recent methods from
topological data analysis and utilizes “flows” of persistent homology classes (Gonzalez-
Diaz et al., 2018), which could allow the calculation of an initial emission strength of
BrO associated with ODEs.

e Based on the relation between size and shape of ODEs and wind speed, it could
be interesting to apply the method presented in Beirle et al. (2019) to BrO plumes.
Beirle et al. (2019) calculated the divergence of the NO, advection to determine the
emission source as well as the emission strength of NO,. It should be investigated if
this is applicable in a similar way to BrO fluxes and if this could allow to pinpoint
the emission source of an initial BrO plume or estimate initial release flux of reactive

bromine.

Additionally, there are several aspects regarding the WRF-CHEM model setup that could

be further improved:

e The results of this thesis clearly demonstrate that the assumed solar zenith angle
(SZA) dependence of the bromine release from the snow-pack via ozone oxidation can
lead to a strong underestimation of bromine produced in an ODE, especially early in
the season. An adjustment of the relative emission strength in the presence of sunlight

or a complete independence from sunlight should therefore be considered.

e [t could prove beneficial to save the model results with an increased temporal res-
olution, e.g. every 5 minutes, for the study of specific events previously identified
from the satellite observations. This would allow a detailed investigation of the rela-
tive influence of the different release mechanisms. Especially early in the season, this
could provide very valuable insights. It could allow the determination of a “critical”

mixing ratio of atmospheric bromine from which on the bromine explosion dominates.
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Likewise, it might enable the specification of necessary restrictions on meteorological

conditions early in the season allowing the accumulation of such a critical mixing ratio.

e Additional sea salt aerosol release from blowing snow combined with the limited bro-
mide resource could further improve the current model implementation. Case studies
performed in this thesis revealed that even ODEs associated with very high wind
speeds and typical blowing snow conditions are predicted very well by the model, but
especially early on in the life time of such an event the model underestimates the pro-
duced BrO. Here additional sea salt aerosols could improve the agreement of model
and observations while the limited bromide resource might help preventing a strong
overestimation as reported by Swanson et al. (2022) in their similar model without

bromide limitation.

e The importance of bromine recycling on aerosols, especially during conditions of high
wind speeds and in Arctic cyclones, suggests that full coupling of atmospheric bromine
to the aerosol module MOSAIC in the simulations, such that the size and the pH
value of the aerosol is influenced by the bromine chemistry, could yield improvements.
Especially an accurate modeling of the pH value could be of interest, as this would also
allow a more accurate implementation of a bromine release mechanism from blowing
snow, releasing bromine only from heterogeneous reactions and not constantly from

every aerosol particle.

It is expected that the frequency of ODEs is going to increase over the next decades (see
e.g. Hollwedel et al., 2004; Bougoudis et al., 2020) due to a an increased replacement of
perennial ice by younger sea ice (Nghiem et al., 2012) as a result of global warming. Coin-
cidentally, it is also speculated that a changing climate will lead to an increase of extreme
Arctic cyclones (e.g. Vavrus, 2013), which are associated with very large BrO columns and
depleted ozone mixing ratios even above the boundary layer in the free troposphere. The re-
sults of this work established that the frequency increase of ODEs could be even more drastic
than expected from the decrease of sea ice age alone. More emissions of reactive bromine
from an increase of bromide in the surface could increase the levels of reactive bromine early
in the season, in turn increasing the likelihood for ODEs associated with higher wind speeds
and more extreme weather events earlier in the season. This could increase the impact of
halogen chemistry on the oxidative capacity in high latitudes and may lead to substantial
depletion of tropospheric concentrations of Os. It also implies a change in the seasonal
trend conjectured in this thesis towards a decreasing time span of the importance of shallow
boundary layers and calm meteorological conditions, which might already be discernible in

today’s long-term datasets.
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Figure D.1: Seasonal overview of simulated surface Bry concentrations from February to
April (a) - (c¢) and surface O3 concentrations from February to April (d) - (f) from the
medium bromide simulation. In the top, the 5th of the corresponding month is shown. In
the bottom, the 20th of the corresponding month is shown. The simulation time is always
22:00 UTC.
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Appendix D. Medium bromide simulation timeseries
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Figure D.2: Seasonal overview of simulated surface Bry concentrations from February
to April (a) - (c) and tropospheric BrO VCDs from February to April (d) - (f) from the
medium bromide simulation. In the top, the 5th of the corresponding month is shown. In
the bottom, the 20th of the corresponding month is shown. The simulation time is always
22:00 UTC.
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