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“Feminism and science share vital characteristics today. Both are filled with urgency and
conviction, both are observing intently, both are concentrated on demystifying the self and the
environment, recovering the truths of the life within. Women in science – both separately and
collectively – stir the contemporary imagination. In their hyphenated identity are captured
the pain and excitement of a culture struggling to mature.”

Vivian Gornick, Women in Science (2009)
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Abstract

The microquasar SS 433 offers a unique laboratory to study the physics of mildly
relativistic jets and the associated non-thermal processes. It hosts a compact binary
system, from which a pair of counter-propagating jets is observed to emanate. The
jets are resolved by observations out to distances of ∼0.1 pc from the central source,
but further out, they remain dark until they abruptly reappear at ∼25 pc as bright X-
ray sources. These outer jets were recently reported to be sources of TeV gamma-rays
by the High Altitude Water Cherenkov (HAWC) observatory. This thesis presents a
complete picture of the TeV emission from the jets of SS 433 including new data from
the High Energy Stereoscopic System (H.E.S.S.) and the HAWC observatory.

To fully exploit the capabilities of the H.E.S.S. observations, a new approach to
background rejection is presented. It is based on the detection of Cherenkov light
from muons by large Imaging Atmospheric Cherenkov Telescopes (IACTs), such as
the telescope located at the center of the H.E.S.S. array. The application of this tech-
nique leads to a factor four reduction in background above several tens of TeV in the
H.E.S.S. stereoscopic analysis.

This thesis presents the detection of the SS 433 outer jets for the first time with an
IACT array using H.E.S.S.. The superior angular and energy resolution of H.E.S.S.
compared to HAWC allow for a detailed study of the emission from the jets, in-
cluding a measurement of the physical extension of the emission and of the spectra
out to tens of TeV. These observations also reveal the presence of striking energy-
dependent morphology, ruling out a hadronic origin for the bulk of the gamma-ray
emission. Photons above 10 TeV are observed only close to the base of the outer jets,
implying efficient particle acceleration to very-high energies at that location. Evi-
dence suggests that the acceleration is due to a shock, thus providing a clue to the
long-standing question of the reappearance of the jets.

The observed energy-dependent morphology is modeled as a consequence of the
particle cooling times and the advection flow of the jet, which constrains the jet dy-
namics and, in particular, results in an estimate of the velocity of the outer jets at
their base. This solves several issues concerning the non-thermal processes occur-
ring in the jets and their dynamics, but also opens up new questions that highlight
our incomplete understanding of the SS 433 system.

A joint analysis of the H.E.S.S. and HAWC data would provide insights on the
system across the entire range of TeV energies. To make this possible, a tool capable
of reading and analyzing the data from both instruments is required. This thesis
presents the extension and validation of an existing data format and analysis tool
shared among IACTs to the data from particle detector arrays such as the HAWC
observatory. This framework is then used to revisit the HAWC observations of the
SS 433 region with the inclusion of additional data taken since the first detection was
reported. The existence of this framework enables for the first time the joint analysis
of the H.E.S.S. and HAWC data, the preliminary results of which are presented.
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Zusammenfassung

Der Mikroquasar SS 433 stellt eine einzigartige Versuchsanordnung dar, um die Physik
leicht relativistischer Jets und die assoziierten nichtthermischen Prozesse zu unter-
suchen. Das System besteht aus einem kompakten Doppelsternsystem und einem
dort entstehenden Jet-Paar, welches sich entgegengesetzt zueinander ausbreitet. Diese
Jets können durch Observationen bis zu Distanzen von ∼0.1 pc von der zentralen
Quelle aufgelöst werden. Weiter außerhalb jedoch bleiben sie unentdeckt, bis sie
ab ∼25 pc plötzlich wieder als helle Röntgenquellen sichtbar werden. Diese äußeren
Jets wurden vor Kurzem auch als Quellen von TeV-Gammastrahlung durch das High
Altitude Water Cherenkov (HAWC) Observatorium identifiziert. Diese Doktorarbeit
präsentiert ein vollständiges Bild der TeV-Emission der SS 433-Jets mit Hilfe neuer
Daten der Teleskope des High Energy Stereoscopic System (H.E.S.S.) und des HAWC
Observatoriums.

Um die Sensitivität der H.E.S.S. Observationen vollständig auszunutzen, wird
ein neuer Ansatz zur Hintergrundminimierung beschrieben. Dieser basiert auf der
Detektion von Tscherenkowlicht von Myonen durch große Abbildende Tscherenkow
Teleskope (IACTs) , wie zum Beispiel das zentrale Teleskop des H.E.S.S. Systems. Die
Anwendung dieser Methode führt zu einer Verminderung von Hintergrund ober-
halb von Energien von einigen zehn TeV um einem Faktor von 4 in der stereoskopis-
chen Analyse von H.E.S.S..

Diese Doktorarbeit präsentiert die erstmalige Entdeckung der äußeren Jets von
SS 433 durch ein IACT System mit Hilfe von H.E.S.S. Die bessere Richtungs- und
Energieauflösung von H.E.S.S. verglichen mit HAWC ermöglicht eine detaillierte
Untersuchung der Jetemission, welche auch eine Messung der physikalischen Aus-
dehnung der Emission und der Spektren bis zu Energien von einigen zehn TeV bein-
haltet. Die Beobachtungen legen auch eine eindeutige Änderung der Morphologie in
Abhängigkeit der Energie offen, was wiederum einen hadronischen Ursprung eines
Großteils der Gammaemission ausschließt. Photonen mit mehr als 10 TeV werden
nur nahe an der Basis des äußeren Jets beobachtet, was eine effiziente Beschleuni-
gung von Teilchen bis zu sehr hohen Energien dort andeutet. Die Belege legen nahe,
dass die Beschleunigung durch einen Schock verursacht wird, was wiederum einen
Hinweis auf die Antwort der lang bestehenden Frage des Wiederauftauchen von Jets
geben kann.

Die beobachtete energieabhängige Morphologie wird als Folge der Abkühldauer
von Teilchen und des Advektionsfluss des Jets modelliert. Dies wiederum beschränkt
die Jetdynamik und führt vor allem zu einer Abschätzung der Geschwindigkeit der
äußeren Jets an ihrem Ursprung. Dadurch werden einige offene Fragen bezüglich
der nonthermalen Prozesse in Jets und ihrer Dynamik beantwortet, jedoch wiederum
neue Fragen aufgeworfen, welche unser inkomplettes Bild von SS 433 zur Schau
stellen.



x

Eine kombinierte Analyse der HAWC und H.E.S.S. Daten kann Einblicke in das
System über den gesamten TeV-Energiebereich gewähren. Dafür ist ein Werkzeug
benötigt, welches die Daten beider Instrumente lesen und gemeinsam analysieren
kann. In dieser Doktorarbeit wird die Erweiterung und Validierung eines bereits ex-
istierenden Datenformats und Analysewerkzeugs, welches bisher für IACTs genutzt
wurde, beschrieben, um die Analyse von Daten von Teilchendetektoren wie HAWC
zu ermöglichen. Damit werden dann die HAWC Daten der SS 433 Region inklusive
zusätzlicher Daten, welche seit der Bekanntgabe der Detektion genommen wurden,
neu betrachtet. Durch das so erweiterte Analysewerkzeug können dann die H.E.S.S.
und HAWC Daten gemeinsam analysiert werden und die vorläufigen Resultate wer-
den in dieser Arbeit präsentiert.
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1

Preface

This thesis is organized in the following order:

./ Chapter 1 introduces the phenomenon of astrophysical jets, with a special fo-
cus on Galactic jets. It briefly describes the particle acceleration mechanisms
thought to be capable of accelerating particles to energies high enough to pro-
duce radiation at TeV energies.

./ Chapter 2 introduces the Galactic microquasar SS 433. A summary of the ob-
servations and theoretical studies concerning this system since its detection 50
years ago is presented, with a focus on the non-thermal and high energy emis-
sion.

./ Chapter 3 introduces the field of ground-based TeV astronomy by describing
the basic physical processes and experimental techniques that make it possible
to study TeV sources. Two particular experiments are highlighted, the High En-
ergy Stereoscopic System (H.E.S.S.) array of telescopes and the High Altitude
Water Cherenkov (HAWC) observatory. The process of high-level gamma-ray
data analysis is also described.

./ Chapter 4 proposes a new method to improve the background rejection perfor-
mance of Imaging Atmospheric Cherenkov Telescopes based on the detection
of Cherenkov light from muons. This method is used in the analysis presented
in Chapter 6.

./ Chapter 5 presents the validation of open-source data formats and tools for
their use with data from particle detecting arrays such as the HAWC observa-
tory. The work presented here makes it possible to do joint analyses using data
from H.E.S.S. and HAWC, such as that presented in Chapter 8.

./ Chapter 6 presents the results of dedicated observations of the SS 433 system
by the H.E.S.S. array of telescopes, which result in the first ever detection of
the system by such an experiment. A detailed analysis of the data is presented,
which includes the discovery of energy-dependent morphology.

./ Chapter 7 puts the findings described in the previous chapter into the larger
context of our understanding of the dynamics and particle acceleration pro-
cesses taking place in the jets of SS 433. Thanks to the H.E.S.S. observations, the
site of efficient particle acceleration can be identified.



2 Contents

./ Chapter 8 presents a joint analysis of the SS 433 region using H.E.S.S. and
HAWC data.

The work presented in Chapter 4 has been published in Olivera-Nieto et al. (2021)
and Olivera-Nieto et al. (2022). The work presented in Chapter 5 has been published
in Albert et al. (2022b) (corresponding author L. Olivera-Nieto). The work described
in Chapters 6 and 7 will be published as a H.E.S.S. Collaboration paper which is in
preparation (with corresponding author L. Olivera-Nieto). Large parts of the work
presented in this thesis make use of the Gammapy analysis package, which I have
contributed to as a part of the regular developer team. A publication about Gammapy
is in preparation, with me as one of the authors.

Throughout this thesis I will use "we" in the text for simplicity. My individual
contributions to the work presented in this thesis are outlined below:

./ Chapter 3: I optimized and validated the hard gamma-hadron separation thresh-
olds described in Section 3.3.4. This process included the production of instru-
ment response functions (IRFs) for the resulting values of the analysis cuts. The
optimization and IRF production was done by adapting existing scripts devel-
oped by members the H.E.S.S. Collaboration.

./ Chapter 4, Olivera-Nieto et al. (2021): I participated in discussions with the rest
of the co-authors to develop the idea and structure of the paper. I implemented
and tested the "Simplified Muon Model", and used simulations provided by co-
authors Konrad Bernlöhr and Alison M. W. Mitchell to study the properties
of muons in showers and calculated the expected number of detectable muons
for different types of telescopes. I led the paper text writing (>90% of text) and
revision.

./ Chapter 4, Olivera-Nieto et al. (2022): With input from co-authors Jim Hin-
ton and Alison M. W. Mitchell I led the design of the Algorithm for Back-
ground Rejection using Image Residuals (ABRIR), which I also then imple-
mented and tested. I performed the validation analysis using real H.E.S.S. Crab
data. I produced the H.E.S.S. performance plots shown in the appendix with
the exception of the “hybrid” case which was done by co-author Helena X.
Ren . I led the paper text writing (>90% of text) and revision.

./ Chapter 5, Albert et al. (2022b): I developed and tested the scripts to export
the HAWC data and instrument response functions to the DL3 format. I ex-
ported the Pass4 full-sky HAWC data set and IRFs to this format. Together
with co-author Harm Schoorlemmer , we developed the idea behind the back-
ground model construction, which I then implemented and tested. With the
guidance of co-author Axel Donath , I implemented the necessary changes to
the Gammapy code that made HAWC analysis possible. I designed the structure
of the validation section and carried out all three analyses shown in it, with the
only exception of the values indicated as “From map” in the text, which were
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obtained by co-author Vikas Joshi . I performed the joint Crab fit and pre-
pared the public data release. I led the paper text writing (>90% of text) and
revision.

./ Chapter 6: I carried out the whole analysis presented using Gammapy. The pro-
posal for observation of SS 433 by H.E.S.S. in 2019, which resulted in∼25 hours
of data, was led by Armelle Jardin-Blicq . I led the observation proposals in
2020 and 2021, which resulted in∼150 hours of data. I also lead the proposal to
observe the Crab Nebula under different zenith and offset angles to verify the
angular resolution of the analysis. The calibration of the H.E.S.S. data was done
by Vincent Marandon . I reconstructed the data using existing scripts devel-
oped by members of the H.E.S.S. Collaboration. The reconstructed data was
exported to the DL3 format using scripts provided by Lars Mohrmann . I ran
ABRIR on the exported data, and produced background models using scripts
provided by Lars Mohrmann . The main results of the analysis were repro-
duced by Michelle Tsirou using a different H.E.S.S. pipeline as is required
within the H.E.S.S. Collaboration.

./ Chapter 7: Together with Jim Hinton and Brian Reville , we developed the
physical interpretation of the H.E.S.S. observations. I collected the publicly-
available multi-wavelength data with the exception of the X-ray range, for
which Naomi Tsuji performed the analysis. I implemented the broadband
model using GAMERA and developed scripts using Gammapy to fit it to the flux
points. Together with Jim Hinton, we designed the structure of the Monte Carlo
simulation, which I then implemented and tested.

./ Chapter 8: I exported the HAWC event lists and instrument response func-
tions from the Pass5 reconstruction to the DL3 format, which I then used to
construct a background model using the algorithms developed for Chapter 5. I
performed the HAWC and joint analyses using Gammapy.
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Chapter 1

Very-High-Energy Emission from
Astrophysical jets

This chapter presents a short overview of astrophysical jets, with a particular focus
on their non-thermal emission. First, some of the observational properties of astro-
physical jets are presented, with a special mention of jetted sources in the Galaxy
as it is pertinent to the rest of this thesis. Then, the evidence for the occurrence of
particle acceleration in astrophysical settings is described and some of the most com-
monly considered mechanisms are introduced, with a special focus on acceleration
by shocks. Finally, the most relevant the energy loss mechanisms that lead these
particles to lose some of their gained energy but also to produce radiation at TeV
energies are described.

1.1 Astrophysical Jets

The first observational evidence of astrophysical jets dates to more than a century
ago, when optical observations of the M87 galaxy revealed a "curious straight ray (...)
apparently connected with the nucleus but a thin line of matter" (Curtis, 1918). The advent
of radio astronomy in the 1930s (Jansky, 1933) led to the discovery of many more
such objects. A particularly relevant breakthrough came in 1953, when Cygnus A,
a bright radio source associated with a nearby galaxy (a phenomenon referred to
as radio galaxy), was resolved into two different jet lobes (Jennison and Das Gupta,
1953). A more recent Very Large Array (VLA) image of the Cygnus A jets can be
seen in Figure 1.1. In the following decades, the number of sources in which jet
phenomena were thought to occur increased rapidly (see Blandford et al., 2019, for a
review). One such example is the discovery in 1963 of so-called "quasi-stellar radio
sources" or quasars, which are also known now to host a jet, with the observation of
the jet in 3C 273 (Schmidt, 1963; Hazard et al., 1963).
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FIGURE 1.1: The jets of Cygnus A. 5 GHz frequency image of the jets
of Cygnus A made with data from the VLA. The jets extend out to kpc

distances from the core. Figure from Carilli and Barthel (1996).

The presence of polarization in the radio emission in the jet of M87 (Baade and
Minkowski, 1954) led to the correct conclusion that the mechanism responsible for it
was synchrotron radiation (see Section 1.5.1). Astrophysical jets are now understood
to be highly collimated plasma streams moving at high velocities. The observation
of apparent superluminal motions in the jets of 3C 273 (Cohen et al., 1971) led to the
understanding of the fact that the jet velocities are in fact relativistic, that is, close to
the speed of light c (Rees, 1966, 1967). The observed flux from a blob of plasma mov-
ing at relativistic speeds β = v/c and the intrisic one are related by the relativistic
Doppler factor,

δD =
1

γ(1− β cos θ)
, (1.1)

where γ is the Lorentz factor γ = 1√
1−β2

and θ the observation angle.

The dependence on observation angle of the Doppler factor means that the ob-
served properties of relativistic jets will be very different depending on the angle
with respect to the jet motion and the line of sight. This initially led to the pro-
posal of multiple source classes to explain the range of observations connected to the
central regions of some galaxies, a phenomenon now referred to as Active Galactic
Nuclei (AGN, Padovani, 2017; Padovani et al., 2017). A unified model (Urry and
Padovani, 1995) was then proposed to identify the underlying AGN type that gives
rise to different observed classes through different orientations. In this framework, a
classification can be made based on the observation angle with respect to the jet axis,
which leads to the distinction between blazars (θ < 10◦) and radio galaxies (θ > 10◦).

Jets observed in the center of galaxies were quickly linked to supermassive
(M> 106M�) black holes (SMBH) thought to be hosted by these galaxies (Salpeter,
1964; Zel’dovich and Novikov, 1965). SMBH are surrounded by orbiting gas, which
is being accreted onto them. Conservation of the angular momentum of this accret-
ing matter leads to the formation of a disk around the black hole (Frank et al., 2002;
Shakura and Sunyaev, 1973). It is in the innermost parts of this disk that jets are
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thought to be launched. Due to its complexity, the exact process by which the accre-
tion of matter into the black hole is turned into an outflow is not fully understood.
However, observational evidence points to the fact that jets originate from sources in
which such a disk is present, meaning that the accretion disk must play an important
role in jet formation. Note, however, that not all sources with an accretion disk result
in jets, such as the case of cataclysmic variables (see e.g. Robinson, 1976).

It is also understood that magnetic fields must play an important role in jet for-
mation. The current models generally assume that the jets are accelerated and col-
limated via magnetohydrodynamical processes. There are a number of mechanisms
proposed to explain the exact manner in which jets form (see e.g. Blandford and Zna-
jek, 1977; Blandford and Payne, 1982; Pudritz and Norman, 1986, 1983, . . . ), a review
of which is outside the scope of this thesis. More information on astrophysical jets
and the physical processes associated to them can be found in e.g Hughes (1991) and
Young (2002).

Some of the uncertainty related to how jets are launched arises from the fact that
it is extremely challenging for observations to resolve the very small regions around
SMBH in which jets are thought to arise. The recent imaging of the region around
the M87 black hole by the Event Horizon Telescope (E.H.T. Collaboration et al., 2019)
thus marks a very important step in the progress to understand the details of jet
formation and collimation mechanisms.

Due to the observational challenges, our current understanding of jet physics re-
lies heavily on numerical simulations, in particular those that solve the magnetohy-
drodynamic equations for the special relativistic (Camenzind, 1986, 1987) or general
relativistic case (see Porth et al., 2019, for a recent code comparison). Due to the com-
plexity and the different scales involved, the issue of jet formation and propagation
is usually split into separate problems (see e.g. Fendt, 2002), such as how to generate
the necessary magnetic fields (see e.g. Sikora and Begelman, 2013; Liska et al., 2020),
how to collimate and accelerate the accretion disk wind into a jet (see e.g. Fendt and
Elstner, 1999; Fendt and Elstner, 2000) and the stability of the jet propagation (see e.g.
Falle, 1991; Massaglia et al., 2016). A review of the status of numerical simulations of
jets can be found in e.g. Komissarov and Porth (2021).

1.1.1 Jetted Sources in the Galaxy

Note that all of the jets mentioned above are associated to extragalactic sources, in
particular, to the center of galaxies. The discovery that jets can also be produced
on much smaller scales by Galactic objects took place much later than their extra-
galactic counterparts. The first source in which jets were observed was SS 433, the
object which this thesis will focus on and which is described in detail in Chapter 2.
Evidence for the presence of jets in SS 433 was discovered in 1979 (Margon et al.,
1979b). The reason why these relatively local jets were only discovered so much later
than the much more distant jets of AGN is that the accretion disks around SMBH
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are colder than those around less massive black holes. This means that their emis-
sion peaks in the optical and UV ranges. Accretion disks around smaller compact
objects are instead usually identified via their X-ray emission, and X-ray astronomy
is comparatively younger.

While jets with terminal velocities in the order of a few hundred to a few thou-
sand km/s can be found in a variety of stellar systems, such as Herbig-Haro ob-
jects (Schwartz, 1983), planetary nebulae (Lopez, 1997) or novae (Chomiuk et al.,
2021), Galactic jets moving at relativistic velocities are almost exclusively found in
compact binary systems. Such systems, also referred to as X-ray binaries (Verbunt,
1993), are composed of a compact object, such as a stellar-mass black hole or a neu-
tron star, which is orbiting another body, usually a star (Fender, 2006). When a jet is
present in such a binary system, it is referred to as a microquasar, as they mimic, on a
smaller scale, some of the phenomena seen in quasars. This analogy is not only mor-
phological, as it has been suggested that simple scaling laws related to the mass of
the black hole govern the physics of the flows around them (Sams et al., 1996; Rees,
1998; Mirabel and Rodríguez, 1999).

The black holes in microquasars have masses of a few solar masses, millions of
times smaller than the SMBH responsible for quasars. Because of this, the sizes and
timescales associated with the jet emission are much smaller in microquasars. This,
together with their relative proximity to Earth, makes observations of microquasars
a much more accessible laboratory for the study of jet physics.

A few tens of microquasars are known to date1. The majority of them are associ-
ated to a black hole, although there are some such systems where the compact object
is a neutron star (e.g. KS 1731-260, see Barret et al., 1998; Massi, 2007). A further
distinction can be made depending on if the jet is observed only during relatively
short-lived flares, such as the case of Cygnus X-3 (Koljonen et al., 2018) or if it seems
to be a persistent feature of the system, like in SS 433. Note that the first observations
of a microquasar are only a few decades old, so the description of jets as persistent
can only refer to such timescales.

Much like their extragalactic counterparts, microquasars are observed under a
wide range of angles with respect to the jet axis. Some, like SS 433, have jets that are
almost orthogonal to the line of sight, a situation analogous to that of radio galaxies.
Other objects, such as the microquasar V4641 Sgr are thought to have a jet roughly
aligned with the line of sight (Gallo et al., 2014), a phenomenon referred to as microb-
lazar.

The jet velocities observed in microquasars range between a few percent of
the speed of light to almost 90% of it for the case of V4641 Sgr (Hjellming et al.,
2000). Similarly to AGN jets, superluminal motions have been observed in a num-
ber of microquasars, such as in GRS 1915+105 (Mirabel and Rodríguez, 1994) or
V4641 Sgr (Hjellming et al., 2000). It was in fact the observation of superluminal

1http://www.aim.univ-paris7.fr/CHATY/Microquasars/microquasars.html

http://www.aim.univ-paris7.fr/CHATY/Microquasars/microquasars.html
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motions in these nearby, Galactic sources that led to a breakthrough in the under-
standing of such motions for jets in general (Mirabel and Rodríguez, 1994, 1999).
In extragalactic jets, only the approaching ejecta is usually imaged due to strong
Doppler suppression of the receding jet. It was thus unclear whether the superlu-
minal motions were due to the propagation of waves through a slowly moving jet, or
were in fact associated to the bulk motion of the plasma emitting the observed radia-
tion. It was through the observation of microquasars that the latter became apparent
as the answer. This highlights the way in which, the understanding of nearby sys-
tems hosting jets can be extrapolated to interpret the observed phenomena in their
much larger extragalactic counterparts.

A comprehensive review of the general properties of Galactic sources with jets
can be found in Mirabel and Rodríguez (1999). The focus of this thesis is the observa-
tion of highly energetic gamma-ray radiation from microquasar jets, which has long
been predicted (Aharonian and Atoyan, 1998). The only microquasar confirmed to
be a source of TeV gamma-rays, and the focus of this thesis is the SS 433 system, a
detailed overview of which is presented in Chapter 2.

1.2 Evidence of Particle Acceleration

The radiation produced by the thermal motions of particles in matter is referred to as
thermal radiation. If the radiating body and its surface are in thermodynamic equilib-
rium, the spectral radiance of the emission at frequency ν is given by the black-body
formula,

Bν(T) =
2ν2

c2
hν

ehν/kT − 1
(1.2)

where T is the temperature of the body and c, h and k the speed of light, Planck
constant and Boltzmann constants respectively.

If the characteristics of the emitted radiation do not depend on the temperature
of the source, the radiation is known as non-thermal radiation. Non-thermal radi-
ation processes result in emission over the entire electromagnetic (EM) spectrum.
However, certain frequency ranges are of particular importance when studying non-
thermal radiation due to the fact that either only non-thermal processes can reach
them - as the temperatures needed for the radiation to be thermal would be too high
- or that the spectral signatures clearly distinguish them from thermal processes. That
is the case for example of the radio regime, in which the observation of power-law
spectra (that is, flux densities Fν ∝ ν−α where α ≈ 0− 1) in astrophysical jets reveals
the presence of non-thermal physical processes, in particular synchrotron emission
from relativistic electrons (see Section 1.5.1).

There are a number of processes that result in non-thermal emission. The ones
that are most relevant for this thesis are those arising from particles such as electrons
(or positrons, hereafter included in the term electron) or protons moving at relativis-
tic speeds, which will be described in detail in Section 1.5.1. These processes require
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the presence of particles with very high velocities, close to the speed of light. The fact
that non-thermal radiation is observed in a variety of astrophysical sources (see e.g.
Aharonian, 2004; Longair, 2011), and is in particular a common feature of astrophys-
ical jets (e.g. Blandford et al., 2019; Matthews et al., 2020), requires the existence of a
process capable of accelerating particles to these very high velocities.

Another crucial piece of evidence for the occurrence of particle acceleration in
astrophysical sources is the measurement of the cosmic ray spectrum. The fact that
there is a flux of charged energetic particles with extraterrestrial origin is known
since 1912, when Victor Hess measured an increase in ionizing radiation as a func-
tion of altitude from the ground (Hess, 1912). Successive experiments (see Hörandel,
2013; Walter and Wolfendale, 2012, for summaries in English) were able to confirm
the extraterrestrial origin of this radiation, correctly identify its nature as charged
particles, and study their absorption by the atmosphere. These milestones, together
with the development of new technology, marked the beginning of cosmic ray as-
tronomy, a field which has seen already several generations of experiments, both
ground-based (Castellina, 2017) and air or space borne (Marrocchesi, 2017).
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Note that the term cosmic rays is usually invoked to refer to hadronic charged
particles, such as proton or higher mass atomic nuclei. However, there is also an
astrophysical flux of electrons and positrons (see, e.g. Aharonian et al., 2008), usually
referred to explicitly as cosmic ray electrons.

The cosmic ray spectrum spans more than twelve orders of magnitude in energy,
which means that different instruments and experimental techniques are needed to
cover the entirety of it. Figure 1.2 shows the cosmic-ray spectrum measured by a
number of such experiments. The spectrum is remarkably smooth over many orders
of magnitude, although not completely. Several spectral features are observed, which
are interpreted as a result of differences in the production processes or astrophysical
source classes involved, as well as a result of their propagation through space.

Low energy (<109 eV) cosmic rays are modulated by the Solar cycle, as the Sun’s
magnetic field shields the Solar system. At higher energies of around 1015 eV a spec-
tral break, usually referred to as the knee can be seen. Below this energy, there are
convincing physical arguments to suggest that particles are predominantly acceler-
ated in supernova remnants (SNRs, see e.g. Bell et al., 2013; Vieu and Reville, 2022),
though this theory currently lacks clear observational confirmation. At higher ener-
gies (>5·1018 eV), another spectral break, referred to as the ankle is observed. This is
usually thought as marking the transition between Galactic and extragalactic origin
of the cosmic rays (see, for example Drury, 2012 or Bell, 2013). For energies higher
than this value, cosmic rays cannot be confined by a region the size of a galaxy for
a reasonable magnetic field strength (see Equation 1.8), and thus are able to escape.
At the highest energies, around 1020 eV, the flux finally tapers off. This could be the
result of both an intrinsic cutoff in the spectra of cosmic ray sources, or the result of
interaction of the cosmic rays with the Cosmic Microwave Background (CMB), an
effect known as the Greisen–Zatsepin–Kuzmin cutoff (Greisen, 1966; Zatsepin and
Kuz’min, 1966).

The existence of an astrophysical flux of charged particles spanning such a wide
range of energies requires the existence of a physical process able to transfer large
amounts of energy to the particles in an efficient manner. The remarkable smoothness
of the cosmic ray spectrum over such a wide range of energies, which in turn translate
into a wide range of physical sizes, could be a coincidence, or the result of relatively
universal features in the particle acceleration over such scales. Note that the highest
energies measured in cosmic rays, at around 1020 eV, are many orders of magnitude
larger than those achieved in particle accelerating experiments built on Earth. It is
thus only through the study of astrophysical objects that the processes responsible
for such high energy particles can be studied.
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1.3 Particle Acceleration

Particle acceleration mechanisms in astrophysical systems are an active area of re-
search. In general terms, the proposed mechanisms can be divided into three
classes (Longair, 2011):

• Dynamic: particles acquire energy through collisions with e.g. molecular
clouds.

• Hydrodynamic: e.g. entire sheets of plasma are accelerated to high velocities.

• Electromagnetic: particles gain energy through interactions with electromag-
netic fields such as in e.g. shocks.

Note that very often, these effects cannot be neatly disentangled and more than one
would occur at the same time. For example, when considering charged particles,
which will be the case through this section, the effects of electromagnetic fields usu-
ally need to be taken into account.

The movement of a particle with charge q, mass m and Lorentz factor γ moving
with velocity ~v in an electric (~E) and magnetic (~B) field can be written as

d
dt

γm~v = q(~E +
~v
c
∧ ~B). (1.3)

Most astrophysical environments are made up of ionized gases, in which the very
high electrical conductivity makes it hard to sustain static electric fields. There-
fore, the electric field ~E is usually simply −~u

c ∧ ~B, where ~u is the bulk velocity of
the plasma.

1.3.1 General Considerations

For a particle being accelerated by an electric field, the change in kinetic energy Ek =

(γ− 1)mc2 is be given by

dEk

dt
=

d
dt
(γ− 1)mc2 = q~v · ~E, (1.4)

which can be solved for Ek as

Ek = Ek,0 + q
∫

~E · ~dl, (1.5)

where ~dl = ~vdt. Taking ~E = −~u
c ∧ ~B, it follows that

Ek < q
|~u|
c
|~B|R = EH, (1.6)

where R is the size of the acceleration region. This limit on the maximum energy, EH,
achievable by a particle being accelerated in a region of size R with a magnetic field
~B is usually referred to as the Hillas condition (Hillas, 1984).
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In a uniform magnetic field, the ~v ∧ ~B term in Equation 1.3 leads to circular mo-
tion, with the acceleration perpendicular to both the velocity of the particle and the
direction of the magnetic field. This gyration has an angular frequency given by the
Larmor frequency,

wL =
q|~B|
γmc

(1.7)

and a gyroradius (or Larmor radius) of

rg =
| ~v⊥|
wL

=
|~v| sin θ

wL
=

γmc|~v| sin θ

q|~B|
' |~p|c

q|~B|
(1.8)

where θ is the angle between ~v and the direction of the magnetic field, taken here
for simplicity to be 90◦ and |~p| = γm|~v| is the momentum of the particle.

Note that if u = c, then Equation 1.6 becomes equivalent to rg < R, as the accel-
eration region must be larger than the gyroradius for the particle to be confined to
it. However, this distinction is relevant, since for most of the acceleration processes
discussed here, u < c.

The application of the Hillas condition to possible acceleration sites for different
values of β = u

c can be summarized with a so-called Hillas plot, such as the one shown
in Figure 1.3.

FIGURE 1.3: The Hillas condition. Size and magnetic field strength
of possible sites of particle acceleration. The diagonal represents the
boundary below which objects can’t accelerate protons to 1020 eV. Fig-

ure from Hillas (1984).

1.3.2 Particle Acceleration Mechanisms

An early attempt to explain the power-law spectral shape of the cosmic ray spectrum
(see Figure 1.2) was made by Fermi (Fermi, 1949), who proposed a mechanism in
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which particles gain energy in collisions with magnetized high-velocity clouds mov-
ing with velocities V. In each of these collisions, the particles gain or lose a fraction
proportional to ±V/c of their energy. In general, there is a net energy gain due to
the fact that head-on collisions are more likely. This process can be understood as the
particles trying to come to thermal equilibrium with the clouds. Given the consid-
erably larger masses of the clouds, even if their motions are not very fast, there is a
large amount of energy for the particles to tap into by interacting with them.

FIGURE 1.4: Schematic depiction of second-order Fermi accelera-
tion. A particle with energy E1 enters a magnetized cloud, which re-
sults in it undergoing several scatterings until it leaves, with a new
trajectory θ2 and energy E2. Figure by Cosimo Nigro (Nigro, 2019).

The energy gain averaged over many collisions can be derived through a series
of reference frame transformations (e.g. Longair, 2011) and is written as〈

∆E
E

〉
=

8
3

(
V
c

)2

. (1.9)

The Fermi acceleration mechanism attracted early attention due to the fact that it
can, in certain situations, result in a power-law energy spectrum. This is obtained by
solving the diffusion-loss equation governing the evolution of a particle population
N(E):

dN
dt

= D∇2N +
∂

∂E
(b(E)N(E)) + Q(E), (1.10)

where b(E) = − dE
dt is the energy gain term, which we write as b(E) = −αE (see

Equation 1.9) and the source term Q(E) is taken to be null far from injection energies.
For a single-zone model, we can replace the spatial diffusion by D∇2N = − N

τesc
,

where τesc is the timescale in which the particles particles escape the acceleration
region. The steady-state ( dN

dt = 0) version of Equation 1.10 is then given by

dN(E)
dE

= −
(

1 +
1

ατesc

)
N(E)

E
, (1.11)

which has as solution N(E) ∝ E−x with x = 1 + 1/(ατesc). This expression results

https://orcid.org/0000-0001-8375-1907
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in a power-law if both the loss and escape terms have the same dependence on the
particle energy.

There are a number of problems with this mechanism, one of them being that the
velocities of clouds in the Galaxy are actually rather small compared to the speed of
light. Additionally, these collisions are not very frequent, in the order of a few per
year, meaning the acceleration is slow (see Equation 1.19). That is why, subsequent
proposals considered instead scattering off of magnetic waves (e.g. Melrose, 1980)s,
in which case uc would be replaces by the Alfven speed vA = B/

√
4πρ. Finally,

there is no a priori reason why the power-law exponent x should be between 2-3
as required by observations. In order to achieve a similar cosmic ray spectrum in
different sources, one would need the escape time to be finely tuned to the energy
gain rate, including their respective dependence on particle energy. This contrasts
with other mechanisms such as particle acceleration in shocks, detailed in Section 1.4,
which naturally gives rise to x ≈ 2 (Bell, 1978a).

Another mechanism that has recently gained a lot of attention, particularly in
jets, is magnetic reconnection. The basic idea behind it is that the locations where
magnetic field lines of opposing polarity approach each other and meet could result
in the transfer of magnetic energy to particles. Reviews on the topic can be found in
e.g. Hoshino and Lyubarsky (2012) and Kagan et al. (2015).

Shear acceleration is another mechanism proposed to occur in jets in which par-
ticles scatter across a shear layer such as that at the edge of a jet (e.g. Rieger and
Duffy, 2004). Magnetic kink instabilities can also result in particle distributions that
follow a power-law (Alves et al., 2018). More details on the acceleration of particles
in astrophysical jets can be found in Matthews et al. (2020) and references therein.

1.4 Particle Acceleration in Shocks

We will cover the acceleration of particles in astrophysical shocks with some more
detail due to its relevance to further topics in the thesis (see Chapter 7). A shock
wave or shock is a propagating discontinuity in the pressure, temperature, veloc-
ity and density of a medium which moves faster than the speed of sound. There
are several mechanisms proposed for how particles could be accelerated in shocks,
see Marcowith et al. (2016) for a review. Here we will focus on diffusive shock ac-
celeration (DSA, Axford et al., 1977; Krymskii, 1977; Blandford and Ostriker, 1978;
Bell, 1978a,b), in which particles gain energy by diffusing across the shock multi-
ple times. There are several excellent reviews on the topic of particle acceleration
in shocks (e.g. Drury, 1983; Blandford and Eichler, 1987; Bell, 2013, 2014...). In this
section we will describe some of the basic aspects of particle acceleration in shocks
and refer to the literature for further details. The discussion presented here largely
follows that of Longair (2011), Bell (1978a) and Drury (1983).

Let us formulate the Fermi acceleration mechanism described in Section 1.3.2 in
a slightly different way. Given a population of N0 particles in an acceleration region,
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we write the energy of a particle with initial energy E0 after one cycle as βE0 and
define the probability of said particle to remain in the acceleration region after the
collision as P. The fractional energy gain is related to β as β = ∆E

E + 1. Then, after
a number k of cycles, the number of particles inside the acceleration region is N =

N0Pk, and their energies E = E0βk. We can combine these two expressions into

N
N0

=

(
E
E0

)ln P/ ln β

. (1.12)

And thus we can write
dN
dE

dE ∝ E(ln P/ ln β)−1dE. (1.13)

Evidently, the term (ln P/ ln β) in Equation 1.13 is equivalent to the quantity
−(ατesc)−1 introduced in Section 1.3.2, with P being related to the escape timescale
and β to the energy gain α.

FIGURE 1.5: Schematic depiction of shock acceleration. Bulk ve-
locities in the rest frame of the shock are shown with orange dashed
lines, particle trajectories in red dashed lines and magnetic field lines

as black arrows. Figure from Matthews et al. (2020).

Let us now consider a non-relativistic parallel shock moving with velocity ~us

along the magnetic field lines (see Figure 1.5). The shock velocity is supersonic,
meaning |~us| � cs where cs is the speed of sound in the ambient medium. We
will restrict the discussion to those particles (either electrons or protons) whose en-
ergy is already high enough for their gyroradius (see Equation 1.8) to be larger than
the shock thickness, and thus are capable to freely move between the upstream and
downstream regions. In the upstream region there is turbulence in the form of Alfven
waves excited by the particles themselves. These waves scatter the particles, leading
to them being overtaken by the shock. As a result particles are capable of crossing
the shock many times and thus increase their energy more than once.

It is often useful to consider the frame of reference in which the shock is at rest.
In this frame, the upstream gas is flowing into the shock with a velocity u1 = us
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and leaving the shock with a velocity u2. These two velocities are connected via the
continuity equation

ρ1u1 = ρ1us = ρ2u2, (1.14)

where ρ1 and ρ2 are the densities of the upstream and downstream regions respec-
tively. For a strong shock the ratio of densities is given by the compression ratio
χ = ρ2/ρ1 = (Γ + 1)/(Γ − 1) where Γ is the heat capacity ratio or adiabatic in-
dex of the gas. For the case of a monoatomic or fully ionized gas, Γ = 5/3, which
means u1 = 4u2.

The particles ahead of the shock are approximately isotropic in the frame of ref-
erence of the ambient gas due to scattering on magnetic fluctuations. The shock ad-
vances through this medium with velocity us, and when a particle crosses the shock
front, it increases its energy by ∆E/E ∼ us/c. After crossing the shock, particles are
again scattered so that their velocity distribution is once more isotropic with respect
to the flow, and so when they cross the shock again they encounter the upstream gas
moving towards the shock, again with the same velocity, leading to the same increase
in energy. This means that every time a particle crosses the shock, it gains energy, un-
like in the cloud collision scenario (see Section 1.3.2) in which some collisions lead to
an energy loss. The energy gain after a cycle of a particle moving with velocity v ≈ c
can be derived (see e.g. Bell, 1978a; Drury, 1983) and is

β− 1 =
∆E
E

=
4
3

u1 − u2

c
. (1.15)

The probability of a particle completing a cycle is given by

P = 1− 4u2

c
. (1.16)

And thus, following Equation 1.13, the resulting differential energy spectrum is

dN
dE

dE ∝ E−µdE, (1.17)

where
µ =

2u2 + u1

u1 − u2
. (1.18)

For a strong shock with Mach number M = us
cs
� 1 and χ = 4, the power-law expo-

nent is µ = 2. This result arises naturally from the properties of shock acceleration
and does not require any fine-tuning, as was the case with the Fermi acceleration
mechanism described in Section 1.3.2.

Since the proposal of shock acceleration in the 1970s, there have been numer-
ous improvements to the theory that expand it beyond the relatively simple descrip-
tion presented above. Such examples include non-linear effects (see e.g Malkov and
Drury, 2001) or the effect of relativistic shock velocities (see e.g. Kirk et al., 2000).
These expansions are outside of the scope of this thesis..
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1.4.1 Acceleration Timescale

The acceleration timescale is a combination of the cycle time intrinsic to the accelera-
tion process such as the time between collisions, or crossing time for shock accelera-
tion, and the energy gain per cycle. This is written as

tacc =
E

∆E
tcycle. (1.19)

The acceleration timescale needs to be fast enough to compete with energy losses
(see Section 1.5) in order to result in net particle acceleration. In the case of shock
acceleration, the mean time it takes for a relativistic particle to complete one cycle
of entering the downstream region, returning upstream and then returning to the
downstream region is given by (Drury, 1983)

tcycle =
4
c

(
D1

u1
+

D2

u2

)
, (1.20)

where D1 and D2 are the diffusion coefficients in the upstream and downstream re-
gions respectively. It follows from Equation 1.19 that the acceleration timescale for
DSA is thus

tacc =
3

u1 − u2

(
D1

u1
+

D2

u2

)
. (1.21)

Note that the diffusion coefficients depend on particle energy, and so does the accel-
eration timescale.

1.4.2 Diffusion

The diffusion coefficients in the upstream and downstream media are generally sub-
ject to high uncertainty in most applications to astrophysical sources. It is thus often
useful to parameterize the diffusion coefficient in terms of the Bohm diffusion coef-
ficient DB(E) (e.g. Lagage and Cesarsky, 1983; Aharonian, 2004), which represents a
lower limit for the diffusion coefficient for magnetized particles, i.e. particles moving
in helical trajectories. In the Bohm diffusion scenario, the particle mean free path λ

is assumed to be equal to the gyroradius (see Equation 1.8). The diffusion coefficient
for particles moving at speeds close to the speed of light c can thus be written as

D(E) =
1
3

λc =
1

3η
rgc =

DB(E)
η

, (1.22)

where η ≤ 1 parameterizes how far the diffusion occurs from the Bohm regime. If
η = 1, the diffusion coefficient is the smallest possible for magnetized transport and
thus the acceleration time is the shortest possible.
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1.5 Energy Losses

Acceleration processes that increase the energy of particles are competing with a
number of mechanisms that reduce their energy. In order to determine the net en-
ergy gain of a particle it is thus necessary to compare their effects. Additionally, some
of these processes result in the emission of non-thermal emission, which can in turn
be used to infer the properties of the emitting particle population. Which mecha-
nisms dominate the energy loss depends on both particle energy and the properties
of the medium. In this section we will cover some aspects of the energy loss mech-
anisms that are most relevant to the work presented in this thesis, neglecting those
that only contribute a negligible amount to the physical scenarios considered. A gen-
eral overview of energy losses for high energy particles can be found in e.g. Longair
(2011).

In order to characterize the energy loss, and also to compare the effect of acceler-
ation to the losses, a useful quantity to define is the loss timescale,

tloss =
E

|dE/dt| (1.23)

defined as the ratio of the particle energy to the energy loss rate.

1.5.1 Radiative Losses

Some energy loss mechanisms result in the emission of non-thermal radiation. These
processes are relevant not only as a competing mechanism to the acceleration, but
also because this radiation becomes an observable that can be used to investigate
the presence and properties of the accelerated particles. We will focus on the two
processes that will be of most relevance to the rest of this thesis, synchrotron emis-
sion and inverse Compton scattering, with a brief mention of the emission processes
associated with particles of hadronic nature.

Synchrotron Radiation

A relativistic charged particle that is accelerated by the Lorentz force (see Equa-
tion 1.3) will produce synchrotron radiation (Blumenthal and Gould, 1970). The
properties of synchrotron radiation can be derived using the expression of the power
emitted by a relativistic particle with Lorentz factor γ and charge q moving with an
acceleration a, typically referred to as Larmor’s formula. A derivation of this expres-
sion can be found in, e.g. Longair (2011).

P =

(
dE
dt

)
=

2
3

q2γ4

c3 (a2
⊥ + γ2a2

‖) (1.24)

Note that the parallel (a‖) and perpendicular (a⊥) components of the acceleration are
defined with respect to the direction of motion.
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A charged particle in the presence of a regular magnetic field describes a rotating
motion describing a spiral path with a pitch angle θ, governed by the expressions
introduced in Section 1.3. For gyrating motion a‖ = 0 and a⊥ = wLv⊥ where v⊥ =

v sin θ and wL is the Larmor frequency defined in Equation 1.7. Inserting these into
the equation above results in

Psynch =
2
q

q2γ4

c
v2
⊥q2B2

γ2m2c2 =
2
3

β2q4B2

m2c3 γ2 sin2 θ, (1.25)

where β = v/c.
Assuming an isotropic distribution for the pitch angle we can derive its average

as 〈
sin2 θ

〉
=

1
4π

∫ 4π

0
sin2 dθdΩ =

2
3

, (1.26)

where dΩ is the solid angle differential. Now, recalling the definition of the Thomson

cross-section σT = 8π
3

(
q2

mec2

)2
and defining the magnetic energy density uB = B2

8π

we can write the expression for the average synchrotron power emitted by a single
particle as 〈

Psynch
〉
=

4
3

γ2cσT

(me

m

)2
ub. (1.27)

The term
(me

m

)2 heavily suppresses the radiation of particles with larger mass than
electrons, such as protons.

The synchrotron cooling timescale can now be derived using Equation 1.23 as

tsynch =
E

|
〈

Psynch
〉
| =

γmc2

4
3 γ2cσT

(me
m

)2 ub

∝
1

γB2 , (1.28)

which implies that high magnetic field intensities lead to faster synchrotron cooling,
and that higher energy particles cool faster than low energy ones.

The radiation spectrum of a single particle emitting synchrotron radiation peaks
around a critical frequency νc = 3

4π γ2 qB
mc sin θ (e.g Blumenthal and Gould, 1970).

From the spectra of a single particle, that of a population can be obtained by inte-
grating over the entire electron distribution. Following the discussion in Section 1.2,
we expect the spectral distribution of accelerated electrons to follow a power-law.
The synchrotron radiation emitted by electrons distributed as dNe

dEe
∝ E−α

e is also a
power-law, the index of which can be derived as

Eγ
dNγ

dEγdt
=

dNe

dEe

dEe

dEγ

dEγ

dt
∝ E−α

e ·
1
Ee
· E2

e ∝ E1−α
e , (1.29)

where we have used the fact that Eγ = hνc ∝ E2
e and Equation 1.27. Therefore, the

photon spectrum has a shape

dNγ

dEγdt
∝ E−(α+1)/2

γ . (1.30)
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Note that this derivation is an approximation, but it agrees with the result of the
full calculation (see e.g. Blumenthal and Gould, 1970).

Figure 1.6 shows the synchrotron spectrum radiated by a population of electrons
with power-law index α = 2. The radiation spectrum has been computed using the
GAMERA package (Hahn, 2015; Hahn et al., 2022) for different magnetic field intensi-
ties. GAMERA can calculate the spectral evolution of a particle population in the pres-
ence of time-dependent or constant injection, energy losses and particle escape. It can
also derive the radiation spectrum from a parent particle population. As expected,
the resulting photon spectrum follows a power-law with index (α + 1)/2 = 1.5.
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FIGURE 1.6: Synchrotron radiation from electrons. Left: Spectrum
of the electrons producing the radiation. The normalization is such
that the total energy above 10 MeV is 1033 erg. Right: Resulting syn-
chrotron radiation spectrum for different intensities of the magnetic

field. Note that the quantity depicted is E2 dN
dE .

Inverse Compton Scattering

When relativistic electrons encounter and scatter comparatively low energy ambient
photons, they lose part of their energy and increase that of the photons (Jones, 1968;
Blumenthal and Gould, 1970). This is referred to as inverse Compton (IC) because,
unlike in the classical Compton scattering case, it is the electron which loses energy
and not the photon. Depending on the energy of the target photons (hν), two regimes
are distinguished:

• Thomson scattering (hν � mec2): the scattering is almost elastic, meaning that
the change in electron energy is not very large. This process is described by the
Thomson cross-section defined in Section 1.5.1.

• Klein-Nishina scattering (hν > mec2): in this case the scattering is inelastic,
meaning that the transfer of energy is large. The Thomson cross-section no
longer applies, and the correct one needs to be derived using quantum electro-
dynamics (Klein and Nishina, 1929).

In the Thomson regime and in the electron rest frame (indicated with a prime
symbol), the total power emitted by an electron exposed to some photon field is
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given by (e.g. Longair, 2011): (
dE
dt

)′
tot

= σTcu
′
rad, (1.31)

where u
′
rad is the ambient radiation energy density in the electron rest frame.

Now using the fact that the emitted power is an invariant quantity,
(

dE
dt

)′
=
(

dE
dt

)
and that for an isotropic radiation field

u
′
rad = γ2

(
1 +

β2

3

)
urad, (1.32)

where γ and β are the Lorentz factor and velocity of the electrons. We can derive the
angle-averaged scattered power in the interaction as

dE
dt tot

= σTcγ2
(

1 +
β2

3

)
urad. (1.33)

Now, in order to derive the energy loss rate of the electron, we need to subtract the
initial energy of the low-energy photons σTcurad which results in

〈PIC〉 =
dE
dt

= −4
3

γ2β2σTcurad. (1.34)

This expression is only valid in the Thomson regime. For the Klein-Nishina case, the
cross-section needs to be modified (see e.g Blumenthal and Gould, 1970).

We can now derive the cooling timescale for IC in the Thomson regime using
Equation 1.23 as

tIC =
E

| 〈PIC〉 |
=

E
4
3 γ2β2σTcurad

∝
1

γurad
, (1.35)

which implies that, analogously to the synchrotron case, high target radiation den-
sities lead to faster cooling, and that higher energy particles lose their energy faster
than low energy ones.

In order to illustrate the IC spectrum, we again use the GAMERA code, which in-
cludes the full Klein-Nishina calculation, to calculate the IC emission from electrons
distributed as ∝ E−2. We consider as target photon fields a thermal black-body spec-
trum (see Equation 1.2) for different values of the temperature. The resulting photon
spectra can be seen in Figure 1.7.
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FIGURE 1.7: IC radiation from electrons. Left: Energy density of the
target blackbody photons for different temperatures. Right: Result-
ing IC radiation spectrum for the different target fields. The electron

spectrum is the same as shown in Figure 1.6.

Hadronic Processes

Although the IC scattering and synchrotron emission of protons are inefficient due
to their higher mass compared to electrons, very high energy protons can interact
with both radiation fields and ambient matter through hadronic processes. Inelastic
interactions of protons with radiation fields (pγ interactions) have a relatively low
cross-section but can be important in situations where the ambient mass density is
very low, such as for example AGN jets (see e.g. Mannheim and Biermann, 1989;
Mücke et al., 2000).

Interactions of protons with target matter (pp interactions, Aharonian, 2004) also
result in the production of pions, which decay to produce gamma-rays, electron-
positron pairs and neutrinos. gamma-rays are emitted with energies ≈ 1/6 times
that of the parent protons. The total gamma-ray emission rate is proportional to the
ambient density (see e.g. Kelner et al., 2006; Kafexhiu et al., 2014), which means that
relatively dense targets are required in order to produce significant photon emission.
Additionally, the spatial distribution of the emission will then follow that of the tar-
gets, which are illuminated by their interaction with the protons (see e.g. Abdo et al.,
2009, 2010). Note that the energy dependence of the pp cross-section is logarithmic,
and so the cooling time of protons via pp interaction has a weak dependence of en-
ergy, which can be approximated as constant over relatively small energy ranges. In
particular, for very high proton energies, the pp cooling timescale in units of years
can be approximated by

tpp ≈
5.3 · 107

n
, (1.36)

where n is the target number density in units of cm−3 (Aharonian, 2004). More details
on hadronic processes can be found in e.g. Aharonian (2004).
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1.5.2 Adiabatic Losses

Besides by emitting radiation, particles can also lose their energy if they are confined
within an expanding volume. The energy loss rate due to adiabatic expansion is
related to the velocity of said expansion, ~vexp. For a relativistic gas we have (e.g.
Longair, 2011):

dE
dt

= −1
3
(∇ ·~vexp)E. (1.37)

The ∇ ·~vexp term can be connected to the density of the expanding gas via the conti-
nuity equation

∂ρ

∂t
+∇ · (ρ~vexp) = 0, (1.38)

which expands into
∂ρ

∂t
+~vexp · ∇ρ = −ρ(∇ ·~vexp). (1.39)

Recalling the definition of the convective derivative d
dt =

∂
∂t + v · ∇, we can write,

1
ρ

dρ

dt
= −(∇ ·~vexp). (1.40)

And so the adiabatic loss rate can be written as a function of the fluid density,

dE
dt

= −1
3

(
1
ρ

dρ

dt

)
E. (1.41)

In the case of a ballistic jet, ρ ∝ z−2 where z is the coordinate along the jet axis.
Defining the jet velocity along the axis as vjet(z) = dz

dt we can write

1
ρ

dρ

dt
= −2

vjet(z)
z

, (1.42)

and so the energy loss rate is simply

dE
dt

= −2
3

vjet(z)
z

E. (1.43)

The cooling timescale for adiabatic losses in an expanding jet is thus

tad =
E

|dE/dt| =
E

1
3 (∇ ·~vexp)E

=
3

∇ ·~vexp(z)
= −3

2
z

vjet
, (1.44)

which is independent of the particle energy.

1.6 Summary and Outlook

This chapter presented a brief overview of the non-thermal processes most relevant
to this thesis, as well as an introduction to the phenomenon of astrophysical jets.
The topic of the following chapter is one of the most studied jetted sources in the
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Galaxy, the microquasar SS 433. The discovery of non-thermal X-ray and gamma-ray
emission from its jets (see Section 2.3) indicates that particle acceleration is taking
place somewhere in the system. The dedicated gamma-ray band observations of the
SS 433 region presented in Chapter 6 of this thesis will allow for a characterization
of the acceleration sites and non-thermal radiative processes in the jets of SS 433, the
details of which will be discussed in Chapter 7.
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Chapter 2

The Microquasar SS 433

The microquasar system SS 433 provides a unique opportunity to study collimated
mildly relativistic jets in our own Galaxy. While much is known about the nature
of the precessing inner jets, the dynamics at large distances from the central binary
system are poorly constrained. This chapter summarizes the existing observational
data across the EM spectrum, as well as some of the theoretical models which have
been proposed to explain the dynamics and emission mechanisms in SS 433. As it
is the focus of this thesis, special attention is given to the non-thermal emission of
the outer jets. More general descriptions of the system, such as a detailed review
of early observations of SS 433 or a thorough examination of the properties of the
jets and accretion disk of SS 433 can be found in Margon (1984) and Fabrika (2004)
respectively.

2.1 First Detection and Identification

The detection of the microquasar SS 433 was first reported in 1977 by Stephenson
and Sanduleak in their catalog of stars with bright Hα line emission (Stephenson and
Sanduleak, 1977). Soon after, a bright variable X-ray source was reported at a con-
sistent location (Clark and Murdin, 1978; Marshall et al., 1978), suggesting a more
unusual nature for the source. Measurements of the optical spectra revealed vari-
able lines, which were identified by Margon et al. (1979b) as the spectra of Hydrogen
and Helium shifted by positive and negative velocities of thousands of km/s. These
puzzling features were quickly identified as arising from the observation of two pre-
cessing, oppositely directed jets of gas moving at speeds of around 25% of the speed
of light (Abell and Margon, 1979; Fabian and Rees, 1979; Milgrom, 1979; Margon et
al., 1979a). This paradigm is usually referred to as the "kinematic model" for SS 433.

2.2 Overview of the SS 433 System

SS 433 is a binary stellar system composed of a compact object, likely a black hole (Sei-
fina and Titarchuk, 2010; Cherepashchuk et al., 2019, 2021), and a type A supergiant
star (Gies et al., 2002; Hillwig and Gies, 2008). These systems are usually character-
ized by X-ray emission produced by accretion from the donor star into the compact
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object, and so are referred to as X-ray binaries (see Section 1.1.1). SS 433 stands out
among other X-ray binaries because the accretion onto the compact object occurs with
a very large (10−3 − 10−4M�/yr) mass transfer rate, as opposed to the much lower
values (< 10−8M�/yr) usually found in other systems (Shkovskii, 1981; Heuvel,
1981). This high accretion rate seems to be maintained continuously for as long as
the system has been observed, unlike in other systems, which have been observed to
reach high mass transfer rates but only during short-lived flares (Fabrika, 2004).

As a consequence of the accretion, two symmetric jets are launched from the
central engine, oriented almost perpendicular at ∼80◦ (Roberts et al., 2010) with re-
spect to the line of sight, making the SS 433 system a microquasar (see Section 1.1.1).
The jets are launched with a velocity usually taken to be 0.26c, although speeds in
the range between 0.24-0.32c have been observed (Blundell and Bowler, 2004; Blun-
dell et al., 2007), with the highest speeds connected to episodic flares (Jeffrey et al.,
2016). The jets describe a precession motion with an half-opening angle of 20◦ with
a period of 162 days (Fabian and Rees, 1979; Milgrom, 1979; Margon et al., 1979b;
Hjellming and Johnston, 1981; Fabrika, 2004). The jet kinetic power is estimated to
be ∼ 1039erg/s (e.g. Margon, 1982).

FIGURE 2.1: The SS 433 system. Schematic diagram showing the
main components of the SS 433 system. Image credit: European South-

ern Observatory (ESO).

The distance to SS 433 is usually accepted to be 5.5 kpc (Blundell and Bowler,
2004), although smaller estimates such as 4.7 kpc (Rosado et al., 2021) exist. The low-
est existing estimate comes from the analysis of astrometric data, which suggests a
distance of 3.8 kpc (Arnason et al., 2021). However, note that this estimate is consid-
ered less reliable because of the binary orbital motion in SS 433.

Assuming a distance of 5.5 kpc, as we will through this thesis, optical and radio
observations see these precessing jets extend only out to distances of ∼ 10−3 (David-
son and McCray, 1980) and ∼ 0.1 pc (Spencer, 1979; Blundell and Bowler, 2004) from
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the core respectively. Further out, no emission from the jet is detected until distances
of around 25 pc from the compact object, where X-ray observations reveal compar-
atively large-scale outer jets (see Figure 2.2) which, in contrast to the inner jets, are
bright non-thermal X-ray emitters (Brinkmann et al., 1996; Safi-Harb and Ögelman,
1997; Safi-Harb et al., 2022; Kayama et al., 2022). The outer jets are usually distin-
guished by referring to the one extending towards increasing values of the right as-
cension coordinate as the eastern jet, whereas the one extending towards decreasing
values is referred to as the western jet (see Figure 2.2). For reasons that are unknown,
the opening angle of these jets is significantly smaller than the precession angle de-
scribed by the jets when they launch. This demands either different jet episodes or
jet recollimation occurring between those two stages of the jet (see, e.g Bowler and
Keppens, 2018).
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FIGURE 2.2: Interaction of the SS 433 jets with W50. a: Radio image
of W50 at 11 cm by the Effelsberg radio telescope (Reich et al., 1984,
1990; Furst et al., 1990) with X-ray contours overlaid in white. The X-
ray regions defined by Safi-Harb and Ögelman (1997) are marked with
crosses. The ones in the eastern jet have an e in their name, whereas
the ones in the western jet have a w. b: X-ray image of SS 433 and the
outer jets by the ROSAT satellite (Brinkmann et al., 1996; Safi-Harb
and Ögelman, 1997) with radio contours overlaid in white. Figure

adapted from Goodall et al. (2011a) using publicly available data.

The outer jets are sources of TeV gamma-rays (Abeysekara et al., 2018), making
SS 433 the only microquasar firmly identified in that energy range. The study of
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the TeV emission from the outer jets of SS 433 is the central topic of this thesis (see
Chapters 6, 7 and 8), which is why through this chapter, we will pay special attention
to the properties of the outer jets and, in particular, to their non-thermal emission.

The jets terminate after nearly 100 pc into the surrounding W50 nebula, a bright
radio structure that is typically thought to be a supernova remnant (SNR) associated
with the compact object in SS 433 (Elston and Baum, 1987), although other explana-
tions for its origin and relation to the jets exist (see e.g Ohmura et al., 2021). The mor-
phology of W50 presents two distinct elongated deformations, sometimes referred
to as ears, aligned with the SS 433 jet axis which are thought to be the result of the
interaction of the jet with the shell. Figure 2.2 shows the interplay of the jets with the
nebula though radio and X-ray observations.

2.3 Observations of the SS 433 Region

Since its detection, the SS 433 system has been observed in virtually every wave-
length range over the course of almost half a century. A complete list of these obser-
vations and the conclusions drawn from them is thus virtually an unfeasible task. In
this section we will attempt instead to build an incomplete but informative descrip-
tion of a selection of observational campaigns with a focus on the outer jets and the
observational implications for non-thermal emission sites in the system.

2.3.1 Radio

Observations in the radio band probe the presence of relativistic electrons via syn-
chrotron emission (see Section 1.5.1) and molecular gas via molecular line emis-
sion (Rybicki and Lightman, 1986), which in turn can be a target for interaction with
relativistic protons (see Section 1.5.1). It is thus a critically important regime to the
study of non-thermal processes (see Section 1.2).

Radio observations of synchrotron emission from the inner jets of SS 433 allowed
for an early description of their proper motions (Spencer, 1979), which was followed
up by the first images of their precession motion with the VLA (Hjellming and John-
ston, 1981). A later imaging campaign with the VLA (Blundell and Bowler, 2004)
revealed iconic images of the corkscrew pattern described by the jet motion (see
Figure 2.3). From these images it could be elucidated that the jets are symmetric,
launched with speeds ranging between 0.24 to 0.28c and at a distance of 5.5 kpc
from Earth (Blundell and Bowler, 2004). The same findings were corroborated later
by Blundell et al. (2007), extending the measured jet speeds to values as high as 0.32c
during flares, which are observed both in the region near the central engine and in
the inner jets (Vermeulen et al., 1993a,b).
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FIGURE 2.3: Radio images of the precessing jets. a: Total intensity
image at 4.85 GHz observed with the VLA. Overlaid is the projection
on the sky of two oppositely directed jets with the inferred SS 433
parameters. b: Sobel-filtered version of the image shown in a. Figure

from Blundell and Bowler (2004).

A series of deep dedicated campaigns (Roberts et al., 2008, 2010; Bell et al., 2011)
with the VLA revealed that both the eastern and western jet are remarkably symmet-
ric. The jet power experiences temporal variations of order at least 5 (Bell et al., 2011),
and the velocity in the order of 10% (Roberts et al., 2008), but these differences are
always matched in both jets. The absence of deceleration between the scales imaged
by optical (10−3 pc) and radio (0.1 pc) observations indicate that the jets are denser
than their surroundings to a factor of at least 300:1.

As the jets propagate, they expand. Millimeter wavelength observations with the
Atacama Large Millimeter Array (ALMA) reveal that the energy loss of the radiating
electrons in the inner jets is dominated by adiabatic expansion (see Section 1.5.2) and
not of synchrotron losses (Martí et al., 2018).
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The inner jets are not the only outflow in SS 433 that has been observed in the ra-
dio band. Simultaneous imaging using the Very Long Baseline Array (VLBA), MER-
LIN and the VLA revealed the presence of an wind-like equatorial outflow perpen-
dicular to the axis of the jets moving with speeds estimated around 300 km/s (Blun-
dell et al., 2001). Figure 2.4 shows an image of this outflow.

Grey scale flux range= -1.26 93.42 MilliJY/BEAM
Cont peak flux =  9.3417E-02 JY/BEAM 
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FIGURE 2.4: Equatorial outflow from SS 433.. Total intensity image
at 4.99 GHz of SS 433 on March 7th 1998, combining VLBA, MERLIN,

and VLA data. Figure from Blundell et al. (2001).

The first component of the SS 433 system to be imaged in the radio was
W50 (Velusamy and Kundu, 1974), which is a bright radio source (see Figure 2.2).
Since then it has been imaged repeatedly in a variety of continuum wavelengths (e.g.
Geldzahler et al., 1980; Elston and Baum, 1987; Dubner et al., 1998; Reich et al., 1984;
Furst et al., 1990; Reich et al., 1990). The existence of high-resolution observations of
W50 over several decades allows to study the proper motions of the radio filaments
in the nebula. Figure 2.5 shows two images of W50 separated by over a decade in
which such filaments are highlighted. In particular, the filaments located in the ears
where the SS 433 jet terminates do not move distances greater than the instrumental
resolution over the observation time, a fact which can be used to derive an upper
limit on the jet velocity at termination. Goodall et al. (2011b) used this to derive an
upper limit of 0.0405c, which was later updated by Sakemi et al. (2021) to 0.023c. This
means the jet must have considerably decelerated by the time it reaches the edge of
W50.
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FIGURE 2.5: Time evolution of the radio filaments. . Radio observa-
tions of W50 in 1984 (Elston and Baum, 1987) and 1996 (Dubner et al.,
1998) with the radio filaments selected for the study of their proper

motions highlighted. Figure adapted from Goodall et al. (2011b).

Wide-field polarization observations of the SS 433/W50 complex with the Aus-
tralia Telescope Compact Array (Farnes et al., 2017) reveal that the large-scale mag-
netic structure of W50 is consistent with the hypothesis of its SNR nature. A Faraday
rotation measure (RM) gradient is measured across the central region of W50, with
an axis perpendicular to the jet axis, indicating a connection between the evolution
of the jets and the W50 shell. The eastern jet termination region also presents a RM
gradient, interpreted as a result of the interaction of the jet with the ISM.

Observations of molecular line emission, such as CO or HI reveal a number of
molecular clouds in the vicinity of the system (Band and Gordon, 1989), some of
them aligned with the SS 433 jet axis (Su et al., 2018), in particular in the western
tip of W50 (Liu et al., 2020; Yamamoto et al., 2022). Their kinematic characteristics
indicate a possible connection with SS 433. However, there are no distance estimates
to these clouds, meaning that their actual position with respect to the jets is unclear.

The outer jets have not been detected in the radio band.
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2.3.2 Infrared

Observations in the infrared band probe the thermal emission from the central en-
gine, which is a weak but detectable infrared source at 12 µ and 25 µ (Band, 1987).
High-resolution spectra of the central source in the infrared H and K bands reveal
that the spectrum is dominated by hydrogen and helium emission lines, the tempo-
ral behavior of which confirms the kinematic model.

2.3.3 Optical

The brightest optical lines radiated in the SS433 jets are hydrogen lines emanating
from the jets, namely the Hα line. Higher order Balmer lines are not as well studied
due to the fact that SS 433 is weaker in the blue range and also this region of the
spectrum is more complex, leading to increased difficulties in identifying the lines.
As mentioned above, the first detection of the peculiar shifted lines of SS 433 was
reported by Margon et al. (1979b). Many spectroscopic observations of the inner jets
have been performed since, such as e.g. Vermeulen et al. (1993c), in which changes to
the positions of the lines can be observed in the timescale of days (see Figure 2.6.)

FIGURE 2.6: Hα spectra of SS 433 in two consecutive days.. Frag-
ments of two spectra of SS 433. Figure from Vermeulen et al. (1993c).

The optical lines have been used to repeatedly test the kinematic model invoking
the Doppler boosting of emitting material in the jets over the years (Ciatti et al., 1981;
Anderson et al., 1983; Margon and Anderson, 1989). Most recently, Eikenberry et al.
(2001) made use of observations of SS 433 over the course of 20 years to validate this
interpretation of the observed emission (see Figure 2.7).
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FIGURE 2.7: Check of the kinematic model over twenty years. Mea-
sured Doppler shifts, model prediction, and residuals as a function of
precessional phase for the approaching (left panel) and receding (right

panel) jets. Figures taken from Eikenberry et al. (2001).

Optical observations also provide information on the binary system at the core
of SS 433. Measurements of the spectra of the donor star have identified it as a type
A supergiant with a mass ranging between ∼ 8− 15 M� (Gies et al., 2002; Hillwig
and Gies, 2008). The observation of temporal variations in the optical magnitude of
the central region result in an estimate of the total mass of the binary system and its
orbital parameters. Putting these together, an estimate of the mass of the compact ob-
ject can be obtained. The values found are consistent with the compact object being a
black hole of around 10 M� (Blundell et al., 2008; Kubota et al., 2010; Cherepashchuk
et al., 2019, 2021).

Interferometry measurements are able to spatially resolve the optical jets. These
observations reveal the presence of discrete ejecta or bullets and find evidence of dif-
ferent ejection episodes in the relative expansion of the different bullets (Waisberg et
al., 2019a). Further observations of the inner jets confirmed the presence of equatorial
outflows and a wind connected to the accretion disk (Waisberg et al., 2019b; Picchi
et al., 2020).

Additionally to spectroscopic measurements, optical imaging can reveal the pres-
ence of target material, in the form of optical filaments, which would interact with
relativistic protons (see Section 1.5.1). Wide-field Hα observations of the W50/SS 433
complex (Boumis et al., 2007) reveal the presence of optical filaments that correlate
with the radio shell of W50 (see Figure 2.8). No dense filaments are observed to
correlate with the outer jets.
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FIGURE 2.8: Optical-radio correlation of the W50 filaments Com-
bined image of the negative continuum-subtracted mosaic of W50 in
the light of Hα+[N II] and the radio emission at 1465 MHz (solid lines).
The 1465 MHz (Dubner et al., 1998) radio contours scale linearly. Fig-

ure taken from Boumis et al. (2007).

2.3.4 Ultraviolet

Hubble observations of the central source in SS 433 (Dolan et al., 1997) reveal that
the emission is this region is of thermal nature, consistent with a black-body (see
Equation 1.2) of the same temperature as in the optical range.

2.3.5 X-ray

The X-ray regime covers photon energies in which the emission can either be of ther-
mal origin due to thermal bremsstrahlung (see e.g. Longair, 2011), or non-thermal
origin due to synchrotron emission from relativistic electrons (see Section 1.5.1). The
distinction between them is often done on the basis of the value of the temperature
required to explain the emission as thermal.

Early observations of SS 433 identified it as an X-ray source (Clark and Murdin,
1978; Marshall et al., 1978). Follow-up measurements of the spectral lines from the
core region with the EXOSAT satellite revealed that the X-ray lines are also Doppler
shifted in agreement with the kinematic model (Watson et al., 1986), resulting in a
coherent picture of the jet motion between the radio, optical and X-ray bands. High-
resolution spectra of the inner jets reveal the presence of iron lines (Brinkmann et al.,
1991; Migliari et al., 2002), indicating that the jets of SS 433 are so-called "heavy jets",
that is, composed of baryonic matter. The inner jets are also observed to flare (Band,
1989) in the X-ray band at times correlated with the active and quiescent radio states.
The base of the jets displays very bright X-ray emission consistent with thermally
radiating matter at X-ray temperatures (Brinkmann et al., 1988).
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The outer jets were first imaged by the Einstein telescope (Seward et al., 1980;
Watson et al., 1983), revealing the two-sided degree-scale jets appearing at distances
of roughly 25 pc from the central engine (see Figure 2.2). Follow-up observations
of the entire system with the ROSAT satellite (Brinkmann et al., 1996; Safi-Harb and
Ögelman, 1997) confirm the thermal nature of the emission from SS 433 itself but
find a number of non-thermal X-ray emission sites along the outer jets. The jets have
a very non-uniform surface brightness, with bright X-ray knots in both sides, at ap-
proximately the distance of the presumed original location of the shell of W50. A
thermal emission fit to these knots would require extremely high temperatures, and
so the radiation is very likely non-thermal. Detailed observations of the eastern jet
with the XMM-Newton satellite (Brinkmann et al., 2007) confirm this picture.

If X-ray radiation is due to relativistic electrons, X-ray observations are, together
with radio data, crucial to determine the value of the magnetic field (see e.g. Equa-
tion 1.27), as well as the spectral index of the electron distribution responsible for the
emission (see Equation 1.30).

FIGURE 2.9: Composite color image of the SS 433/W50 complex.
Multi-wavelength image of the W50 nebula. Red: radio (Dubner et
al., 1998); green: optical (Boumis et al., 2007); yellow: soft X-rays (0.5-
1 keV); magenta: medium energy X-rays (1-2 keV); cyan: hard X-ray

emission (2-12 keV). Figure from Safi-Harb et al. (2022).

Most recently Safi-Harb et al. (2022) used NuSTAR, XMM-Newton, and Chandra
data (see Figure 2.9) of the eastern jet to reveal the presence of very hard spectral
index (1.58± 0.05 in the 0.5-30 keV band) X-ray emission at the base of the jet. The
spectral index gradually steepens eastward out to the radio "ear" where thermal soft
X-ray emission dominates. Kayama et al. (2022) report the presence of very hard
emission with a compatible index (1.42± 0.10 in the 1-7 keV band) at the equivalent
location in the western jet.
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2.3.6 Gamma-Ray

The gamma-ray range of the spectrum is dominated by non-thermal emission orig-
inated by relativistic particles, such as electrons via IC (see Section 1.5.1) or protons
via pp interactions (see Section 1.5.1). This range is usually split into two ranges:
high-energy (few MeV to hundreds of GeV) and very-high-energy (above hundreds of
GeV) gamma-rays. A detailed overview of gamma-ray astronomy with a focus in the
very-high-energy regime is presented in Chapter 3.

High-Energy Gamma-Rays

There have been a number of works presenting evidence for GeV emission from the
SS 433/W50 complex based on data from the Fermi Large Area Telescope (Fermi-
LAT, Atwood et al., 2009). Analysis of data from this region presents a number of
challenges, the main one being contamination from a nearby pulsar, PSR J1907+0602,
as well as source confusion in the crowded Galactic plane and uncertainty in the
diffuse emission. For this reason, different analyses of the region have yielded sig-
nificantly inconsistent results, even when analyzing the same range of observation
times.

Bordas et al. (2015) reported the detection of very extended emission of more
than 5◦ across, partially coincident with SS 433/W50. A later analysis with more
data reduced the size of the emission to almost entirely overlap with the SS 433/W50
region (Bordas et al., 2017). No variability is detected.

Rasul et al. (2019) uses only 2 more years of observations but reports the detec-
tion of variability in the GeV emission with both the orbital phase of the binary and
the precession phase of the jets. This finding is not confirmed by Xing et al. (2019)
which uses the same data set, and which additionally finds an entirely different mor-
phology, with only the western side of the outer jets as a significant source. Sun et al.
(2019) also uses the same data set, reports no variability and a morphology consistent
with Bordas et al. (2017) but almost an order of magnitude less flux.

A more careful treatment of the contamination by the nearby pulsar is employed
by Li et al. (2020), which report no large-scale emission but only a sub-threshold
excess partially coincident with the western jet (see Figure 2.10). This excess shows
no signs of temporal variability. This data set was then used by Fang et al. (2020) to
perform a joint analysis with data from the High Altitude Water Cherenkov (HAWC)
observatory (see Section 2.3.6).
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FIGURE 2.10: The Fermi-LAT view of SS 433. Fermi-LAT map of the
SS 433 region in the 0.1-300 GeV range during the off-peak phase of
PSR J1907+0602. Background sources have been modeled and sub-
tracted. The color scale shows the test statistic (TS) value, the square
root of which gives an approximate detection significance. The X-
ray and radio emission from the system is represented with blue and
white contours respectively. Figure from Li et al. (2020), see also Fang

et al. (2020).

Most intriguingly Li et al. (2020) reports the detection of a new source,
Fermi J1913+0515, coincident with the W50 shell in the direction orthogonal to the
jets but observed to pulsate with the jet precession period. The distance between the
central engine and the location of this excess, assuming both are located at 5.5 kpc
from Earth is estimated to be of around 40 pc. If the detected variability is real and
related to the jets, its origin is very difficult to explain. Fermi J1913+0515 lies outside
of the SS 433 jet cone, meaning that it cannot be directly illuminated by the jets. Sce-
narios where protons are accelerated near the jet base and diffuse outwards, to then
create gamma-ray when they find a target cannot explain the periodicity of the sig-
nal. Even the presence of a relativistic equatorial outflow could not naturally explain
the observed signal, as the distance between the central engine and Fermi J1913+0515
is still too large to maintain the coherence of the pulsations. Figure 2.11 shows the
Fermi-LAT significance maps for the off and on phase, as well as the light-curve of
Fermi J1913+0515.
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FIGURE 2.11: The pulsating excess Fermi J1913+0515. Top: TS maps
(see Section 3.5.2) of the SS 433 region in the 1-300 GeV band for the
precessional phases 0.0-0.5 (left) and 0.5-1.0 (right). Bottom: Preces-
sional phase light curve of Fermi J1913+0515 in the 1-300 GeV band

for bin sizes of 0.5 (blue) and 0.25 (red). Figure from Li et al. (2020).

Very-High-Energy Gamma-Rays

The SS 433 region was first observed by the HEGRA array of telescopes, which did
not result in the detection of any parts of the system (Aharonian et al., 2005). Later
follow-ups, by the Very Energetic Radiation Imaging Telescope Array System (VERI-
TAS) array (Kar and Collaboration, 2017) and a combined analysis of H.E.S.S. and
Major Atmospheric Gamma-ray Imaging Cherenkov (MAGIC) data (MAGIC and
H.E.S.S. Collaborations et al., 2018) also lead to a non-detection, with updated upper
limits for the central engine and the jets.

In 2018, the HAWC Collaboration reported the detection of TeV gamma-rays from
the outer jets of SS 433 (Abeysekara et al., 2018). Figure 2.12 shows the significance
map including two hotspots consistent with the position of the X-ray emission in
the jets. The HAWC angular resolution combined with the relatively low statistics
did not allow for a measurement of the extent of the gamma-ray emission, which is
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consistent with a point-like source. This places upper limits on the physical size of
the hotspots at 24 pc and 34 pc for the east and west respectively.
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FIGURE 2.12: Detection of TeV emission from the outer jets.
HAWC significance map of the SS 433 region showing the two signif-
icant hotspots. This map is computed after the fitting and subtraction
of emission from the spatially extended source MGRO J1908+06. The
jet regions e1, e2, e3, w1 and w2 defined using the X-ray data are in-
dicated, as well as the location of the central binary. From Abeysekara

et al. (2018).

A difficulty for the HAWC analysis of this region is the presence of a very ex-
tended nearby source MGRO J1908+06. The relatively poor angular resolution of
HAWC means that the emission from this source and that of the western jet to al-
most fully overlap. Thus careful modeling and subtraction of the TeV emission from
MGRO J1908+06 are needed in order to disentangle it from the emission from the
jets. Figure 2.13 shows the HAWC significance maps of the entire field of view (FoV)
before and after modeling and subtracting MGRO J1908+06.
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FIGURE 2.13: Modeling the nearby extended source
MGRO J1908+06. HAWC significance map of the entire SS 433
FoV including the region of MGRO J1908+06. The left panel shows
the significance map without any modeling, whereas the right
panel shows the residual from subtracting the best-fit model of
MGRO J1908+06. The dashed square corresponds to the sky portion

shown in Figure 2.12. From Abeysekara et al. (2018).

Despite the lack of clear association due to poor angular resolution, the emission
from the jets was interpreted to be connected to the bright X-ray knots located at
the e1, e2 and w1 positions because of the likely non-thermal nature of their X-ray
emission. The energy resolution of the analysis did not allow for a characteriza-
tion of the spectral shape, but only to measure the flux at 20 TeV for each of the jet.
The measured flux from the eastern side was combined with the X-ray and radio
fluxes from a similar region to build a multi-wavelength spectral energy distribution
(SED) of the eastern hotspot, shown in Figure 2.14. These data can be explained by
a model that invokes a single population of electrons producing radio to X-ray pho-
tons through synchrotron emission in a magnetic field and TeV gamma-rays through
inverse Compton scattering of the CMB (see Section 1.5.1). The power required to
match the gamma-ray flux imply that only a small fraction of the total emission can
be due to hadronic processes associated to accelerated protons.
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FIGURE 2.14: Multi-wavelength SED of the eastern jet. The data
include radio, soft X-ray, hard X-ray and TeV gamma-ray upper limits,
and HAWC measurements of e1. Figure from Abeysekara et al. (2018).

2.4 Attempts at Modeling SS 433

There have been numerous attempts at explaining the variety of observations of
SS 433 via modeling. The best example and also perhaps the most supported by
evidence is the so-called kinematic model which explains the observations of the in-
ner jets via their precessing motion. The picture of the outer jets is however much
less clear. In this section we describe briefly some of these attempts with a focus on
the dynamics of the outer jets and their gamma-ray emission.

2.4.1 Numerical Simulations of the Jets

Early two-dimensional simulations of the precessing jets of SS 433 were able to
achieve jet recollimation on large scales (Eichler, 1983; Peter and Eichler, 1993). This
relied on an assumption of a small angular spread in the jets, which would then be
able to propagate and focus downstream due to ambient pressure.

Later, more complex simulations of the W50/SS 433 complex were able to explain
the peculiar morphology of W50 as a result of the interaction of the jets with a SNR
shell (Velázquez and Raga, 2000; Zavala et al., 2008). This scenario was thoroughly
explored by Goodall et al. (2011a), which concluded that the elongated morphol-
ogy of W50 and the observed change in jet opening angle in the outer jets require
of at least three distinct jet episodes, with different combinations of jet geometries
(conical, cylindrical) and precession characteristics. This is exemplified by the two
realizations of the combined jet and SNR simulations shown in Figure 2.15, where
a collimated jet results in a morphology close to the observed one for W50 but a jet
with a 20◦opening angle fails to reproduce the observations. Goodall et al. (2011a)
are also able to explain the asymmetry between the eastern and western side of the
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outer jets and W50 (see Figure 2.2) as a consequence of the ambient density gradient
towards the Galactic plane, as can be seen in Figure 2.15.
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The axes show the displacement from SS433 in parsecs.

(a) SNRJet1 : Density

SNR-time: 21,000 years
Jet-time: 1,650 years
W50 age: 22,650 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

(b) SNRJet1 : Gas speed

SNR-time: 21,000 years
Jet-time: 1,650 years
W50 age: 22,650 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

×

(c) SNRJet2 : Density

SNR-time: 17,000 years
Jet-time: 1,550 years
W50 age: 18,550 years

ISM: n0=0.1 cm−3, z=30 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

(d) SNRJet2 : Gas speed

SNR-time: 17,000 years
Jet-time: 1,550 years
W50 age: 18,550 years

ISM: n0=0.1 cm−3, z=30pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

(e) SNRJet3 : Density

SNR-time: 21,000 years
Jet-time: 3,500 years
W50 age: 24,500 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=20◦, θ̇=0

×

(f) SNRJet3 : Gas speed

SNR-time: 21,000 years
Jet-time: 3,500 years
W50 age: 24,500 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=20◦, θ̇=0

×

(g) SNRJet4 : Density

SNR-time: 21,000 years
Jet-time: 4,000 years
W50 age: 25,000 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=20◦/1500-yrs

×

(h) SNRJet4 : Gas speed

SNR-time: 21,000 years
Jet-time: 4,000 years
W50 age: 25,000 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=20◦/1500-yrs

×

(i) SNRJet5 : Density

SNR-time: 21,000 years
Jet-time: 2,300 years
W50 age: 23,300 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ1=0◦, θ2=20◦

×

(j) SNRJet5 : Gas speed

SNR-time: 21,000 years
Jet-time: 2,300 years
W50 age: 23,300 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ1=0◦, θ2=20◦

log [ n ( cm−3 ) ]

Speed (% c)
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The axes show the displacement from SS433 in parsecs.

(a) SNRJet1 : Density

SNR-time: 21,000 years
Jet-time: 1,650 years
W50 age: 22,650 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

(b) SNRJet1 : Gas speed

SNR-time: 21,000 years
Jet-time: 1,650 years
W50 age: 22,650 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

×

(c) SNRJet2 : Density

SNR-time: 17,000 years
Jet-time: 1,550 years
W50 age: 18,550 years

ISM: n0=0.1 cm−3, z=30 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

(d) SNRJet2 : Gas speed

SNR-time: 17,000 years
Jet-time: 1,550 years
W50 age: 18,550 years

ISM: n0=0.1 cm−3, z=30pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=0

×

(e) SNRJet3 : Density

SNR-time: 21,000 years
Jet-time: 3,500 years
W50 age: 24,500 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=20◦, θ̇=0

×

(f) SNRJet3 : Gas speed

SNR-time: 21,000 years
Jet-time: 3,500 years
W50 age: 24,500 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=20◦, θ̇=0

×

(g) SNRJet4 : Density

SNR-time: 21,000 years
Jet-time: 4,000 years
W50 age: 25,000 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=20◦/1500-yrs

×

(h) SNRJet4 : Gas speed

SNR-time: 21,000 years
Jet-time: 4,000 years
W50 age: 25,000 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ0=0◦, θ̇=20◦/1500-yrs

×

(i) SNRJet5 : Density

SNR-time: 21,000 years
Jet-time: 2,300 years
W50 age: 23,300 years

ISM: n0=0.2 cm−3, z=40 pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ1=0◦, θ2=20◦

×

(j) SNRJet5 : Gas speed

SNR-time: 21,000 years
Jet-time: 2,300 years
W50 age: 23,300 years

ISM: n0=0.2 cm−3, z=40pc
SNR: Eblast=1051 ergs

Jets: Ṁjet=10−4M⊙ yr−1

θ1=0◦, θ2=20◦

log [ n ( cm−3 ) ]

Speed (% c)

FIGURE 2.15: Simulations of the interaction between a jet and a
SNR shell. The top panel shows the interaction of a non-precessing
jet with a SNR shell, which results in a morphology consistent with
the observed shape of W50 (purple outline). The bottom panel shows
the interaction of a jet with the observed precession angle observed in
the inner jets of SS 433 today and a SNR shell. As can be seen, the elon-
gated shape of W50 is not reproduced. Figures adapted from Goodall

et al. (2011a).

On the other hand, Monceau-Baroux et al. (2015) achieve the transition from a
precessing jet to a continuous hollow non-precessing jet with a smaller opening an-
gle in a single jet episode. In their simulations, successive windings of the jet un-
dergo gradual deceleration due to interaction with the ISM, to ultimately merge in
a hollow straight jet at distances of about 0.068 pc from the source. This distance is
explained as that where the ram pressure of individual jet elements match the ISM
pressure. Unfortunately, this explanation made use of an incorrect value of the jet
density (Monceau-Baroux et al., 2017) which when adjusted results in a mismatch
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between the observed distance in the simulation and the one obtained analytically.
Bowler and Keppens (2018) addressed this issue by deriving analytical scaling re-

lations relating the distance to collimation with the pressure of the ambient medium.
They conclude that the precessing jets could be responsible for the observed char-
acteristics of W50. For reasonable values of ambient pressure and temperature, col-
limation is achieved within ∼10 pc. This process would considerably decrease the
velocity of the jet head to values of around ∼0.003c.

Panferov (2017) employ analytical calculations to describe the viscous interaction
of the jet, via turbulence, with the ambient medium. They find that the nature of W50
is consistent with a SNR originated 100,000 years ago, and predict a jet deceleration
of 60% by distances of 40 pc, when the jet reaches the outer shell of W50.

Ohmura et al. (2021) explore, via two-dimensional simulations, the possibility
that W50 is in fact not a SNR but instead a structure created by the jets themselves.
They achieve a similar morphology to W50 without the need to invoke an existing
circular structure that the jets collide into, but by making the jets less dense than
the ambient medium. Such explanations for the nature of W50 as other than a SNR
are not new. Another interesting example is Konigl (1983), which proposed that the
expansion of W50 is driven by a strong stellar wind from the binary companion of
SS 433, rather than a SNR. In this picture, SS 433 would be surrounded by a three-
phase interstellar medium, with an additional phase in between the W50 shell and
SS 433 due to the wind. However, and despite these alternative possibilities, W50 is
still widely assumed to be a SNR.

2.4.2 Gamma-Ray Emission Models

Due to the presence of non-thermal X-ray emission in the jets of SS 433, the existence
of gamma-ray emission was also predicted (e.g. Aharonian, 2004). Following the
discovery of TeV emission sites along the jets by the HAWC Collaboration, a number
of models invoking accelerated electrons were put forward to explain this emission.

Sudoh et al. (2020) proposes the bright X-ray knots along the outer jets as the
particle acceleration sites, in particular of electrons. Their model accounts for the
multi-wavelength data except for the GeV data, suggesting that the GeV emission
is a consequence of a different mechanism or originates in a different region. In or-
der to explain the gamma-ray flux, efficient acceleration is needed, which, if protons
are accelerated at the same efficiency as electrons, implies that SS 433 can accelerate
protons to energies beyond a PeV.

A very similar model is proposed by Kimura et al. (2020), which also assume
that electrons are accelerated in the X-ray knots. Additionally, they also propose
the existence of hadronic emission connected to the observed optical filaments (see
Figure 2.8). They find that both the hadronic and leptonic models can account for the
observational data, including the GeV range.

Fang et al. (2020) perform a joint fit of the HAWC emission with the GeV emission
sites (see Figure 2.10) and find that the observed gamma-ray emission is consistent
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with inverse Compton emission by an electron population that is accelerated at some
location along the jets. However, in order to explain both the HAWC and Fermi-LAT
measurements, the electrons need to have a soft intrinsic energy spectrum, or cool
very rapidly. Fang et al. (2020) also propose the existence of a Poynting-dominated
EM jet on-axis, additionally to the observed precessing inner jet, in order to explain
the outer jets and their observed opening angle.

2.5 Summary and Outlook

Despite the fact that the SS 433 system has been extensively studied in virtually all
wavelengths, there are still many open questions surrounding it. While the dynamics
of the precessing inner jets are relatively well understood, little is known about the
outer jets and their interplay with the W50 nebula. Below we present a summary
of some of the unresolved issues with this system that have been highlighted by the
observations described in this chapter, with a special focus on the outer jets and non-
thermal emission as it is pertinent to the content of this thesis.

• Jet collimation. The outer jets are much narrower than the precession cone
of the jets observed at launch. This implies the existence of either distinct jet
episodes with very different properties, or the occurrence of jet collimation at
some point before the reappearance of the outer jets. Many mechanisms have
been proposed, each with different implications for the dynamics of the outer
jets.

• The outer jets. The reason why the jets suddenly become bright X-ray emitters
at distances of around 25 pc from the core is not known. There is no reason,
other than the jet reappearance, to attach any physical significance to this loca-
tion, as the shell of W50 has a much larger radius, of around 50 pc. Both jets
reappear at approximately the same distance from the core, a symmetry which
indicates that the origin of this surface is connected to the system as a whole,
and it is not due to, for example, one of the jets hitting some external target
coincidentally located at that distance.

• Nature of the X-ray knots in the outer jets. X-ray observations of the outer jets
reveal an inhomogeneous surface brightness, with two particularly bright spots
(or knots) located approximately at the radius of W50. These locations have
been suggested to be the sites of particle acceleration to the highest energies, as
a result of the dissipation of the jet energy as it collides with W50.

• Dynamics of the outer jets. From long baseline radio observations, it is in-
ferred that the jets must have significantly slowed down by the time they reach
the tip of W50. However, the dynamical evolution of the jets from launch to this
point is completely unknown, and ties to other issues mentioned above such as
the occurrence of collimation or the possible presence of different jet episodes.
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• The pulsating GeV source. The detection of a GeV excess perpendicular to
the jet axis which appears to be pulsating with the jet precession period is a
challenge to existing models of the SS 433 complex.

• Nature of W50 and age. W50 is usually assumed to be a SNR associated with
the birth of the compact object in SS 433. However competing explanations for
its origin exist, such as it being the result of a combination of the jets themselves
and the accretion wind. Such wind is also invoked in some of the possible
explanations for the presence of the pulsating excess mentioned above. The
age of SS 433 is usually estimated to be ∼105 yr by assuming that W50 is a
SNR, the time evolution of which is well understood. However, if that were
not the case, the age of the system would also be largely unconstrained.

Many attempts have been made to interpret the non-thermal aspects and internal dy-
namics of the system using X-ray observations (see Section 2.3.5). Whilst these results
are intriguing, they cannot alone resolve the distribution of accelerated particles due
to the ambiguity of the observed synchrotron emission with the unknown magnetic
field strength and morphology (see Section 1.5.1). Measurements by the HAWC ob-
servatory (see Section 2.3.6) reveal that the same energetic electrons responsible for
the X-ray emission also produce gamma-rays by inverse Compton scattering. Given
the close to uniform large-scale radiation fields of the region, inverse Compton emis-
sion can, in contrast, directly trace the distribution of accelerated electrons. However,
the angular resolution of the HAWC observatory is insufficient to resolve the emis-
sion regions and firmly identify the source of the energetic electrons.

In Chapter 6, dedicated observations of SS 433 with the H.E.S.S. array of tele-
scopes (see Section 3.2.1) are presented. The improved energy and angular resolution
of H.E.S.S. with respect to that of HAWC allow for a more detailed study of the TeV
emission sites and their properties. The effect of the contamination by the nearby ex-
tended source MGRO J1908+06 into the jet emission is also reduced due to the better
angular resolution, which decreases the impact of systematic effects due to imperfect
modeling of the nearby source.
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Chapter 3

Detection of Very-High-Energy
Gamma-Rays

This chapter presents an overview of the physical processes and techniques that
make it possible to detect very-high-energy (VHE) gamma-rays using ground-based
instruments. Two specific observational approaches are discussed, Cherenkov tele-
scope arrays and particle detector arrays, with a focus on one particular instrument
of each class. Finally, an overview of the basic steps of high-level analysis of gamma-
ray data is presented, illustrated using publicly available data.

3.1 Ground-Based Gamma-Ray Astronomy

The Earth’s atmosphere is opaque to radiation in the gamma-ray range of the spec-
trum. In the range between a few MeV and hundreds of GeV, usually referred to as
the high-energy (HE) gamma-ray range, this issue is circumvented by the deploy-
ment of satellite detectors outside of the atmosphere. Examples of such instruments
are the Fermi Large Area Telescope (Fermi-LAT, Atwood et al., 2009) or the AGILE (Ta-
vani et al., 2008) mission. For energies higher than a few hundreds of GeVs (the VHE
gamma-ray range), the collection area of satellites is too small for the very low flux
expected from astrophysical sources. This means that detectors have to be ground-
based and need to exploit the signatures arising from the absorption of VHE photons
by the Earth’s atmosphere.

3.1.1 Extensive Air Showers

When a highly energetic photon or particle, such as a proton or electron, enters the
Earth’s atmosphere it interacts with the atoms in the air. This interaction triggers a
cascade of further interactions leading to the development of "showers" of secondary
particles which travel at relativistic speeds. These particle cascades are referred to
as extensive air showers (EAS). Depending on the nature of the primary particle,
the interactions are of EM or hadronic nature. This translates into differences in the
shower structure and evolution, a fact which is exploited by the experiments in order
to discriminate between gamma-rays and cosmic rays (see Section 3.3.4).
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The processes responsible for the development of EAS are particle interaction
and decay. The atmosphere target material is characterized by its mass density ρ

(g cm−3) and number density n (cm−3), from which the interaction length λ (g cm−2)
of a process with cross-section σ is derived as

λ =
ρ

nσ
. (3.1)

The depth of a particle inside the atmosphere is usually described by the so-called
slant depth X (g cm−2), which is measured from the top of the atmosphere down-
wards, so

X =
∫ ∞

h
ρ(z)dz. (3.2)

The depth at which the shower development reaches its maximum number of parti-
cles is referred to as height of shower maximum, Xmax.

Using these quantities, the development of a cascade of particles in the atmo-
sphere can be described by a system of equations with an equation for each particle
type i that interacts with particles of type j:

dNi(Ei, X)

dX
= −Ni(Ei, X)

λi
− Ni(Ei, X)

di
+

J

∑
j=1

∫ ∞

E

Fji(Ei, Ej)

Ei

Nj(Ej, X)

λj
dEj, (3.3)

where Ni(Ei, X)dEi is the number of particles of type i at slant depth X with energies
in the interval E to E + dE. The interaction with particles of type j is described by
the function Fji(Ei, Ej) which is the dimensionless particle yield following from the
cross-section of that interaction (see Gaisser et al., 2016, for details).

A comprehensive study of Equation 3.3 and its solution for the EM case can be
found in Rossi and Greisen (1941), as well as in Gaisser et al. (2016). Here instead,
we will simply focus on the differences between hadronic and EM showers using
a simplistic model of the shower development, as these differences are critical to
distinguish between signal and background in ground-based gamma-ray astronomy.

Electromagnetic Showers

The physical processes that dominate the development of an EM cascade are pair pro-
duction and bremsstrahlung (Bethe and Heitler, 1934). After each interaction length,
the number of particles is doubled, as a photon will become an electron-positron (e±)
pair, while an electron will emit photons via bremsstrahlung. The radiation lengths
of these two processes are of similar order to each other (λpair = 9/7λbrem). The
growth of the shower stops when the energy of the electrons reaches a critical en-
ergy Ec

e ≈ 87 MeV (Gaisser et al., 2016) at which ionization becomes the dominating
energy loss mechanism.

The Heitler model (Heitler, 1954) is a very simple model that is useful to illustrate
the general features of the shower development. It assumes that all interactions hap-
pen in fixed intervals of d = ln(2)λe where λe has a value of 36 g/cm2 and 37 g/cm2
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for water and air respectively. After step k in the shower development, there are 2k

particles in the shower, and their energy is E = E0/2k where E0 is the energy of the
primary particle. A sketch of this process in shown in Figure 3.1.

FIGURE 3.1: EM shower. Schematic illustration of the development
of an EM shower in the Heitler model. In this sketch the primary par-
ticle is a gamma-ray of energy E0, which interacts with a nucleus in
the atmosphere, after which a cascade develops. After each step of
d = ln(2)λe, the number of particles doubles, until the point where
ionization losses become dominant. Image credit: Edna Ruiz Ve-

lasco (Ruiz Velasco, 2021).

Hadronic Showers

The physical process that dominates the development of a hadronic cascade is
the production of pions in strong interactions. Charged pions (π±) decay into
muons (µ±) and muon neutrinos (νµ) and, with smaller probabilities, electrons and
electron neutrinos (νe). Neutral pions (π0) immediately decay into two photons
which in turn originate two EM cascades.. The shower can also contain fragments of
the target atmospheric nucleus (N), neutrons (n) and protons (p). The Heitler model
was extended to hadronic showers by Matthews (2005). The shower development
stops when the energy of the pions in the shower reaches a critical energy below
which the decay length is smaller than the atmosphere thickness. At that point, pi-
ons decay into muons and further pion production via strong interactions becomes
impossible. The shower is then dominated by the muonic component which travels
until it is absorbed by the ground. Figure 3.2 shows a sketch of these processes in a
hadronic shower.

https://orcid.org/0000-0001-6939-7825
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FIGURE 3.2: Hadronic shower. Schematic illustration of the develop-
ment of an hadronic shower. The processes involved are more varied
than in the EM case. Image credit: Edna Ruiz Velasco (Ruiz Velasco,

2021).

Observational Differences between Hadronic and EM showers

The different physical processes involved in the development of EM and hadronic
showers translate to differences in the measurable properties of the EAS. These dif-
ferences are then exploited to distinguish between both types of showers. The sim-
ple models described above are no longer used in the study of EAS development,
and instead sophisticated simulation packages, such as CORSIKA (Heck et al., 1998)
are employed. Figure 3.3 shows several simulated EM (top) and hadronic (bottom)
showers. From the figure, several obvious differences between the two class of show-
ers can be elucidated. Below we list some of the most relevant ones.

• Muon content. Muons are produced in very large numbers in hadronic EAS,
primarily from the decay of charged pions. They are however very rare in EM
showers. The potential to use these muons to discriminate between hadronic
and EM cascades and hence do gamma-ray astronomy, has long been recog-
nized (see for example Gaisser et al., 1991) and will be discussed in Chapter 5.

• Sub-structure. The decay of neutral pions produced in hadronic showers re-
sults in EM sub-showers, which lead to variability in the structure of hadronic
showers. In contrast, EM showers are more homogeneous and present less
variability from shower to shower.

• Depth of first interaction. In general, hadronic showers develop deeper into
the atmosphere than EM ones due to the longer interaction length of hadronic
interactions.
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• Lateral spread. As can be clearly seen in Figure 3.3, the transverse momen-
tum acquired by the particles in the EM showers is much smaller than in the
hadronic showers. This results in narrow, compact showers in the EM case
which contrast with the much larger lateral spread of hadronic showers.

FIGURE 3.3: Comparison between simulated EM and hadronic
showers. Green lines represent photon trajectories, blue represent
electrons, light red muons and dark red protons. Top: Ten simulated
showers initiated by a 300 GeV gamma-ray. Bottom: Ten simulated
showers initiated by a proton of the same energy. Figure from De

Naurois and Mazin (2015).

3.1.2 Cherenkov Radiation

A charged particle moving at high velocity v through a dielectric medium with re-
fraction index n creates a polarization that is symmetrical in the azimuth direction
but not along the axis of motion, resulting in a dipole field. Normally the radiation
emitted by this dipole interferes destructively such that at some distant point from
the particle track, the resulting field is zero. However, if the particle is moving at
speeds greater than the phase velocity of light in the medium, c/n, then the resulting
radiation will be in phase under a certain emission angle θ which is given by

cos θ =
c

vn
. (3.4)
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This results in the emission from each element of the particle track to propagate
along a cone with semi-opening angle θ, as can be seen in the sketch in Figure 3.4.
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FIGURE 3.4: Cherenkov radiation. Sketch of the emission from a
moving particle in a dielectric medium at different speeds. Image

credit: Armelle Jardin-Blicq (Jardin-Blicq, 2019).

As an EAS moves through the atmosphere, Cherenkov light is emitted when
the charged particles in the showers move faster than the threshold velocity βth =

vth/c = 1/n. In air at sea level, the refractive index is n = 1.00029. This translates to
threshold energies of ∼21 MeV and ∼4.4 GeV for electrons and muons respectively.
For water, n = 1.33, and the thresholds are then reduced to∼0.8 MeV and∼160 MeV
respectively.

The number of Cherenkov photons Nγ produced by a particle of charge Z per
path length dl between wavelengths λ1 and λ2, is described by the Cherenkov yield,

dNγ

dl
= 2Z2πα

∫ λ2

λ1

(
1− (βn)−2) dλ

λ2 , (3.5)

where α is the fine-structure constant. Because of the wavelength dependence goes
as 1/λ, Cherenkov radiation is emitted mostly at short wavelengths, making it blue.

3.2 Imaging Atmospheric Cherenkov Telescopes

The central idea of the Imaging Atmospheric Cherenkov Telescope (IACT) technique
is to image the nanosecond-long flashes of Cherenkov light produced by the EAS as
they traverse the atmosphere. In this way, the atmosphere acts as a calorimeter in
which the shower energy is deposited. This approach is able to achieve collection
areas in the order of km2, required to detect the faint fluxes of astrophysical sources
above a few TeV in a reasonable timescale.

As can be seen in the schematic picture in Figure 3.5, the telescopes located in-
side the Cherenkov light pool image the shower in their cameras. From this image,
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the properties of the primary particle, such as its energy and direction can be re-
constructed. When more than one telescope image the same shower, providing a
stereoscopic view of it, the direction reconstruction becomes more accurate.

3~ 120 
m

g-ray enters the 
atmosphere 

Electromagnetic cascade

10 nanosecond snapshot

FIGURE 3.5: The IACT technique. Illustration showing the basics of
the IACT technique. A gamma-ray enters the atmosphere and initiates
an EAS, which in turn produces a cone of blue Cherenkov light. Tele-
scopes inside this light pool detect the light and image the EAS. An
example shower image in an IACT camera can be seen in the bottom

left of the figure. Image credit: Richard White .

Because the Cherenkov light flashes are very faint blue optical light, IACTs can
only operate during the night and are affected by bright moonlight and weather con-
ditions, which limits their duty cycle to around a thousand hours of observations a
year.

A detailed overview of the history of IACTs and the techniques that made their
success possible can be found in Hillas (2013). Here we present a brief summary, with
mentions of instruments that represented major steps in performance. The first gen-
eration of Cherenkov telescopes included the Fred Lawrence Whipple observatory,
which in 1988 reported the detection of the Crab Nebula with a statistical significance
of 9σ above 0.7 TeV (Weekes et al., 1989), making it the first ever VHE gamma-ray
source. In that same year, the first VHE gamma-ray catalog was published (Weekes,
1988), including a total of 13 sources. The second generation of instruments was char-
acterized by the use of the stereoscopic technique, that is, the presence of more than
one telescope. The High Energy Gamma Ray Array (HEGRA) was made of five small
IACTs, and it had improved angular resolution thanks to the stereoscopic observa-
tion mode. The following generation of IACTs is the current one, with instruments
like the Major Atmospheric Gamma-ray Imaging Cherenkov (MAGIC) telescope, the
VERITAS and the High Energy Stereoscopic System (H.E.S.S.), the later of which will
be described with detail in the rest of this chapter. The future generation of IACT
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arrays will be driven by the Cherenkov Telescope Array (CTA), see Section 3.2.2 for
more details.

3.2.1 The H.E.S.S. Array

H.E.S.S. is an array of IACTs located in Namibia, at an altitude of 1,800 m. H.E.S.S. is
sensitive to gamma-rays ranging from tens of GeV to tens of TeV. The array consists
of five Cherenkov telescopes: four with mirror diameters of 12 m (referred to as
CT1–CT4) placed in a square configuration and a single telescope at the center (CT5)
with a mirror diameter of 28 m. A picture of H.E.S.S. can be seen in Figure 3.6.
The small telescopes array is sensitive to gamma-rays of energies above hundreds of
GeV (Aharonian et al., 2006), while the central, large telescope is able to detect fainter
emission, which in turns translates to lower gamma-ray energies (Holler et al., 2015).

The CT1-4 telescopes have a Davies-Cotton configuration (Davies and Cotton,
1957) with a camera at the focal point. The mirror facets of CT5 are arranged in a
parabolic shape. The cameras of the CT1-4 telescopes have 960 pixels, each equipped
with a photomultiplier tube (PMT) resulting in a FoV of 5◦. The current camera of
the CT5 telescope has 1764 pixels and a FoV of 3.5◦.

FIGURE 3.6: H.E.S.S.. Picture of the completed H.E.S.S. array in
Namibia. Image credit: H.E.S.S. Collaboration.

H.E.S.S. started operations in 2003, when it was made up by only CT1-4. This
era is referred to as the H.E.S.S. I phase. The cameras of these telescopes were later
upgraded in 2016 (Ashton et al., 2020), starting the era referred as H.E.S.S. IU. The
central telescope, CT5, was built in 2012, and the full array configuration is referred
to as H.E.S.S. II. The CT5 camera was upgraded in 2019 (Bi et al., 2022). The array
can be operated in three modes:

• stereo mode: only CT1-4 are considered. Only events that trigger two or more
of the telescopes are recorded.

• mono mode: only CT5 is considered.

• hybrid mode: all five telescopes are considered. If CT5 is triggered, the event
is recorded. If CT5 is not triggered, the remaining telescopes have the same
requirement of two telescopes for the trigger as in the stereo mode.
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H.E.S.S., like all IACTs, needs to be pointed to the target regions in the sky. This
is done following an observation program that includes long-term monitoring of
sources, target-of-opportunity observations and deep exposures on proposed re-
gions. Observations are conducted in runs of 28 m duration.

3.2.2 The Cherenkov Telescope Array

The next generation of IACTs will be dominated by the CTA, the construction of
which is already underway. It will be made up of two separate arrays, one in the
Northern Hemisphere and one in the Southern one, in order to have full-sky cover-
age. Three different sizes of telescopes are planned:

• Large-sized telescopes (LSTs): A total of eight 23 m diameter telescopes will
extend the energy range below 100 GeV.

• Medium-sized telescopes (MSTs): The core energy range of CTA (100 GeV to
10 TeV) will be covered by 40 12 m telescopes.

• Small-sized telescopes (SSTs): The highest energies above 10 TeV will be im-
aged with unprecedented resolution by 70 telescopes with 4 m mirror diameter.

More details on the organization, science goals and technical specifications of CTA
can be found in CTA-Consortium (2019).

3.3 H.E.S.S. Data Reduction

In order to use the raw measurements of the Cherenkov flashes for the study of as-
trophysical sources, the data needs to be processed in a chain that includes multiple
stages. In this section we will briefly describe the most important ones, with a special
focus on gamma-hadron separation and instrument response functions, as they will
be the topic of further chapters in this thesis.

3.3.1 Data Acquisition System

When a EAS is imaged by a telescope, that is, an individual camera is triggered,
it sends a signal to the H.E.S.S. central trigger, which gathers the signals from the
different cameras. The central trigger takes into account the time delays between the
different signals and issues a decision on whether to accept or reject the event, based
both on the time coincidence and the telescope multiplicity condition. If the event is
accepted, the central trigger issues a confirmation ot the cameras, which then send
the image to the computer farm on site. A detailed description of the H.E.S.S. data
acquisition system can be found in Balzer et al. (2014).
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3.3.2 Calibration and Image Cleaning

In order to be able to reconstruct the physical properties of the EAS from the mea-
sured raw PMT data, the electronic response and the PMTs have to be accurately
calibrated.

Each PMT i in the CT1-4 cameras records analog-to-digital converter (ADC)
charge in two channels, a high-gain (HG) and a low-gain (LG) channel. From that
quantity, the calibrated number of photoelectrons (p.e.) in each channel Ci is derived
as

CHG
i =

ADCHG
i − PHG

i

GHG
i

· FFi · BHG
i (3.6)

CLG
i =

ADCLG
i − PLG

i

GHG
i

· (HG/LG)i · FFi · BLG
i , (3.7)

where Pi is the pedestal position, that is the mean ADC value recorded in the absence
of any Cherenkov light. The flat-field coefficients (FFi) to take into account the rela-
tive efficiency of the different pixels. The broken-pixel flag Bi indicates whether that
pixel has to be excluded. Reasons why pixels have to be excluded can be permanent
malfunction but also temporary exclusion due to the presence of bright stars or satel-
lites. The gain of the HG channel is denoted as GHG

i , and the ratio between this value
and the LG channel gain is (HG/LG)i. Some of these calibration coefficients, such
as the FFi and GHG

i values are derived from dedicated calibration runs, whereas oth-
ers like the pedestal and (HG/LG)i ratio are directly derived from the data in each
observation run.

The current camera installed in CT5 has only one gain channel which already pro-
vides the baseline-subtracted charge C̃i, from which the calibrated number of photo-
electrons is derived as

Ci = (C̃i − Pi) · FFi · Bi. (3.8)

More details on the calibration of the CT1-4 H.E.S.S. cameras can be found in Aharo-
nian et al. (2004).

The calibrated camera images are then cleaned to remove most of the noise, which
in the case of H.E.S.S. is dominated by the Night Sky Background (NSB) noise. This is
usually done using the so-called tailcuts cleaning method in which pixels in an image
are required to be above a lower threshold Ii = 4 p.e. and to have a neighbor above
a higher one I2 = 7 p.e. Thresholds of 5 p.e. and 10 p.e. are also used (Aharonian
et al., 2006). Additionally to the tailcuts, a lower intensity threshold is also defined
based on the width of distribution of pedestal values in each run, with only pixels
that recorded 3 times more charge than the pedestal width being considered. Other
cleaning methods that instead use the arrival time of the photoelectrons in order to
distinguish the random NSB noise from the coherent Cherenkov signal are being
developed.
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3.3.3 Event Reconstruction and ImPACT Templates

From the calibrated and clean shower images, the properties of the EAS can be recon-
structed. The most important quantities obtained in this step are the direction and
the energy of the primary particle of the shower.

The simplest approach to reconstructing the direction of an incoming EAS is to
use the Hillas parameters (Hillas, 1985), which approximate and parameterize the
shower image as an ellipse. Figure 3.7 shows a schematic depiction of these parame-
ters in the case of a stereoscopic observation. For the case of mono observations, the
direction can still be reconstructed using the major axis of the ellipse, however this
approach can be degenerate and is less precise.
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FIGURE 3.7: Hillas parameters. Sketch illustrating the Hillas param-
eterization of the shower images. The shape recorded by the camera is
approximated as an ellipse, with a certain width and length. The ma-
jor axis of this ellipse indicates the direction of the incoming shower,
which can be reconstructed with higher accuracy if the same shower is
imaged by more than one telescopes as shown in the diagram. Figure

from Aharonian et al. (2006).

More energetic primary particles produce more secondary particles in the shower
which in turn result in more Cherenkov light. The total charge recorded by the cam-
eras then depends on the primary particle energy and the distance between the tele-
scope and the ground impact point of the shower core, referred to as impact dis-
tance. The zenith angle direction of the incoming particle also plays a role, as the
further away from zenith, the more atmosphere the particle traverses, thus affecting
the shower development.

A more sophisticated approach which is widely used in the current generation
of IACTs is the production of libraries of templates of simulated gamma-ray images.
The Image Pixel-wise fit for Atmospheric Cherenkov Telescopes (ImPACT, Parsons
and Hinton, 2014) algorithm is one of such methods developed for H.E.S.S.. The
templates are built with a full Monte Carlo (MC) gamma-ray air shower simulation,
followed by ray-tracing of the telescope optics and simulation of the instrument elec-
tronics. Using the result of the Hillas-based reconstruction as a seed, the recorded
image is fitted against these templates using a maximum likelihood method. This
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fit is computationally expensive, so it is only performed after a first round of back-
ground rejection is applied. For each event this process results in an image of what
the most similar gamma-ray event would look like in each of the telescopes (see
Chapter 5), and the reconstructed parameters of such event, including the direction
and the energy. Figure 3.8 shows a comparison of the energy and angular resolution
of the Hillas parameter approach and the ImPACT likelihood fit.
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FIGURE 3.8: Performance of the ImPACT reconstruction. Compar-
ison of the energy bias (top left), energy resolution (top right), and
angular resolution as a function of both energy (bottom left) and ob-
servation zenith angle (bottom left) for the reconstruction using just
the Hillas parameters (black and blue lines) and the one using the Im-
PACT method (red lines). The ImPACT reconstruction outperforms
the simpler methods in all cases. Adapted from Parsons and Hinton

(2014).

3.3.4 Event Selection and Gamma-Hadron Separation

Differences in shower structure have been exploited in order to distinguish gamma-
rays and hadronic showers since the dawn of VHE gamma-ray astronomy. The Hillas
parameters introduced in the previous section, mainly the width and length, have
been the basis to most gamma-hadron discrimination methods employed in the ex-
isting Cherenkov telescopes.
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The first generation telescopes employed simple box-cuts, that is, defining a
threshold for each of the relevant parameters below or above which an event is con-
sidered gamma-ray like (Aharonian et al., 2000). Second generation instruments, like
the H.E.S.S. telescopes have developed a more sophisticated approach, through the
use of Boosted Decision Trees (BDTs, Ohm et al., 2009). BDTs are a class of Machine
Learning algorithm that allows for the extension of simple cut-based analysis tech-
niques described above to multivariate algorithms. They are made of a large number
of nodes, each of which defining a binary criterion on one of the parameters. An
event, described by a set of parameter values, is then ran through this structure until
it ends up in a final node or leaf, where it is assigned a value of the BDT response vari-
able, ζ. This value can then be used to classify the event as a signal or background
event. In the application of this method to H.E.S.S. data, ζ is usually transformed
to represent the gamma-ray efficiency associated with a threshold in the actual BDT
response in order to easily select equivalent thresholds across the full energy range
(see Section 4.2 of Ohm et al., 2009).
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FIGURE 3.9: Distributions of the input parameters to the BDTs.
The figure shows the distribution of each of the parameters consid-
ered by the multivariate approach for simulated gamma-rays (black)
and background from off-runs (red). The parameters shown, from
top to bottom and left to right are: the Hillas width and length
derived from gamma-ray simulations and averaged over telescopes
(MRSW, MRSL), the Hillas width and length derived from back-
ground data and averaged over telescopes (MRSWO, MRSLO), the
height of shower maximum (Xmax) and the spread in energy recon-
struction averaged over the telescopes. Figure from Ohm et al. (2009)

Based on this BDT classification, several sets of analysis cuts can be developed,
optimized for the different expected spectral properties of gamma-ray sources (see
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Section 4.2 of Ohm et al., 2009). Each set of analysis cuts is defined by an pre-
selection total intensity threshold and a cut on ζ. Two of these cuts typically used
for the analysis of Galactic sources are the standard cuts optimized for a source with
a Crab Nebula-like spectral index of 2.6 and 10% of the Crab Nebula flux and the
hard cuts, optimized for a faint source (1% of Crab flux) with spectral index 2. The
specific values corresponding to each cut set are collected in Table 3.1. The values
of the intensity cut are applied to the cleaned images, and per telescope. The higher
minimum total intensity threshold of the hard cuts translates into a higher energy
threshold but also higher quality events and more precise reconstructed parameters,
such as core location or energy.

Configuration Total intensity threshold (p.e.) ζ threshold
standard 60 0.84

hard 200 0.8

TABLE 3.1: Selection cuts defining the standard and hard analysis cuts.
Note that the total intensity cut is also to the input training data used
to optimize the BDT algorithm weights used for the estimation of ζ.

The performance of background rejection algorithms is tested and optimized us-
ing simulated gamma-ray events and, when available, real data of the cosmic-ray
background. For this purpose, what is referred to as off-runs are used, that is, ob-
servations in which the telescopes are pointed at fields without a known gamma-ray
source. These off-runs are typically the result of dedicated observations of known
empty fields, or also observations of extragalactic objects like dwarf spheroidal galax-
ies that did not yield a gamma-ray detection (Abramowski et al., 2014). These are
not completely free of gamma-ray events, due to large-scale diffuse emission like
the extragalactic gamma-ray background and also due to possible undetected faint
gamma-ray sources. However, the relative fluxes of background cosmic-rays to these
gamma-ray sources make it safe to neglect this contribution. It would also be pos-
sible to use simulations of proton-initiated showers in order to eliminate this con-
tamination. However, due to uncertainties in the hadronic models used for high-
energy particle interactions (Parsons and Schoorlemmer, 2019; Pastor-Gutiérrez et
al., 2021), there are significant differences between the properties of measured back-
ground events and those that result from simulations. For this reason whenever it is
possible, the background is characterized only using real data, as it is not dependent
on the agreement between data and simulations.

At low energies - that is, below a few TeV - this method has shown to be very ef-
fective (Ohm et al., 2009). However, the background rejection power of this approach
becomes limited above several tens of TeVs. In Chapter 4 we address this issue by
proposing a novel approach to background rejection that uses the central telescope
of H.E.S.S. as a muon veto.
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3.3.5 Instrument Response Functions

The resulting product of the event reconstruction and gamma-hadron separation is a
list of gamma-ray-like events. For each event the minimum information kept is the
reconstructed sky coordinate, the event energy and the time of arrival. These events
can then be binned into a map in sky coordinates to build a counts map. In order
to extract meaningful physical quantities from the measured counts from a putative
source, the instrument response to a given astrophysical flux has to be understood.
This includes the level of cosmic-ray background that survive the gamma-hadron
separation, the effective area of the detector, and the accuracy and precision of the
energy and direction reconstruction. This information is stored in the instrument
response functions (IRFs), which describe the combined detection abilities and pre-
cision of an instrument data-taking and reconstruction procedure.

In IACT data analysis, the IRFs are usually split into

• Effective area (AEFF): The effective area is the collection area of the detector,
and it depends on the energy of the photons, the offset from the pointing posi-
tion, the observation zenith angle and the optical efficiency of the telescopes. It
is typically combined with the observation time or exposure (tlive), which does
not depend on energy, to derive the so-called effective exposure. This quantity
has units of cm2·s and given a flux from a source in units of photons/cm2/s,
the expected excess counts can then be derived by taking the ratio of those two
quantities. Figure 3.10 shows an example effective area table for a H.E.S.S. ob-
servation at 45◦ zenith with the hard cuts.
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FIGURE 3.10: Effective area. Left: Example effective area table for
a H.E.S.S. observation at 45◦ zenith. Right: Effective area curves as a

function of energy for some selected offsets.

• Energy dispersion matrix (EDISP): Represents the probability that a gamma-
ray with energy Etrue will be reconstructed with energy Ereco. The left panel of
Figure 3.11 shows an example matrix for a H.E.S.S. observation at 45◦ zenith
with the hard cuts. A useful quantity derived from this matrix is the energy
bias, and example of which is shown in the right panel of Figure 3.11.
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FIGURE 3.11: Energy dispersion matrix. Left: Example energy dis-
persion matrix for a H.E.S.S. observation at 45◦ zenith. Right: Energy

bias derived from the energy dispersion matrix.

• Point-spread function (PSF): Represents the reconstruction accuracy in the di-
rection of the incident gamma-ray. For IACTs, it depends on the true energy of
the photons, the offset from the pointing position, the observation zenith angle
and the optical efficiency of the telescopes. It is usually summarized by the con-
tainment radius, or angular distance to contain a certain fraction of the signal.
Figure 3.12 shows an example PSF curve for a H.E.S.S. observation at 45◦ zenith
with the hard cuts as well as the dependence of the 68% and 95% containment
radius as a function of energy for offset 0.5◦.
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FIGURE 3.12: Point-spread function. Left: Example PSF at a given
energy and offset for a H.E.S.S. observation at 45◦ zenith. Right: 68%

and 95% containment radius as a function of energy for offset 0.5◦.

• Background model (BKG): Represents the expected remaining hadronic back-
ground after gamma-hadron separation due to misclassified events. It depends
on the reconstructed energy and the offset from the pointing position. Fig-
ure 3.13 shows an example background curve for a H.E.S.S. observation at 45◦

zenith with the hard cuts.
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FIGURE 3.13: Background model. Left: Example background model
table for a H.E.S.S. observation at 45◦ zenith. Right: Background rates
as a function of offset from the pointing position for several values of

the energy.

The IRFs are derived using gamma-ray simulations, with the exception of the
background for which either off-runs or hadronic simulations are used. Good agree-
ment between the data and the simulations is thus essential to avoid systematic er-
rors. All the IRFs of IACTs depend on the offset from the pointing position. During
data reduction, they are projected into the sky, often assuming radial symmetry. De-
viations of this symmetry are sometimes considered, in particular for the background
model (see Section 3.3.6).

With this factorization of the instrument response, the predicted excess counts
from a source at the sky location ~xtrue and flux φ(~xtrue, Etrue) can be derived as

Npred(~xreco, Ereco) =NBKG(~xreco, Ereco)

+tlive

∫
~xtrue

d~xtrue

∫
Etrue

dEtrueR(~xreco, Ereco|~xtrue, Etrue)φ(~xtrue, Etrue)

(3.9)
where NBKG is the predicted background counts derived from the background model
(see Section 3.3.6) and the response R(~xreco, Ereco|~xtrue, Etrue) is the combination of the
remaining IRFs:

R(~xreco, Ereco|~xtrue, Etrue) = AEFF(~xtrue, Etrue) ·PSF(~xreco|~xtrue, Etrue) ·EDISP(Ereco|~xtrue, Etrue)

(3.10)
The IRFs are also used to select ranges of the reconstructed parameters, such as

the energy or the offset from the pointing position, to be considered safe to use in the
analysis of the data. This is typically done by imposing a maximum threshold on the
energy bias, or a minimum fraction of the total effective area.

More information on the different IRFs and their constituents can be found in the
documentation of the so-called gamma-astro-data-format (GADF1, Nigro et al., 2021),
an initiative that aimed to define a unified standard for the data and IRFs of gamma-
ray instruments (see Chapter 5 for more details).

1https://gamma-astro-data-formats.readthedocs.io/en/latest/

https://gamma-astro-data-formats.readthedocs.io/en/latest/
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3.3.6 Background Modeling and Estimation

The correct characterization of the residual hadronic background is crucial to ac-
curately determine the number of excess counts measured. In this section we will
briefly describe the procedure to derive a background model from off-runs and some
of the most common methods to obtain the predicted number of background counts
from such a model.

Background Model Construction

The background model describes the response of the camera to events that are erro-
neously identified as gamma-rays by the gamma-hadron separation. It contains the
expected background event rate as a function of reconstructed energy and camera co-
ordinates. In the simplest case, the camera coordinate is the offset from the pointing
position, and radial symmetry is assumed. This is referred to as a 2D background
model. However, one can also build the background model using both radial and
azimuthal camera coordinates, in the so-called 3D case. Deviations from the radial
assumption are expected at relatively low energies.

To construct the background model, off-runs from the relevant instrumental eras
are selected, and the events recorded in them after gamma-hadron separation are
binned into a histogram of energy and camera coordinates, taking into account ex-
clusion regions for possible gamma-ray sources. A full description of the procedure
to make both 3D and 2D background models can be found in Mohrmann et al. (2019).

Background Estimation

The background model provides the shape of the expected hadronic background,
as well as the average rate. However, run-to-run variation in the trigger rate due
to, for example atmospheric conditions or the degradation of the hardware, mean
that this average rate needs to be adjusted to the actual conditions of the observation
run. This is done in general terms by ensuring that the number of counts in sky
regions where no sources are expected matches the prediction of the background
counts, or directly measuring the background level from said regions. Note that
this assumes that the spatial properties of the expected background are not affected,
which is not necessarily true for all situations. A detailed description and comparison
of the different methods can be found in Berge et al. (2007). Here we will briefly
describe the three most relevant to this thesis.

• Ring background: For each of the pixels in a sky-map, a ring around it is used
to provide an estimate of the number of expected background counts, taking
into account exclusion regions and the shape of the background model inte-
grated in energy (see Figure 3.14). The radius of the ring can be fixed or adapt
to the exclusion regions nearby each pixel, in order to ensure that enough pix-
els in the ring fall outside these regions. It is typically used for morphological
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FIGURE 3.14: Ring and reflected background. Left: Illustration of the
ring method. The red rings illustrate the regions in which the back-
ground is estimated for two positions in the FoV. The ring size in each
case is adaptively enlarged to ensure an adequate background esti-
mate. The black circle represents a 2◦ FoV around the pointing posi-
tion (black cross). Right: Illustration of reflected region background
estimation method. The empty red circle represents the ON region,
whereas the filled ones represent the OFF regions from which the
background level is measured. Adapted from H.E.S.S. Collaboration

et al. (2018).

analysis without energy dependence. Only the spatial shape of the background
model is considered.

• Reflected regions background: For each observation run, the background level
inside of an ON region of a certain shape and size is estimated by measuring the
number of counts in OFF regions of the same shape and size and offset from
the pointing position as the ON region but outside of exclusion regions (see
Figure 3.14). A background model is not required since this method assumes
that the camera response is radially symmetric. However, it can generally only
be used for spectral analysis, as the spatial dimension is lost when grouping
the pixels inside of the ON region.

• FoV background: When performing combined spectro-morphological analy-
sis (see Section 3.5.5), a third method is used. In this approach, the background
model is projected into the sky in different energy bands, and in like the other
methods, an exclusion mask is defined to cover known and expected sources.
For each run, the counts predicted by the model outside of this exclusion mask
are compared to the counts measured in the same region run-wise by fitting two
parameters: a normalization and a tilt that varies the spectral shape, assum-
ing a power-law energy dependence. This procedure corrects the background
model for possible variations due to atmospheric conditions and instrumental
degradation, as described in Mohrmann et al. (2019).
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3.4 Particle Detector Arrays

A complementary approach to the detection of VHE gamma-rays are particle detec-
tor arrays. Instead of imaging the entire shower in the atmosphere, particle detector
arrays capture the properties of the shower as it passes through the detectors, usu-
ally water volumes equipped with PMTs. Particle detector arrays are usually located
at higher altitudes than IACTs, in order to be closer to the height of shower maxi-
mum. The advantage of this technique is that it does not require ambient darkness,
as the relevant Cherenkov light is emitted inside light-tight tanks. This dramatically
increases the duty-cycle from the ∼10% of IACTs to almost 100%. The continuous
observation allows an unbiased view of the sky, as a large fraction of it is observed
all the time, without the need to a priori identify interesting pointing positions. Par-
ticle detector arrays also have a huge FoV, which makes them ideally suited for the
study of fast transients and large-scale structures.

An overview of the history of the early particle detector array experiments can be
found in Hillas (2013). The two largest currently operating instruments are the High
Altitude Water Cherenkov (HAWC) observatory and the Large High Altitude Air
Shower Observatory (LHAASO). The Southern Wide-field Gamma-ray Observatory
(SWGO) is a planned array that is currently in the research and development phase.
In the rest of this section, a brief description of the HAWC observatory and the SWGO
is presented.

3.4.1 The HAWC Observatory

The HAWC observatory is a wide-field particle detector array situated on the flanks
of the Sierra Negra in Mexico. It is made up by 300 water Cherenkov detectors
(WCDs) of 4.5 m height and 7.3 m diameter. Each WCD is equipped with four PMTs
which are submerged in 200 m3 of purified water. Three of the PMTs are 8 inch Hama-
matusu PMTs arranged in a triangle, surrounding a central 10 inch Hamamatsu PMT.
HAWC is sensitive to gamma-rays and cosmic rays in the energy range from a few
hundreds of GeV to more than a hundred TeV with a wide FoV of almost 2 sr.

The HAWC observatory has been fully operating since 2015. In late 2018 a major
upgrade was completed with the addition of a sparse outrigger array of 345 smaller
WCDs surrounding the main array. This upgrade extended the instrumented area
by a factor 4, dramatically improving the ability to reconstruct the properties of the
highest energy showers, which are normally too large to be fully contained in the
main array (Marandon et al., 2019).
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FIGURE 3.15: The HAWC observatory. Picture of the completed
HAWC array including the outrigger upgrade. Image credit: The

HAWC Collaboration.

Data Acquisition System and Calibration

The HAWC data-taking and processing is entirely automatized, with a dedicated
farm of computers and electronics installed at the site. When shower particles tra-
verse the water tanks, they produce Cherenkov light which is recorded by the PMT.
Each PMT outputs a pulse from which the times of arrival of the particles and the
amount of charge in p.e. are calibrated. More details can be found in Abeysekara
et al. (2017).

Event Reconstruction

After the data from individual PMTs has been calibrated, the shower parameters can
be reconstructed from the combined shower slice image made up by all the PMTs
in the array that were triggered by it. Only showers activating more than 6% of the
total channels are collected for further reconstruction. The fraction of the array that is
triggered by a shower has considerable implications on the accuracy of the resulting
reconstructed parameters. Small showers have limited information and can be con-
taminated by other small showers arriving at the same time near the array. Higher
energy showers, which trigger a large fraction of the detector, are better reconstructed
as they dominate over the noise. At the highest energies however, showers can sat-
urate the detector even when the core falls outside of the array, which makes the
determination of their energy and direction difficult. For this reason, the data is di-
vided into different bins depending on the fraction of the available PMTs triggered
by the air shower, a quantity referred to as fHit. The different fHit bins are defined in
Table 3.2.
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Bin number Low edge High edge
1 0.067 0.105
2 0.105 0.162
3 0.162 0.247
4 0.247 0.356
5 0.356 0.485
6 0.485 0.618
7 0.618 0.740
8 0.740 0.840
9 0.840 1.00

TABLE 3.2: Event size
( fHit) bins. Bins are
defined from the frac-
tion of PMTs trig-
gered by each event.

Bin Low edge (TeV) High edge (TeV)
a 0.316 0.562
b 0.562 1.00
c 1.00 1.78
d 1.78 3.16
e 3.16 5.62
f 5.62 10.0
g 10.0 17.8
h 17.8 31.6
i 31.6 56.2
j 56.2 100
k 100 177
l 177 316

TABLE 3.3: The en-
ergy bins. Note that
the first two bins are
not used in the anal-
ysis as the estimate is

highly biased.

The value of fHit is only weakly correlated with the energy of a shower (see Fig-
ure 3.16). In order to estimate the energy on an event-by-event basis, more advanced
algorithms have been developed. The ground-parameter (GP) algorithm is based on
the charge density deposited at the ground by the shower. The neural network (NN)
algorithm estimates energies with an artificial neural network that takes as input
several quantities computed during the event reconstruction. A detailed overview
of both algorithms can be found in Abeysekara et al. (2019). Energy bins are typ-
ically defined beforehand in HAWC analysis and referred to with letter names, as
described in Table 3.3. The combination of event sizes and energy bins leads to a
2-dimensional bin scheme, with 108 analysis bins resulting from the combination of
each event size bin 1 to 9 with the 12 energy bins. However, only a subset of these
bins are populated with enough event statistics, for example, low energy events are
very unlikely to have large event sizes.



3.4. Particle Detector Arrays 71

10-2 10-1 100 101 102 103

log10(E/TeV)

0.0

0.2

0.4

0.6

0.8

1.0

N
 E
v
e
n
ts
 -
 S
ca
le
d

B=1
B=2
B=3
B=4
B=5
B=6
B=7
B=8
B=9

FIGURE 3.16: fHit bins and event energy.True energy distribution
of photons from a simulated source with Crab Nebula-like spectrum
and declination for the different fHit bins (indicated with B), summed

across a transit of the source. From Abeysekara et al. (2017).

The direction of the shower is reconstructed by making use of the gradient in ar-
rival times of photons in the shower plane. To first order, the EAS particles arrive on
a plane defined by the speed of light and direction of the primary particle. A number
of effects lead to a deviation from this planar shape and the presence of curvature
(see Abeysekara et al. (2017) for a detailed overview). A curvature correction de-
rived from gamma-ray simulations is applied to account for this effect. The resulting
shower plane is fit to the data, resulting in an estimate of the direction of the primary
particle.

Gamma-Hadron Separation

In each of the 108 analysis bins, gamma-hadron cuts are optimized using a cut in two
variables that separate the properties of hadronic and gamma-ray showers.

• Compactness (C): The variable CxPE40 is the effective charge measured in the
PMT with the largest effective charge outside a radius of 40 meters from the
shower core. It reaches higher values for hadronic events than for gamma-ray
events. With it, the compactness of the shower is defined as

C = fHit

CxPE40
. (3.11)

• "Clumpiness" (P): This variable is defined using the lateral distribution of the
shower. For each of the PMTs, the logarithm of the measured charge ζi is com-
pared to the average measured charge in all the PMTs in an annulus centered
in the core of the shower and containing the PMT with a width of 5 m (〈ζi〉).
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The variable P is then computed for the combined hits from a shower N as

P =
1
N

N

∑
i=0

(ζi − 〈ζi〉)2

σ2
ζi

, (3.12)

where the σζi is determined from a study of very likely gamma-ray events ar-
riving from the vicinity of the Crab Nebula sky location.

More details on the gamma-hadron separation employed by the HAWC observatory
can be found in Abeysekara et al. (2017).

Background Estimation

Even with gamma-hadron separation, the HAWC data is still dominated by hadronic
cosmic ray events, especially so in low fHit bins. The estimation of the level and
shape of this background is typically done using the so-called direct integration
method (Abdo et al., 2012). This method deals with the expected dipole cosmic-
ray anisotropy by splitting the data into time intervals (usually 2h) and estimating
the background in each of these intervals, which are then added up to built a sky
map. Note that unlike IACTs, the wide-field of HAWC allows to continuously sam-
ple more than enough sky areas devoid of known gamma-ray sources, allowing a
much more accurate characterization of the background rate. Additionally, water
Cherenkov detectors are also less sensitive to the atmospheric condition and NSB
than IACTs, which in turn translates to a more stable background.

3.4.2 The Southern Gamma-ray Wide-field Observatory

FIGURE 3.17: The case for a wide-field observatory in the Southern
Hemisphere. The HAWC full-sky significance map is shown together

with the expected FoV of SWGO. Image credit: Richard White .

https://orcid.org/0000-0002-3356-0763
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Both HAWC and LHAASO are located in the Northern hemisphere, meaning that a
large fraction of the sky, which includes the Galactic center (see Figure 3.17) is not
accessible to them in the range where the instrument performance is best. For that
reason, the SWGO has been proposed in order to cover the gap and complete the TeV
coverage of the sky, complementary to the CTA. More details on the current status of
the SWGO can be found in Hinton and SWGO Collaboration (2022).

3.5 Gamma-Ray High-Level Analysis

After event reconstruction and gamma-hadron separation have been performed, the
data from gamma-ray observatories can be structured essentially in the same way,
and the statistical procedures used in the analysis are generally independent on the
type of instrument that took the data.

In this section we will summarize the different steps in the high-level analysis
of gamma-ray data using the observation runs of the Crab Nebula region included
in the H.E.S.S. public data release (H.E.S.S. Collaboration, 2018) and the Gammapy
analysis software (Deil et al., 2017). The Crab Nebula is usually considered to be the
standard candle of TeV astronomy, as it is the brightest steady point-like source in the
sky. It is typically assumed to be a point-like source despite the fact that its extension
at TeV energies has actually been measured (H.E.S.S. Collaboration, 2020), because
its size is small enough to be below the sensitivity of most analyses. Observations of
it are routinely used to validate the performance of the analysis chain, including the
characterization of the IRFs.

3.5.1 Gammapy

Gammapy is a community-developed Python2 package for gamma-ray astronomy.
It builds upon the standard scientific Python packages: numpy (Harris et al., 2020),
scipy (Virtanen et al., 2020), matplotlib (Hunter, 2007) and astropy (Astropy Col-
laboration et al., 2013). Gammapy will be used as the base package for the sci-
ence tools of the future CTA. Gammapy is routinely used for the analysis of IACTs
data (Mohrmann et al., 2019; Nigro et al., 2019) and in Chapter 5 its use will be ex-
tended and validated for the analysis of data from particle detector arrays.

The analysis workflow in Gammapy begins with a list of events selected for
gamma-ray-likeness and the associated IRFs. The events are then binned into mul-
tidimensional sky maps, using pixelization schemes such as the World Coordinate
System (WCS, Calabretta and Greisen, 2002) or HEALPix (Górski et al., 2005). In
most cases, the maps have an additional energy axis. The IRFs are then projected

2https://www.python.org/

https://www.python.org/
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into the same geometry. The background is estimated using one of the methods de-
scribed in Section 3.3.6. The resulting maps are bundled into a so-called MapDataset3,
which is then the input to all the procedures described in the rest of the section.

3.5.2 Significance of the Observation

The first step to the high-level analysis of gamma-ray data is to determine whether
there is a significant gamma-ray signal. In general this is done via hypothesis testing,
where either a model or an excess of counts (H1) is tested against a null hypothesis
(H0) in which no source is present. The difference in test statistic (TS), defined as,

TS = −2 log
(L(H0)

L(H1)

)
(3.13)

where L(H) is the likelihood of hypothesisH, is used as a means to assess the prob-
ability that the measurement is the product of a statistical fluctuation of the back-
ground instead of a real source. For situations where there is only one degree of
freedom, the significance (σ) is calculated as σ =

√
TS. In case of a negative signal,

that is, when a negative fluctuation of the background is measured, σ = −
√

TS by
convention. The threshold to claim that a measured excess is due to the detection of
a gamma-ray source is typically taken to be 5σ. An excess with that significance has a
probability of being produced by a background fluctuation of about one-in-a-million.

A typical example of this procedure is the computation of a significance map to
determine whether any gamma-ray sources are present in a given sky region. This
can be done in two different ways:

• Based on a model: For each pixel of the map, the measured excess counts are
compared with the prediction of a model with the normalization set free. The
resulting value of the significance would then depend on the choice of model,
which includes both the morphology of the source (extended, point-like) and
its spectral behavior.

• Based on excess: For each pixel of the map, the measured counts are compared
with the expected or measured background in that pixel. The TS is computed
using the expressions in Li and Ma (1983). The resulting value is not model-
dependent, although when producing maps, pixels are grouped within a cer-
tain angular size, which in turn influences the spatial size of the structures that
will arise in the significance map.

Figure 3.18 shows a counts map from the Crab Nebula region of the public H.E.S.S.
data release, together with the expected background map derived using the FoV
method and the resulting significance map derived from the excess. A top-hat
smoothing is applied with correlation radius of 0.1◦.

3https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.
datasets.MapDataset

https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.datasets.MapDataset
https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.datasets.MapDataset
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FIGURE 3.18: Counts, background and significance maps. Left:
Counts sky-map of the Crab Nebula region. Middle: Expected back-
ground counts map. Right: Significance of the excess counts over the
background of nearly isotropic cosmic rays. The top-hat filter with ra-
dius rc used to smooth the counts and background maps is drawn in

the image as a white circle.

The significance map can also be used to assess the impact of systematic uncer-
tainties introduced by the background estimation, as the distribution of significance
values in regions where no source is present should be a Gaussian function centered
in 0 with width 1 as shown in Figure 3.19.
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FIGURE 3.19: Excluded significance map. Left: Significance map with
the source region masked. As expected, no regions above and below
5σ are seen. Right: Histogram of the significance values outside of
the mask (red) and a Gaussian fit (black). As expected, the mean and
width of the Gaussian are roughly 0 and 1. This means the background

was correctly estimated.

3.5.3 Model Fitting

After the presence of a source in the region of interest is confirmed, the next step is
to find a model that correctly describes it. This is done using a maximum-likelihood
approach by assuming a model that describes the spectral and/or spatial properties
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of the signal and finding the set of best-fit parameters that maximize the likelihood
function (Cramér, 1946; Zacks, 1975; Sirca, 2016).

The simplest model to describe the differential number of photons dN emitted
by a non-thermal source per energy interval dE (usually referred to as the source
spectrum) is a power-law,

dN
dE

= N0

(
E
E0

)−Γ

(3.14)

with index Γ. This model can be made more complex by adding the presence of an
exponential cutoff at energy Ec,

dN
dE

= N0

(
E
E0

)−Γ

exp(−E/Ec) (3.15)

or the presence of curvature β, a shape usually referred to as a "log-parabola",

dN
dE

= N0

(
E
E0

)−Γ−β log( E
E0

)

. (3.16)

The simplest spatial model to describe a source is a point,

φ(θ, φ) = δ(θ − θ0, φ− φ0), (3.17)

where δ(~x) is the Dirac delta function.
The gamma-ray emission from Galactic sources is however often extended, which

requires more complex descriptions. A useful example is the generalized Gaussian
distribution, which reduces to the usual Gaussian when the parameter χ = 0.5,

φ(θ, φ) = φ(r) =
1

2π
√

1− e2r2
0χΓ(2χ)

× exp

[
−
(

r
reff

)(1/χ)
]

, (3.18)

where reff(θ, φ) =
√
(rM sin(∆φ))2 + (rm cos(∆φ))2. The major (minor) semi-axis of

the ellipse is given by rM (rm). Γ(x) is the delta function, ∆φ is the difference between
the position angle of the model, and the position angle of the evaluation point. If the
eccentricity (e) is null reff reduces to r0.

Other, more complex distributions, both spatial and spectral, resulting from phys-
ical modeling of the non-thermal processes presumed to occur in the sources (see
Section 1.5.1) can also be fitted. Two models can easily be compared by taking the
difference of their TS values as long as they are nested. If that is not the case, other
tests such as the Akaike Information Criterion (Akaike, 1973) can be used. For the
special case of nested models where the difference in degrees of freedom is 1, the sta-
tistical significance of the description with one more parameter can be estimated as
simply the square root of the increase in TS associated with it, as mentioned above.
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3.5.4 Spectral "1D" Analysis

The simplest analysis case is when the morphology of the source is ignored and only
the spectral behavior is measured. In this case, the number of excess events per
energy bin falling inside of a region chosen to cover the majority of the source are
compared with the prediction of a spectral model. Following the example with the
H.E.S.S. public data release, we chose the same region used as an exclusion mask in
Figure 3.19 and fitted the number of measured excess counts in it to a log-parabola
spectral model. The choice of model was motivated by the fact that the Crab Nebula
spectrum is known to be curved (see e.g Cao et al., 2021). The resulting best-fit model,
as well as the comparison of its prediction with the measured excess can be seen in
Figure 3.20. The spectra shown in the figure is represented in the E2 dN

dE form, usually
referred to as spectral energy distribution (SED).
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FIGURE 3.20: 1D spectral analysis. Left: Measured excess counts in
the extraction region (blue) compared to the predicted excess counts
of the best fit model (orange). The residuals are shown in the bot-
tom panel. Right: Best-fit power law model including statistical error

bands.

3.5.5 Spectro-Morphological "3D" Analysis

The 1D analysis is a powerful and well-tested tool to measure the spectrum of an iso-
lated source. However, the study of Galactic sources often presents more complicated
situations that require a careful treatment. For example, in sky regions containing
several overlapping sources, the 1D approach cannot disentangle the contribution of
each source to the total flux in the chosen extraction region. Sources with extended
or complex morphology can result in the measured flux being underestimated and
heavily dependent on the size of the extraction region. Additionally, the 1D approach
neglects the energy-dependence of the PSF.

For such situations a more complex approach is needed, the so-called 3D analysis.
The three relevant dimensions are the two spatial angular coordinates and an energy
axis. In this framework, a combined spatial and spectral model is fit to the data. More
details on the 3D analysis approach can be found in Mohrmann et al. (2019).
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Following the illustration with the H.E.S.S. public data release, we fit a combined
point-source and log-parabola model to the Crab Nebula. The resulting model, as
well as the significance map after subtracting it can be seen in Figure 3.21.
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FIGURE 3.21: Significance map after source subtraction. Left: Pre-
dicted model counts over the entire energy range for the best-fit 3D
model. Middle: Significance map after the best fit model has been sub-
tracted. Right: Histogram of the significance values of the entire map
(red) and a Gaussian fit (black). As expected, the mean and width of
the Gaussian are roughly 0 and 1. This means the source was correctly

modeled.

If the extraction region is large enough to contain the source, and the morphology
of the source is reasonably regular, the spectral measurements obtained with the 1D
and 3D methods should agree. This check can be easily performed by comparing the
best-fit spectral model obtained using both methods, which are shown in Figure 3.22.

100 101

Energy (TeV)

10 12

10 11

E2d
N dE

 (T
eV

/c
m

2 /s
)

1D
3D

FIGURE 3.22: Comparison of 3D and 1D spectra. Best-fit spectral
model including statistical error bands for the 1D (teal) and 3D (yel-

low) analysis.
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3.5.6 Flux Points and Upper Limits

The spectral shapes being fit to the entire energy range are usually smooth and rel-
atively featureless. In order to verify the spectral behavior in smaller energy scales,
flux points are computed. For this, a number of energy bins is selected and in each
of them, a normalization factor is fitted to the prediction of the best-fit model. Note
that the result will depend on the shape of the assumed model. If not enough ex-
cess counts are measured in a bin, an upper limit is instead derived, indicating the
maximum flux level that would result in such a non-detection given the instrument
response. The flux points derived for the Crab Nebula using the H.E.S.S. public data
release, including upper limits at the highest energies can be seen in Figure 3.23.

100 101

Energy (TeV)

10 12

10 11

E2d
N dE

 (T
eV

/c
m

2 /s
)

FIGURE 3.23: Flux points and upper limits. Flux points and upper
limits from the Crab Nebula spectral measurement.

The same approach can be used to measure the flux in the spatial dimension, to
build flux profiles, or as a function of time in light-curves.

3.6 Summary and Outlook

This chapter summarized the basic principles for the detection of VHE gamma-rays,
focusing on two particular experiments: the H.E.S.S. array of IACTs and the HAWC
particle detector array. The different strengths and weaknesses of the two techniques
makes their view of the gamma-ray sky complementary. Due to its wide FoV and
high duty cycle, the HAWC observatory has an unbiased view of the sky, which is
advantageous for the discovery of the unexpected. This was for example the case
with the HAWC discovery of TeV emission from the jets of the microquasar SS 433
(see Section 2.3.6). However, the relatively poor angular resolution of the HAWC ob-
servations (see Figure 3.24) did not allow for a detailed study of this emission. IACTs,
on the other hand, need to be pointed at a target and have a much lower duty cycle.
But their resolution, both spatial and spectral is significantly better. Following up
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on the detection of a gamma-ray source by a particle detector array with dedicated
IACT observations is thus a natural synergy between both instrument classes. This
thesis presents an example of such a strategy, with the result of dedicated H.E.S.S. ob-
servations of the microquasar SS 433 following the HAWC detection being presented
in Chapter 6. The superior angular and energy resolution of H.E.S.S. compared to
HAWC allow for a detailed study of the emission from the jets.

CTA South 50 h

LHAASO 1 y

Central Molecular Zone

HAWC 1 y

Current IACTs 50 h

SWGO 1 y

Strawman

Optimisation Zone

o

CTA

Current IACTs
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LHAASO KM2A

SWGO
Inner

FIGURE 3.24: Performance of current and future experiments. Top:
Estimated and projected sensitivity for current and future gamma-ray
instruments. The dark blue curve represents the existing IACTs. The
green and black lines show the sensitivity of HAWC and the LHAASO
array respectively. The upcoming CTA south site is depicted by the
light blue line, and the sensitivity of the SWGO is expected to lie
between the solid and dashed orange lines. Bottom: Estimated and
projected angular resolution for current and future gamma-ray in-
struments. The dark gray curve represents the existing IACTs, such
as H.E.S.S.. The dark blue line shows the resolution of WCD arrays
such as HAWC. The black line shows the angular resolution of the
LHAASO. Values for the upcoming CTA are depicted by the light blue
line, whereas the expected resolution of the SWGO is represented by

the orange band. Figures by Jim Hinton .

The future of IACT astronomy will be dominated by the upcoming CTA obser-
vatory (see Section 3.2.2). Despite its improved sensitivity and sky coverage with

https://orcid.org/0000-0002-1031-7760
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respect to the previous generation of IACTs, CTA will suffer from the same limited
duty cycle as its predecessors. Hence, the synergy between CTA and the next gen-
eration of particle detector arrays, which includes the LHAASO and the SWGO will
be especially important. Particle detector arrays will also be able to extend the cov-
erage well beyond hundreds of TeV, as can be seen in the top panel of Figure 3.24.
In order to facilitate the sharing of data and the existence of joint analyses between
the different types of instruments, the existence of a common analysis framework is
required. This includes the definition of a unified data format. These efforts will be
discussed in Chapter 5, where an existing data format and analysis tool tailored for
the CTA data will be extended and validated for their use by particle detector arrays,
thus ensuring that the synergies between the two instrument types can be exploited
fully.
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Chapter 4

Improving Background Rejection at
Very High Energies with IACTs

The main source of background for VHE gamma-ray astronomy are the hadronic cas-
cades caused by charged cosmic ray primary particles (see Sections 3.1.1 and 3.3.4).
In the energy window relevant to ground-based gamma-ray instruments, the cosmic
ray flux is higher than that of most gamma-ray sources. This means that, in order
to successfully do gamma-ray astronomy, it is crucial to separate the gamma-ray ini-
tiated showers from the cosmic-ray background. In this chapter we propose a new
approach to the task of background rejection in IACT arrays based on the identifica-
tion of light produced by muons. The fact that muons are produced in much higher
numbers in hadronic showers compared to EM showers is routinely used by particle-
detector arrays, such as LHAASOs, to perform background rejection. However, it has
never been exploited for IACTs.

In the first part (Olivera-Nieto et al., 2021), we show, using simulations, that
IACTs with large mirrors (&23 m) can detect a large fraction of muons in a hadronic
shower. This means that effective muon identification in the shower images could
lead to background rejection powers of up to 105 at tens of TeVs, which would
mean an improvement of several orders of magnitude with respect to traditional
approaches described in Section 3.3.4.

In a follow-up study (Olivera-Nieto et al., 2022), we show that a simplified ap-
proach in which muon light is not necessarily identified as such in the shower image
by a large telescope but instead light other than the main shower is flagged already
has the potential to improve background rejection by a factor 3-4 above 20 TeV. We
apply this algorithm to data from the H.E.S.S. array, using the images from the cen-
tral, 28 m diameter mirror telescope.

The background rejection techniques described in this chapter will be used for
the analysis of H.E.S.S. data from the SS 433 region detailed in Chapter 6.
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Abstract The presence of muons in air-showers initiated
by cosmic ray protons and nuclei is well established as a
powerful tool to separate such showers from those initiated
by gamma rays. However, so far this approach has been fully
exploited only for ground level particle detecting arrays.
We explore the feasibility of using Cherenkov light from
muons as a background rejection tool for imaging atmo-
spheric Cherenkov telescope arrays at the highest energies.
We adopt an analytical model of the Cherenkov light from
individual muons to allow rapid simulation of a large num-
ber of showers in a hybrid mode. This allows us to explore
the very high background rejection power regime at accept-
able cost in terms of computing time. We show that for very
large (� 20 m mirror diameter) telescopes, efficient iden-
tification of muon light can potentially lead to background
rejection levels up to 10−5 whilst retaining high efficiency for
gamma rays. While many challenges remain in the effective
exploitation of the muon Cherenkov light in the data analysis
for imaging Cherenkov telescope arrays, our study indicates
that for arrays containing at least one large telescope, this is
a very worthwhile endeavor.

1 Introduction

The hadronic cascades associated to charged cosmic ray pri-
mary particles typically produce large numbers of muons,
primarily from the decay of charged pions. The potential to
use these muons to discriminate between hadronic and elec-
tromagnetic cascades and hence do gamma-ray astronomy,
has long been recognised (see for example [1]).

The performance of the LHAASO array [2,3], demon-
strates the power of this approach for very-high and ultra-
high energy gamma-ray astronomy (from tens to hundreds of

a e-mail: Laura.Olivera-Nieto@mpi-hd.mpg.de (corresponding author)

TeV). An important factor contributing to the success of the
LHAASO array is the very large total area of muon detec-
tors, a factor of nearly 20 larger than the CASA-MIA [4]
array, resulting in a more than hundredfold improvement in
background rejection.

Ground level muons become a useful separation tool for
showers above ∼ 1 TeV at high altitude [5]. However, excel-
lent hadron rejection power, that is, over a factor 104 reduc-
tion, is possible only at tens of TeV [3].

Imaging Atmospheric Cherenkov Telescope (IACT)
arrays have superior rejection power to other ground-based
arrays in the domain around 1 TeV, exploiting primarily the
differences in shower width and substructure between elec-
tromagnetic and hadronic showers in this energy range [6–
8]. However, IACTs have not so far demonstrated excel-
lent rejection power at tens of TeV. Traditional separation
approaches are limited by the fact that, beyond small impact
distances, large events are typically not fully contained by
the camera image, which significantly affects the estima-
tion of the necessary shower parameters. The current back-
ground rejection power attained by the traditional separation
methods at energies above a few tens of TeVs reaches levels
between 10−2 and 10−3 [6,7,9]. This loss of performance
at high energies can also be seen, albeit indirectly, in the
expected background rate after background rejection cuts for
CTA.1 The surviving background rate falls by a factor 500
between 0.1 and 1 TeV but less than a factor of 10 between
10 TeV and a 100 TeV – while the proton flux falls by a factor
of 50 per decade.

The ring-like images produced when ground-level muons
pass through IACTs have long been used as a means of cal-
ibration [10], see [11] for a recent review. Recently, [12]
suggested that the identification of a much higher fraction

1 https://www.cta-observatory.org/science/cta-performance/#
1472563453568-c1970a6e-2c0f.
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E>20 GeV

E<10 GeV

∼0 m ∼15 m ∼30 m ∼100 m

∼0 m ∼15 m ∼30 m ∼100 m

Fig. 1 Example simulated muon images in a 28 m telescope at different energies and impact distances. All simulated muons are produced at 11 km
above sea level and are observed at 1835 m with a zenith angle of 20◦

of muons produced in extensive air showers is possible with
IACTs.

Large telescopes such as the central telescope of H.E.S.S.
[13] and the Large-Sized Telescopes (LSTs) of CTA [14]
enable the detection of individual muons out to large impact
distance. This has traditionally been seen as a problem due
to their apparent similarity to gamma-like events [15], but
can also be seen as an opportunity for improvement of the
background rejection power at the highest energies if charac-
teristic differences of muons to gamma rays are identifiable.

In this paper we explore the potential for muon measure-
ment with IACTs as a tool for background rejection by char-
acterizing the number of muons that are detectable by a large
Cherenkov telescope in proton- and gamma-initiated show-
ers of different energies. In our simulations we adopt a hybrid
approach to allow exploration of the very high background
rejection power regime at acceptable cost in terms of com-
puting time. This approach is introduced and motivated in
Sect. 2. Section 3 discusses the muon content of showers
from the perspective of air-Cherenkov detection and details
the criteria used to label muons as detectable by a telescope.
Section 4 presents the result of said criteria applied to show-
ers initiated by both protons and gamma rays, both for large-
and medium-dish telescopes. Finally, Sect. 5 discusses the
implications and potential for muons as a means to improv-
ing IACT background rejection.

2 Cherenkov light from muons

The properties of the Cherenkov emission of a single atmo-
spheric muon are very well determined and straight-forward
to calculate in comparison to air-showers in general. The sup-
pressed bremsstrahlung cross-section of muons with respect
to electrons allows a majority of muons to reach ground-level
with only ionisation losses. Similarly, the reduced multiple
scattering of muons with respect to electrons means that the
assumption of a linear trajectory is reasonable in most cases.
For these reasons the simulation of muons in full detail may
not be necessary to capture the essential characteristics of
Cherenkov light from muons in showers. We implement a
simplified muon model (SMM) which, starting from basic
muon properties, approximates the Cherenkov light produc-
tion and telescope simulation with an analytical treatment,
described below. Table 1 compares the SMM approach to
the combination of the CORSIKA [19] package for shower
and Cherenkov light simulation and the sim_telarray [17]
package for the telescope response and camera simulation.
In order to verify the predictions of the SMM, we produced a
small set of full CORSIKA+sim_telarray muon simulations
with energies between 5 and 100 GeV for different start-
ing heights. Note that the Cherenkov threshold for muons at
1835 m above sea level is slightly above 5 GeV.

The key parameters affecting the Cherenkov image prop-
erties of individual muons are the initial energy and produc-

123
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Table 1 Comparison of muon treatment between the CORSIKA+sim_telarray approach and the simplified muon model

CORSIKA + sim_telarray Simplified muon model

Cherenkov light production Ignoring wavelength dependence of refractive indexa

Atmospheric absorption Wavelength-dependent tabulated atmospheric absorption [16]

Atmosphere characterization Tabulated atmospheric profiles at H.E.S.S. location [17]

Muon scattering Full treatment Ignored

Muon bremsstrahlung EGS4 [18] Ignored

Ionization losses Bethe–Bloch formula 2 MeV per g/cm2

Telescope response Full treatment Full treatment

Ray-tracing Full treatment Simplified

Camera trigger Patch of 9 neighboring pixels with total intensity above 68 p.e

Pixel shape Realistic, hexagonal Simplified, square

Night sky background Optional, ignored here Ignored

Bending in geomagnetic field Included Ignored

aNote that CORSIKA can generate photons according to a wavelength-dependent index of refraction but it is not used by default for reasons of
computing efficiency.

tion height in the atmosphere. Muons that reach ground level
and land close to, or intersect, a telescope dish, produce a
ring-shaped image in the telescope camera, with a full circle
for muons hitting the dish and reduced sections of arc as the
impact distance becomes larger. The surface brightness of
the images, however, remains mostly constant, which allows
muons to trigger out to large impact distances, even when
the ring section captured by the camera is small enough to
no longer resemble an arc, but rather a small cluster of pixels.
Figure 1 illustrates the evolution of muon image properties
with impact distance, as imaged in the 28 m telescope of
H.E.S.S., based on CORSIKA and sim_telarray simulations.

The first step to determine whether an incoming muon
can be detected by a telescope located at a certain distance
from its ground impact point, is to compute the amount of
Cherenkov photons collected by the telescope camera as
a function of said distance. This distribution is calculated
assuming a straight trajectory of the muon through the atmo-
sphere from the production height hprod. The atmospheric
density ρ(h) and refractive index n(h) profiles are described
by the same model used by sim_telarray at the H.E.S.S.
location [17]. The wavelength dependence of the refractive
index is ignored. For a muon with incoming zenith angle
θz , the actual path through the atmosphere is then described
by l = h/ cos θz for h ∈ [hground, hprod], where hground is
taken to be 1835 m above sea level. The emitted photons
are subject to wavelength-dependent atmospheric absorption
A(λ, h), which is integrated along the photon path, assumed
here for simplicity to be the same as the muon path starting
at the point where the photon is produced. The photons pro-
duced at a height h then arrive at the ground at a distance

R(h) from the point where the muon hits the ground

R(h) = (h − hground) · sin θc

cos θz
, (1)

where θc = arccos((n · β)−1) is the Cherenkov angle of a
muon traveling with velocity β = v/c in a medium with
refractive index n. Note that θc varies with height, because
of energy losses and the refractive index profile.

The number of Cherenkov photons Nγ initially produced
by the muon per path length dl between wavelengths λ1 and
λ2, is described by

dNγ

dl
= 2πα

(
1 − (βn)−2

) ∫ λ2

λ1

dλ

λ2 , (2)

where α is the fine-structure constant. This quantity needs to
be convolved with the telescope response, which consists of
many different elements. For this, we used the response of the
telescopes in the H.E.S.S. array. The wavelength-dependent
telescope response WT (λ) is the combination of the mirror
reflectivity, quantum efficiency of the camera and plexiglas
transmittance of the camera window. Additionally, there are
wavelength-independent corrections for the telescope area
projection and the camera and Winston cones shadowing,
which combine to a factor f ∼ 0.6 for a 28 m telescope.
Combining the number of photons initially produced with
the telescope response results in the number of Cherenkov
photons produced by a muon per unit path length that are
detected by the telescope:

dNγ,T

dl
= 2 f πα

(
1−(βn)−2

)∫ λ2

λ1

A(λ, h)WT (λ)
dλ

λ2 . (3)

The photons distribute radially on the ground from the
impact position of the muon, which defines the origin of the
coordinate system. Using Eqs. 1 and 3 we can compute the
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Fig. 2 Top: Comparison of the amount of photoelectrons predicted by
the analytical model for a 28 m dish (black line) and the resulting dis-
tribution for simulated muon showers for energies above 20 GeV, scat-
tering distance smaller than 5 m and starting height ∼ 10 km. Bottom:
Effective area comparison between the simulations and the simplified
model for different starting heights. Includes all events, even those that
undergo significant scattering and bremsstrahlung

ground density of detected photons

ργ,T (R) = dNγ,T

d A
= dNγ,T

2πRdR
= dNγ,T

dl

dl

2πRdR
, (4)

where R is the distance to the muon impact position. Placing
a test telescope with a circular mirror of diameter DT in the
ground at position (x = 0, y = R), the amount of photoelec-
trons (P.E.) collected by the dish as a function of R is then
given by

NP.E.(R) =
∫ R+RT

R−RT

dx
∫ α

−α

dy · ργ,T (
√

x2+y2), (5)

where α =
√
R2
T − (x − R)2.

The number of photoelectrons predicted by the SMM
is compared in the top panel of Fig. 2 with that resulting

from the CORSIKA+sim_telarray simulations. Note that if
a muon has undergone significant scattering while traveling
through the atmosphere, the impact position on the ground is
no longer a meaningful parameter to describe its trajectory.
For this reason, the comparison shown in Fig. 2 is done with a
subset of the full simulations with events selected for modest
scattering. As expected, the agreement is very good. A fur-
ther check utilizing the entire set of simulations is described
below.

Once the properties of the photoelectrons produced by a
muon and captured by the camera are known, the next step
is to determine if they would activate the camera trigger. For
this we base our trigger definition on the one used by Flash-
Cam, the camera installed in the largest H.E.S.S. telescope
since October 2019 [20]. The criterion is passed when an
image has a group of nine neighboring pixels with a total
of more than 68 photoelectrons. For each combination of
muon starting height, initial energy and telescope distance
from muon position, the corresponding muon image in the
telescope is generated from the Cherenkov light distribution
in the SMM and tested against this criterion. This allows for
a trigger decision dependent on those three parameters only,
which we will refer to as the simplified trigger criterion.

To verify that this is an accurate description of the real
trigger conditions we once again use the small sample of
CORSIKA+sim_telarray simulations. For this comparison,
we include muon events undergoing significant scattering, a
process which, together with bremsstrahlung, is ignored by
the SMM (see Table 1). To do this, we compare, for different
muon starting heights and as a function of energy and impact
distance, the total number of muons arriving at the ground in
the CORSIKA sample with the number of muons detected by
the telescope after processing the sample with sim_telarray.
Integrating the ratio of these numbers radially results in an
effective area for a given energy and starting height. Simi-
larly, for the same set of input CORSIKA events, we use their
energy, production height and angular direction to compute
our simplified trigger criterion. We then compute the muon
effective area in the same way. These quantities are shown in
the bottom panel of Fig. 2. This comparison includes muon
events that undergo scattering and bremsstrahlung, confirm-
ing that the simplified trigger criterion is accurate to well
within 10% across all energies.

The distribution of arrival times of the Cherenkov photons
produced by the muon is straightforward to compute with
the setup described above. Defining the instant in which a
muon produced at height hμ arrives at the ground as tμ, we
can compute the relative delay in arrival time of a photon
produced by the muon at height h, tγ (h) as
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Fig. 3 Distribution of the arrival time of Cherenkov photons for a
muon of energy 20 GeV and starting height 11 km as seen from several
impact distances. The quantity in the y-axis is normalised for equal area
at each impact distance

	t (h) = tγ (h) − tμ = h · c
cos θc(h)

− tμ, (6)

where θc(h) is the Cherenkov angle. Using Eq. 1 we compute
	t (R), that is, the relative photon arrival time as a function
of the ground distance to the muon impact point.

Now, combining this quantity with Eq. 5 allows us to com-
pute the number of photons that arrive to the dish of a tele-
scope NP.E. for each value of 	t (R). An example of such
distributions for a muon of energy 20 GeV can be seen in
Fig. 3. Note that the distribution for each telescope location
is normalised for equal area.

3 Detectable muons in showers

Considering shower development only down to the
Cherenkov threshold for muons allows extremely rapid sim-
ulations with CORSIKA, even up to primary energies of
many hundreds of TeV. For both gamma-ray- and proton-
initiated showers, over 107 showers were produced with ener-
gies between 101 and 102.5 TeV, distributed as ∝ E−1 to
ensure enough events at the highest energies. For all show-
ers, the primary particle initial direction was θz = 20◦. From
these showers, the production height, energy, ground level
direction and impact point were extracted for all the muons
present. Figure 4 summarises the basic properties of these
muons.

The very high statistics allows us to probe the charac-
teristics of the very rare most muon-poor proton showers,
which form the irreducible background of the muon-tagging
approach. We define a muon as detectable if they fulfill three
separate conditions, with the first being the simplified trig-
ger criterion described in Sect. 2. The remaining conditions

refer to the muon trajectory and are described below. We
assume for simplicity that the telescope is always pointed
towards the shower axis and located at the shower ground
impact position. The second condition is then given by the
fact that the angular distance between the muon trajectory
and the axis must be smaller than half of the telescope field
of view (FoV), taken here to be that of the central H.E.S.S.
telescope, 3.5◦.

Beyond simply being able to detect light from muons,
in order to use their presence as a background rejection
criterion, it is crucial to accurately identify them as such.
Muon identification can be carried out via different tech-
niques, which exploit the properties of the muon Cherenkov
signal described in Sect. 2. A thorough study of the dif-
ferent muon identification techniques and their performance
is beyond the scope of this paper (see [12,21,22] for some
recent efforts). Current background rejection methods imple-
mented in IACTs rely on the properties of the time-integrated
Cherenkov light images. In this case, a complete overlap
in the camera image between the main shower component
and the light coming from muons makes this identification
very difficult. In order to take this into account, and also to
explore the effect of different muon identification efficien-
cies, we impose a third and final condition for detectability:
a requirement on the minimum angular distance between the
trajectories of the muon and the primary particle. We choose
a reference value for this distance of 0.3◦ which corresponds
to the survival of, as can be seen in Fig. 5 around half of the
muons that pass the first and second detectability conditions
described above.

Note that possible muon identification techniques that
exploit the arriving times of Cherenkov photons would not be
limited by image overlap. Additionally, even techniques that
are based in the integrated image can also strongly be affected
by the shape of the separable muon component rather than its
size in pixels. Hence this requirement on the minimum angu-
lar distance is only a proxy of the fact that only a fraction of
the detected muons will realistically be tagged as such. In any
case, as we show later in Sect. 4, the background rejection
power attainable with the muon tagging strategy would be
competitive up to a muon identification efficiency of a few
percent.

4 Results

Figure 6 shows the logarithmic distribution of the number of
muons classified as detectable, log10 Nμ,det, for showers with
both protons and gamma rays as the primary respectively.
The energy of the primary particle energies ranges between
10 and 250 TeV. The differences between both distributions
are striking, revealing that a large fraction of the initially
high (see Fig. 4) number of muons in proton showers can
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Fig. 4 Characteristics of muons produced in proton- and gamma-ray-
initiated showers. The top left panel shows the average number of muons
present as a function of primary energy, with the shaded area represent-
ing the standard deviation. The remaining panels show the distributions
of angular distance to the shower, energy and production height for

muons produced by showers in two energy ranges, normalised for equal
area. Solid lines correspond to “low-energy” (LE, 10–20 TeV) show-
ers, while dashed lines represent muons in“high-energy” (HE, 100–
120 TeV) showers

Fig. 5 Fraction of surviving muons as a function of the minimum
shower separation threshold for several energies. Both the trigger and
FoV criteria have already been applied. The dashed line indicates the
chosen reference value of 0.3◦ which translates to roughly 50% survival
due to this criterion

be in principle detectable by a large telescope. Conversely,
for gamma-ray showers, the distribution is shifted towards a
much lower number of detectable muons. The bottom panel
of both figures shows the probability that a shower does not
contain any detectable muons. Above 100 TeV this number
is of the order of 10−5 for proton showers, a number which
assumes a 50% muon identification efficiency as described in
Sect. 3. This number represents the irreducible background
of this approach, and is orders of magnitude below the cur-
rent rejection power reached at those energies [6,7,23], even
assuming a less effective muon identification strategy.

Let us refer to the probability distributions of detectable
muons shown in Fig. 6 as f (Nμ,det|Epri), where Epri is the
energy of the primary particle. From this quantity, we can
compute the fraction of showers expected to contain less
then a certain number N of detectable muons as:

F(Nμ,det < N |Epri) =
∫ N

0
f (Nμ,det|Epri)dNμ,det. (7)
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p γ

Fig. 6 Top panel: Logarithm of the number of detectable muons in
showers vs primary energy. The distribution is normalised at each pri-
mary energy bin. The type of particle initiating the showers is indicated

on the top left corner. Bottom panel: Probability of 0 muons in a shower
vs primary energy. Normalised together with the upper panel at each
energy

DT =28 m DT =12 m

Fig. 7 Cumulative distribution of the number of detectable muons in
proton-initiated showers (solid lines) and gamma-ray-initiated showers
(dashed lines) for several primary energy ranges. A round marker is

placed at the x-position defined by a 70% signal efficiency. The corre-
sponding telescope size is indicated with DT in each panel

Note that this corresponds to an integral as a function of
the y-axis of each panel in Fig. 6. We show this quantity cor-
responding to several ranges of primary particle energies for
both gamma-ray and proton showers in the left panel of Fig. 7.
Beyond 30 TeV substantial separation power would clearly
result from effective identification of single muons within
shower images. For energies higher than 80 TeV the separa-
tion power could reach 10−5, well beyond that achieved so
far for IACT arrays.

4.1 Smaller telescopes

The large collection area of the telescope is critical to the
number of muons whose light is collected by the dish. The
simplified model results shown in Fig. 6 and the left panel
of Fig. 7 correspond to a telescope with a diameter of 28 m.
Repeating the same process for a smaller telescope, with a
diameter of 12 m yields very different results. As can be
seen in the right panel of Fig. 7, the background rejection
power achievable with the muon-tagging approach worsens
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dramatically by several orders of magnitude. This is due to the
fact that large dishes translate to a larger light collection area.
Hence more light can be collected by the PMTs, allowing
the detection of a higher number of muons, which are faint
emitters compared to showers.

5 Discussion

It is clear from Fig. 7 that very significant potential exists
for improving the background rejection of IACT arrays con-
taining at least one large telescope at the highest energies
provided that individual muon arcs can be identified with rea-
sonable efficiency in the presence of bright shower images. A
very large fraction of the muons initially present in the shower
can in principle be detected by the telescope, thanks in part to
the fact that the typical angular displacement from the shower
is small enough to remain inside the FoV, as can be seen in
Fig. 4. In order to exploit this potential, effective muon iden-
tification is required. There are several promising strategies,
which use different characteristics of the muon Cherenkov
light. As shown in Fig. 3, light produced by muons arrives to
the telescope in short, concentrated bursts, unlike the shower
photons, which span a range of tens of nanoseconds [24].
This difference could be exploited to identify muons if the
time distribution of the photons, rather than only the time-
integrated images, is available [25].

On the other hand, for time-integrated images, it has
become very common and effective to employ template fit-
ting approaches [26,27] during the reconstruction. However,
very energetic events produce very bright and large shower
images, which are often not entirely contained in the camera
field of view. The very bright pixels from the shower image
likely dominate the fit and obscure the presence of dim, con-
stant surface-brightness muon images. Simply masking out
the main shower image and analyzing the residual emission
will likely result in an increased rate of muon identification,
provided that the image cleaning procedure is not excessively
harsh. More sophisticated approaches, making use of pixel-
based deep learning techniques have already shown some
promising results [22]. The recent development of dedicated
packages such as CTLearn [28] or GammaLearn [29] will
likely facilitate the application of such techniques to the
muon identification issue.

Large Cherenkov telescopes are widely seen as a useful
asset for the low-energy range of the very-high energy spec-
trum due to their reduced threshold, but of limited use when
considering the highest energies. However, as can be seen by
comparing both panels of Fig. 7, this same reduced thresh-
old is key when it comes to detecting the faint light coming
from muons, which are overwhelmingly more common in
proton-induced showers (see Fig. 4). Exploiting this poten-
tial of large telescopes through efficient muon identification

algorithms could provide significant improvements in back-
ground rejection above several tens of TeVs, and in turn,
improve the instrument sensitivity at the highest energies.

Another option is, of course, to build ground level muon
detectors. However, these are not planned for either the exist-
ing or upcoming IACT arrays. Additionally, an improved
muon detection technique could be applied retroactively to
the entire data archive from an observatory, in the case
of existing IACT arrays. This would effectively, and with-
out increased observation time or hardware improvements,
increase the detection capability at higher energies.

The results in Sect. 4 were produced for showers arriving
from a distance of 20◦ from zenith. We also produced smaller
samples of showers from 0◦ and 40◦ to explore the effect of
the zenith angle on the result. With increasing zenith angle,
the number of detected muons goes up slightly, since the
distance out to which muons are able to trigger goes up (see
Eq. 1).

As can be seen in Fig. 6, muons are often produced, albeit
in low numbers, by the highest energy gamma-ray showers.
This is because at those energies, the number of interactions
is so large that rare processes, such as muon pair production,
become relevant. This indicates that perhaps the most useful
separation parameter in terms of gamma-ray efficiency might
not solely be the identification of individual muons, but rather
a measure of the muonic content of an event.

The hadronic background is in fact not solely made up by
protons, but also heavier nuclei [30]. The muon content in
these showers is higher, which translates into a higher num-
ber of expected detectable muons. In a sense, the proton case
is the worst-case scenario, being the hadronic background
species most likely to initiate muon-poor showers. However,
protons are most likely to masquerade as a gamma ray in tra-
ditional background rejection approaches [15], and therefore
the room for improvement is greater.
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Abstract Identification of Cherenkov light generated by
muons has been suggested as a promising way to dramatically
improve the background rejection power of Imaging Atmo-
spheric Cherenkov Telescope (IACT) arrays at high ener-
gies. However, muon identification remains a challenging
task, for which efficient algorithms are still being developed.
We present an approach in which, rather than identifying
Cherenkov light from muons, we simply consider the pres-
ence of Cherenkov light other than the main shower image
in IACTs with large mirror area. We show that in the case
of the H.E.S.S. array of five telescopes this approach results
in background rejection improvements at all energies above
1 TeV. In particular, the rejection power can be improved
by a factor ∼ 3–4 at energies above 20 TeV while keeping
∼ 90% of the original gamma-ray efficiency.

1 Introduction

The Earth’s atmosphere is opaque to very-high-energy
(VHE) radiation. Incoming gamma-ray photons lose their
energy by initiating electromagnetic particle cascades in the
atmosphere. The particles in these cascades are highly rela-
tivistic and cause the production of Cherenkov light, which
is in turn collected by the telescope dishes of Imaging Atmo-
spheric Cherenkov Telescopes (IACTs). Given the huge rates
of background cosmic-rays, a factor 104 greater than those of
gamma-rays [1], differentiating between hadronic and elec-
tromagnetic cascades is a task critical to gamma-ray astron-
omy.

IACTs have superior rejection power to other ground-
based arrays in the domain around 1 TeV, exploiting primar-
ily the differences in shower width and substructure between
electromagnetic and hadronic showers [2]. At higher ener-

a e-mail: Laura.Olivera-Nieto@mpi-hd.mpg.de (corresponding author)

gies, of around tens of TeVs the rejection power worsens.
High-energy events are often not fully contained in the cam-
era, which makes the determination of the image parameters
difficult. Additionally, this parameterisation becomes dom-
inated by the very bright central component of high-energy
showers, with additional faint emission that would indicate
a hadronic origin being overlooked.

Large numbers of muons, primarily resulting from the
decay of charged pions, are usually produced in the hadronic
cascades initiated by cosmic-rays. The potential of muons as
a tool to separate between these two classes of showers has
long been recognized (see, for example [3]). Recently, [4]
showed that for very large (� 20 m mirror diameter) tele-
scopes efficient identification of muon light can potentially
lead to background rejection levels up to 10−5 at energies
above 10 TeV.

However, muon identification is not a trivial task. Muons
that pass directly through the telescope dish produce a distin-
guishable ring-like image in the telescope camera. But once
the ground impact distance increases beyond some tens of
meters only a fraction of the ring arc is detected (see top
panel of Fig. 1). Therefore muons which arrive far from
the telescopes can easily be confused for low-energy shower
images, or optical night-sky-background (NSB) noise. Alter-
native approaches, like making use of the signature of arrival
time of muon light are promising, yet even then the task of
muon identification remains a challenge [5].

Nevertheless, given the magnitude of the achievable back-
ground rejection power shown in [4], less-than efficient muon
identification could still result in a significant improvement
to the current background rejection power of IACTs. We
present an approach in which, rather than being concerned
with whether a recorded event contains muon light or not,
we simply consider the presence of light other than the main
shower image (see bottom panel of Fig. 1). This, of course,
has the downside of being less precise in the sense that light
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a

b

Fig. 1 Large telescope images of rejected events that would be labelled
as gamma-ray candidates in the small telescope reconstruction. In both
cases, the right panel shows the ImPACT prediction associated with that
event, whereas the left panel shows the actual recorded event image. The
event image shown in the panel labelled as “a” contains a clear muon

arc, whereas the additional feature in the image in panel “b” is much
smaller and has a simpler shape. However, the maximum pixel intensity
in this feature is more than double what is expected from NSB noise.
Note that the colorbar has been restricted so that the fainter features are
visible, since the main shower is much brighter in both cases

from particles other than muons – electrons, for example –
may be used to reject events. Additionally, unusually high
NSB noise could lead to an event being rejected. However,
it results in a much simpler implementation which, as shown
below, still leads to improved background rejection power.

For this task we used data and simulations from the tele-
scopes in the High Energy Stereoscopic System (H.E.S.S.)
[6]. The H.E.S.S. experiment is comprised of a total of five
telescopes: four with a dish of 12 m diameter referred to as
CT1-4 and a central one, CT5, with a dish of 28 m diameter.
The event reconstruction is referred to as stereo when only
the small CT1-4 telescopes are used, and hybrid when data
from the entire array is used. In this work we present an alter-
native approach in which only the data of CT1-4 is used for
the event reconstruction, that is, stereo mode, but the data of
CT5 is used for an extra step of background rejection.

2 Background rejection with image residuals: ABRIR

ABRIR (Algorithm for Background Rejection using Image
Residuals) is a background rejection algorithm which draws
additional information from the event image taken by a large
telescope, such as CT5 for the case of the H.E.S.S. array. This
algorithm is applied after the usual H.E.S.S. stereo recon-
struction, which includes an initial step of background rejec-
tion based on Boosted Decision Trees (BDTs) [2]. In partic-
ular, we use two sets of initial cuts: the H.E.S.S. standard
selection cuts (see Section 4.2 of [2]), optimized for a Crab
Nebula-like source and the so-called hard cuts, optimized for
a faint hard source. The main difference between both sets
of cuts is that while the standard cuts only require images to
have a total intensity larger than 60 photoelectrons (p.e.), the
hard cuts require a minimum of 200 p.e. This translates into
a higher energy threshold but also higher quality events and
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Fig. 2 Schematic diagram representing the algorithm structure

more precise reconstructed parameters, such as core location
or energy. Additionally the threshold of the BDT parameter
[2] is different, with 0.84 for the standard case and 0.8 for
the hard cut. We will denote the gamma-ray and background
efficiency of this first cut as ηBDT,γ and ηBDT,B respectively.
We will apply ABRIR only to the events that survive this ini-
tial cut. Only at this step is the data from CT5 used, and it is
exclusively CT5 images being considered by the algorithm
due to the advantaged muon detection capabilities of large
telescopes. Note that the total gamma-ray and background
efficiency (ηtot,γ and ηtot,B) needs to be computed as the
product of that of the initial cut and that of ABRIR, so:

ηtot,γ = ηγ · ηBDT,γ

ηtot,B = ηB · ηBDT,B

where ηγ and ηB are the gamma-ray and background effi-
ciency of ABRIR (see Sect. 3).

2.1 The ImPACT templates

In order to identify light as not a part of the main shower, we
need to identify the main shower itself. We do this with the
help of the Image Pixel-wise fit for Atmospheric Cherenkov
Telescopes (ImPACT) algorithm [7], which is routinely used
by the H.E.S.S experiment. ImPACT is a gamma-ray event
reconstruction algorithm that is based on the likelihood fitting
of camera pixel amplitudes to an expected image template.
These templates are built with a full Monte Carlo gamma-
ray air shower simulation, followed by ray-tracing of the
telescope optics and simulation of the instrument electronics
[8,9]. This fit is computationally expensive, so it is only per-
formed after a first round of background rejection is applied.
For each event this process results in an image of what the

most similar gamma-ray event would look like in each of the
telescopes. We use this prediction to mask the main compo-
nent of CT5 image in order to better identify residual fea-
tures. Note that the CT5 image is not used in this likelihood
fit, with the CT5 template being derived only from the best-fit
parameters of the CT1-4 fit.

2.2 The rejection criteria

After the main shower is masked, the remaining residual
image is searched for clusters of pixels (N). A cluster is only
considered if it is comprised of more than three neighboring
pixels. For each of the clusters we compute the maximum
intensity Imax,N, the total intensity Itot,N and the distance
to the main shower dN. In the next step, two conditions are
checked against each of the clusters:

(C1) Itot,N · d2
N > Itot · d2

(C2) Imax,N > Imax

where the threshold values used here for Imax and Itot · d2

are 9 p.e. and 2 p.e · pixel2 respectively. These values were
selected to maintain a gamma-ray efficiency of around 90%,
which in turn results in the background rejection performance
described in Sect. 3. A different requirement on the gamma-
ray efficiency would naturally impact the background rejec-
tion power, with better rejection achievable if a higher frac-
tion of gamma-rays is lost. Additionally, these values are spe-
cific to the current state of the central telescope in the H.E.S.S.
array and should be adjusted as appropriate for application
to other telescopes or cameras.

The first condition (C1) selects clusters by their total inten-
sity with a penalization on proximity to the main shower.
This is done to reject clusters created solely by a mismatch
between the outer row of pixels of the main shower image
and the predicted template. Such clusters might have a high
total intensity, but they are also very close to the main shower,
which means the product of intensity and distance will fall
below the required threshold. Additionally, this cut is always
survived by relatively bright clusters that are far from the
shower, and thus have a high probability of not originating
from a mismatch between the data and the template. The
second condition (C2) aims to reject clusters resulting from
uncleaned noise from the NSB. It does so by requiring the
maximum pixel intensity of a given cluster to be above a
threshold defined by the 5σ level of the pedestal width of a
typical run. Note that this specific value depends on the image
cleaning method used, as well as on the camera performance
and expected NSB level.

Events that fail either of the two conditions are kept, as
well as events with too small or no clusters outside of the main
image. A schematic view of the algorithm is shown in Fig. 2.
Additionally, events for which no light in the large telescope
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was predicted by the template, but something is seen are also
marked as rejected, as well as the opposite case, events in
which an shower image was predicted, but all pixels in the
data are below a minimal threshold of 1 photoelectron.

3 Performance

We asses the performance of the algorithm by testing it on
different types of events. Note that both the background rejec-
tion power and the gamma-ray efficiency presented in this
section are a relative improvement on the value for the initial
H.E.S.S. standard and hard selection cuts. Those curves are
shown in Fig. 6.

3.1 Background rejection power

In order to test the performance of the algorithm on the
cosmic-ray background, we use what is referred to as off-
runs, that is, observations in which the telescopes are pointed
at fields without a known gamma-ray source. These off-
runs are typically the result of dedicated observations of
known empty fields, or also observations of extragalactic
objects like dwarf spheroidal galaxies that did not yield a
gamma-ray detection [10]. These are not completely free of
gamma-ray events, due to large-scale diffuse emission like
the extragalactic gamma-ray background and also due to pos-
sible undetected faint gamma-ray sources. However, the rel-
ative fluxes of background cosmic-rays to these gamma-ray
sources make it safe to neglect this contribution. It would
also be possible to use simulations of proton-initiated show-
ers in order to eliminate this contamination. However, due
to uncertainties in the hadronic models used for high-energy
particle interactions [11,12], there are significant differences
between the properties of measured background events and
those that result from simulations. For this reason we decide
to use real data only to characterize the background, as it is
more realistic and not dependent on the agreement between
data and simulations.

Figure 1 shows two example rejected events from one of
these off runs which pass the standard H.E.S.S. cuts. The
right panel shows the ImPACT prediction associated with
each event, whereas the left panel shows the actual recorded
event image. For both cases, the conditions C1 and C2 are
fulfilled.

Figures 3 and 4 show the ABRIR cut efficiency for differ-
ent samples as a function of the event reconstructed energy
for several observation zenith angles. Figure 3 corresponds
to the case where events surviving the H.E.S.S. standard cuts
are given as input, whereas the input events for the curves in
Fig. 4 survive the hard cuts. The efficiency shown in the fig-
ures is calculated simply as the ratio of the number of events
before and after the application of ABRIR. As can be seen,

the cut rejects a significant fraction of off-run events in both
cases (red line) at all energies. Background rate reductions
of up to a factor 2.5 are obtained for energies above a few
TeV for the standard cuts case, while when using only the
higher quality events selected by the hard cut as input, this
improvement goes up to factors of 3 and even 4 for energies
above tens of TeV.

3.2 Gamma-ray efficiency

Besides rejecting a lot of suspected background events, it
is important to keep a high fraction of the true gamma-ray
events. Some gamma-ray events are expected to be flagged as
rejected by the algorithm, and they belong to three different
categories:

1. Gamma-ray events that contain muon light. As shown
by [4], a small fraction of high-energy gamma-ray initi-
ated showers will actually contain muons, which can be
detected by the large telescope. These events make up an
irreducible set of lost gamma-ray events associated with
muon-tagging based rejection.

2. Gamma-ray events with low-altitude electrons. Since
our approach does not identify muon light as such, the
light from any other particle that would create a com-
ponent in the image besides the gamma-ray shower could
lead to an event being rejected. Camera images of gamma-
ray showers can contain light from scattered electrons
from the shower that emit close to the telescope dish. This
can create additional image components separated from
the main shower image. The likelihood of this effect drops
rapidly as the shower core ground impact point moves
away from the telescope position.

3. Gamma-ray events with unusually high NSB noise. A
fraction of gamma-ray events will contain noise from the
NSB that is brighter than the threshold set by condition
C2 from Sect. 2.2. This can happen in the simulations due
to fluctuations in the NSB level, but it is also important
in real data, especially since the NSB is not the same for
all regions of the sky. This fraction is thus heavily depen-
dent on the NSB conditions that were assumed when the
algorithm’s parameters were chosen, and also on the type
of cleaning that is used to remove the NSB contribution
to the images.

We compute the gamma-ray efficiency of ABRIR by run-
ning it on simulated gamma-ray events, using the CORSIKA
package [9] for shower and Cherenkov light simulation and
the sim-telarray package [8] for the telescope response and
camera simulation. In order to check the consistency of the
result in real data, we also check with a sample of events
which reconstructed direction falls within 0.2◦ of the Crab
Nebula and PKS 2155-304, which are known bright gamma-
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Fig. 3 Fraction of events kept by the ABRIR cut applied after the
H.E.S.S. standard cuts for simulated gamma-rays (blue dots), back-
ground data from off-runs (red squares) and events taken from a radius
of 0.2◦ from bright gamma-ray sources (green stars), in particular the
blazar PKS 2155-304 at zenith angles of 20◦ and the Crab Nebula for

the 40◦ zenith range. Note that since PKS 2155-304 is an extragalac-
tic source, no gamma-rays are expected to arrive from it above a few
TeV due to absorption on the extragalactic background light. When zero
events survive the cut, the 68% containment limit is drawn assuming
Poissonian statistics

Fig. 4 Fraction of events kept by the ABRIR cut applied after the H.E.S.S. hard cuts. Meaning of different panels and colors is the same as in
Fig. 3. When zero events survive the cut, the 68% containment limit is drawn assuming Poissonian statistics

ray sources. Note that this sample is expected to contain
some small fraction of cosmic-ray background, as cosmic-ray
events are distributed roughly uniformly on the sky. However,
due to the relatively high gamma-ray flux of these sources,
the majority of events in this sample will be true gamma-
rays, and thus can be used to check the performance on real
data events. Note that this comparison is restricted to the
zenith angles in which these sources can be observed by the
H.E.S.S. experiment and also by the energies reached by the
sources themselves.

Figures 3 and 4 show the ABRIR cut efficiency for the sim-
ulated gamma-ray sample (blue lines) as well as the events
selected around known gamma-ray sources (green line). Note
that the gamma-ray efficiency is mostly flat as a function of
energy. This indicates that the group dominating the rejected

gamma-rays are those with residual features caused by the
NSB, since, unlike the expected number of muons, this does
not depend on the event energy. The gamma-ray efficiency
computed with real data is consistent with that found in sim-
ulations, which in turn confirms that the simulated NSB level
is consistent with that encountered in a typical field.

3.3 Application to a gamma-ray source: the Crab Nebula

In order to verify the expected improved performance, we
perform an analysis of the same dataset from a real gamma-
ray source with and without the use of ABRIR and compare
the results. For this, we use a total of 30 h of observations of
the Crab Nebula by the full array of the H.E.S.S. telescopes.
Note that since the goal of this paper is to demonstrate the
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Fig. 5 Verification of the performance using data from the Crab Neb-
ula. All ratios shown in this figure are computed as the quantity after
applying the ABRIR cut divided by the same quantity before the cut.
Left: Ratio of background counts with and without the use of ABRIR for
both the standard (dark blue) and hard (orange) cuts. Middle: Gamma-
ray efficiency computed as the ratio of the resulting effective area for

the datasets with and without ABRIR (solid lines) and as the ratio of
the measured excess (data points), again for both sets of cuts using the
same color scheme as in the left panel. Right: Ratio of the measured
flux from the Crab Nebula as a function of energy with and without the
use of ABRIR for both sets of initial cuts

relative performance of this analysis technique, only ratios
of the relevant quantities will be shown.

In both cases, we first perform a stereo reconstruction
of the data which excludes the large central telescope. This
results in a list of events which, in the case without ABRIR are
directly bundled with the relevant instrument response func-
tions (IRFs) via the Gammapy [13] package, as described
in [14]. When applying ABRIR, an extra step is performed
in which the algorithm is applied, the flagged events are
removed from the event list and the effective areas are cor-
rected by the gamma-ray efficiency computed from simula-
tions. The new event lists and IRFs are bundled in the same
way as before.

Once both datasets are ready, we can extract and compare
different quantities from them. First, we estimate the back-
ground level in a region of 0.3◦ radius around the Crab loca-
tion using the so-called reflected-region background method
(see [15] for a detailed description). This choice of region
size is relatively large for a standard H.E.S.S. point-source
analysis, but allows for increased statistics on the background
measurement. The ratio of the measured background before
and after applying ABRIR as a function of energy can be
seen in the left panel of Fig. 5, for both sets of initial cuts.
The resulting background efficiency is consistent with the
one derived from the off runs shown in Figs. 3 and 4 within
statistical errors. Using this measurement of the background,
we can compute the excess counts in the source region, and
compare it to the ratio of the effective areas. This is an addi-
tional verification that the performance on simulated gamma-
rays is observed in real data. The result can be seen in the
middle panel of Fig. 5. Finally we can compute the flux
from the Crab nebula as a function of energy. The rightmost

panel of Fig. 5 shows the ratio of flux measured before and
after applying ABRIR as a function of energy for both sets
of cuts. As can be seen, they are consistent with a ratio of
unity within statistical errors, with the exception of the lowest
energy point in the standard result. This indicates a possi-
ble mischaracterization of the effective area at the lowest
energies. Given that effective areas were not produced from
scratch for the ABRIR dataset, but rather derived from exist-
ing ones using an energy-dependent correction, it is possible
that the region near threshold, where the effective area raises
rapidly, is less accurately characterized. Dedicated IRFs or
an increased threshold would solve this issue.

3.4 Comparison to hybrid reconstruction

The background rejection powers achieved with the com-
bination of the baseline stereo algorithms and ABRIR are
superior than those obtained when data from the large tele-
scope is included in the reconstruction from the beginning
– i.e. hybrid reconstruction. This can be seen when com-
paring the combination of the ABRIR efficiencies shown in
Figs. 3 and 4 and the baseline stereo efficiencies shown in
Fig. 6 with those of the hybrid analysis shown in Fig. 7. The
reason for this lack of performance is that combining infor-
mation from different telescope sizes at the reconstruction
level is a non-trivial task, especially for the algorithms that
rely on image shape parameters. Ongoing improvements to
the H.E.S.S. hybrid chain have shown promising results and
may achieve a performance comparable to that of ABRIR in
the low energy range. However, at high energies ABRIR will
likely continue to provide improved performance beyond that
achieved by a hybrid analysis based on the standard image
parameters.
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4 Discussion

We have presented an algorithm that makes use of large-dish
telescopes in an IACT array as a veto step in order to improve
the background rejection. Its use improves the background
rejection power of the baseline H.E.S.S. stereo reconstruction
by a factor ranging between 2 and 4, depending on energy
and the specifics of the initial cut. The combined efficiency of
this extra cut with the baseline rejection power of the stereo
reconstruction can reach background rejection powers higher
than 104 for high energies. Improved background rejection
is crucial for the detection and characterization of extended
and faint sources. Reducing the background rate also reduces
the uncertainties associated with it, leading to improved pre-
cision at high energies. This improvement can be decisive
in order to determine, for example, the presence of energy-
dependent morphology.

The different performance at high energies depending on
the chosen initial cut for the stereo reconstruction is due to
their different image amplitude thresholds. The standard cuts
keep events whose image has a total brightness of more than
60 p.e. in two of the four telescopes at least. The threshold for
the hard cuts is 200 p.e. The image of an event can have low
brightness either because the primary particle had relatively
low energy, or because the location of the shower core is far
from the array. This means that some events that are below the
200 p.e. threshold will be reconstructed with high energies
but large core distances. At large core distances, the number
of muons that are detectable by the telescope will be reduced
[4], meaning that the power of the veto approach is reduced.

All results shown here are based on images for which the
noise has been cleaned using the so-called tail-cuts clean-
ing method, which requires each pixel to have an intensity
exceeding a threshold I1 and a neighbour exceeding a thresh-
old I2 [16]. In particular we have used I1 = 7 p.e. and I2 = 4
p.e., as required for the ImPACT algorithm [7]. As mentioned
in Sect. 3, remaining NSB noise seems to be the leading cause
of loss of gamma-ray events when applying ABRIR. A dif-
ferent image cleaning approach, such as those based on the
time information of the shower image [17] could improve
these results.

The presence of broken or unusable pixels in the camera,
that is regions of the camera which do not take data, could
in principle impact the ability to identify the presence of
additional charge away from the shower [16]. However, in
the case of the HESS CT5 camera, the number of such pixels
is usually very small. There are just 6 isolated permanently
turned off pixels, and for certain sky regions, the presence
of bright stars can result in one or two more pixels being
turned off [18]. This leads to a very small effect given that
the camera has 1764 pixels in total and muons are uniformly
distributed across it.

We have shown here the performance of ABRIR when
applied to the H.E.S.S. array, which is made up of four
middle-sized telescopes and one large, central telescope. The
future Cherenkov Telescope Array (CTA) will be made up
of telescopes of three sizes, the largest of which is smaller
than the central H.E.S.S. telescope yet still large enough to
efficiently detect muons. The idea behind the algorithm will
thus be applicable to the CTA array, although whether or
not will it be a competitive technique will depend on the
analysis approaches used for mixed-telescope types and sub-
array selection of the observations. Large telescopes are typ-
ically seen as an asset only at the low energies due to their
reduced threshold. However, as we show here, including large
telescopes when observing targets for which the spectrum is
expected to extend to high energies is worthwhile given the
achievable improvements especially in background rejection.
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Appendix A: Efficiencies of the baseline H.E.S.S. cuts

We computed the background and gamma-ray efficiencies by
running the H.E.S.S. analysis on the off run events and sim-
ulated gamma-rays with and without the baseline Boosted
Decision Tree (BDT) cuts. The efficiency is then computed
as the ratio of the events passing the BDT cut to the initial
number of events. Note that this initial number comprises
only events surviving the respective image amplitude thresh-
old for each of the cut sets (60 p.e. for standard cuts and 200
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Fig. 6 Cut efficiencies of the stereo reconstruction for the standard and hard cuts

Fig. 7 Cut efficiencies of the hybrid reconstruction using the standard-hybrid cuts

p.e. for the hard cuts). The resulting efficiencies are shown
for different energies and zenith ranges in Figs. 6 (stereo
reconstruction) and 7 (hybrid reconstruction). Note that the
cuts used in the hybrid case, so-called standard-hybrid cuts,
are different from the stereo ones in terms of thresholds, but
are optimized for the same science case: a Crab Nebula-like
source.
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Chapter 5

Towards a Common Data Format in
VHE Gamma-ray Astronomy

The future of VHE gamma-ray astronomy will see the field move away from the
current paradigm of largely proprietary data into one in which data is routinely
made publicly available. This change is being driven by the upcoming CTA (see
Section 3.2.2), and it builds on the expertise developed by other experiments which
adopted open data policies earlier.

CTA will be operated as an observatory, meaning that data will be made publicly
available after a short proprietary period. The existence of publicly available data
naturally requires the development of an analysis tool to allow any possible user to
make use of this data. It was in this context that a number of open-source tools were
developed, among them the Gammapy package, introduced in Section 3.5.1. Gammapy
has been selected to be the base package for the CTA science tools1.

In preparation for CTA, a data model for IACTs was developed (Contreras et
al., 2015). A format specification building on this model was developed as an
open-source community effort usually referred to as the gamma-astro-data-format
(GADF, Nigro et al., 2021). This format was quickly tested by existing IACT ex-
periments, such as MAGIC and H.E.S.S. (H.E.S.S. Collaboration, 2018). Gammapy
and the other candidate packages to the CTA science tools were developed to expect
input data and IRFs following the GADF specifications.

However, all of this development was exclusively focused on IACTs, as CTA will
be an array of such telescopes. In this chapter we present an extension and validation
of the use of these community-wide standards and tools to data from particle detector
arrays such as the HAWC observatory or the SWGO.

In particular, we present the first production of HAWC event lists and IRFs that
follow the GADF specifications, and use them to reproduce three published HAWC
results. We also present, as a proof of concept, the first Crab Nebula spectrum derived
jointly using data from the Fermi-LAT, four IACT arrays and the HAWC observatory.

The tools and methods described and validated in this chapter will be used in
Chapter 8 to perform a joint analysis of the SS 433 region using data from H.E.S.S.
and HAWC.

1https://www.cta-observatory.org/ctao-adopts-the-gammapy-software-package-for-science-analysis/

https://www.cta-observatory.org/ctao-adopts-the-gammapy-software-package-for-science-analysis/
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ABSTRACT

Context. Ground-based γ-ray astronomy is still a rather young field of research, with strong historical connections to particle physics.
This is why most observations are conducted by experiments with proprietary data and analysis software, as is usual in the particle
physics field. However, in recent years, this paradigm has been slowly shifting toward the development and use of open-source data for-
mats and tools, driven by upcoming observatories such as the Cherenkov Telescope Array (CTA). In this context, a community-driven,
shared data format (the gamma-astro-data-format, or GADF) and analysis tools such as Gammapy and ctools have been developed. So
far, these efforts have been led by the Imaging Atmospheric Cherenkov Telescope community, leaving out other types of ground-based
γ-ray instruments.
Aims. We aim to show that the data from ground particle arrays, such as the High-Altitude Water Cherenkov (HAWC) observatory,
are also compatible with the GADF and can thus be fully analyzed using the related tools, in this case, Gammapy.
Methods. We reproduced several published HAWC results using Gammapy and data products compliant with GADF standard. We
also illustrate the capabilities of the shared format and tools by producing a joint fit of the Crab spectrum including data from six
different γ-ray experiments.
Results. We find excellent agreement with the reference results, a powerful confirmation of both the published results and the tools
involved.
Conclusions. The data from particle detector arrays such as the HAWC observatory can be adapted to the GADF and thus analyzed
with Gammapy. A common data format and shared analysis tools allow multi-instrument joint analysis and effective data sharing. To
emphasize this, a sample of Crab nebula event lists is made public with this paper. Because of the complementary nature of pointing
and wide-field instruments, this synergy will be distinctly beneficial for the joint scientific exploitation of future observatories such as
the Southern Wide-field Gamma-ray Observatory and CTA.

Key words. methods: data analysis – gamma rays: general

1. Introduction

In preparation for the upcoming Cherenkov Telescope Array
(CTA), the ground-based γ-ray astronomy community has made
a joint effort to define standardized data formats and develop
community-sourced tools aimed to facilitate access to the data
by a wide audience. This requires the identification of a
data-processing stage in which standardization between differ-
ent instruments is possible. The primary source of background
for any γ-ray observatory are events of hadronic origin usually
referred to as cosmic rays. After reconstructing the events that

? Corresponding author:
e-mail: laura.olivera-nieto@mpi-hd.mpg.de

triggered the detector, a background rejection step is applied in
which γ-ray-like events are selected. At this stage, denoted as
Data Level 3 (DL3) in the CTA data model (Contreras et al.
2015), the structure of the data of all γ-ray observatories is essen-
tially the same. The DL3 is thus defined to include the γ-like
event lists and the corresponding instrument response functions
(IRFs). This development and definition of a standard format for
γ-ray astronomy has been a largely community-driven effort that
is usually referred to as the gamma-astro-data-format, or GADF
for short (Deil et al. 2017a). This format relies on file storage by
the Flexible Image Transport System (FITS) format (Wells et al.
1981), which is widely used by the whole astronomical commu-
nity. It builds on existing standards such as the one developed
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by the FITS Working Group in the Office of Guest Investigators
Program (OGIP) at NASA1 and expands them to address the spe-
cific needs of the γ-ray community. The availability of such an
open data format will not only help to prepare the operation of
CTA as an open observatory, but also simplify the process for
existing observatories and experiments to possibly publish and
archive their data in an openly documented and maintained data
format.

With similar motivation, a variety of open-source analy-
sis tools has been developed. This signals a transition in a
field that up until recently, and with the notable exception of
the Fermi Large Area Telescope (LAT; Wood et al. 2017) or
the INTEGRAL analysis tools2, for instance, relied heavily on
independent proprietary software developed for a specific obser-
vatory. These new open-source tools can be broadly classified
into two classes. Some packages, such as the Multi-Mission
Maximum Likelihood (3ML; Vianello et al. 2015), aim to bridge
the gaps between different instruments by providing a common
framework in which their respective proprietary tools interface,
allowing joint, multiwavelength studies to be carried out. On the
other hand, packages such as Gammapy (Deil et al. 2017b) and
ctools (Knödlseder et al. 2016) aim to replace the existing frame-
works altogether, and offer a single tool with which to carry out
the analysis of data from multiple γ-ray observatories, individu-
ally or jointly. The latter requires GADF-conforming inputs, so
that data from different observatories can be correctly read and
analyzed by the same software.

There has been a number of studies that validated and high-
lighted the potential of the shared format and tools, focusing on
either a single instrument (Mohrmann et al. 2019) or on multi-
instrument analysis (Nigro et al. 2019). However, these efforts
have largely been focused on Imaging Atmospheric Cherenkov
Telescopes (IACTs), excluding the other type of ground-based γ-
ray instrument: particle detector arrays such as the High-Altitude
Water Cherenkov (HAWC) observatory. While initially the focus
of the GADF and shared tools was on IACTs, given that CTA
will be an array of such telescopes, the standard is in practice
mostly compatible with the data from any other type of γ-ray
instrument.

Because of the complementary nature of IACTs and particle
detector arrays, including both in the conception and develop-
ment of such tools can be very beneficial. Particle detector arrays
continuously survey large fractions of the sky, but can do so
with relatively low angular resolution (Abeysekara et al. 2019).
IACTs, on the other hand, have to be pointed to the region
of interest, and are limited by weather and dark time, but can
achieve higher angular resolution. IACTs can achieve good per-
formance at low energies, below 1 TeV, while particle detector
arrays are able to reach higher energies, of above 100 TeV.
Multi-instrument analysis thus becomes necessary to cover the
entire TeV range. A common data format and analysis tools
allow the combination of data from IACT and particle detec-
tor arrays without the need for proprietary analysis software.
This is relevant for both the current wide-field particle detector
arrays, such as HAWC and the Large High Altitude Air Shower
Observatory (LHAASO; Aharonian et al. 2021), and for future
arrays such as the Southern Wide-Field Gamma-ray Observatory
(SWGO; Hinton 2021).

In this paper, we present the first full production of HAWC
event lists and IRFs that follows the GADF specification. We

1 https://heasarc.gsfc.nasa.gov/docs/heasarc/ofwg/
ofwg_intro.html
2 https://www.isdc.unige.ch/integral/analysis

analyze it using Gammapy to reproduce a selection of published
HAWC results. To do this, we start by building a background
model that takes the produced event lists as input. Thereafter,
we check the consistency of low-level data products such as the
number of events and maps by comparing them with published
examples. Furthermore, we reproduce three published HAWC
results, each for a different source class by using Gammapy. Last,
as a proof of concept, we perform a joint fit using data of the Crab
nebula from six different γ-ray observatories using Gammapy.

2. HAWC observatory

The High Altitude Water Cherenkov (HAWC) γ-ray observa-
tory is situated on the flanks of the Sierra Negra at 18◦59′41′′N,
97◦18′30.6′′W in Mexico. It detects cosmic rays and γ-rays in
the energy range from a few hundreds of GeV to more than a
hundred TeV with a wide field of view (FoV) of ∼ 2 sr. HAWC
has been fully operational with 300 Water Cherenkov Detectors
(WCDs) since March 2015. In each such WCD of 4.5 m height
and 7.3 m diameter, four photomultiplier tubes (PMTs) are sub-
merged in 200 m3 of purified water. The modular structure of
HAWC WCDs allows optically isolating the detected Cherenkov
light (300–500 nm) signal produced by the secondary particles
such as e±, γ, and µ±, while traveling through the water volume.
It also facilitates the identification of the local variations in the
observed lateral distribution of detected showers, which in turn
greatly helps performing γ-hadron separation.

The standard HAWC analysis procedure begins with the
production of the instrument response functions (IRFs), which
characterize the performance of the instrument. For this, air
shower and detector simulations are generated using CORSIKA
(Heck et al. 1998) and a dedicated package based on GEANT4
(v4.10.00, Agostinelli et al. 2003) named HAWCSim, respec-
tively. These simulations are ran through the reconstruction
procedure to obtain the two histograms that describe the detector
response: the angular resolution and energy dispersion, the latter
not normalized so that it also contains the effective area infor-
mation. These quantities are usually stored in a ROOT (Brun &
Rademakers 1997) file. The reconstructed data are first binned
depending on the fraction of the available PMTs triggered by
the air shower, a quantity referred to here as fHit. This results
in a total of nine fHit bins, referred to with integer numbers
between 1 and 9, as described in Abeysekara et al. (2017b). The
value of fHit is only weakly correlated with energy. In order to
estimate the energy on an event-by-event basis, more advanced
algorithms have been developed. The ground-parameter (GP)
algorithm is based on the charge density deposited at the ground
by the shower. The neural network (NN) algorithm estimates
energies with an artificial neural network that takes as input
several quantities computed during the event reconstruction. A
detailed overview of both algorithms can be found in Abeysekara
et al. (2019). All results shown in this paper correspond to
energies estimated using the GP method, but that is only for
simplicity, as it is also possible to use the NN estimator results
instead.

Energy bins are usually defined beforehand, with 12 recon-
structed energy bins, each spanning a quarter decade in
log10(E/TeV). Energy bins are labeled alphabetically with
increasing energy, as shown in Table 1. The combination of
both binning schemes leads to a total of 108 2D fHit/energy
bins (Abeysekara et al. 2019), identified by the combination
of the fHit number and the energy letter. For each bin, the γ-
hadron separation cuts are optimized independently and applied
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Table 1. Definition of the reconstructed energy bins. Each bin spans one
quarter decade.

Bin Low edge (TeV) High edge (TeV)

a 0.316 0.562
b 0.562 1.00
c 1.00 1.78
d 1.78 3.16
e 3.16 5.62
f 5.62 10.0
g 10.0 17.8
h 17.8 31.6
i 31.6 56.2
j 56.2 100
k 100 177
l 177 316

Notes. The first two bins (a and b) are not used in the analysis as the
estimate is highly biased.

to the reconstructed data. A detailed description of the variables
used for γ-hadron separation can be found in Abeysekara et al.
(2017b).

DL3 products are currently not produced during the HAWC
standard analysis procedure, and instead, the events are selected
for γ-likeness and directly binned into a HEALPix (Górski et al.
2005) full-sky map. In this step, a pointing correction, usually
referred to as alignment, is applied to the reconstructed data as
described in Abeysekara et al. (2017b). During the same map-
making procedure, a background and exposure map is computed
as well (Abeysekara et al. 2017b). These maps and the detector
response file are typically used within 3ML (Vianello et al. 2015)
via the HAWC-specific plugin hawc_hal (Vianello et al. 2018)
to carry out γ-ray source analysis.

3. Gammapy

Gammapy is a community-developed Python package for γ-ray
astronomy. It is built on the scientific Python standard pack-
ages Numpy, Scipy, and Astropy and implements data reduction
and analysis methods for γ-ray astronomy. It will also be used
as the base package for the science tools for the future CTA.
Gammapy has already been successfully used and validated for
analysis of IACT data from H.E.S.S. (Mohrmann et al. 2019)
and has also been used to perform joint analyses of multiple
IACTs with Fermi-LAT (Nigro et al. 2019). The standard anal-
ysis workflow of Gammapy begins at the level of selecting the
DL3 data and time intervals based on Good Time Intervals
(GTIs). In the next step, selected events are binned into mul-
tidimensional sky maps, such as the World Coordinate System
(WCS) or HEALPix with an additional energy axis. The corre-
sponding instrument response, including the residual hadronic
background, is projected onto the same but possibly spatially
coarser sky map. The binned data are bundled into a dataset, and
together with a parametric model description, they can be used
to model the data in a binned likelihood fit. Multiple datasets
can be combined, and by sharing the same source model, they
can be used to handle multiple event types or data from different
instruments in a joint-likelihood fit. To fully support the analy-
sis of HAWC data, we made one contribution to Gammapy. The
HAWC point-spread function (PSF) is computed as a function of

reconstructed energy, as opposed to true energy, which is typi-
cal for IACTs. For this reason, we implemented the possibility
to exchange the order of the application of the PSF and energy
dispersion matrix (see Sect. 4.3). All of the other features are
already compatible with standard analysis workflows used for
ground-based wide-field instruments. This includes combined
spectral and morphological modeling of γ-ray sources, computa-
tion of test-statistic (TS) maps, and estimation of flux points and
light curves. All the results shown in this paper were produced
using Gammapy version 0.18.2.

4. HAWC data and IRFs in the GADF

At the DL3 level, the GDAF defines mandatory header key-
words and columns, containing the basic information necessary
for γ-ray data analysis, as well as optional entries that can be use-
ful for specific instruments or observing strategies. The storage
and distribution of γ-ray data as event lists together with some
parameterization of the IRFs has been shown to be extremely
successful by the Fermi-LAT observatory3. This format was
extended to IACTs by the GADF initiative, and is extended
in this work to particle detector arrays such as the HAWC
Observatory.

4.1. Event lists

The DL3 stage refers to lists of reconstructed events that have
been identified as γ-ray-like. Right after reconstruction, HAWC
events are stored in event lists that mostly contain background
events of a hadronic nature. The first step toward DL3 event
lists is thus to bin them as described in Sect. 2 and apply the
corresponding γ-hadron separation criteria in each bin to select
γ-ray-like events. An additional alignment correction is applied
to the direction of each event (see Abeysekara et al. 2017b), and
the coordinates are transformed into the J2000 epoch. For each
of the events, five basic quantities are required by the GADF: an
event identification number, the two sky direction coordinates,
the estimated energy, and the arrival time (Deil et al. 2017a).
Event time-stamps are stored in GPS seconds after midnight Jan-
uary 6, 19804, with the reference time provided in the FITS file
header. Additionally, any other instrument-specific column can
be added, such as the fraction of available triggered PMTs or the
core location of the shower in the detector coordinates. Table 2
shows an example of such an event list. An integer indicating to
which of the 108 2D bins each event belongs to is added as a col-
umn. This allows storing events from different bins in the same
file without any loss of information.

4.2. GTIs and exposure calculation

The GTIs are defined as the time intervals during which the
detector is stable and taking data. They are stored as a sepa-
rate table within the same FITS file as the associated event list.
They are used to compute the exposure time, which is crucial for
measuring, for example, the γ-ray flux of astrophysical sources.

HAWC raw data are stored in files that span 125 s of data-
taking. After the data are reconstructed, these intervals are
checked for stability (Abeysekara et al. 2019); their duration
becomes the minimum unit of time that can be described as
3 https://fermi.gsfc.nasa.gov/cgi-bin/ssc/LAT/
LATDataQuery.cgi
4 https://gssc.esa.int/navipedia/index.php/Time_
References_in_GNSS
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Table 2. Simplified entries of an event list.

Event ID RA Dec Energy Time Core X Core Y Bin ID
(deg) (deg) (TeV) (s) (m) (m)

1 296.401 18.649 6.698 1132183230.200404 50.4 212.8 7f
2 305.046 27.225 7.063 1132183236.213954 –30.7 214.9 7f
3 16.556 14.990 7.709 1132183250.7916136 –37.1 214.9 6f

Notes. The real precision of the numbers has been reduced for formatting convenience. The Bin ID information is stored as an integer (e.g., bin 7f
would correspond to number 77), with the bin name shown here only for convenience.
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Fig. 1. Number of transits during which the detector was stable as a
function of RA.

good. The GADF requires the GTI table to have two columns,
one with the start of the interval (TSTART), and one with the
end (TSTOP). For the DL3 production presented here, these
time stamps are obtained from the reconstructed data files them-
selves. This is done by selecting the first and last event in a file
before applying any γ-hadron separation or binning. Currently,
the effect of trigger dead time, which is expected to be in the
order of a few percent, is not taken into account when analyz-
ing HAWC data. From these time intervals, the exposure map is
constructed by considering which part of the sky is above the
maximum zenith angle observation threshold as seen from the
observatory during each interval.

Because of the continuous observations performed by
HAWC, it is often useful to describe exposure in terms of a
source transit above the detector, which is defined in Abeysekara
et al. (2017a). The green curve in Fig. 1 shows the number of
transits during which HAWC was stable and taking data between
June 2015 and June 2019 as a function of right ascension (RA).
Detector downtime can be caused by a variety of factors, rang-
ing from hardware issues to meteorological conditions such as
electric storms. As a result, these interruptions are not necessar-
ily distributed uniformly over time; technical maintenance, for
instance, is more likely during particular times of the day. This
leads to the fluctuations in the exposure as a function of hour
angle, or equivalently, RA, that is shown as the green curve in
Fig. 1. These fluctuations are on the 3% level and are usually
neglected in long-term source analysis. One of the advantages of
the production of GTIs together with event lists is that this effect
becomes easy to characterize and correct for.

The different data ranges defined by the GTIs can still be
ranked by detector stability criteria, and those ranked lower are

iteratively removed, effectively shaving time off of the green
curve in Fig. 1 until it becomes flat. The result is shown by the
curve labeled “Corrected exposure” in Fig. 1. This allows accu-
rately neglecting the RA dependence of the live time while still
keeping a total data efficiency of more than 90%.

4.3. Instrument response

The IRFs describe the combined detection abilities and preci-
sion of an instrument data-taking and reconstruction procedure.
Independent of the actual detection principle, the response of a
γ-ray instrument can be described by a few key properties. The
angular resolution of the experiment is the reconstruction accu-
racy of the direction of the incident γ-ray, and is described by the
point-spread function (PS F). The energy dispersion (Edisp) is the
reconstruction accuracy of the energy of each event. The detec-
tion probability of a γ-ray is given by the effective area (Aeff).
Finally, the expected residual hadronic background by misclas-
sified events (NB) is described by the background model (see
Sect. 5).

The current version of the GADF neglects the correlation
between PS F, Edisp, and Aeff and considers them independent.
This can be described by the following combined instrument
response R:

R(x, E|x′, E′) = Aeff(x′, E′) · PS F(x|x′, E) · Edisp(E|x′, E′), (1)

where x and E represent the reconstructed position and energy,
while x′ and E′ are the corresponding unknown true quanti-
ties. The assumption of independence is mostly sufficient for
the current generation of instruments, including HAWC. How-
ever, it will be readdressed for CTA and likely GADF in the
future. As mentioned in Sect. 3, the HAWC PSF is currently pro-
vided in reconstructed energy, which introduces a dependence
on the assumed spectral index of the modeled source. However,
the data format also allows defining PSF in true energy as well,
which allows the spectral reweighting of the PSF during model
evaluation. Using this assumption, predicted counts NPred can be
computed as

N(x, E) = NB(x, E)+ tlive

∫

x′
dx′

∫

E′
dE′ R(x, E|x′, E′) ·Φ(x′, E′),

(2)

where NB is the expected residual hadronic background, tlife is
the live time, R is the combined instrument response as defined
in Eq. (1) and Φ(p′, E′) the flux of the source model. One set of
each IRF is produced per analysis bin because they are indepen-
dent, resulting in a value of NPred per analysis bin. More details
of the HAWC IRFs in the GADF can be found in Olivera-Nieto
et al. (2021).
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Fig. 2. Local coordinates view of the different quantities relevant to the background model construction. Left: masked spatial template for bin 1c,
B̄M(θ, φ). Middle: mask weights, WM(θ, φ), quantifying the fraction of the total time that a pixel is masked. Right: weighted (unmasked) spatial
template for bin 1c, B̄(θ, φ).

5. Background modeling

5.1. Derivation of the background model

Background estimation in HAWC analysis is typically done
using the so-called direct integration method (Abdo et al.
2012). This method deals with the expected dipole cosmic-ray
anisotropy by splitting the data into time intervals (usually 2 h)
and estimating the background in each of these intervals, which
are then added up. This requires the input files to be provided
chronologically sorted and is typically done in the same process
as the γ-hadron separation and map-making. However, the pro-
duction of γ-like event lists simplifies this process by allowing
the use of the entire dataset at once with the slightly modified
method described below. This has the advantage of significantly
reducing the required computing time, given that the input events
are already selected as γ-ray-like, as well as providing additional
flexibility and modularity to the process. Removing the need for
small sequential time intervals also leads to improved statistics
at the highest energies.

At a given sidereal time, every day, the region of sky above
the observatory is the same. The events in the event lists were
selected using the GTIs described in Sect. 4.2, and split into 720
bins of sidereal time, τ. The duration of the bins is thus chosen
to be 2 min of sidereal time, during which the sky above the
observatory moves by 0.5 Å. This very fine binning is helpful to
account for the dipole anisotropy. In each of these sidereal time
bins, a sky map in local coordinates was filled using the selected
events for each of the 2D analysis bins introduced in Sect. 2,
which we refer to as Bτ(θ, φ), where θ and φ are the zenith and
azimuth angles, respectively. We define a mask to exclude a band
of ± 4◦around the Galactic plane, as well as other known bright
γ-ray sources, as detailed in Table 3. We computed the mask in
local coordinates for each of the defined sidereal time intervals,
Mτ(θ, φ).

From these ingredients, we can construct the background
model. First, we mask and add the maps in sidereal time to build
a time-independent masked spatial template,

B̄M(θ, φ) =
∑

τ

Mτ(θ, φ) · Bτ(θ, φ). (3)

In order to correct for the presence of the mask, we integrate
the mask in sidereal time to compute weights quantifying the
fraction of a sidereal day that each spatial pixel spends inside of

Table 3. Mask components.

Component Center (l◦, b◦) Shape Width/radius (◦)

Galactic Plane (0, 0) Band 8
Geminga (195.14, 4.27) Disk 10
Monogem (201.11, 8.26) Disk 10
Mrk421 (179.88, 65.01) Disk 2
Mrk501 (63.60, 38.86) Disk 2
Crab (184.56, –5.78) Disk 2

Notes. The center of the region is given in Galactic coordinates.

the mask,

WM(θ, φ) =


∑

τ

Mτ(θ, φ)dτ


−1

. (4)

We can now recover the unmasked spatial templates,

B̄(θ, φ) = WM(θ, φ) · B̄M(θ, φ). (5)

An example of this process is shown in Fig. 2.
These spatial templates represent the time-independent spa-

tial distribution of events in the HAWC sky for each of the 2D
analysis bins. To account for temporal fluctuations in the event
rate, we compute the event rate outside of the exclusion mask for
the maps in sidereal time bins,

R(τ) =
∑

θ,φ

Mτ(θ, φ) · Bτ(θ, φ), (6)

and the event rate outside of the exclusion mask in the spatial
template,

R̄(τ) =
∑

θ,φ

Mτ(θ, φ) · B̄(θ, φ). (7)

We can now combine the time-independent spatial template
B̄(θ, φ) for each analysis bin with the time-dependent rate as

B(θ, φ, τ) = B̄(θ, φ) · R(τ)
R̄(τ)

. (8)

A36, page 5 of 12



A&A 667, A36 (2022)

0.8 1.0 1.2
100

101

102 fHit bin 1

0.8 1.0 1.2
100

101

102 fHit bin 2

0.8 1.0 1.2
100

101

102 fHit bin 3

0.8 1.0 1.2
100

101

102 fHit bin 4

0.8 1.0 1.2
100

101

102 fHit bin 5

0.8 1.0 1.2
100

101

102 fHit bin 6

0.8 1.0 1.2
100

101

102 fHit bin 7

0.8 1.0 1.2

Best-fit background normalization
100

101

102 fHit bin 8

0.8 1.0 1.2
100

101

102 fHit bin 9

Fig. 3. Best-fit results for the background normalization of the tiles for
each of the nine fHit bins.

This results in B(θ, φ, τ), the background map in local coordi-
nates for each sidereal time interval, which takes into account
the fluctuations in the event rate. Finally, in order to construct
the desired map in sky coordinates, we project each of the local
coordinate maps corresponding to a sidereal time τ into the cor-
responding sky coordinates and stack them together into one
full-sky map. This process yields one such map per analysis bin.
The different energy bins can be bundled together into groups of
the same fHit bin, which results in a three-dimensional sky map
that includes an energy axis for each of the fHit bins.

5.2. Checks of the background model

5.2.1. Background normalization

To validate the background model, we split the full-sky counts
map into 192 tiles of equal solid angle, applying the same mask
as was used for the background model creation. For the 148 tiles
that are at least partially contained in the HAWC FoV, we then
compared the background model to the observed counts outside
of the mask, where no bright γ-ray sources are expected. To
do this, we defined a background normalization parameter that
multiplies the background model, and performed a fit. Figure 3
shows the histogram of the resulting best-fit background normal-
ization for the tiles. The normalization distributions are centered
around 1, as is expected for a well-normalized background
model.

5.2.2. Full-sky significance map

Because particle detector arrays continuously survey large frac-
tions of the sky, producing full-sky maps is critical for the
science and diagnosis of the data products. An example of this
are full-sky significance maps, which can also be used to identify
new sources in the instrument FoV. Such a map has been shown
repeatedly by the HAWC Collaboration, for example, in Albert

et al. (2020). Using the background map produced as described
in Sect. 5.1 for 1311 transits and the corresponding count map
produced with the event list, we can compute the significance
map using Gammapy. We used this map to confirm the back-
ground model because we expect the significance to have no
hotspots above 5σ and to be normally distributed outside of the
mask described in Table 3. The general approach to this is again
to divide the HEALPix-based all-sky data into smaller patches
using tangential WCS projections, compute the maps, and repro-
ject back to a HEALPix pixelization. One of the resulting maps,
for fHit bin 4, is shown in Fig. 4. A histogram of the masked sig-
nificance for all the other bins is shown in Fig. 5. As expected,
there are no regions in the map with a significance above 5σ.
The significance histograms for most bins follow a Gaussian
distribution with a mean value of roughly zero and a width of
unity, as expected from random fluctuations. The broader distri-
bution in bin 1 is due to the imperfect characterization of the
cosmic-ray anisotropy, which is most relevant in bins in which
the background rate is higher, that is, low fHit bins. Additionally,
all the pixels with a significance above 5σ in fHit bins 1 and 3
are located close to the edge of the HAWC FoV, indicating that
they are likely the result of an edge effect of the map. The devi-
ation from Gaussian behavior in bins 8 and 9 is explained by the
relatively low number of events in these bins. Any source that is
not covered by the mask is expected to contribute to the distribu-
tions shown in Fig. 5. However, following the construction of the
mask, these sources would be faint, meaning that their individual
contribution to each fHit bin is unlikely to cross the 5σ threshold.

6. Comparison of data products

In order to ensure that the event selection and alignment were
performed correctly, we can compare the number of events clas-
sified into each bin. Because event lists were not previously
produced in HAWC, we do this by comparing the number of
counts in the standard maps to the number of events in the lists
for the region defined by a radius of 3◦ around the Crab neb-
ula. We make this comparison prior to the exposure flattening
described in Sect. 4.2 in order to compare the same number of
data. We expect the event lists to contain slightly more events
than the maps because a few percent of the total events is rejected
during the standard map-making process due to criteria on the
gaps between the time-stamp of events required by the exposure
calculation. This is no longer necessary when the exposure is
computed by using GTIs, as described in Sect. 4.2. This effect is
larger for bins with more events, such as low fHit bins. Figure 6
shows that the number of counts agrees well for all bins. The
total difference is about the expected 1%.

In addition to the total number of events, it is important to
also ensure that their spatial distribution follows the expecta-
tions. Figure 1 in Abeysekara et al. (2019) shows the excess map
of the region around the Crab nebula above 1 TeV for 837.2 days.
We reproduced this excess map for the same data range and
present both maps together with the residual between them in
Fig. 7. It is clear that the maps are strikingly similar.

7. Validation

To validate the production of the event lists and IRFs, we chose
three sources representing three different analysis use cases: the
Crab nebula (eHWC J0534+220) as the standard candle and
Galactic point source, the extended source eHWC J1907+063,
and the extragalactic variable source Mrk 421.
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Fig. 4. Full-sky significance map for fHit bin 4 as computed with Gammapy. The map is masked using the mask described in Table 3.
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For the two steady source analyses, we used the framework
described previously, with the events and IRFs described in
Sect. 4 and the background model described in Sect. 5. For the
special case of Mrk 421, the background was estimated locally,
as detailed in Sect. 7.3. Despite this difference, the workflow
was very similar in all three cases. Events were selected from
a 8◦ × 8◦ region in the sky around the source position. For each
of the fHit bins described in Sect. 2, a three-dimensional map
was produced, with two spatial axes and a reconstructed energy
axis, binned as also described in Sect. 2. The background map
was interpolated to that same geometry, and so were the IRFs
described in Sect. 4. As an additional check and because it is
also possible within Gammapy, the analyses in Sects. 7.1 and 7.2
were also carried out using the existing HAWC counts and direct
integration background maps.

The data and IRFs were bundled into a Gammapy dataset
(see Sect. 3), one for each fHit bin. Then, the relevant model was
attached to the datasets, and a joint-likelihood fit was performed
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Fig. 6. Comparison of the number of events in a region of 3◦ radius
around the Crab nebula in the standard HAWC map and in the event lists
for each of the analysis bins. The selected 2D bins shown here are those
that are used in Sect. 7.1 and follow the selection procedure described
in Abeysekara et al. (2019).

to all nine datasets together. The only difference in the case of
Mrk 421 is that this same procedure was carried out for each of
the selected time intervals to build the light curve.

We do not expect to exactly reproduce the reference best-fit
values for several reasons. First, some of the validation analyses
shown here make use of a different background model than the
reference (see Sect. 5). Second, as mentioned in Sect. 4.2, the
exposure for the reference analyses is assumed to be flat. This
introduces an error in the flux of up to a few percent that is not
present in the validation analysis. Finally, the data reduction pro-
cess described in Sect. 3 includes the projection into a sky-map
and interpolation of the IRFs to a coordinate grid centered on
the source position. This is not done in the reference analysis,
which uses the IRF value that corresponds to the nearest decli-
nation node, spaced by 5◦. This can result in differences for the
best-fit parameters, especially for sources located between dec-
lination nodes for which the IRFs evolve rapidly in the spatial
dimension. All error values shown throughout this section are
statistical only.

7.1. Point source: Crab nebula

As one of the brightest sources in the γ-ray sky, the Crab neb-
ula is used as the standard candle for calibration and reference
analysis. Due to its declination, it transits over the HAWC sky
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subtracting the reference map from the map derived from the DL3 data products.
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Fig. 8. Best-fit Crab spectrum obtained with Gammapy compared
with Abeysekara et al. (2019) for the GP energy estimator. The bottom
panel shows the comparison between the flux points computed in this
work and those reported in the reference.

passing very close to the zenith. HAWC is able to detect (with a
significance of roughly 5σ) the Crab nebula every day, that is, in
the span of one transit.

We fit a point source and assumed a log-parabolic shape of
the spectrum,

dN
dE

= φ0 (E/E0)−α−β ln(E/E0) , (9)

where E0 is the only fixed parameter with a value of 7 TeV.
We compared against Abeysekara et al. (2019). Figure 8 shows
the spectrum obtained with Gammapy and the exported data,
compared against the reference analysis. The two results agree
excellently.

The resulting best-fit parameters are shown in Table 4 as
“From events”, together with those from Abeysekara et al.
(2019). Additionally, we repeated the exercise, but instead of
using the exported data, we used the same standard HAWC
counts and background map as were used in Abeysekara et al.
(2019). The results of this fit are also shown in Table 4 as “From
map”.

Table 4. Maximum likelihood fit results for the Crab nebula.

φ0 α β
(10−13 TeV−1 cm2 s−1)

From events 2.39± 0.04 2.79± 0.02 0.113± 0.007
Reference 2.35± 0.04 2.79± 0.02 0.10± 0.01
From map 2.35± 0.05 2.79± 0.02 0.12± 0.01

Notes. The fit result obtained using the DL3 products is given in the
row labeled “From events”. The fit result obtained using the standard
HAWC map products is given in the “From map” row. The values in the
“reference” column are taken from Abeysekara et al. (2019).

7.2. Extended source: eHWC J1907+063

Abeysekara et al. (2020) reported the detection by HAWC of
several sources emitting above 56 and 100 TeV. One of those
detected above 100 TeV is eHWC J1907+063. It is found in the
vicinity of MGRO J1908+063. The 1σ extension of the emis-
sion is reported to be 0.67◦ over the entire energy range with a
Gaussian assumption. The best-fit spectrum is modeled as a log-
parabola (see Eq. (9)), with the pivot energy E0 fixed at 10 TeV.
We fit a combined spatial and spectral model made with the same
assumptions as described above. Both components were fitted at
the same time, including the source extension and position. The
best-fit parameters are presented in Table 5. Figure 9 shows the
spectrum of eHWC J1907+063 compared against the reference
analysis. The agreement is clearly excellent. Figure 10 shows
the resulting best-fit spatial model compared to the result in
Abeysekara et al. (2020). When the errors detailed in Table 5
are taken into account, the agreement is very good.

Additionally, we repeated the exercise, but instead of using
the DL3 products, we used the same standard HAWC counts and
background map as were used in Abeysekara et al. (2020). The
results of this fit are also shown in Table 5 as “From map”.

7.3. Time domain: Mrk 421

Markarian (Mrk) 421 is a BL Lac object that has been extensively
observed in the γ-ray band (Albert et al. 2022). Its emission is
known to be variable on timescales of hours or less. Abeysekara
et al. (2017a) presented the HAWC light curve of Mrk 421, span-
ning over 17 months between November 2014 and April 2016.
This work was carried out before the energy estimator techniques
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Table 5. Maximum likelihood fit results for eHWC J1907+063.

RA Dec Extension (1σ) φ0 α β
(◦) (◦) (◦) (10−13 TeV−1 cm2 s−1)

From events 286.94± 0.02 6.35± 0.02 0.69± 0.03 0.94± 0.06 2.46± 0.03 0.11± 0.01
Reference 286.91± 0.10 6.32± 0.09 0.67± 0.03 0.95± 0.05 2.46± 0.03 0.11± 0.02
From map 286.96± 0.03 6.36± 0.03 0.68± 0.03 0.94± 0.06 2.45± 0.04 0.12± 0.02

Notes. The position in Abeysekara et al. (2020) is determined above 56 TeV, which leads to higher statistical errors due to the lower number of
events. The fit result obtained using the DL3 products is given in the row labeled “From events”. The fit result obtained using the standard HAWC
map products is given in the “From map” row. The values in the “reference” column are taken from Abeysekara et al. (2020).
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Fig. 9. Best-fit spectrum of eHWC J1907+063 obtained with Gammapy
compared with Abeysekara et al. (2020). The bottom panel shows the
comparison between the flux points computed in this work and those
reported in the reference.
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Fig. 10. Spatial model of eHWC J1907+063 as obtained with Gammapy.
The green star and circle represent the best-fit position and the 68% con-
tainment region, respectively. The blue cross and circle are the reference
values from Abeysekara et al. (2020) for each quantity.

described in Abeysekara et al. (2019) were implemented, which
means that the energy of individual events could not be obtained.
This leads to a different data selection and binning based only
on fHit, like the one described in Abeysekara et al. (2017b).
Consequently, there is no such thing as an energy dispersion
matrix for each of the fHit bins. In order to deal with this, we

Table 6. Maximum likelihood fit results for Mrk 421.

φ0 Γ EC
(10−11 TeV−1 cm2 s−1) (TeV)

This work 2.67± 0.16 2.20± 0.09 5.2± 2.6
Reference 2.82± 0.19 2.21± 0.14 5.4± 1.1

introduced an assumed energy axis with a single bin for each fHit
bin dataset. This workaround allowed us to use the Gammapy
framework in the same way as the previous two cases. The data
selection and time binning were performed in a similar way as in
Abeysekara et al. (2017a). Each event was associated with a side-
real day, starting at midnight local sidereal time at the HAWC
site. The current HAWC detector stability criteria for data selec-
tion were applied, noting that these are slightly stricter than those
used by Abeysekara et al. (2017a). For each of the sidereal days,
the fraction of a Mrk 421 transit that is included in the data was
computed by integrating the curve shown in Fig. 1 of Abeysekara
et al. (2017a). Sidereal days for which this fraction is lower than
0.5 were removed from the selection. The result is a total of
463 transits, slightly fewer than the 471 included in Abeysekara
et al. (2017a) due to the stricter data selection cuts. For each of
these transits, the background was estimated locally. This was
done by masking the expected source location and computing
the number of counts outside the mask in overlapping declination
bands, which takes into account the varying instrument response
with declination. Because Mrk 421 is seen by HAWC as an iso-
lated point source, this approximation suffices. Finally, counts
and background maps were bundled with the PSF and effective
area, the latter corrected for the transit fraction.

A point source spatial model was used with the position
fixed to (166.11◦, 38.21◦) in equatorial coordinates, as was done
in Abeysekara et al. (2017a) and Lauer (2017). The spectrum of
Mrk 421 was modeled by a power law with normalization φ0 at
E0 =1 TeV, photon index Γ, and an exponential cut-off EC,

dN
dE

= φ0

(
E
E0

)−Γ

exp
(
− E

EC

)
. (10)

The best-fit spectrum was first obtained for the entire data range.
The resulting parameters are presented in Table 6 together with
those reported in Abeysekara et al. (2017a). In order to ensure
a stable fit, a minimum value for EC = 0.1 TeV was imposed
because of the high correlation between Γ and EC.

When the values of EC = 5 TeV and Γ = 2.2 were fixed, the
normalization was set free and was fit for each of the transits. The
resulting spectra were integrated above 2 TeV to match the result
of Abeysekara et al. (2017a). Figure 11 shows the light curve
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obtained with Gammapy together with the light curve from the
reference analysis (Abeysekara et al. 2017a). The agreement is
good, given the differences in data selection. The overall trend
is clearly reproduced and the majority of points are compatible
within errors. Figure 12 shows the distribution of the differences
between the reference light-curve points and those obtained with
Gammapy as a fraction of the statistical error. The large majority
of values clearly lies within the 1σ region; the total is contained
in the 2σ region.

8. Proof of concept: Joint fit

Nigro et al. (2019) presented the first fully reproducible measure-
ment of the Crab nebula spectrum using public data from many
different instruments. The analysis was carried out in Gammapy,
and emphasizes the power of a shared and open analysis tool.
Similar to Nigro et al. (2019), the goal of this study is not to reach
any scientific conclusion regarding the Crab nebula. For this rea-
son, we selected a small range of HAWC data, spanning only one
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Fig. 13. Crab nebula spectral energy distribution for individual instru-
ment fits and from the joint fit. Single-instrument results are represented
with dashed lines, and the fit of all the datasets together, labeled as joint,
is represented as a thick solid red line. The joint fit result from Nigro
et al. (2019) is represented with a dotted black line.

month in time, and included it in the joint fit from Nigro et al.
(2019). This was easily done due to the fully reproducible nature
of that work. A log-parabola (see Eq. (9)) spectral shape with
fixed E0 = 1 TeV was assumed for all the instruments. Perform-
ing the individual instrument data reductions and joint fits was
straightforward after the data and IRFs were stored according to
the GADF. Figure 13 shows the result of this joint fit.

The spectrum of the Crab nebula might not be best described
by the same spectral shape in all the different energy ranges,
which could lead to differences in the best-fit parameters from
the different experiments. However, this choice was made for
simplicity, as the goal was not to reach any scientific conclusion
regarding the Crab nebula, but rather show a proof of concept for
this multi-instrument analysis. The joint fit shown in Fig. 13 is
indeed not noteworthy for the resulting spectral shape, but for the
fact that a multi-instrument fit was performed using data from six
different γ-ray instruments, including one satellite (Fermi-LAT),
four IACTs, and one particle detector array (HAWC) natively
within the same tool.

The HAWC event lists and IRFs used in this section
have been made publicly available on the HAWC Observatory
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website5. This data release is the first to include HAWC data
at the event list level. The data being public makes the result
shown in Fig. 13 fully reproducible, as an extension of Nigro
et al. (2019).

9. Conclusions and outlook

We have presented the first full production of HAWC data and
IRFs that follows the community-shared specifications of the
GADF. Data in this format allow reusing existing high-level
analysis tools such as Gammapy for the analysis of HAWC data.
We validated this approach by reproducing several published
HAWC results and found excellent agreement. We addition-
ally reproduced the analysis using the maps that are typically
produced by the HAWC Collaboration directly into Gammapy,
which also yielded a very good agreement.

This cross-check does not only validate the analysis tools,
it also provides a valuable cross-check of the corresponding
HAWC results. The published results have been reproduced with
high precision with a different analysis tool, which is a powerful,
non-trivial check.

The lifetime of observatories is finite, and one of the con-
cerns at the end of the operation is to ensure that the archival
data are available and easy to use both for future studies and
to reproduce previous results. In this regard, having data in a for-
mat that is shared across the community and that can be analyzed
with a general-use tool is a key advantage. The evolution of the
GADF will be driven by the requirements imposed by current
and future observatories, which will require data and IRFs to be
described in increasingly realistic and complex ways. This will
directly benefit the current generation of instruments, which will
be able to ensure that their legacy data are properly used and
interpreted.

The joint Crab nebula fit presented in Sect. 8 highlights the
potential of this approach to perform multi-instrument analy-
ses, spanning energy ranges much wider than those of a single
instrument. This in turn can lead to synergies, bringing the IACT
and particle detector array communities together. Future and cur-
rent detectors, such as SWGO and LHAASO, will operate at the
same time as CTA, and thus would benefit most from the ability
to share data and analysis tools. A shared analysis tool trans-
lates into a much larger developer and user base than any of the
other collaboration-specific tools individually. This increases the
complexity of features that can be implemented and maintained,
benefiting all the instruments involved.

The work presented here is a proof of concept of what a par-
ticle detector array data analysis chain would look like when
the shared format and tools are used. The very few limitations
encountered arise because the initial development was led by the
IACT community. However, these are minimal, and furthermore,
expected to be resolved by future improvements, for example,
with the expansion of the GADF standard for sky maps, which
are tremendously useful given the high event rates recorded by
particle detector arrays. This development should be made taking
existing standards into account when possible, and would allow
data products to be efficiently distributed in map form as well.

The GADF and science tools are constantly evolving to meet
the needs of the community. Future particle detector arrays, such
as SWGO, will be able to and should partake in this effort by
ensuring that the format remains compatible with this detector
class, while taking advantage of all the benefits it has to offer.

5 https://data.hawc-observatory.org/
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Chapter 6

The H.E.S.S. view of SS 433

This chapter reports on dedicated H.E.S.S. observations of the SS 433 region resulting
on the first detection of this system by an IACT array. The analysis presented here
makes use of the new background rejection approach presented in Chapter 4. The
better energy and angular resolution of H.E.S.S. compared to that of the HAWC ob-
servatory allows for a detailed study of the spectro-morphological properties of the
emission from the outer jets of SS 433. This includes the discovery of striking energy-
dependent morphology. The findings detailed here will be used in Chapter 7 to shed
light on the SS 433 jet dynamics and particle acceleration sites.

As part of the standard H.E.S.S. analysis validation strategy, all the results shown
here were reproduced by an independent analyzer using an independent calibration
and analysis chain.

6.1 H.E.S.S. Observations

The SS 433 region was first observed by H.E.S.S. as part of the Galactic plane sur-
vey (H.E.S.S. Collaboration et al., 2018), and later during two dedicated campaigns.
The data taken in the first, in 2009-2011, were used by MAGIC and H.E.S.S. Collabo-
rations et al., 2018 to derive upper limits as SS 433 was not detected (see Section 2.3.6).
A second campaign, between 2018 and 2021 resulted in a total of around 150h of ad-
ditional acceptance-corrected data. The combination of all observations amount to
around 200h of acceptance-corrected data. This data can be split into different sub-
sets depending on the hardware epoch and array configuration used:

• H.E.S.S. I: Data taken with CT1-4 prior to their upgrade in 2016, with a total of
277 runs. The majority of this data was taken in the context of the Galactic plane
survey, and the exposure is concentrated in the upper part of the FoV, where
the Galactic plane is. A small number of these observation runs were taken
after the construction of CT5 in 2012, but the largest telescope was never used
during these observation runs, and instead was usually pointing at a different
target in mono mode.

• H.E.S.S. IU: Data taken with CT1-4 after the 2016 upgrade of their cameras
without including CT5 in the observation, with a total of 91 runs.
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• H.E.S.S. IU+CT5: Data taken with CT1-4 after the 2016 upgrade of their cam-
eras that include CT5 in the observation. This data set has a total of 318 runs.
All of these runs were taken after the upgrade of the CT5 camera in 2019. Only
8 runs were taken with the previous camera, a number too low to assess any
possible systematic issues due to the hardware differences. For this reason, the
presence of CT5 in those 8 runs was ignored and they are classified in the above
category instead.

Figure 6.1 shows the acceptance-corrected observation exposure maps for each of
these eras and the combined total. The pointing positions for the observations in the
H.E.S.S. IU and H.E.S.S. IU+CT5 data sets were chosen to make up for the fact that
most of the exposure in the existing H.E.S.S. I observations was concentrated on the
top part of the FoV.
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FIGURE 6.1: Acceptance-corrected exposure. The color scale indi-
cates the amount of observation time corrected for the radial depen-
dence of the system acceptance. The figure shows this quantity for the
H.E.S.S. I (a), H.E.S.S. IU (b), H.E.S.S. IU+CT5 (c) and total (d) data
sets. Sky regions with no observation time are depicted in gray. The
black contours outline the X-ray emission from the jets (Brinkmann et

al., 1996; Safi-Harb and Ögelman, 1997) as a visual reference.

A summary of the properties of each data set can be found in Table 6.1.

data set exposure mean zenith start date end date CT5 present
(h) (deg) (DD/MM/YY) (DD/MM/YY)

H.E.S.S. I 71.1 38.8 03/06/2005 20/08/2013 no
H.E.S.S. IU 33.5 44.2 29/08/2018 03/11/2021 no

H.E.S.S. IU+CT5 111.1 48.9 19/06/2020 05/11/2021 yes

TABLE 6.1: The different data sets. Values of the exposure, mean
zenith, and starting dates for each of the used data set. The expo-
sure quoted corresponds to the maximum in the acceptance-corrected

value.

6.2 Analysis Configuration and Data Reduction

The data were reduced as detailed in Section 3.3 using only CT1-4 images as input to
the ImPACT reconstruction algorithm (see Section 3.3.3) and the hard gamma-hadron
separation cuts (see Section 3.3.4). At this stage the data has been reduced to a list of
gamma-ray-like events, one per run, and their corresponding IRFs.
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In order to achieve better performance at the highest energies, an extra step of
background rejection is applied to the H.E.S.S. IU+CT5 data set with the Algorithm
for Background Rejection using Image Residuals (ABRIR) introduced in Chapter 4.
In this step, the calibrated and cleaned image of the CT5 telescope (which was not
used in the prior event reconstruction) is compared against the ImPACT template
prediction (which was obtained using only CT1-4 data) in order to accept or reject
the event. Details on the algorithm, its motivation and performance are given in
Chapter 4. Note that the effective areas are corrected to account for the gamma-ray
efficiency of the ABRIR cut.

The resulting event lists and corrected IRFs are then further reduced using
Gammapy (see Section 3.5.1). For each run, the events are binned into a three-
dimensional WCS sky-map with an energy axis. The spatial dimensions of the map
are 6◦ by 6◦ centered on the position of SS 433 with square spatial bins of 0.01◦ width.
The energy axis has 22 logarithmically spaced bins between 0.63 TeV and 100 TeV.
Only events falling within 2◦ radius from the pointing position of each run are con-
sidered in order to avoid the systematic issues associated with large-offset events.
A safe energy range is defined by requiring the energy bias (see Section 3.3.5) to be
smaller than 10% (Aharonian et al., 2006). This requirement excludes the energy bin
between 0.63 and 0.8 TeV in all observations, so it is not considered further. The
resulting counts map is shown in Figure 6.2.

An exclusion mask is defined to cover the known and expected sources in the
region. It is made up of:

• A band of 2◦ height centered in the Galactic plane.

• A circle of radius 1.33◦ centered in the Galactic coordinate l =40.45◦, b =-0.8◦

to cover the nearby extended source MGRO J1908+06.

• A circle of radius 0.57◦ centered in the Galactic coordinate l =40.0◦, b =-2.66◦

to cover the eastern jet.

• A circle of radius 0.57◦ centered in the Galactic coordinate l =39.75◦, b =-1.95◦

to cover the western jet.

For each run the prediction of the associated background model IRF is matched to
the measured counts outside of this exclusion region in that same run using the FoV
background method (see Section 3.3.6). This method results in a run-wise correction
of the background model normalization and spectral shape to better match the data.
The resulting expected background from each individual run is combined to form a
background map for the entire data set. The run-wise count maps are also combined
to the full counts map for the entirety of the observations. The resulting background
map is shown in Figure 6.2.
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FIGURE 6.2: Total counts and background map. a: Total measured
counts in the FoV for the entire data set. As can be seen, due to the
very low flux of VHE sources, the number of measured counts is rel-
atively low. In order to identify structures, smoothing is usually ap-
plied. b: Map of predicted background counts for the entire FoV de-
rived using the combination of the IRF background model and the

FoV background method.

The remaining IRFs are projected into the sky run-wise and combined for the
entire data set using the exposure to weigh the PSF and energy dispersion appropri-
ately. The resulting maps and IRFs are bundled into a Gammapy MapDataset1 which
will be the input to all the remaining procedures detailed in the following sections.
All the significance maps shown in this chapter were derived without a source model
assumption, i.e. the "based on excess" case introduced in Section 3.5.2 using a correla-
tion radius of 0.1◦, a value motivated by the scale of the H.E.S.S. PSF (see Figure 3.12).

6.3 Modeling MGRO J1908+06

The brightest gamma-ray source in the FoV is HESS J1908+063, which is robustly
associated with MGRO J1908+062 (Abdo et al., 2007; Aharonian et al., 2009). It has
a large extension and is detected with significance above 10σ. The MGRO J1908+06
region has been reported by both HAWC and LHAASO to be a significant source of
gamma-rays well above 100 TeV (Abeysekara et al., 2020; Cao et al., 2021). It remains
extended even at the highest energies. The origin of the emission is unclear and has
been tentatively associated with the nearby pulsar PSR J1907+0602, although other
explanations cannot be ruled out (Albert et al., 2022a; Abdalla et al., 2022). As a
consequence, the distance of MGRO J1908+06 to Earth is unknown, although usually
the distance to the pulsar of 2.37 kpc is assumed. This places MGRO J1908+06 and
SS 433 at very different locations in the Galaxy. However, when integrating over the

1https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.
datasets.MapDataset

2Through this chapter, we will refer to HESS J1908+063 as MGRO J1908+06 for consistency with
Section 2.3.6 and Chapter 8.

https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.datasets.MapDataset
https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.datasets.MapDataset
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φ0 Γ β
(10−11 TeV−1· cm−2· s−1)

spectral 1.28± 0.07stat. ± 0.28syst. 1.98± 0.06stat. ± 0.10syst. 0.15± 0.02stat. ± 0.03syst.

l b σ
(deg) (deg) (deg)

spatial 40.48± 0.02stat. ± 0.03syst. −0.69± 0.03stat. ± 0.01syst. 0.61± 0.02stat. ± 0.03syst.

TABLE 6.2: Results of the spectro-morphological fit to
MGRO J1908+06. Best-fitting photon spectral and spatial pa-
rameters from the fit to the H.E.S.S. data. φ0 is the amplitude at
the reference energy E0 = 1 TeV. Γ is the spectral index and β the
curvature parameter (see Equation 3.16). The best-fit position in
Galactic coordinates are given by l and b. The 1σ radius of the

Gaussian model is given by σ.

line of sight, and due to the extended nature of MGRO J1908+06, their emission is
located less than 2◦ away from each other.
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FIGURE 6.3: Characterization of MGRO J1908+06. a: predicted
counts from the best-fit Gaussian spatial model of MGRO J1908+06.
b: Best-fit spectral model with flux points for MGRO J1908+06. Errors

shown here are statistical only.

Understanding the MGRO J1908+06 region is thus necessary to accurately char-
acterize the gamma-ray emission from the jets of SS 433 and assess any possible
contamination into the jet emission. We do this using the spectro-morphological
modeling approach introduced in Section 3.5.5. We model MGRO J1908+06 using
a combined spatial Gaussian model (described by Equation 3.18 with e = 0 and
χ = 0.5) and log-parabola spectral shape (see Equation 3.16). The presence of curva-
ture in the spectrum is preferred to a simpler power-law (see Equation 3.14) by 6.4σ.
This description agrees with existing dedicated studies of the gamma-ray emission
of MGRO J1908+06 (Albert et al., 2022a; Abdalla et al., 2022). The resulting best-fit
spectral and spatial model can be seen in Figure 6.3.
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In order to assess the quality of the fit, we can compute significance maps be-
fore and after subtracting the MGRO J1908+06 component. This is shown in Fig-
ure 6.4, which shows the significance map of the entire FoV. Even after subtracting
the MGRO J1908+06 model, the outer jets of SS 433 are clearly detected above 5σ.
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FIGURE 6.4: Significance map before and after modeling and sub-
tracting MGRO J1908+06. The figure shows the statistical significance
of the gamma-ray excess measured in the full FoV before (a) and af-
ter (b) fitting and subtracting the emission from the nearby extended
source MGRO J1908+06. The solid white contours show the radio
emission from the surrounding nebula W50 measured by the Effels-

berg telescope (Reich et al., 1984, 1990; Furst et al., 1990).

6.4 Detection of SS 433

The H.E.S.S. observations reveal two elongated structures coincident with the X-ray
emission of the outer jets, as can be seen in Figure 6.5. This finding agrees with the
results by the HAWC observatory (Abeysekara et al., 2018). Additionally, the bet-
ter angular and energy resolution of H.E.S.S. allows for a more detailed study of the
properties of the gamma-ray emission than it was possible with the HAWC observa-
tions. This is obvious when comparing Figure 6.5 with the equivalent HAWC signif-
icance map in Figure 2.12. As can be seen in Figure 6.5, the jets are detected with a
statistical significance of 7.8σ and 6.8σ for the eastern and western sides respectively,
so well above the 5σ threshold.

The gamma-ray emission traces remarkably closely the X-ray emission of the
outer jets, supporting its interpretation as non-thermal emission. However, the com-
paratively smooth gamma-ray surface brightness relative to the knotty X-ray fea-
tures in both jets indicates that the latter is a consequence of inhomogeneities in the
magnetic field and not in the underlying electron distribution. This is particularly
obvious in the case of the e2 region, marked in Figure 6.5, which is almost 5 times
brighter in X-ray than its surroundings, whereas no such distinct feature is seen in
the gamma-ray emission.
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FIGURE 6.5: Significance map of the SS 433 region. The figure
shows the statistical significance of the gamma-ray excess measured
in the SS 433 region after the fitting and subtraction of the emission
from the nearby extended source MGRO J1908+06. The solid cyan
contours show the X-ray emission measured by the ROSAT satel-
lite (Brinkmann et al., 1996; Safi-Harb and Ögelman, 1997). The lo-
cations of the X-ray regions w1, w2, e1, e2 and e3 are marked with
white crosses. The 68% containment region of the PSF is denoted with

a white circle.

No TeV emission is significantly detected from the central source (see Section 6.9)
or from the eastern termination region (e3). This is in accordance with X-ray observa-
tions, which have previously suggested that the X-ray emission from this region has
a thermal origin (e.g Brinkmann et al., 1996; Brinkmann et al., 2007; Safi-Harb et al.,
2022).

6.5 Morphology of the Jets

The spatial properties of the jets are described using increasingly complex models
until no longer preferred (> 3σ) by the data. An extended description using a sym-
metric Gaussian (described by Equation 3.18 with e = 0 and χ = 0.5) is preferred
over a point-source spatial model by 7.8σ and 4.7σ for the eastern and western excess
respectively. The use of an additional parameter allowing the presence of ellipticity
(e 6= 0) is preferred again by 5.8σ and 3.5σ compared to the symmetric case for the
eastern and western excess respectively when freezing the angle to that of the SS 433
X-ray jets (θ = −19◦). When allowing the angle to vary we obtain θ = −16.2± 3.5◦

for the eastern excess, preferred by 0.74σ and θ = −7.1± 5.4◦ for the western excess,
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preferred by 1.9σ. As neither is significant, we keep the angle frozen to that of the
jets. The parameters of the resulting best-fit elongated Gaussian model for each jet
are presented in Table 6.3. Figure 6.6 shows the resulting spatial model and resid-
ual significance map when including the western jet (top panels) and the eastern jet
(bottom panels). As can be seen in the figure, once MGRO J1908+06 and both jets are
included there are no more significant hotspots in the FoV.

l b σmaj σmin θ
(deg) (deg) (deg) (deg) (deg)

(pc) (pc)
east 39.88± 0.02stat. −2.69± 0.03stat. 0.21± 0.04stat. 0.04± 0.02stat. -19

20.1± 3.8stat. 3.8± 1.9stat.

west 39.56± 0.01stat. −1.85± 0.03stat. 0.13± 0.03stat. 0.05± 0.02stat. -19
12.5± 2.9stat. 4.8± 1.9stat.

TABLE 6.3: Results of the elongated Gaussian fits to the morphol-
ogy. Best-fitting spatial parameters from the fit of an elongated Gaus-
sian model. The center position in Galactic coordinates is given by l
and b. The major and minor axis 1σ radius is given by σmaj and σmin
respectively, with the corresponding physical size calculated for a dis-
tance of 5.5kpc (Blundell and Bowler, 2004). The angle with respect to

the constant Galactic longitude axis θ is frozen in the fit.
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FIGURE 6.6: Spatial modeling of the jets. The top two panels show
the prediction of the best-fit model that includes the MGRO J1908+06
component (see Figures 6.3 and 6.4) and the western jet (a) as well
as the significance map after subtracting these two components (b).
The bottom two panels have the same structure but with the complete
model that includes also the eastern jet (c). There are no remaining
significant hotspots in the residual significance map (d), which means

the region is well modeled.

6.6 Energy-Dependent Morphology

The whole energy range is split into three smaller bins (0.8 − 2.5, 2.5 − 10 and >

10 TeV), chosen so that the statistics in each of them are roughly comparable. We
then compute significance maps in the same manner as above for each of the energy
bins. The resulting maps, which reveal the presence of striking energy-dependent
morphology can be seen in Figure 6.7. Gamma-ray excesses are detected along both
jets in all energy bins with significance values (from low to high energy) of 4.4σ,
7.6σ, 5.9σ for the eastern jet, and 4.7σ, 5.6σ and 6.6σ for the western jet. The location
of the most energetic gamma-rays is restricted to the base of the X-ray jets for both
the eastern and western outer jets. Lower energy gamma-rays reach peak surface
brightness instead at locations further along each of the jets.
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FIGURE 6.7: Energy-dependent morphology. The figure shows
the statistical significance of the gamma-ray excess measured in the
SS 433 region after the fitting and subtraction of the emission from the
nearby extended source MGRO J1908+06 for three different gamma-
ray energy ranges. The solid cyan contours show the X-ray emission
measured by the ROSAT satellite (Brinkmann et al., 1996; Safi-Harb
and Ögelman, 1997). The 68% containment region of the PSF for each

energy range is denoted with a white circle.

To ensure that the observed energy-dependent morphology is not an artifact of
the choice of energy bins, the same maps were computed using 5 and 10 energy bins,
as well as 3 bins with different edges. In all cases, the same trend in the position of
the gamma-ray excesses was observed.

6.6.1 Verification of the PSF at High Zeniths and Offsets

As can be seen in Figure 3.8, the H.E.S.S. PSF worsens with increasing pointing zenith
angles. On the other hand, the instrumental collection area is greater for showers
with large incoming zenith angles because of geometrical effects. This translates to a
dominant contribution to the exposure in the highest energy range from observation
runs at relatively large zenith angles. For this reason, the PSF becomes dominated
by the large zenith runs at high energies, which translates to a worsening PSF with
energy. In order to be confident on the validity of the observed energy-dependent
morphology, a study was performed using dedicated Crab Nebula observations at
different zenith and offset ranges similar to those in the SS 433 data set. This was
used to verify the PSF in the same energy ranges as used in Figure 6.7.

offset 1.0◦ offset 1.5◦ offset 1.0◦ offset 1.5◦

H.E.S.S. I H.E.S.S. I H.E.S.S. IU H.E.S.S. IU
zenith 50◦- 55◦ 2 0 6 12
zenith 55◦- 60◦ 1 1 4 6

TABLE 6.4: Crab Nebula observation runs for the PSF check. Num-
ber of runs in each era for the pointing zenith angle and offset from

pointing position ranges considered.

Runs from both the H.E.S.S. I and the H.E.S.S. IU era are used for this check.
Dedicated observations were performed in January 2022 in order to cover all the
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required range of offsets and zenith angles. For the H.E.S.S. I era this is obviously not
possible, so only existing runs could be used, meaning that the statistics are lower.

For each run, the corresponding energy-dependent PSF derived from MC simu-
lations was extracted from the IRFs. This is done by interpolating the IRF table to the
observation zenith angle of the run and extracting the value for the offset angle to
the Crab Nebula of the run (see Section 3.3.5). The measured events from the run are
then binned into a histogram of offset angle squared (θ2) from the nominal position of
the Crab Nebula. These type of distributions, known as theta-squared plot, are widely
used in VHE astronomy. From the number of measured counts at large offsets, the
background level is estimated, leading to a measurement of the excess counts as a
function of radial offset. Since the Crab Nebula has a very small extension (H.E.S.S.
Collaboration, 2020), this can be interpreted as a measurement of the PSF from data.
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FIGURE 6.8: PSF verification for the H.E.S.S. I era. The title of each of
the panels indicates the zenith range, the offset angle and the energy
range. In each panel the PSF derived from gamma-ray simulations
(MC PSF) is compared to the excess events measured from the Crab
Nebula (data PSF) as a function of radial offset from its nominal po-
sition. Note that the number of runs in this data set is very low. The

bottom right panel has no measured excess due to low statistics.

The shape of this excess is compared to the MC PSF, which is weighted by the
Crab spectrum (assumed E−2.6 Aharonian et al., 2006) in each of the selected energy
ranges. The resulting data PSF and MC PSF are normalized and plotted together
for each zenith, offset and energy combination. Both distributions are shown in Fig-
ure 6.8 for the H.E.S.S. I era and Figure 6.8 for the H.E.S.S. IU era. As can be seen, the
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PSF derived from simulations describes the data reasonably well when the statistics
allow for the comparison.
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FIGURE 6.9: PSF verification for the H.E.S.S. IU era. The title of each
of the panels indicates the zenith range, the offset angle and the en-
ergy range. In each panel the PSF derived from gamma-ray simula-
tions (MC PSF) is compared to the excess events measured from the
Crab Nebula (data PSF) as a function of radial offset from its nominal

position.

6.6.2 3D Fits in Energy Bands

In the significance maps shown in Figure 6.7, a shift in the position of the gamma-
ray excess can be seen as a function of energy. In order to assess the significance
of this shift, we fit the morphology of the measured gamma-ray excess separately
in each band, and compare the resulting best-fit positions. For simplicity, and due
to the reduced statistics when splitting the data set into ranges, we fit a symmetric
Gaussian in all cases, with the spectral parameters frozen to those from the best-fit to
the full energy range. The same exercise was done with the spectral parameters free,
which did not result in significant differences.

The resulting best-fit positions in Galactic coordinates for each of the jets in all
three energy ranges can be seen in Figure 6.10. Note that in the lowest energy range,
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neither jet is detected above 5σ, which is why the measurements in this range are
represented with a transparent point.

39.5039.5539.6039.6539.70
Galactic Longitude (°)

-2.2

-2.1

-2.0

-1.9

-1.8

Ga
la

ct
ic 

Lo
ng

itu
de

 (°
)

SS 433

west

0.8 - 2.5 TeV
2.5 - 10 TeV
above 10 TeV

39.7039.7539.8039.8539.9039.95
Galactic Longitude (°)

-2.8

-2.7

-2.6

-2.5

-2.4

-2.3

Ga
la

ct
ic 

Lo
ng

itu
de

 (°
)

SS 433east

FIGURE 6.10: Best-fit positions in different energy bands. The best-
fit position resulting from the 3D modeling of the gamma-ray excess in
each of the energy bands. The left panel corresponds to the western jet
and the right panel to the eastern. The position of SS 433 is indicated

in both for reference with a black star.

The shift between the position of the middle and high energy ranges is at the level
of 4.3 and 3σ for the eastern and western jet respectively. Another interesting quan-
tity are the distances, both angular and physical between the centroid of the emission
at each energy range and the location of the central binary, shown in Figure 6.11.
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FIGURE 6.11: Distance to the central binary in energy bands. Dis-
tance between the best-fit position resulting from the 3D modeling of
the gamma-ray excess in each of the energy bands and the central bi-
nary for the eastern (green) and western (orange) jets. The location of
the base of the outer jets is marked with a dashed line for each side.
The distances in pc is calculated assuming a distance of 5.5 kpc to the

system.
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6.6.3 Flux Profiles

Another way to visualize the energy-dependent morphology are spatial flux pro-
files along the jets in the different energy bands. This is done using the Gammapy
FluxProfileEstimator3 method. We define an axis going through both jets and
the central binary as the line between the Galactic coordinates (40.246◦, -3.695◦) and
(39.340◦, -1.295◦). We then define a rectangular box of width 0.7◦ along this axis, and
split it into 19 perpendicular boxes of height 0.14◦. The height of the boxes is cho-
sen as a compromise between maintaining sufficient statistics in each slice and suf-
ficiently sampling the spatial shape of the gamma-ray emission, taking into account
the size of the H.E.S.S. PSF. In each of these boxes the excess counts are computed
and the integrated flux is fitted assuming a power-law spectral shape with index 2.3,
the mean of the measured index of the eastern and western jets. The resulting flux
profiles are shown in Figure 6.12.
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FIGURE 6.12: Flux profiles of the jets. Measured flux in spatial bins
alongside the axis joining both jets through the central binary for three
different energy bands. A gray dashed line is drawn at zero for refer-

ence.

3https://docs.gammapy.org/1.0/api/gammapy.estimators.FluxProfileEstimator.html#
gammapy.estimators.FluxProfileEstimator

https://docs.gammapy.org/1.0/api/gammapy.estimators.FluxProfileEstimator.html#gammapy.estimators.FluxProfileEstimator
https://docs.gammapy.org/1.0/api/gammapy.estimators.FluxProfileEstimator.html#gammapy.estimators.FluxProfileEstimator
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6.7 Spectra of the Jets

Because of the strong energy-dependent morphology, the assumption of a Gaussian
spatial model for the jets across all energies can introduce inaccuracies in the asso-
ciated spectral model when fitting both components together. For this reason, we
measure the spectra of the jets without assuming a spatial model by extracting the
spectral information in the 1D approach inside two elliptical regions large enough to
completely contain the entirety of the gamma-ray excess in each jet. We do this after
subtracting the 3D model for MGRO J1908+06. For both jets the spectral component
is best described by a power-law (see Equation 3.14), with no significant preference
for curvature (1.5σ and 0.7σ for east and west) or an exponential cutoff (1.3σ and
0.15σ) found. The resulting best-fit parameters are listed in Table 6.5. The best-fit
models and flux points for each of the jets are shown in Figure 6.13. As can be seen,
there are some differences between the spectra of the two jets but they are still com-
patible within errors (which include systematic uncertainties, see Section 6.10). The
flux at 20 TeV measured by HAWC for each of the jets is also shown in Figure 6.13.
For both jets, this value is in agreement with the measured H.E.S.S. flux.

φ0 E0 Γ
(10−13 TeV−1· cm−2· s−1) (TeV)

east 2.30± 0.58stat. ± 0.32syst. 1 2.19± 0.12stat. ± 0.12syst.

west 2.83± 0.70stat. ± 0.39syst. 1 2.40± 0.15stat. ± 0.13syst.

TABLE 6.5: Results of the power-law fits to the spectra of the jets.
Best-fitting photon spectral parameters from the fit to the H.E.S.S. data
with a power-law model. E0 is the reference energy, φ0 is the ampli-

tude at the reference energy and Γ is the index.
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FIGURE 6.13: Spectra of the jets. Resulting best-fit spectral model
from the 1D spectral extraction of the eastern (a) and western (b) jets.
The dark shaded areas and flux points represent the statistical errors
only, whereas the lighter colors include the systematic uncertainties.
The flux measured by HAWC for each jet is shown as well (Abey-
sekara et al., 2018). The spectra from both jets is shown in panel c for

easy comparison.
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6.8 Search for Periodic Variability

Motivated by the discovery of a pulsating GeV source Fermi J1913+0515 in the vicin-
ity of SS 433 displaying a period consistent with that of the jet precession period (Li et
al., 2020, see Section 2.3.6) we search for periodic variability across the system. In or-
der to not bias the periodicity search to one specific location, we simply assign to each
of the observation runs a phase according to the jet precession period. We adopted a
value of this period of 162.250 days and starting time T0 as JD 2443508.4098, follow-
ing Li et al., 2020. We then split the observations into 8 groups of phase and repeated
the data reduction process for each data set. No significant emission was found in
the vicinity of Fermi J1913+0515 in any of the phase bins, even when further split-
ting the data into the same three energy bands as in Figure 6.7. In order to increase
the statistics, we also combine these eight data sets further into four and two bins
of phase, which lead to the same non-detection for all energy ranges. No significant
phase trend is found for any other part of the system in any of the data sets or data
ranges either. Figure 6.14 shows the significance maps for the entire energy range
when splitting the data set into two bins of phase.
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FIGURE 6.14: Flux maps for different phase bins. Integrated flux
maps after the subtraction of the emission from MGRO J1908+06 in
two bins of the jet precession phase indicated in the bottom right. The
location of Fermi J1913+0515 is marked with a green circle and cross.
The blue contours show the X-ray emission measured by the ROSAT

satellite (Brinkmann et al., 1996; Safi-Harb and Ögelman, 1997).

6.9 The Central Source

No VHE emission is detected from the region where the central binary is located.
This points to a thermal nature of the bright X-ray emission originating in this region,
as it was previously suggested (e.g. Brinkmann et al., 1996; Safi-Harb and Ögelman,
1997). We derive spectral upper limits assuming a spectral index of 2.7, as it was done
for previously reported limits (MAGIC and H.E.S.S. Collaborations et al., 2018). The
limits derived, which are shown in Figure 6.15 are around an order of magnitude
more constraining than previous ones, and extend to higher energies.
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FIGURE 6.15: Central source upper limits. Spectral upper limits from
the core region. The previously most constraining limits from MAGIC

and H.E.S.S. Collaborations et al., 2018 are shown in gray.

6.10 Systematic Uncertainties

6.10.1 Systematic uncertainties introduced by the background estimation

Systematic effects on the background were determined by measuring the significance
distribution outside of the exclusion mask, shown in Figure 6.16. Although a width
of 1 was expected, a width of 1.084± 0.005 was measured, which translates to a slight
shift in the reported significance values. The corrected values when accounting for
this effect are 7.2σ and 6.3σ for the eastern and western excess respectively.
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FIGURE 6.16: Systematic uncertainties on the background. a: Sig-
nificance map multiplied by the exclusion mask defined to covering
all expected sources. b: Distribution of the significance values outside
of the exclusion mask (red line). A Gaussian function is fitted to the
distribution (black line), with the resulting mean and width listed in
the top left corner. The size of the deviation from the expected width
of 1 is used to assess the impact of background systematic effects in

the significance values.



136 Chapter 6. The H.E.S.S. view of SS 433

In the case of the significance maps in energy bands shown in Figure 6.7, the same
distribution is derived for each of the energy ranges. The resulting histograms can
be seen in Figure 6.17, width widths of 1.033± 0.008, 1.065± 0.008 and 1.011± 0.018
from low to high energy. The corrected significance values when accounting for this
effect are 4.3σ, 7.2σ and 5.9σ for the eastern jet from low to high energy and 4.6σ, 5.3σ

and 6.5σ for the western excess in the same order.
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FIGURE 6.17: Systematic uncertainties on the background for dif-
ferent energy bands. Distribution of the significance values outside
of an exclusion mask covering all expected sources (red line) for each
of the used energy ranges. A Gaussian function is fitted each the distri-
bution (black line), with the resulting mean and width listed in the top
left corner of each panel. The size of the deviation from the expected
width of 1 is used to assess the impact of background systematic ef-

fects in the significance values.

6.10.2 Systematic Uncertainties in Model Parameters

The systematic uncertainties quoted for the model parameters (see e.g. Table 6.5) are
calculated with a MC-based approach, in which the IRFs are randomly varied in a
number of ways that mimic possible inconsistencies in the way that the detector re-
sponse is understood. The sizes of the variation of the parameters are chosen in such
a way that the corresponding effects are of the right size given the degree of agree-
ment between data and simulations in the H.E.S.S. analysis framework (Aharonian
et al., 2006; Mohrmann et al., 2019).

• Shift of the energy scale: The energy axes of the effective area, energy disper-
sion and point-spread function are scaled by a factor fE to simulate the effect
of a wrongly calibrated energy reconstruction. This factor is sampled from a
Gaussian distribution with mean 1 and width 0.1.

• Modified background normalization: The overall normalization of the back-
ground model is varied by a factor fBG. This factor is sampled from a Gaussian
distribution with mean 1 and width 0.01.

• Modified background spectral tilt: The spectral shape of the background
model is modified by a factor EΓBG . This index ΓBG is sampled from a Gaus-
sian distribution with mean 1 and width 0.02.
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• Presence of a background gradient: A linear gradient is added over the FoV
with amplitude ABG and direction αBG. The amplitude is sampled from a Gaus-
sian distribution with mean 1 and width 0.01, whereas the angle is a uniform
distribution between 0◦ and 360◦.

For each realization of the sampling, the IRFs are modified and used to gener-
ate random pseudo-data sets based on the composite global best-fit model. These
pseudo-data sets are identical to the real one but instead of measured counts, the
predicted counts from the combination of the source models and background are
used. They are then re-fitted using the original, unmodified IRFs. This process is
repeated 2500 times. The obtained spread in the fitted parameters then reflects their
combined statistical and systematic uncertainty.

This procedure is applied to both the full 3D analysis as well as to the spectral-
only fits. Similarly, the systematic errors for flux points are derived by calculating
flux-points from the pseudo-data sets. The resulting systematic uncertainty is of the
same magnitude as the statistical one at the lowest energies considered here, and
quickly becomes negligible at higher energies.

In order to assess the contamination of MGRO J1908+06 into the western jet re-
gion, the MGRO J1908+06 model is not included when performing half of the spec-
tral fits of the western jet. This represents the most extreme case of poor modeling of
MGRO J1908+06: when the source is not modeled at all. The resulting effect to the
best-fit parameters and flux points in the western jet region is included in the quoted
values of systematic errors.

For certain fitted parameters, such as the eccentricity and width of the elongated
Gaussian components used to model the jets (see Table 6.3), the distribution was not
broadened by the systematic effects considered here. This is also the case for the
best-fit Galactic coordinates of the jet models. However, we note that these param-
eters may be affected by other systematic effects neglected in the MC approach. In
particular, the source positions are subject to the systematic uncertainty of the point-
ing position of the H.E.S.S. telescopes, which is of the order of 10′′ - 20′′ (Gillessen,
2004).

6.11 Summary and Outlook

In this chapter, we have presented H.E.S.S. observations of SS 433 which have re-
sulted in the first detection of this system by an IACT array, following the first detec-
tion by HAWC. Below we summarize the main results of this analysis:

• Spatially resolved emission from the jets. The H.E.S.S. PSF allows for a first-
ever measurement of the extension and approximate shape of the TeV emission
from the jet lobes.
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• Spectra of the jets measured out to 50 TeV. The flux level is found to be in
agreement with previously reported values from HAWC. No significant evi-
dence for a cutoff in the spectrum is found in either of the jets, meaning that
their spectra likely extend to higher energies. An extension to the measured
spectra above 100 TeV might then be possible via deep exposures with, e.g. the
HAWC outrigger array, the LHAASO experiment or the upcoming CTA obser-
vatory.

• Presence of energy-dependent morphology. This is the first-ever observation
of energy-dependent morphology in the gamma-ray emission of a jetted source.
The location of the TeV emission sites is seemingly moving outwards in the
jets with decreasing energy. This has many implications for the dynamics and
particle acceleration in the jets, which will be discussed in the next chapter.

• Non-detection of time variations. No significant time-dependence of the emis-
sion is found across the system, including the region of Fermi J1913+0515.

• Non-detection of emission from central source. Confirming the picture that
most of the X-ray emission in that region is of thermal nature. Upper limits are
derived, which are almost an order of magnitude more constraining than the
previously published values.

The implications of the H.E.S.S. observations for our understanding of the particle
acceleration in the SS 433 system and the dynamics of the jets are discussed in detail
in Chapter 7.
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Chapter 7

Acceleration Sites and Dynamics in
the SS 433 Jets

This chapter frames the TeV view of SS 433 detailed in Chapter 6 into the broader
context of the non-thermal emission and dynamics of the SS 433 jets and their en-
vironments. The observation of energy-dependent morphology in the TeV emission
of the outer jets allows the identification of their base as the site where electrons are
accelerated to very-high energies, most likely by a shock. The measured flux of each
jet across the EM spectrum is modeled by a combination of the synchrotron and IC
radiation produced by the accelerated electrons, which results in an estimate of the
average magnetic field values. The energy-dependent morphology is then explained
as a combination of the particle cooling times and the advection flow of the jet, which
constrains the jet dynamics and, in particular, results in an estimate of the velocity of
the outer jets at their base.

7.1 Acceleration Sites in the SS 433 Jets

The absence of correlation between the gamma-ray emission, especially at the high-
est energies, and the presence of relatively dense target material needed for pp in-
teractions (see Section 2.3.3) allows us to conclude that the bulk of the gamma-ray
emission is most likely due to relativistic electrons. Additionally, the fact that energy-
dependent morphology is observed indicates that the velocity of the outer jets can-
not have a constant value as high as 0.26c, as in that case adiabatic losses, the loss
timescale of which is energy independent (see Section 1.5.2), would dominate.

The dominant energy loss mechanisms for high energy electrons are then syn-
chrotron and IC cooling (see Section 1.5.1). From equations 1.28 and 1.35, we con-
cluded that for these processes, the most energetic particles have the shortest cooling
timescales. This fast cooling limits the distance around the acceleration site within
which the highest energy electrons can radiate as they stream away, either by diffu-
sive or advective transport. Most attempts to model the TeV emission from the jets
of SS 433 have posited that particles are being accelerated to VHE energies in the
bright X-ray knots (see Section 2.4.2). However, the H.E.S.S. observations detailed in
Chapter 6, and in particular Figure 6.7, reveal that the highest energy gamma-ray are
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observed only close to the base of the outer jets. This means that the acceleration of
the highest energy electrons is occurring not in the X-ray knots, but slightly closer to
the central binary.

In fact, recent X-ray observations (Safi-Harb et al., 2022; Kayama et al., 2022) re-
veal a sharp brightness transition at that location in the base of the outer jets. This
is consistent with the presence of a shock, which would then be responsible for the
acceleration of the particles that cause the TeV and X-ray emission (see Section 1.4).

Despite numerous theoretical and numerical studies on the SS 433 jets and their
interplay with W50 (see Section 2.4), the fact that this surface, at around 25 pc from
the central binary, would host a shock discontinuity has never been predicted. In fact,
there are no observational indications beyond the reappearance of the jets themselves
that attach physical significance to this location. The three-phase shell structure sug-
gested by Konigl, 1983 would provide an explanation for such a feature, although it
would require an alternative explanation for the origin of W50 than the commonly
accepted SNR scenario. This picture would require this shock to be moving very
slowly, in order to have not advanced a large distance during the lifetime of the elec-
trons responsible for the TeV emission (see Section 7.3.1).

7.2 Multi-Wavelength SED

From Figures 1.6 and 1.7 it can be inferred that the same population of electrons will
emit radiation at photon energies ranging between the radio and X-ray regime via
synchrotron radiation and at gamma-ray energies via IC. Thus, in order to estimate
the value of the ambient magnetic field, the gamma-ray data alone is not sufficient,
and multi-wavelength information is needed to cover the synchrotron regime. We
build the multi-wavelength spectral description of the jets of SS 433 by combining
the H.E.S.S. spectra shown in Figure 6.13 with publicly available or published radio,
X-ray and GeV data.

7.2.1 Radio Data

The outer jets have not been detected in the radio band, a range in which the shell of
W50 is instead a bright source (see Section 2.3.1). We use public data from the 11 cm
Effelsberg radio telescope survey (Reich et al., 1984, 1990; Furst et al., 1990) to obtain
the total flux inside the same region as where the gamma-ray spectra was extracted.
This provides an upper limit to the radio flux coming from the jets, as they must at
least be fainter than W50.

7.2.2 X-ray Data

We use publicly available data from the XMM (Brinkmann et al., 2007) and Chan-
dra (Kayama et al., 2022) satellites for the eastern and western jet respectively. The
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FIGURE 7.1: X-ray flux maps and spectra. Top: Chandra (top) and
XMM (bottom) flux maps of the SS 433 regions. The spectral extrac-
tion regions are marked in green for the eastern case and blue for the
western case. Image and data analysis by Naomi Tsuji Bottom: Re-
sulting flux points for each of the jets, before and after the correction

described in the text was applied.

X-ray flux points are extracted from the same spatial regions used for the TeV mea-
surements. The resulting flux maps and flux points are shown in Figure 7.1. Only
data above 2 keV is used in the fit to minimize the contribution of thermal X-ray emis-
sion and the effect of absorption by the interstellar medium. The X-ray data analysis
was performed by Naomi Tsuji . Two corrections were applied to the resulting flux
points:

• Western jet: The observations with Chandra have a relatively small FoV (see
Figure 7.1), which means that the region covered is not exactly the same as
that of the TeV flux points. In order to correct for the missing flux, we apply
a correction factor of 10% derived using the surface brightness of the ROSAT
image of the jets above 2 keV (Brinkmann et al., 2007).

• Eastern jet: The X-ray emission from the eastern jet includes that of the bright

https://orcid.org/0000-0001-7209-9204
https://orcid.org/0000-0001-7209-9204
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lenticular region usually labeled as e2. Due to the absence of a comparable
brightness increase in the highest energy gamma-rays at that location, we con-
clude that this is due to a local enhancement of the magnetic field. Since we are
interested in the average magnetic field of the jets, we subtract the spectrum of
this region as measured by Safi-Harb et al., 2022.

Note that after these corrections are applied, the flux level and spectral behavior
of the overall X-ray emission from each jet are consistent with one another. This,
together with the similarities between the gamma-ray spectra of both jets (see Fig-
ure 6.13) indicates that the electron populations responsible for the emission of the
jets cannot be significantly different between the western and eastern sides.

7.2.3 GeV Data

We use the results from the most recent study using Fermi-LAT data of the SS 433
region (Fang et al., 2020). In this work, the presence of a sub-threshold (∼ 4σ) excess
nearby the large scale western jet is reported. They produce upper limits for both the
western and eastern side, which are used here to constrain the broadband model in
the GeV range.

7.3 Broadband Model

We model the broadband spectral distribution of the jets as a whole by a combina-
tion of synchrotron and IC emission (see Section 1.5.1). We do this using the GAMERA

code (Hahn, 2015; Hahn et al., 2022) introduced in Section 1.5.1.
We assume accelerated electrons are injected constantly over a time tage=10,000 yr

(see Section 7.3.1) with a spectral shape described using a power-law with index
Γe with a spectral cutoff at energy Ec,e (see Equation 3.15). The injected electrons
lose energy due to synchrotron losses in ambient magnetic field B and IC scattering
of soft ambient photons. Both the magnetic field and the energy density of target
soft photons are assumed to be constant within each jet. We use the combination
of an axisymmetric Galactic model for the energy densities of the diffuse interstellar
radiation field (Popescu et al., 2017) and the CMB as the target radiation fields. We
assume a distance of 5.5 kpc, and extract the ambient photons at the location of each
of the jet lobes. Figure 7.2 shows the energy density of ambient photons for each
jet and at the central binary position for reference. The resulting radiation fields for
both jets are relatively similar, with differences on the order of 20% at the largest. The
effect of varying the distance from Earth is also shown in the figure. For a reasonable
range of distances, this effect is also small, well within 10% for most energies.
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FIGURE 7.2: Ambient radiation fields. a: Energy density of the ambi-
ent radiation fields at the location of SS 433 (teal), the east (yellow) and
the west (red) jets assuming a distance of 5.5 kpc to Earth.b: Energy
densities shown in panel a divided by the value for SS 433 in order to
highlight the differences between the two jets. c: Energy densities at
the SS 433 position for different values of the distance to Earth divided

by the curve assuming 5.5 kpc.

The amount of power injected per second is parameterized as a fraction α of the
jet kinetic power, taken to be 1039erg/s. We assume that the injected electron spec-
trum has the same parameters (Γe, α and Ec,e) for both of the jets, but we allow the
ambient magnetic field to differ between the two jets. We fix Γe = 2, motivated by
the measurement of a hard index (∼1.5) in the X-ray spectra at the base of both the
western (Kayama et al., 2022) and eastern (Safi-Harb et al., 2022) outer jets.
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emission (see Section 1.5.1), while high energy photons are produced
due to IC radiation (see Section 1.5.1). The best-fit model for each of
the jets is shown with a solid line. The bottom panels show the resid-

uals for the east (c) and west (d) case.

We fit the models using a maximum likelihood approach to the H.E.S.S. and X-ray
data of the jets, with the GeV and radio observations as upper limits. The resulting
best-fit values of the parameters are presented in Table 7.1. The value of Ec,e is not
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constrained towards higher energies, but must be greater than 200 TeV (68% C.L.).
The amount of power required to reproduce the observed emission is around 0.13%
of the jet kinetic power of 1039 ergs/s. The best-fit magnetic field values are found to
be 19 and 21 µG for the eastern and western jet respectively, in agreement with esti-
mates derived from X-ray observations (Safi-Harb et al., 2022; Kayama et al., 2022).
The resulting broadband spectral model is shown in Figure 7.3 for both jets.

east west shared fixed
Γe 2 2 yes yes

Ec,e (TeV) 630−9370
−430 yes no

α (1.29± 0.03)·10−3 yes no
B (µG) 19±3 21±2 no no

TABLE 7.1: Model parameters. Best-fit values of the injected elec-
tron spectral parameters and ambient magnetic field. The errors cor-
respond to statistical uncertainty. Whether a parameter was fitted si-

multaneously for both jets is indicated by the column "shared".

7.3.1 Age of the Jets

The combination of the injected index required by the X-ray data, the Fermi-LAT
upper limits and the steepness of the H.E.S.S. spectra translate to bounds on the
age of the observed jets, which should be older than 1,000 years, but younger than
30,000, with an age of around 10,000 yr yielding the best agreement with the obser-
vations. This result is consistent with previous theoretical and numerical studies,
which placed the age of the jets in the 10,000-30,000 yr bracket (e.g. Goodall et al.,
2011a; Bowler and Keppens, 2018).
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FIGURE 7.4: Model dependency on total age. Gamma-ray emission
predicted by the model as a function of the total system age compared

to the H.E.S.S. and HAWC flux points and Fermi-LAT upper limits.

Note that an age older than 30,000 would also be incompatible with the radio
upper limit described in Section 7.2.
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7.4 SS 433 as a Cosmic-Ray Source

Given the upper limit on the age of the electrons of t = 30, 000 years and
taking the value of the average Galactic diffusion coefficient to be Dgal =

1028 ( E
1GeV

)1/3
cm2 s−1 (Strong et al., 2007), we can estimate the distance that cos-

mic rays would have covered since escaping from the source as r =
√

4Dgalt. For
proton energies of 1 PeV, this results in ≈0.6 kpc, which is much lower than the low-
est estimate for the distance to SS 433 of 3.8 kpc (Arnason et al., 2021). For cosmic
rays from the system to have reached Earth by today, the age would need to be more
than 40 times older, which is incompatible with the radio and GeV measurements, as
well with the estimates of the age of W50 (e.g. Goodall et al., 2011a; Bowler and Kep-
pens, 2018), or the Galactic diffuse coefficient be significantly smaller above energies
of 100 TeV. This means that even if protons are accelerated in the jets of SS 433, they
are not expected to contribute to the cosmic-ray flux measured on Earth.

7.5 Particle Transport in the Jets of SS 433

The observed energy-dependent position of the gamma-ray emission in the jets of
SS 433 can then be interpreted as a consequence of the combination of particle cooling
timescales and advection with the jet flow, and thus can be used to constrain the
internal dynamics of the outer jets.

7.5.1 A Model for Particle Transport and Cooling

We model this process by implementing a one-dimensional Monte Carlo simulation
which uses GAMERA to calculate the radiation and cooling of particles as they are trans-
ported due to both advective and diffusive flows. The simulation is run from t = 0
to t = tage. At each time-step tstep, electrons are injected at the position z = 0 with a
spectral shape described by a power-law with a spectral cutoff. Particles then suffer
radiative losses due to the magnetic field and soft radiation field, which are assumed
to be spatially constant, which leads to a change in the electron spectrum at each tstep.
Particles are shifted in the z direction by the combination of two effects:

• Diffusion: implemented as a random Gaussian smearing with scale
√

2Dtstep

where D = D100
( E

100TeV

)1/3
is the diffusion coefficient.

• Advection: in a flow described by a spatially-dependent velocity v(z). Note
that whereas diffusion happens in both increasing and decreasing z directions,
advection only happens in one direction, given by the sign of v(z).

When t reaches tage the result is a two-dimensional distribution of the number of
electrons as a function of their energy and position along the z direction. Electron
packets that were injected earlier on the simulation time have suffered more cooling
and are also further away from the injection location than freshly injected ones.
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Using the electron distribution as input, we use GAMERA again to derive the radia-
tion spectrum, which depends on photon energy and position along the z direction.
This allows to construct a prediction of the observed flux for any chosen energy range
as a function of distance to the injection position.

7.5.2 Application to SS 433

We apply this model to the case of the jets of SS 433, aiming to reproduce the mea-
sured flux profiles shown in Figure 6.12. We use the best-fit injected electron spec-
trum parameters and magnetic field presented in Table 7.1, as well as the ambient ra-
diation fields shown in Figure 7.2. We consider different values of the magnetic field
and also different radiation fields for each jet. However, this differences are rather
minor, leading to very similar conditions for both jets. We use a total tage=10,000 yr
and a tstep=4 yr, chosen to be smaller than the shortest particle cooling timescale (see
below).

Relevant Timescales

The resulting particle cooling timescales (see Equations 1.28 and 1.35) for both the
eastern and western jet are shown in Figure 7.5. The relatively high values of B
derived from the multi-wavelength fit result in the cooling being dominated by syn-
chrotron emission for all electron energies. The fact that this is the main channel of
energy loss can also be inferred from the difference in flux between the synchrotron
and IC components of the spectra shown in Figure 7.3.

We derive the acceleration timescale assuming shock acceleration (see Equa-
tion 1.21) and parameterize the efficiency of this acceleration using a parameter η (see
Equation 1.22). The resulting acceleration times for several values of η are shown as
dotted lines in Figure 7.3. The energy at which the total cooling timescale crosses the
acceleration time represents the maximum achievable electron energy.

The fit to the multi-wavelength data (see Table 7.1) resulted on a best-fit value for
the energy cutoff of the electron spectrum of 600 TeV or higher. This range is marked
with the gray shaded area in Figure 7.5, an implies values of η > 0.1.
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FIGURE 7.5: Cooling and acceleration timescales. Cooling timescale
as a function of electron energy for due to IC (yellow), synchrotron
(blue) and total (black dashed) for the eastern (left) and western (right)
jets. Dotted lines display the acceleration timescales for different val-
ues of η. The electron energy range allowed by the data for the cutoff

energy of the electron spectrum is indicated with a gray band.

From Electron Energies to Gamma-Ray Energies

We can determine which electron energies contribute to the three different energy
ranges considered in Figures 6.7 and 6.12 given the dominant radiative losses. This is
shown in Figure 7.6. As can be seen in the figure, photons above 10 TeV are produced
in the most part by electrons with energies above 50 TeV. These electrons will cool on
timescales of around 400 yr. From the energy-dependent morphology revealed by the
TeV emission, we can infer that these electrons do not make it further than ∼15 pc
from the acceleration site. That places a back-of-the-envelope upper limit on the jet
flow of around 0.1c. Similarly, the fact that lower-energy electrons were carried by
the jet flow before they had time to radiate the bulk of their energy away and produce
photons in the 2.5-10 TeV range, can be used to place a lower limit on the jet velocity.
We can combine these constraints by fitting the result from the model to the TeV data
in order to obtain a measurement of the jet velocity at the base of the outer jets.
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In this application, the coordinate z corresponds to the distance from the base of
the outer jets, located at around 25 pc from the core in each side. The jet base, so
z = 0, will also be the site where particles are injected in each time-step, as motivated
in Section 7.1.

7.6 Revealing the Jet Dynamics

From long baseline radio observations (Goodall et al., 2011b; Sakemi et al., 2021), it
is known that the jets have decelerated significantly by the time they reach the edge
of the W50 shell. However, details on how this deceleration happens are largely
unclear. The H.E.S.S. results can be used to shed light on the jet dynamics, using the
relative positions of the gamma-ray excesses at different energies.

We parameterize the velocity in the outer jets as vjet(z) = v0 · Λ(z), where v0 is
the velocity at their base. The factor Λ(z) represents the shape of the velocity profile
along the jet axis. We compare two different scenarios:

• Constant velocity: The flow of the jet has constant velocity along the z direc-
tion, so Λ(z)=1. Note that this scenario is difficult to reconcile with the ob-
served opening angle of the jet in the X-ray images. In this case, adiabatic
losses need to be included in the model due to the change in jet density as it
expands. This is done by adding an adiabatic cooling term (see Equation 1.44)
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to the model described in Section 7.5. The cooling timescale is now a function
of the position in the z direction, with particles cooling faster near the base of
the jets than further out. Figure 7.7 shows the cooling and acceleration times
at two z locations along the eastern jet including adiabatic losses for different
values of the jet velocity. Note that z = 0 pc corresponds to the base of the outer
jets, located approximately 25 pc away from the jet launch site.
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FIGURE 7.7: Cooling and acceleration times including adiabatic
losses. The lines represent the same quantities as in Figure 7.7 for
the eastern case with the addition of the adiabatic loss timescale for
different values of the jet velocity. The left panel corresponds to a lo-
cation 1 pc away from the base of the outer jets, whereas the right
panel shows the timescales for a location further out, a total of ∼50 pc

from the central binary system.

• Smooth deceleration: We use the only publicly available X-ray image of both
jets by the ROSAT satellite (Brinkmann et al., 1996; Safi-Harb and Ögelman,
1997) and the fact that the opening angle of a jet is inversely proportional to its
Mach number M= vjet/cs. We assume the jet axis to be perpendicular to the line
of sight, not far from the true angle φ ≈ 80◦(Roberts et al., 2010). The opening
angle of the jet can then be estimated as a function of distance to its base in an
axis that joins both jets via the central binary. We then take the inverse square to
motivate the shape of the velocity profile Λ(z). The resulting velocity profile is
shown in Figure 7.8, smoothed with the H.E.S.S. PSF. Variations of this profile
on scales smaller than the H.E.S.S. resolution will not affect the result. Note
that the eastern and western jets are expanding into slightly different ambient
conditions, as the Galactic plane lies a few degrees away from the western jet.
This is usually invoked to explain the different jet length from each side, as well
as the faster deceleration on the western side (e.g. Goodall et al., 2011a). This
deceleration profile assumes that the density of the jet remains constant, which
means that there are no adiabatic losses (see Equation 1.41). This assumption
is consistent with the presence of a shock at the base of the outer jets, as the
post-shock flow would then be incompressible.
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FIGURE 7.8: Deceleration profiles. Shape of the deceleration profile
Λ(z) derived as described in the text for the western (red line) and

eastern (blue line) jets.

With the framework and parameters described above, the only two remaining
quantities that need to be determined are the values of the velocity at the base of
the outer jets, v0 and the diffusion coefficient D100. We assume both values to be the
same for both of the jets. We fit the prediction of the model to the gamma-ray profiles
shown in Figure 6.12 for both values of Λ(z) using a maximum likelihood approach.

7.6.1 Favoring Deceleration

The likelihood profiles for the v0 parameter for the constant velocity case and the
case assuming deceleration are shown in Figure 7.9. As can be seen, the deceleration
is weakly preferred by the data, with a difference of TS of around 4. However, note
that the best-fit velocity resulting in the case where the velocity is kept constant of
v0 = 0.045± 0.01c is twice the value of the upper limit set by the long baseline radio
observations of 0.023c (Goodall et al., 2011b; Sakemi et al., 2021). This means that
the jets would need to decelerate rather abruptly in the region where no gamma-ray
emission is detected.
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lihood profiles from the fit assuming a constant velocity profile (red)
and the deceleration profile shown in Figure 7.8. The value of v0 at
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the parabola reflects the statistical uncertainty on this value.

Given that it is weakly preferred by the data and it presents a more physical
picture, we favor the scenario in which the jets decelerate smoothly. Note that this is
naturally connected to the observed increase of the spread in the X-ray images of the
jets.

7.6.2 Estimate of the Jet Velocity Assuming Deceleration

Setting Λ(z) to the profiles shown in Figure 7.8, we find the best values for the ve-
locity at the base of the jets and the diffusion coefficient. The best-fit value of the
diffusion coefficient is D100 = (2.3± 1.4) · 1028 cm2 s−1. This is around an order of
magnitude lower than the average Galactic diffusion coefficient (Strong et al., 2007),
and an order of magnitude higher than the diffusion coefficient measured by the
HAWC observatory around Galactic pulsars (Abeysekara et al., 2017). That the dif-
fusion coefficient is smaller than the Galactic average is justified, since the magnetic
field is stronger than the Galactic average and the jet is turbulent.

For a magnetic field B = 20 µG, the value of the Bohm diffusion coefficient at
100 TeV is DB = 1.7 · 1026 cm2 s−1 (see Equation 1.22) . The best-fit value for the
diffusion coefficient is thus found to be around a hundred times larger than the Bohm
diffusion coefficient, meaning η > 0.01. This lower bound on η is compatible with
the one found by comparing the cutoff electron energy with the intersection of the
cooling and acceleration timescales (see Section 7.5.2, in particular Figure 7.5).
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The best-fit value of the velocity is found to be v0=0.08± 0.03stat±0.01systc. The
systematic errors are derived from the choice of parameters for the injected electron
spectrum (see Section 7.6.3). The spatial profiles resulting from these parameters are
shown in Figure 7.10, together with the TeV data presented in Section 6.6.3.
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The inferred velocity at the base of the outer jets is a fraction vjet/v0 = 0.31 ±
0.12stat ± 0.04syst of the value of the jet velocity at launch. This value is compatible
with the post-shock conditions of a mildly sub-relativistic shock (e.g. Landau and
Lifshitz, 1987; Kirk and Duffy, 1999). This finding supports the picture in which
a shock located at the base of the outer jets is responsible for the highly energetic
electrons via relatively efficient (η > 0.1) particle acceleration. This shock scenario is
also supported by the spatial coincidence between the position of the highest energy
gamma-ray emission and the location of the recently reported sharp X-ray transitions
(Safi-Harb et al., 2022; Kayama et al., 2022).
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7.6.3 Impact of the Injected Spectrum on the Jet Velocity.

To assess the impact on the value of v0 of the choice of injected electron spectrum pa-
rameters and magnetic field, we define a 2D grid with the values of Γe and log10(Ec,e)

in steps of 0.05 for both parameters. Fixing the value of those parameters, we
fit the remaining free parameters (magnetic field and normalization) to the multi-
wavelength data shown in Figure 7.3. We select all the models defined by the in-
terior of the 2σ likelihood surface in the Γe and log10(Ec,e) space. For each of these
models, we find the best-fit value of v0 by fitting the gamma-ray profiles shown in
Figure 7.10 with the value diffusion coefficient fixed to the best-fit value. The left
panel of Figure 7.11 shows the likelihood profiles for each of these models, with the
overall best-fit model highlighted in red. Note that, unlike in the case of the best-fit
model shown in Figure 7.3, the fit here is only performed to the H.E.S.S. data. That is
why the overall best fit model is not the one that minimizes the likelihood. However,
the overall best-fit model lies within 1σ of the actual minimum. The right panel of
Figure 7.11 shows the distribution of the best-fit value of v0 for the considered mod-
els. As can be seen, the statistical uncertainty band is wide enough to contain all the
possible values of the velocity derived with different parameters.
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FIGURE 7.11: Systematic uncertainties on the velocity estimation.
a: Likelihood profiles of the velocity parameter for each of the con-
sidered combination of magnetic field and electron spectral parame-
ters. The red solid line shows the overall best-fit model resulting from
the fit to multi-wavelength data, whereas the black solid line shows
the best-fit model when only H.E.S.S. data is considered. b: Distribu-
tion of the best-fit value of v0 for all the considered values of magnetic
field and electron spectral parameters. The black dashed line and grey
band denote the best-fit value and statistical uncertainty of the veloc-
ity for the model selected using multi-wavelength data, also specified
in the top right corner. The red line shows the fit of a Gaussian to the

histogram, where the fitted width is indicated in the top left corner.
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7.7 Summary and Outlook

This chapter presents an interpretation of the results presented in Chapter 6 by
putting the TeV view of the system into the larger context of the non-thermal emis-
sion from the jets of SS 433 and their dynamics. The main conclusions are summa-
rized below:

• Identification of the acceleration sites. In order to explain the observed
energy-dependent morphology, the bulk of particle acceleration must be tak-
ing place at the base of the outer jets and not in the X-ray knots as previously
thought (see Section 2.4.2).

• Most of emission is of leptonic origin. The absence of dense target material at
the acceleration sites (see Section 2.3.3) and the observed energy morphology
indicate that the bulk of the gamma-ray emission is produced by high energy
electrons.

• Absence of cutoff in the electron spectrum. No statistically significant cutoff
is found in the electron spectrum, with an upper bound placed at 600 TeV. In
order to reach these energies, the acceleration needs to be relatively efficient
(η > 0.1, see Equation 1.19). That the jets of SS 433 form a shock that accelerates
particles with high efficiencies has far-reaching implications for extra-galactic
jets such as those of radio galaxies, which are considered potential sources of
the most energetic cosmic rays in the Universe.

• Estimate of the magnetic field in the jets. The value of the average magnetic
field in the western and eastern jet is found to be 21 and 19 µG respectively,
in accordance with previously derived values using only X-ray data. This rela-
tively high value results in the main channel of energy loss being synchrotron
radiation.

• Weak preference for decelerating flow. The presence of deceleration in the
section of the jet that is a gamma-ray source is weakly preferred by the data.
This is also supported by the observed spread of the jets and the fact that the
resulting best-fit velocity assuming constant velocity is a factor of 2 higher than
the upper limit set by long-baseline radio observations.

• Estimate of the jet velocity. Assuming a deceleration profile motivated by the
observed lateral spread of the jets, we are able to estimate the velocity at the
base of the outer jets to be v0=0.08± 0.03stat±0.01systc.

• Evidence for shock acceleration. The ratio between the jet velocity at launch
of 0.26c and the estimate of the jet velocity at the base of the outer jets is consis-
tent with a mildly sub-relativistic shock with compression ratio 0.31± 0.12stat±
0.04syst located at the base of the outer jets. The discovery of a sharp disconti-
nuity at that location via recent X-ray observations supports this picture. Note
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that this shock would need to be quasi-stationary and not have moved much in
the lifetime of the TeV-emitting electrons.

• Similarities between the jets. We find that the properties of the non-thermal
emission from the jets of SS 433 can be described in a fully consistent way be-
tween the eastern and western jets by only taking into account the faster de-
celeration on the western side due to the vicinity of the Galactic plane, which
results in a shorter jet on the western side. Even when the parameters of each
jet are allowed to differ, the resulting values are consistent with one another,
such as the values of the magnetic field.

• Constraints on the age of the system. The electrons responsible for the ob-
served TeV emission need to be older than 1,000 years and younger than around
30,000. This places limits on the age of the system as well, and allow us to con-
clude that even if hadronic particles are being accelerated in the jets of SS 433,
they would diffuse towards Earth too slowly to significantly contribute to the
cosmic ray flux.

These results resolve some of the longstanding issues of the SS 433 jets but also
create new questions. The surface located at∼25 pc from the core has been identified
as the location of particle acceleration to very high energies, yet the reasons why that
location is of special physical significance are not understood. Dedicated simulations
of the jets of SS 433 and their interaction with the ambient medium that include not
only the shell of W50 but perhaps a third phase due to e.g. a bubble created by the
equatorial wind (see e.g. Konigl, 1983) might be able to shed light on this issue. Deep
X-ray observations using an instrument with a wide FoV and high spatial resolution,
such as the eROSITA satellite (Predehl et al., 2021), might be able to even image
this bubble, were it to exist. Additionally, observations that extend the gamma-ray
spectra of the jets to higher energies, such as those that will be probed by the CTA
or the SWGO, would be able to further constrain the maximum energy at which
particles are accelerated in the system, which has implications for the acceleration of
cosmic rays in radio galaxies.
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Chapter 8

Joint Analysis of SS 433 using
H.E.S.S. and HAWC Data

The jets of SS 433 were first identified as sources of TeV gamma-rays by the HAWC
observatory (henceforth referred to simply as HAWC) in 2018 (Abeysekara et al.,
2018), as mentioned in Section 2.3.6. Because HAWC continuously surveys a large
fraction of the sky (see Section 3.4.1), the amount of observation time of the SS 433
region by HAWC has almost doubled since its discovery. This chapter presents an
updated analysis of the HAWC data of this region using the framework described
and validated in Chapter 5, as well as a joint analysis of this and the H.E.S.S. data
presented in Chapter 6. Note that this is the first joint analysis using H.E.S.S. and
HAWC data besides the proof of concept shown in Chapter 5. This is made possible
by the existence of a common data format and analysis tool. The results shown in this
chapter are preliminary and will require further checks, including, most importantly,
a careful determination of the systematic uncertainties.

8.1 Revisiting SS 433 with HAWC

The data presented here were taken between June 2015 and January 2021 and in-
clude, after data quality cuts (see Chapter 5), a total of 1894 transits of the SS 433
region across the sky above HAWC. For reference, the data used in the analysis that
claimed the detection of SS 433 (see Section 2.3.6) included 1017 transits, ranging
between November 2014 and December 2017. The reason why the current data se-
lection starts at a later point in time is that this analysis makes use of the energy es-
timation techniques described in Section 3.4.1 and in Abeysekara et al., 2019. These
algorithms are only validated for the time period starting when the array was fully
built, which was in June 2015.

The use of the data set that has been reconstructed with an algorithm that in-
cludes energy estimation has the advantage that energies are measured on an event-
by-event basis, which results in better energy resolution. In exchange, the data qual-
ity and background rejection cuts are slightly harder, leading to a reduced exposure
when selecting the same time interval. In the analysis presented in this chapter, the
neural network (NN) (see Abeysekara et al., 2019) energy estimator is used.
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Another difference with respect to the already published analysis of the SS 433 re-
gion is that the pipeline employed to reconstruct the data has improved significantly
since (Yun Carcamo et al., 2022), an upgrade that is referred to as Pass 5. This in-
cludes improvements to the energy reconstruction, the direction reconstruction and
the background rejection. For these reasons, it is worth revisiting the SS 433 region
using this expanded and improved data set.

8.1.1 Data Reduction

The data reduction, background modeling and high level analysis are carried out
using Gammapy as described in Section 3.5 and extensively in Chapter 5. The whole-
sky reconstructed data are stored in event lists (see Section 4 of Chapter 5), which
are also used to build a background model (see Section 5 of Chapter 5). Events in
a square of 6◦ by 6◦ centered on the position of SS 433 are selected and binned into
a WCS sky-map with square spatial bins of 0.02◦ width. The energy axis has 12
logarithmically-spaced bins between 0.316 TeV and 316 TeV defined in Table 3.3.

Because of the relatively poor angular resolution and background rejection in the
low fHit bins (see Table 3.2), the analysis presented here is restricted to fHit bins 3 and
above as defined in the table, that is, only events that trigger more than ∼ 16% of the
array. Note that in the Pass 5 reconstruction the fHit bin nomenclature has changed
due to the addition of a new bin for events triggering less than 6% of the array, which
shifts the identifiers by one. However, for consistency with Chapter 5, which used
the Pass 4 reconstruction, we will keep the old nomenclature and refer to Table 3.2
for clear definitions of the bin edges.

The product of the data reduction is, analogously to the H.E.S.S. analysis de-
scribed in Chapter 6, a Gammapy MapDataset1 that bundles the measured counts,
expected background and IRFs. The main difference with respect to that analysis is
that in this case, there is one such data set per fHit bin, that is, a total of seven.

These fHit data sets are independent and need to be fit jointly when construct-
ing significance maps or performing the spectro-morphological (or "3D", see Sec-
tion 3.5.5) analysis. All the significance maps shown in this chapter were derived
with a model assumption (see Section 3.5.2), which is the combination of a point-
source spatial model (see Equation 3.17) and a power-law spectral model (see Equa-
tion 3.14) with an index of 2.

8.1.2 Modeling MGRO J1908+06

As mentioned in Section 6.3, the nearby bright extended source MGRO J1908+06
needs to be carefully modeled in order to disentangle its contribution to the region
of the jets of SS 433. For the first iteration, MGRO J1908+06 is modeled in the same

1https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.
datasets.MapDataset

https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.datasets.MapDataset
https://docs.gammapy.org/1.0/api/gammapy.datasets.MapDataset.html#gammapy.datasets.MapDataset
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way as it was done in Section 6.3, assuming a Gaussian spatial shape and a log-
parabola spectral distribution. However, as can be seen in Figure 8.1, the Gaussian
spatial shape doesn’t describe the morphology of the emission sufficiently well in this
case. For this reason, we assume instead a generalized Gaussian function (i.e. Equa-
tion 3.18 with χ not fixed to 0.5) for the spatial distribution and repeat the fit. The
result is shown in Figure 8.2. As can be seen, the description of the MGRO J1908+06
region has improved.
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FIGURE 8.1: Significance map before and after modeling and sub-
tracting MGRO J1908+06 using HAWC data and a Gaussian spatial
model. The figure shows the statistical significance of the gamma-ray
excess measured in the full FoV before (a) and after (b) fitting and
subtracting the emission from the nearby source MGRO J1908+06 as-
suming a Gaussian spatial model. The solid white contours show the
radio emission from the surrounding nebula W50 measured by the

Effelsberg telescope (Reich et al., 1984, 1990; Furst et al., 1990).

42° 41° 40° 39° 38°

0°

-1°

-2°

-3°

-4°

Galactic Longitude (J2000)

Ga
la

ct
ic 

La
tit

ud
e 

(J2
00

0)

a

42° 41° 40° 39° 38°

0°

-1°

-2°

-3°

-4°

Galactic Longitude (J2000)

Ga
la

ct
ic 

La
tit

ud
e 

(J2
00

0)

b

-2.5

0.0

2.5

5.0

7.5

Si
gn

ifi
ca

nc
e

-2.5

0.0

2.5

5.0

7.5

Si
gn

ifi
ca

nc
e

FIGURE 8.2: Significance map before and after modeling and sub-
tracting MGRO J1908+06 using HAWC data and a generalized Gaus-
sian spatial model. The figure shows the same quantities as Figure 8.1
but when modeling the spatial properties of MGRO J1908+06 using a

generalized Gaussian model.
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φ0 Γ β
(10−13 TeV−1 cm−2 s−1)

spectral 2.17± 0.07stat. 2.29± 0.02stat. 0.15± 0.01stat.

l b r0 χ
(deg) (deg) (deg)

spatial 40.40± 0.02stat. −0.82± 0.02stat. 0.42± 0.01stat. 0.94± 0.01stat.

TABLE 8.1: Results of the spectro-morphological fit to
MGRO J1908+06 using HAWC data. Best-fitting photon spec-
tral and spatial parameters from the fit to the HAWC data. φ0 is
the amplitude at the reference energy E0 = 7 TeV. Γ is the spectral
index and β the curvature parameter (see Equation 3.16). The best-fit
position in Galactic coordinates are given by l and b. r0 and χ are the

shape parameters of the generalized Gaussian (see Equation 3.18).

The parameters of the resulting best fit model can be found in Table 8.1. Note that
the errors quoted are statistical only.

8.1.3 The SS 433 Region

The HAWC observations reveal two gamma-ray excesses structures consistent with
the X-ray emission of the outer jets, as can be seen in Figure 8.3. The jets are detected
with a statistical significance of 4.8σ and 6.5σ for the eastern and western sides re-
spectively. The significance peaks around the location of the w1 and e1 regions.

This is consistent with the results reported in Abeysekara et al., 2018 (see Fig-
ure 2.12) for the western jet. However, the eastern excess has changed significantly
with respect to the previous result. The significance has decreased, which can be ex-
plained in part by the differences between the data set used for the 2018 result and the
one used here, but also the peak of the significance seems to have shifted away from
the e2 region and closer to e1. This could be due to multiple possible factors, includ-
ing statistical fluctuations or the combination of the energy-dependent morphology
observed with the H.E.S.S. data set (see Section 6.6) and the different sensitivity as a
function of energy of the analysis presented here with respect to the one from Abey-
sekara et al., 2018. A detailed comparison of the sensitivity of both analyses is thus
needed to verify that the results are consistent with one another, which will be carried
out as future work.
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FIGURE 8.3: Significance map of the SS 433 region using HAWC
data. The figure shows the statistical significance of the gamma-ray
excess measured in the SS 433 region after the fitting and subtraction
of the emission from the nearby extended source MGRO J1908+06.
The solid cyan contours show the X-ray emission measured by the
ROSAT satellite (Brinkmann et al., 1996; Safi-Harb and Ögelman,
1997). The locations of the X-ray regions w1, w2, e1, e2 and e3 are

marked with white crosses.

We model the emission of the jets using two components with a combined point-
source spatial model and a power-law spectral model. The best-fit spatial model
and the residual significance after subtracting it can be seen in Figure 8.4. Given the
angular resolution of HAWC, a simple point-like spatial model describes the data
sufficiently well. The best fit positions for the eastern and western components are
given in Table 8.2, together with the best-fit spectral parameters.

The presence of a cutoff in the spectrum (see Equation 3.15) is weakly favored
by the data compared to the power-law assumption by 2.8σ and 1.9σ for the eastern
and western jets respectively. A curved shape for the spectrum was also tested (see
Equation 3.16), which is also weakly favored by the data compared to the power-law
assumption by 2.5σ and 1.8σ for the eastern and western jets respectively. Given that
none of these values reach the 3σ threshold, we keep the power-law description for
simplicity.
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FIGURE 8.4: Model and residual of the jets using HAWC data. The
figure shows the predicted counts in the highest fHit bin from the best-
fit model that includes the MGRO J1908+06 component and the jets (a)
as well as the significance map of the entire data set after subtracting

these two components (b).

The resulting best-fit spectral models and flux points are shown in Figure 8.5 for
both jets. Note that the measured flux at 20 TeV is in agreement with the previous
value reported in Abeysekara et al., 2018. As it was the case for the H.E.S.S. view of
the jets, spectral properties of the eastern and western jet are remarkably consistent
with one another.

l b φ0 E0 Γ
(deg) (deg) (10−15 TeV−1· cm−2· s−1) (TeV)

east 39.82± 0.03stat. −2.67± 0.03stat. 3.72± 0.43stat. 7 2.51± 0.07stat.

west 39.59± 0.03stat. −1.94± 0.03stat. 4.57± 0.86stat. 7 2.48± 0.09stat.

TABLE 8.2: Results of the spectro-morphological fits to the spectra of
the jets using HAWC data. The best-fit positions for the point-source
models are given in Galactic coordinates (l, b). E0 is the reference en-
ergy for the best-fit power-law, φ0 is the amplitude at E0 and Γ is the

index.

The lowest energy bin at which a flux point is measured starts at 10 TeV for the
eastern jet and ∼6 TeV for the western jet. This means that most of the emission seen
by HAWC is from energies above these values. Because of this, the fact that most of
the emission in Figure 8.3 is observed to come from the locations e1 and w1 at the base
of the jets is consistent with the picture of the energy-dependent locations revealed
by the H.E.S.S. data (see Figure 6.7).
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FIGURE 8.5: HAWC spectra of the jets. Best-fit spectral model from
the 3D modeling of the eastern (a) and western (b) jets. The shaded
areas and flux points include only statistical uncertainties. The previ-
ously measured flux is shown as well (Abeysekara et al., 2018). The

spectra from both jets is shown in panel c for easy comparison.

Comparison with the H.E.S.S. Analysis

Figure 8.6 compares the spectra of the jets measured with HAWC to what was mea-
sured using H.E.S.S. data (see Figure 6.13). For the eastern jet, the best-fit index of
the power-law differs significantly (see also Tables 8.4 and 8.2). This is likely heavily
influenced by the very constraining upper limit at around 100 TeV. Further checks are
needed in order to verify that the limit placed in that energy range is a robust esti-
mate, given its difference with respect to the limit at that energy range in the western
side. However, note that the flux points and upper limits of both jets are in remark-
able agreement, especially taking into account that the HAWC results do not include
systematic errors.
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FIGURE 8.6: H.E.S.S. and HAWC spectra of the jets. Resulting best-
fit spectral model from the 3D modeling of the eastern (a) and western
(b) jets. Note that only the H.E.S.S. result includes systematic erros,

shown with a lighter color band.
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8.2 Joint Analysis using H.E.S.S. and HAWC Data

The existence of the analysis framework developed and presented in Chapter 5 en-
ables the exporting of data from the HAWC observatory to the standard format,
which can then be analyzed using Gammapy, as shown in the section above. At this
stage, performing a joint fit with data from another gamma-ray instrument which
also has been exported to the right format becomes a trivial task (see Section 8 of
Chapter 5). Such a joint analysis, using the H.E.S.S. data introduced in Chapter 6 and
the HAWC data described above, is presented in this section. Note that the results of
this analysis are preliminary, and further studies are needed, in particular a careful
estimate of systematic uncertainties. Despite this caveat, the results presented here,
which constitute the first joint H.E.S.S. and HAWC analysis, are still of relevance,
as they highlight the importance of the synergy between wide-field detectors and
IACTs and the power of the existence of a shared data format and tools.

The reduction of the H.E.S.S. data used in this section was carried out exactly as
described in Section 6.2, with the only difference that the spatial binning of the maps
has been downsampled to square spatial bins of 0.02◦width to match the HAWC data
sets and the energy bins have been modified to be aligned with the HAWC energy
bins (see Table 3.3).

8.2.1 Modeling MGRO J1908+06

We model MGRO J1908+06 assuming a generalized Gaussian spatial shape and a log-
parabola spectral distribution. This model is fit jointly to both the H.E.S.S. data set
and each of the HAWC data sets, each corresponding to one fHit bin. The resulting
best-fit parameters are presented in Table 8.3. Note that the errors quoted are only
statistical.

As in the previous section, we compute significance maps before and after sub-
tracting the MGRO J1908+06 component in order to visually assess the quality of the
fit. This is shown in Figure 8.7, which shows the significance map of the entire FoV.
Even after subtracting the MGRO J1908+06 model, the outer jets of SS 433 are clearly
detected.

Note that the MGRO J1908+06 region is still not perfectly modeled, with an excess
of around 6σ remaining after subtracting the best-fit model. This means that the
relatively simple spatial description used is not enough to characterize the emission
of MGRO J1908+06 in the joint data set. Nevertheless, this excess is spatially distant
from the jets and relatively weak, so for the remaining of this chapter, we neglect its
contribution to the SS 433 region.
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φ0 Γ β

(10−13 TeV−1· cm−2· s−1)

spectral 1.97± 0.06stat. 2.37± 0.02stat. 0.95± 0.01stat.

l b r0 χ

(deg) (deg) (deg)

spatial 40.44± 0.01stat. −0.77± 0.01stat. 0.47± 0.01stat. 0.99± 0.01stat.

TABLE 8.3: Results of the spectro-morphological fit to
MGRO J1908+06 using H.E.S.S. and HAWC data. Best-fit pho-
ton spectral and spatial parameters from the joint fit to the H.E.S.S.
and HAWC data. Quantities are equivalent to those shown in

Table 8.1.
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FIGURE 8.7: Significance map before and after modeling and sub-
tracting MGRO J1908+06 using H.E.S.S. and HAWC data. The figure
shows the same quantities as Figure 8.2 but for the joint analysis of

H.E.S.S. and HAWC data.

8.2.2 The SS 433 Region

The joint analysis reveals two gamma-ray excesses structures consistent with the X-
ray emission of the outer jets, as can be seen in Figure 8.8. The jets are detected with a
statistical significance of 8.8σ and 8.3σ for the eastern and western sides respectively.
The significance peaks around the location of the w1 in the western side and between
the e1 and e2 regions for the eastern side. This is consistent with what was observed
in the separate analyses shown in Figures 6.5 and 8.3.

A detailed study of the relative contributions of each data set to the different
energy ranges of the joint fit is needed in order to make a detailed interpretation of
the morphology of the emission shown in the figure. However, given that the HAWC
emission seemed to arise closer to the base of each jet (see Figure 8.3), and that the
HAWC data set is most sensitive to energies above ∼ 10 TeV (see Figure 8.5), the
map shown in Figure 8.8 follows what would be expected given the H.E.S.S. result
and the energy-dependent morphology found in the H.E.S.S. analysis.
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FIGURE 8.8: Significance map of the SS 433 region using H.E.S.S.
and HAWC data.. The figure shows the statistical significance of
the gamma-ray excess measured in the SS 433 region after the fit-
ting and subtraction of the emission from the nearby extended source
MGRO J1908+06 in the joint analysis. The contours and markers are

the same as in Figure 8.3.

We model the jets using a combined spectro-morphological model made up of a
power-law for the spectral component and an elongated Gaussian with the angle
fixed to that of the jets for the spatial model, following the result of the H.E.S.S.
only analysis (see Section 6.5). The best-fit parameters for the spectral and spatial
components are shown in Tables 8.4 and 8.5 respectively.

φ0 E0 Γ
(10−15 TeV−1· cm−2· s−1) (TeV)

east 3.39± 0.45stat. 7 2.22± 0.08stat.

west 2.75± 0.42stat. 7 2.17± 0.10stat.

TABLE 8.4: Results of the power-law fits to the spectra of the jets
using H.E.S.S. and HAWC data. Best-fitting photon spectral parame-
ters from the fit to the H.E.S.S. data with a power-law model. E0 is the
reference energy, φ0 is the amplitude at the reference energy and Γ is

the index.

The prediction of the best-fit model for the data set corresponding to the highest
fHit bin is shown in Figure 8.9, together with the significance map computed jointly
for both data sets after subtracting this model. As can be seen, besides the excess
in the MGRO J1908+06 region mentioned above, there are no significant excesses,
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l b σmaj σmin θ
(deg) (deg) (deg) (deg) (deg)

(pc) (pc)
east 39.87± 0.01stat. −2.69± 0.02stat. 0.15± 0.02stat. 0.04± 0.01stat. -19

15.2± 1.7stat. 3.9± 1.2stat.

west 39.57± 0.01stat. −1.87± 0.02stat. 0.11± 0.02stat. 0.05± 0.02stat. -19
11.5± 1.6stat. 4.7± 1.5stat.

TABLE 8.5: Results of the elongated Gaussian fits to the morphol-
ogy of the jets using H.E.S.S. and HAWC data. Best-fitting spatial
parameters from the fit of an elongated Gaussian model. The center
position in Galactic coordinates is given by l and b. The major and
minor axis 1σ radius is given by σmaj and σmin respectively, with the
corresponding physical size calculated for a distance of 5.5kpc (Blun-
dell and Bowler, 2004). The angle with respect to the constant Galactic

longitude axis θ is frozen in the fit.

meaning the models of the jets are adequate. The resulting best-fit parameters are
compatible with those found with only H.E.S.S. data presented in Table 6.3.
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FIGURE 8.9: Model and residual of the jets using H.E.S.S. and
HAWC data. The figure shows the predicted counts in the highest fHit
bin HAWC from the best-fit model that includes the MGRO J1908+06
component and the jets (a) as well as the significance map of the joint

data set after subtracting these two components (b).

The resulting joint spectral model is shown in Figure 8.10, together with the result
of the individual analyses of the H.E.S.S. and HAWC data. As can be seen, the joint
fit is compatible with both the individual analyses, with the exception of the very
constraining HAWC upper limit at around 100 TeV mentioned above, a discrepancy
which needs to be further studied. Similarly to the individual H.E.S.S. and HAWC re-
sults, the spectral properties of both jets are remarkably consistent with one another,
especially considering that only the H.E.S.S. result includes systematic uncertainties.
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For the fit presented here we have assumed a spectral power-law shape and not
tested any other assumptions, such as the presence of curvature or a spectral cutoff.
Due to its increased statistics and energy coverage, the combined analysis is more
sensitive to the presence of spectral features. However, differences in the energy scale
of the two instruments can also artificially introduce such features. For this reason,
systematic checks need to be conducted beforehand in order to properly be able to
assess the significance of any differences in spectral shape observed with respect to
the single instrument analyses.

8.3 Summary and Outlook

This chapter presents an updated analysis of the HAWC data of the jets of SS 433,
making use of improved reconstruction algorithms with respect to those employed
in Abeysekara et al., 2018. This data set, reduced and analyzed using Gammapy via
the framework presented in Chapter 5, was then analyzed jointly with the H.E.S.S.
data presented in Chapter 6. These results are preliminary, and some more careful
investigations, including in the characterization of MGRO J1908+06, are needed in
order to present a complete picture of the region using this data set.

Despite these caveats, the results presented here show remarkable agreement
with the study carried out using only H.E.S.S. data, and highlight the power of com-
bined analyses between different instruments. Consistent spectra between the east-
ern and western jet is found in all three of the analyses. This supports the picture
of the jets introduced in Chapter 7, with efficient particle acceleration occurring in
a similar manner in both jets. Further improvements to the analyses presented here
involve the testing of other spectral hypotheses, to identify or rule out the presence
of curvature or a cutoff in the spectra.
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Figure 8.11 shows the significance maps of the SS 433 region from the H.E.S.S.,
HAWC and joint data sets shown in Figures 6.5, 8.3 and 8.8 side-by-side using the
same color map for easy comparison. As can be seen in the figure, the joint sig-
nificance map resembles the H.E.S.S. map in terms of the shape of the gamma-ray
excesses, but the position of the significance peaks has been shifted due to the contri-
bution of the HAWC result.
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FIGURE 8.11: H.E.S.S., HAWC and joint spectra of the jets. Resulting
best-fit spectral model from the 3D modeling of the eastern (a) and
western (b) jets. Note that only the H.E.S.S. result includes systematic

uncertainties, shown with a lighter color band.

Combining data from different instruments has a number of advantages, among
them increased statistics and, in the case of H.E.S.S. and HAWC, the ability to cover
a larger range of energies. This is made evident in Figure 8.10, which shows that
the lower energy range of the spectrum is measured only by H.E.S.S., and the region
above 100 TeV is covered only by HAWC. The joint analysis is thus able to probe
the entire regime consistently, and provide a more complete picture of the physical
properties of the emission. However, combining data sets with very different IRFs
can lead also to an increase in the systematic uncertainties, which were not yet es-
timated for this analysis. A critical further step will then be a full estimation of the
uncertainties associated with the joint analysis, using both simulations and real data
from sources with well known spectra, such as the Crab Nebula.
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Conclusions and Outlook

This thesis presents the most complete picture to date of the non-thermal gamma-ray
emission from the jets of the microquasar SS 433. The main findings and conclusions
are summarized below.

• Identifying the Cherenkov light produced by muons can improve the back-
ground rejection of IACTs arrays with at least one large telescope by more than
one order of magnitude. A particular implementation of this finding is pro-
posed here with an algorithm that flags any recorded light that doesn’t belong
to the main shower image, without identifying its origin. This approach yields
a reduction of the background of a factor 3-4 above tens of TeV, and is used in
the H.E.S.S. data analysis presented in this thesis.

• The outer jets of SS 433 are detected by the H.E.S.S. array, the first time for
an array of IACTs. The energy and angular resolution of H.E.S.S. allow for a
measurement of the spatial extension of the gamma-ray emission from the jets,
as well as the measurement of the spectrum of each jet from below 1 TeV to
several tens of TeV.

• The H.E.S.S. observations also reveal the presence of energy-dependent mor-
phology, with the photons with energies > 10 TeV concentrating only close to
the base of the outer jets. This observation allows to identify the nature of the
particles responsible for the majority of the TeV emission as leptonic.

• Because of the energy-dependent morphology, the base of the outer jets is iden-
tified as the site of efficient particle acceleration to very high energies, with
indications that a shock is present at that location.

• Modeling the energy dependent morphology as a combination of particle cool-
ing times and advection motions in the jet flow, an estimate of the velocity at
the base of the jets of v0=0.08±0.03stat±0.01systc can be derived. Comparing
this velocity to that of the jets at launch of 0.26c, yields results consistent with a
mildly sub-relativistic shock with compression ratio 0.31± 0.12stat ± 0.04syst.

• A clearer picture of the nature of the SS 433 outer jet thus emerges, with their
sudden reappearance as bright X-ray emitters being due to the presence of a
shock accelerating electrons up to very-high-energies at that location. The rea-
sons why a shock would be present in that surface are however, not yet under-
stood.
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• The data from particle detector arrays such as the HAWC observatory can be
adapted to formats developed originally for IACTs and thus analyzed using
a shared tool such as Gammapy. A common data format and shared analysis
tools allow multi-instrument joint analysis and effective data sharing. This is
emphasized by the public release of a sample of HAWC event lists in this for-
mat from the Crab nebula region which was made public as part of the work
presented in this thesis.

• HAWC has inferior angular resolution compared to H.E.S.S., but its sensitiv-
ity reaches energies higher than hundred TeV. Thus a joint analysis between
both instruments provides coverage for the entire TeV energy range. Thanks to
framework for the analysis of particle detector arrays presented and validated
as part of this thesis, a joint analysis of the SS 433 region is possible.

• The SS 433 region is first revisited with the HAWC data only, making use of
a longer exposure and improved reconstruction. The jets are detected above
∼10 TeV, with the emission being consistent with the base of the outer jets as
observed by H.E.S.S.. A preliminary joint analysis of the two data sets is finally
presented, which allows the first measurement of the spectra of the jets of SS 433
ranging from below 1 TeV to several hundreds of TeV.

The observations presented here are able to shed light on many of the long-
standing questions concerning the jets of SS 433, although many still remain, some
of which might be answered by observations with future X-ray or gamma-ray ex-
periments. The results presented here highlight the relevance of synergies between
the different types of gamma-ray instruments, as well as the importance of gamma-
ray observations to the understanding of non-thermal processes in astrophysical sys-
tems.
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