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Injektion von Ensembles hochgeladener Ionen für spek-
troskopische Messungen magnetischer Wechselwirkungen
in der ARTEMIS-Penningfalle

Die Quantenelektrodynamik (QED) ist die genaueste geprüfte Theorie der modernen Phy-
sik, ist aber in den extremsten Feldern weitgehend ungetestet. Atomkerne schwerer Atome
bieten den Vorteil, dass sie stärkere elektromagnetische Felder erzeugen als es mit den
modernsten und leistungsstärksten Magneten und Lasern heutzutage möglich ist. Da-
her bieten sich schwere, hochgeladene Ionen (HCIs) für die QED-Forschung mit starken
Feldern an. ARTEMIS ist ein Penningfallen-Experiment zur Messung der magnetischer
Momente von Elektronen und Kernen in schweren HCIs mittels Laser-Mikrowellen-Dop-
pelresonanzspektroskopie (LMDR). Diese Technik ermöglicht die Messung magnetischer
Momente in atomaren Systemen mit Hyperfeinstruktur, bei denen die Übergänge häufig
im nahen Ultraviolett (UV) liegen, wie z. B. bei wasserstoffähnlichem Bismut, 209Bi82+.
Die Präzisionsspektroskopie solcher schweren HCIs erfordert extrem gute Vakuumbedin-
gungen im Fallenbereich mit Drücken unter 10−15 mbar. In dieser Arbeit wird die Im-
plementierung einer Ionenfalle vorgestellt, die schwere HCIs langfristig speichern kann,
sowie das Design und die Konstruktion der dazugehörigen Injektionsstrahllinie. Die Io-
nenfalle is die erste die einen Restgasdruck von besser als 2, 4x10−16mbar hat und schnelle
Zykluszeiten von 100 ms für die Bestrahlung mit UV-Laserlicht ermöglicht. Die guten
Vakuumbedingungen im Fallenbereich wurde durch eine zerstörungsfreie Überwachung
gespeicherter HCIs über einige Tage hinweg verifiziert, die letztendlich für etwa 2Wochen
gespeichert werden konnten. Der Betrieb eines solchen schnell öffnenden Kaltventils ist
essentiell für die LMDR-Technik für viele Schwerionensysteme, in dem ausgezeichnete
Umgebungsbedingungen im Einfangbereich und eine direkte Sichtlinie für die Laserbe-
strahlung erforderlich.



Injection ofHighlyCharged IonEnsembles for Spectroscopy
of Magnetic Interactions in the ARTEMIS Penning Trap

Quantum electrodynamics (QED) is themost precisely validated theory inmodern physics,
yet it remains mostly untested in the most extreme fields. In addition, atomic nuclei gen-
erate fields much stronger than can be made in even the most advanced laser and magnet
facilities. Therefore, heavy highly charged ions (HCIs) present themselves as natural lab-
oratories for investigating QED in strong fields. ARTEMIS is a Penning trap experiment
designed for measurement of electron and nuclear magnetic moments in heavy HCIs us-
ing laser-microwave double-resonance (LMDR) spectroscopy. This technique enables
measurement of magnetic moments in atomic systems with hyperfine structure, in which
the transitions are often in the near ultraviolet (UV) regime such as hydrogenlike bis-
muth, 209Bi82+. Precision spectroscopy of such heavy, HCIs requires an exceedingly well
isolated trapping environment with vacuum pressure better than 10−15 mbar. This work
presents the implementation of the first ion trap capable of long-term storage of heavy
HCIs with a residual gas pressure better than 2.4x10−16 mbar and with rapid cycle times
as fast as 100 ms for irradiation with UV laser light, as well as the design of the cor-
responding injection beamline. The trapping conditions are verified by non-destructive
monitoring of trapped HCIs over a few days, which were ultimately stored for about 2
weeks. The operation of such a fast-opening cryogenic valve (FCV) is essential to the
LMDR technique for many heavy ion systems where excellent environmental conditions
in the trapping region and direct line of sight for laser irradiation are required.
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Chapter 1

Introduction

In reference to the contemporary successes of quantum electrodynamics (QED), Richard
Feynman called it ’the jewel of physics - our proudest possession’ [1]. QED, at its most
basic level, describes the fundamental interactions between light, and electrons. It stands
today as one of the most rigorously proven domains of modern physics [2]. Nonetheless,
QED still holds interesting mysteries about this fundamental interaction of nature, as was
recently demonstrated in 2016 in the observation of light-by-light scattering at the ATLAS
detector [3].

One specific manifestation of the interaction between electrons and light is the mag-
netic moment of the electron, the fundamental magnetic field that it generates. In the early
twentieth century, before QED, the electron was hypothesized to have an intrinsic angular
momentum with two possible values [4, 5]. This was demonstrated by Alfred Landé in
his account of spectral lines of electrons in atoms by spin-orbit coupling [6] andWolfgang
Pauli by finalizing the role of the electron spin in describing the occupancy of electrons
in atomic shells [7]. However, the semi-classical picture of the magnetic moment arising
from this quantum spin of a fundamental charge interacting with the classical electromag-
netic field could not explain the measured strength of the interaction.

The connection between the electron’s magnetic moment and its angular momentum
was explained theoretically by Paul Dirac in 1928 with the introduction of a relativistic
form of the Schrödinger equation with conserved probability current [8]. This new theory
was the first description of the time evolution of a four component vector field, a major
shift in the understanding of quantum mechanics that can only be fully appreciated in
hindsight. It naturally gives rise to the electron spin and predicts the existence of positrons.
Moreover, when coupled to the electromagnetic field by the charge of the electron, it
predicts the so-called g-factor or gyromagnetic ratio, the first theoretical prediction of the
free electron’s magnetic moment, gs = 2.

1



2 1. Introduction

Development of QED would come with the inclusion of vacuum fluctuations and
renormalization of higher-order perturbative terms, which would yield explanations for
the Lamb shift of the 1s state in Hydrogen [9], the first prediction of QED. The com-
plete description of the QED Lagrangian includes the Dirac and electromagnetic fields as
well as their interactions and gauge invariance. QED would become the model quantum
field theory for quantum chromodynamics, electroweak theory, and ultimately a critical
component of the standard model. Despite its success QED still lacks much verifying
experimentation in the high field regime [10–12].

On the precision frontier in QED, measurements of magnetic moments are currently
the best effects for experimental investigation. Heavy, highly charged ions provide ex-
cellent candidates for extending these precision measurements into the high field regime,
where the field strengths reach above 1016 Vcm−1 and 107 T . The current values for the
measured and predicted g-factors are presented below for the free electron as well as the
1s state in Hydrogenlike Bismuth [2, 13–15].

gex(free) = 2.00231930436118(13) gex(Bi82+) = 1.7294(40)

gth(free) = 2.00231930436406(144) gth(Bi82+) = 1.731014(1)

There are two major techniques for studying magnetic moments of bound systems,
the continuous Stern-Gerlach method [16] and laser-microwave double-resonance spec-
troscopy, which has yet to be completely implemented for precision microwave spec-
troscopy on bound systems [17]. These combine the proven high sensitivity of magnetic
moment measurements in a precision Penning trap with the field strength of the atomic
nucleus to improve understanding of QED in extreme fields. Determination of the strength
of the magnetic interaction comes from measurement of the transition between spin states
of the bound electron in the presence of an external magnetic field. Both techniques utilize
sensitive detection of the alternating current induced by the ion as it passes near the trap
electrodes, but where the continuous Stern-Gerlach method maps changes in the electron
spin to this motion directly, the double-resonance method maps the transition to the lumi-
nous intensity of a closed cycle of the hyperfine structure. The double-resonance technique
thus enables the measurement of magnetic moments of electrons bound to atomic nuclei
with non-zero spin, and uniquely the magnetic moments of the nuclei themselves as well.

The main challenge of such experiments is to produce and maintain the requisite envi-
ronment for high precision measurements of highly charged ions. This requires excellent
rejection of interference from the external environment, cryogenic conditions of the ion
trap and its nearby electronics, and vacuum pressures on the order of 10−15 mbar or lower.



3

This is on top of the already great task of producing such ionic systems to begin with,
which is currently only possible in large accelerator facilities at a significant fraction of
the speed of light for the highest charge states. ARTEMIS is a precision experiment for
measuring the magnetic moments of electrons and nuclei in heavy, highly charged ions,
by the laser-microwave double-resonance method. The experiment implements a novel
trap design for improved performance of the laser spectroscopy measurement [18], as well
as a new fast-opening cryogenic valve that enables the laser spectroscopy measurement
with ultraviolet light and ion injection while maintaining the environmental isolation of
the trap.

The experiment is currently in its commissioning phase. It has recently been upgraded
to allow injection of heavy, highly charged ions from the HITRAP low-energy beamline
and is working toward measurement of the magnetic moments of the hyperfine states of
hydrogenlike Bismuth. In this work the theory of magnetic moments of electrons bound
to highly charged nuclei will be presented as well as a method for their measurement in a
precision Penning trap using laser microwave double-resonance spectroscopy. The main
contribution is the implementation of the injection beamline. A complete description of
its design parameters is given as well as proposals for future work to further improve its
function. Analysis of ions stored in ARTEMIS is used to characterize the requisite and
achieved conditions inside the trap environment.





Chapter 2

Tests of QED with Heavy, Highly
Charged Ions in Penning Traps

Measurements of particles’ magnetic moments are still some of the most precise probes of
the standardmodel or for physics beyond the standardmodel. QED and the standardmodel
can be used to predict deviations from the Dirac value caused by interactions with the
quantum vacuum to some 11 digits of precision [14, 19], and experimental uncertainties
are even smaller [20]. When paired with the strong fields of atomic nuclei, predictions can
be extended to include interactions with these fields, as well as the complex interaction
with the orbital angular momenta of the bound electrons, fundamental constants such as
the fine structure constant and the electron mass, and even nuclear properties that can
constrain nuclear structuremodels. Themost precise determinations ofmagnetic moments
are performed in Penning trap experiments which can exert precise limits on the influence
ofmeasurement systematics. This chapter will introduce all of the requisite theory that will
be used in the remainder of the text including calculation of particle magnetic moments
within QED, the principle of their measurement, and the operation of Penning traps and
their associated injection beamlines.

2.1 Magnetic moment of the free electron

The g-factor for free electron, gs can be formally written as

µ

µb

= −gs
S

h̄
, (2.1)

where µ is the electron’s magnetic moment, S is its angular momentum, and h̄ is the
reduced Planck constant.

5



6 2. Tests of QED with Heavy, Highly Charged Ions in Penning Traps

µb =
eh̄

2me

= 9.274 010 078 3(28) x 10−24 J

T
(2.2)

is the Bohr magneton, where e and me are the charge and mass of the electron respec-
tively; it is the magnetic dipole moment generated by an electron in orbit in Bohr’s atomic
model.

Within the standard model the corrections to the Dirac value can be predicted by per-
turbative treatment of the free electron’s interactions with the quantum vacuum. These
collectively are referred to as the anomalous magnetic moment of the free electron, a.

a =
gs − 2

2
= aQED + aHadronic + aWeak (2.3)

Contributions from the QCD and weak sectors of the standard model are predicted to
be less than 2 ppt [21]. QED corrections dominate at more than 0.1% and are calculated
according to expansion over all relevant interactions between the electrons and the elec-
tromagnetic field at the specified order of the fine structure constant, α ≈ 1/137, where
each coefficient is determined by the method of Feynman diagrams.

aQED =
∞∑
i=1

C2i

(
α

π

)i

,

C2i = a2i + b2i

(
me

mµ

)
+ c2i

(
me

mτ

)
+ d2i

(
me

mµ

,
me

mτ

) (2.4)

As QED describes the interactions between all leptons and light, contributions with
virtual mu- and tau-lepton loops, coefficients b2i and c2i, occur fourth order on, and con-
tributions with both, d2i, from sixth. These interactions are scaled by the relative masses
of the heavier leptons, and therefore highly suppressed in electron magnetic moment in-
teractions.

The leading correction,O(α), was calculated by Julian Schwinger in 1948 asC2 = 0.5

[23]. The single Feynman diagram for the second order self-energy correction is shown
in figure 2.1. Higher order terms can be considered in the same manner, but the number
of diagrams at each order grows rapidly. Table 2.1 shows the number of terms in each
order up to C10, which is the highest order calculated so far using numerical methods
[19]. Currently, the precision of the calculation is limited by the precision of α1.

1α = 7.297 352 569 3(11) x 10−3 is the currently accepted value of the fine structure constant. δα
α =

1.5x 10−10 [24]
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Table 2.1: Comparison of the number of terms at each order of perturbation in the QED
calculation of the g-factor for free and bound electrons [22]. The number of diagrams in
the bound state case depends on the specific atomic system, and is dominated by other
uncertainties already at third order.

Order Number of diagrams
Free electron Bound electron

0 1 1
1 1 6
2 7 >50
3 72 ?
4 891 ?
5 12 672 ?

...

Figure 2.1: The Feynman diagram representing a free electron interacting with an external
magnetic field (black triangle). This is the Dirac value, which upon closer inspection
reveals a more complex interaction with the emission and reabsorption of a virtual photon.
This is the Schwinger term.
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2.2 Magnetic Moments in Heavy, Highly Charged Ions

Electrons bound in atomic systems undergo interaction with light in the presence of the
strong fields generated by the nearby atomic nucleus. In particular, the field strengths in
heavy, highly charged ions (HCIs) such as U92+ can reach as high as E ≈ 2 · 1019 V/cm
at the nuclear surface [25]. Figure 2.2 shows the radial probability distribution of the 1s
electron in Hydrogenlike ions (ions with one electron) compared to the nuclear coulomb
potential, both scaled to the nuclear charge, Z. For Z above Pb81+, these field strengths
are on the order of the Schwinger limit, beyond which spontaneous creation of electron-
positron pairs and therefore nonlinear electromagnetic effects are anticipated [10]. More-
over, precise measurements in the absence of shielding electrons in these HCI systems
place stringent limits on QED in high fields. Increasing interest in the physics of electrons
in the most extreme field strengths has pushed recent measurements toward higher Z, but
more evidence is needed to fully understand these effects.

Additionally, the bound electron’s intrinsic angular momentum may increase due to
its orbit about the nucleus. Such a bound electron has total angular momentum, j = l+s,
where l is its orbital angular momentum and s its spin, each a vector quantity. Therefore,
total angular momentum projects onto the external magnetic field axis as 2j+1 quantized
values. The is the anomalous Zeeman effect. The Landé g-factor describes the ratio of the
magnetic moment of this combined spin-orbit system to its total angular momentum:

gj = gl
j(j + 1)− s(s+ 1) + l(l + 1)

2j(j + 1)
+ gs

j(j + 1) + s(s+ 1)− l(l + 1)

2j(j + 1)
. (2.5)

Figure 2.2: The radial probability distribution of the 1s electron in hydrogenlike ions
(black) is compared to the distribution of the E field strength of the nuclear potential (blue).
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The individual components gl and gs cannot be determined separately outside of the most
extreme external magnetic fields where electron spin and orbit decouple.

Interactions in the bound case are significantly more complex, and additional correc-
tions must be considered as outlined in equation 2.6. An explanation of each term is given
below. Additionally, the coupling strength of the interaction between the bound electron
and the electromagnetic field is proportional to the nuclear charge; therefore, for ions with
Z ≪ 137 the perturbative treatment of QED remains valid, if more complicated. How-
ever, the heaviest ions require non-perturbative methods for calculation of the interaction
with the nuclear potential. The study of such interactions is the focus of bound-state quan-
tum electrodynamics (BS-QED) and detailed explanations of the calculation methods and
recent status can be found in [21, 22, 26–32] as well as references therein. Predictions from
BS-QED calculations at the level of precision of experiments are extraordinary undertak-
ings, and many of these authors introduce novel methods of calculation for the various
contributions. An attempt is made to describe the relative contribution of these correc-
tions, often in terms of the relative order of the interactionsO(αZ), however as noted this
will not always be a reliable metric, given the complexity of high-Z calculations. Equa-
tions in this section use h̄ = c = me = 1 unless otherwise specified.

gj = gD +∆gQED +∆gelec +∆gnucl (2.6)

gD The parallel to the Dirac term of the free electron, but where the interaction takes
place within the coulomb potential of the nucleus. For the 1s electron:

gD(Z) =
2

3

(
1 + 2

√
1− (αZ)2

)
(2.7)

∆gQED These are the corrections according to expansion over all relevant interactions, as in
the case of the free electron. However, two complications exacerbate the calculation
compared to the free electron. First, as the electron propagates in the vicinity of the
nucleus they interact continuously. This interaction can be treated perturbatively by
expanding the propagator term over Zα for Z ≪ 137. Otherwise the full form of
the propagator must be determined for a given form of the nuclear potential. Sec-
ond, such a treatment of the bound state propagator causes the vacuum polarization
and leg corrections to have non-vanishing contributions where they otherwise were
vanishing at the same order in the free electron. For example atO(α) there are now
six relevant diagrams as opposed to one (see table 2.1). Figure 2.3 summarizes both
effects in the scheme of Feynman diagrams. Diagrammatically here the bound state
propagator is represented by a double line.
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(a)

(b)

Figure 2.3: (a) The 6 Feynman diagrams representing the interactions of the bound elec-
tron with an external magnetic field at order O(α). (b) Diagrammatic example of pertur-
bative Zα expansion for two of the one-loop interactions.

∆gelec This correction arises from the presence of additional electrons within the atomic
system. Perturbative treatment involves diagrams with interacting bound electrons
as in figure 2.4a. These corrections appear at order (αZ)2/Zn, where n is the num-
ber of exchanged photons. For light to medium mass lithium- and boronlike ions,
with 3 or 5 bound electrons respectively, it can be as high as 0.1%. Thus its un-
certainty must be well controlled for investigation of nuclear and QED effects in
these systems. In addition, the exchanged photons or other electrons may partici-
pate in vacuum polarization or self energy interactions. These are typically refereed
as screened QED effects. Some of the two-electron one-loop terms are presented in
figure 2.4b. Non-perturbatively the effective potential can be constructed to account
for the potential of the other electrons. Since this effective potential is a result of the
presence of electrons, its corresponding field for the screening electrons must itself
be a valid solution to the resulting Dirac equation. In practice this can be achieved
iteratively [21, 33].

∆gnucl The nuclear corrections account for the earlier simplification of the nuclear potential
or other interactions that involve the nucleus. These can be further divided into 4
effects: nuclear size, nuclear recoil, nuclear polarization, and nuclear deformation.

Nuclear Size accounts for the non-pointlike distribution of the nuclear potential.
Generally, experimental data is used to estimate the root-mean-square radius of the
charge distribution of a nucleus which then gives the nuclear size correction. Equa-
tion 2.8 gives the simplest form of this correction for the 1s electron. It is currently
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(a) (b)

Figure 2.4: (a) Feynman diagrams representing the expansion over increasing number of
electrons and increasing order in Zα (b) Feynman diagrams representing screened QED
effects.

the dominant uncertainty for ab initio calculations of bound state g-factors in heavy
ions [21]. However, [27] introduces the concept of the specific difference g-factor
calculation. Enhanced precision for comparison with experiments can be obtained
for the difference in g-factor of hydrogenlike and lithiumlike ions of the same iso-
tope.

∆gns(1s) =
8

3
(αZ)4⟨r2⟩ (2.8)

Nuclear Recoil is the correction for themotion of the nucleus relative to the electron
due to its finite mass. The leading order correction for the 1s electron is given in
equation 2.9. Non-perturbative treatment is detailed in [28] where low-order terms
of me/M , with nuclear mass M , are considered analytically and higher order nu-
merically. The nuclear recoil effect has been precisely calculated to a few ppbwhich
enables precise determination of the electron mass from g-factor measurements.

∆gl.o.nr (1s) =
me

M
(αZ)2 − me

M

(αZ)4

3[1 +
√
1− (αZ)2]2

(2.9)

Nuclear Polarization involves the excitation of the nucleus by electromagnetic
coupling to the bound electrons as in figure 2.5a. For multi-electron systems this
can include screened nuclear polarization effects as in figure 2.5b. Nuclear polar-
ization corrections are on the order of 100 ppb for heavy ions, and screened effects
about 1 ppb. Additionally, interactions between the nucleus and the external mag-
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(a) (b)

Figure 2.5: Feynman diagrams representing the nuclear polarization (a) and screened nu-
clear polarization effects (b). The solid black line indicates the nucleus.

netic field or that of the electron can induce nuclear polarization. Such interactions
are referred to as nuclear magnetic susceptibility corrections. Note that these in-
teractions are similar to but subtly distinct from the electron binding and hyperfine
interactions. The description of the nuclear dynamics used in these calculations
is phenomenological; therefore, magnetic susceptibility corrections set an ultimate
limit on accuracy of BS-QED predictions from first principles. They are only an-
ticipated at the level of 10 ppt in the bound electron g-factor [29–31]

Nuclear Deformation corrects for assumptions about the shape of the nuclear po-
tential. Some calculations will include the uncertainty of the nuclear shape into the
nuclear size, but more recent investigations have elucidated the deformation effect
to improve the overall theoretical uncertainty. In heavy nuclei, ND corrections oc-
cur as high as the ppm level although it is significantly smaller near closed nuclear
shells contributing around 10 ppb at Z = 82, N = 126 [32].

The relative strength of each of these corrections is best demonstrated in figure 2.6
which shows that for low Z access to nuclear properties is limited by the precision of QED
calculations, whereas in high Z sufficient precision of nuclear effects is an important factor
in understanding QED in high fields.

2.2.1 Other quantities

Aside from the underlying nature of electrodynamics in high fields, the magnetic moment
of the bound electron is fundamentally linked to other quantities of experimental inter-
est, as can be understood from the description of the various interactions that affect its
calculation. This shows the breadth of physical understanding that can be gained from
bound electron magnetic moment measurements in a range of atomic systems. Figure 2.7
summarizes the range of atomic systems that are relevant for measurement of a particular
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Figure 2.6: The individual effects of each correction to the 1s bound electron g-factor as
a function of atomic charge Z. Lines represent overall trend not precise values. Figure
modified from [34]

quantity or effect. For nuclear potential measurement or electron potential shielding ef-
fects, multi-electron systems and isotopic comparisons within a single nuclear charge are
also of interest.

α The fine structure constant is intimately related to any interactions with the pho-
ton field, and scaling this interaction with Z means that the precision of the fine
structure constant measurement is improved commensurately. However, the com-
plete description of the theory of the nuclear interactions is required to improve the
precision of α in high Z. Therefore measurements aiming to improve the precision
of alpha via bound electron magnetic moments utilize medium Z systems. Mea-
surements of optical transitions also benefit from enhancement in highly charged
ions such as Pm14+ [35], or in low-lying nuclear transitions with exceptionally long
lifetimes [36].

em As mentioned above, the bound electron g-factor calculation is sensitive to the elec-
tron mass at the same order as the nuclear recoil correction. The current limit on the
precision of the electron mass comes from g-factor measurements in C5+ and O7+

[37]. Higher precision is sought in improved measurements in C5+.

Nuclear Properties The sensitivity of the g-factormeasurement to each of the nuclear corrections demon-
strates its value as a probe of experimental determinations of those properties. Par-
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Figure 2.7: The sensitivity of bound electron g-factor measurements to various physical
quantites or effects is dependent on the atomic system in which it is measured. The rela-
tive sensitivity is approximately indicated by the normalized width of labeled blobs as a
function of the atomic charge of the measurement system for hydrogenlike ions.

ticularly in Hydrogenlike ions, the nuclear effects are not shielded by the inner elec-
trons, making their determination from measurements more precise, or improving
knowledge about electron shielding models. Additionally, in heavy HCIs with non-
zero nuclear spin the electron magnetic moment is sensitive to the nuclear magnetic
dipole moment at its current uncertainty [15].

2.2.2 High-order Zeeman Splitting

Experimental determination of the electron magnetic moment is done by measuring the
strength of the interaction with an external magnetic field. The energy separation of two
magnetic sub-states ∆E in the simple model of an electron magnetic dipole of constant
strength and no highermultipole components is described in the anomalous Zeeman effect:

∆E(B) = h̄ωL = gjµBB, (2.10)

where ωL the Larmor frequency. However, measurements of the Zeeman effect, par-
ticularly in high lying atomic shells, n, exhibit deviations from this linear splitting [38].
This effect has two physical causes: a component of the magnetic moment which is per-
pendicular to j (for l ̸= 0), and the diamagnetic effect on the electron orbit. Treatment of
the shape of the magnetic moment at first order leads to the expected spin-orbit coupling,
and an additional B2 term in the interaction energy as an approximation at second order.
The diamagnetic effect leads directly to a contraction of the semi-classical electron orbit
with associated energy again proportional toB2 [39]. These models are in good agreement
with the quadratic nature of the measured effect and thus dubbed the quadratic Zeeman
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Table 2.2: Some recent measurements of bound electron g-factors. Additional measure-
ments listed in [22, 41] and references therein. Measurements of Ar and Ne were per-
formed in precision penning traps, and Bi values were extracted from the lifetimes of the
relevant hyperfine transition.

System Measurement Reference
40Ar13+ 0.663 648 455 32(93) [42]

∆g(20Ne9+ −22 Ne9+) 13.475 24(53)stat(99)sys x 10
−9 [43]

209Bi82+ 1.729 4(3 5)stat(1 9)sys [13]
209Bi80+ 1.928(12)stat(10)sys

effect. In addition, transitions in high lying shells display significant broadening up to
the point of an observed continuum before the ionization energy is reached. This may be
interpreted as evidence of significant mixing of the magnetic sub-states at high n [40].

The modern QED treatment takes the magnetic sub-state, mj , as an argument to the
calculation of g(i)j (mj) at each order, i, and expands over the ratio of the magnetic en-
ergy to the electron rest energy as in equation 2.11. Thus precise measurement of the
g-factors of electrons in multiple magnetic sub-states can improve models of the nature of
the anomalous Zeeman effect.

∆E(B) =
∞∑
i=1

g
(i)
j (mj)µBB

(
µBB

mec2

)i

(2.11)

2.2.3 Measurements of Bound State g-factors

Some of the existing measurement of bound electron g-factors have been mentioned al-
ready. Partial lists of existing measurements can be found in [22, 41] and the references
therein. More recent measurements are listed in table 2.2. Here the measurements in
Argon and Bismuth are highlighted as discussed below.

2.3 Laser-microwave Double Resonance Spectroscopy

Experimental measurement of the Zeeman separation energy is not directly observable
as the transition has a natural lifetime of years or more. The effect of the stimulated
transition can be effectively mapped onto another observable quantity. This is typically
done in two ways. The first is by introduction of a non-linear magnetic field such that the
magnetic sub-state can be determined from a small shift in the periodic ion motion. This
was first demonstrated for the free electron [16], but can be extended to electrons bound to
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spinless nuclei [44], and is known as the continuous Stern-Gerlach effect. The second is
by generating a closed optical cycle between two energy levels of the bound electron, such
that a spin transition moves the electron into a dark state and the monitored luminescence
drops. This technique has achieved sub-Hz resolution in hyperfine splitting as well as
microwave spectroscopy measurements and is referred to as the laser-microwave double-
resonance (LMDR) technique [21, 30, 45]. However, it has yet to be successfully applied
to microwave spectroscopy of Zeeman transitions in HCIs.

Laser-microwave double-resonance measurements rely on the availability of a laser-
accessible transition within the atomic system that can be saturated. In HCIs the electron
transition energies are shifted upward by the presence of the nuclear potential. The fine
structure ∆EFS and hyperfine structure splittings, ∆EHFS depend on the nuclear charge
as in equations 2.12 and 2.13 [22, 46]. This puts the fine structure separation in the near
UV to near infrared range for nuclei from Z = 10 to Z = 30 depending on the particular
transition [41]. Hyperfine transitions depend on the nuclear spin and are therefore are less
predictable, but for hydrogenlike and lithium ions many transitions fall in this regime for
Z from 60 to 100.

∆EFS ∝ Z2

r2
: ⟨r2⟩ ∝ Z−2 → ∆EFS ∝ Z4 (2.12)

∆EHFS ≈ 2(mec)
2

3mp

(2I + 1)gIα
4Z3 (2.13)

Here I is angular momentum of the nucleus and gI its g-factor and mp is the proton
mass. Figure 2.8a shows the implementation of LMDR formeasuring the Zeeman splitting
in boronlike Argon and Figure 2.8b is the same in Bismuth. In either case the fluorescence
of a saturated cycle transition is monitored while a microwave source is swept over the
range of frequencies about the Zeeman separation energy. Successful stimulation of a spin
flip of the bound electron is indicated by a drop in the fluorescence intensity as electrons
are driven out of the closed cycle.

Fine and hyperfine transitions, while longer lived than principle atomic transitions,
have a wide range of natural line widths. The chosen laser-accessible transition requires
a sufficiently long lifetime for stimulation of the microwave transition, but not so broad
as to make saturation unachievable. The Zeeman states are particularly long lived with
lifetimes on the order of years or more with correspondingly narrow linewidths.

This method enables the measurement of the nuclear magnetic moment as the electron
and nuclear angular momenta couple to produce the hyperfine spectrum, and the measured
gF of the Zeeman interaction is that of their combined momenta where F = I + J . An
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(a) (b)

Figure 2.8: Application of the laser-microwave double-resonance technique to (a) boron-
like Argon, where the Zeeman separated levels of the 2p fine structure are shown, and
(b) hydrogenlike Bismuth, where the 1s hyperfine levels are shown with the nearest two
Zeeman sub-states of each. The blue lines represent a saturated cycle. Introduction of mi-
crowave radiation at νmw stimulates a Zeeman transition. Black arrows indicate possible
spontaneous decay paths.

explanation for decoupling the two terms through a measurement of Zeeman splitting in
neighboring hyperfine states is provided in [17]. As the ions have one or few electrons,
this provides an avenue for the first measurements of nuclear magnetic moments without
significant diamagnetic shielding of the electron cloud.

gF = gj
F (F + 1) + J(J + 1)− I(I + 1)

2F (F + 1)

− me

mp

gI
F (F + 1) + I(I + 1)− J(J + 1)

2F (F + 1)
. (2.14)

Accounting for the available understanding laid out above. The ARTEMIS experiment
aims at two initial candidates for the first application of LMDR spectroscopy of magnetic
moments in HCIs: Ar13+ and Bi82+

2.3.1 Ar13+ as a candidate

Ar13+ provides a reliable and well studied atomic system that can be produced directly
inside the experiment due to a relatively low ionization potential 686.10 eV. The 2p fine
structure transition is in the optical regime at 441.256 nm [47] with a lifetime of 9.573(6)
ms [48]. The 2p doublet is also an attractive candidate for high-order Zeeman studies
with reliable predictions on the sub-Hz scale. Figure 2.9 shows the calculated shifts to
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Figure 2.9: The Zeeman separation energies for the 2p fine structure of boronlike Argon
are calculated to third order and represented here. Not to scale.

third order for a 7 T field. The microwave transitions are around 65 GHz and 130 GHz
for the lower and upper fine structure states respectively at this field strength. Finally the
theoretical predictions are precise already to the 100 ppb level for the ground state and 1
ppm for the upper fine structure level.

2.3.2 Bi82+ as a candidate

On the heavyHCI side, hydrogenlike BismuthZ = 83 is an attractive candidate for LMDR
spectroscopy. With nuclear spin I = 9/2, it has a hyperfine transition at 244 nm with a
width of 2.5 kHz. This opens the possibility for resolved-sideband cooling of the trapped
ions to below millikelvin temperatures [49]. Additionally the hyperfine transition in lithi-
umlike Bismuth is also laser accessible enabling the specific difference measurement as
mentioned in section 2.2. The existing measurement of the g-factor of hydrogenlike bis-
muth is based on the lifetime of the hyperfine transition measured in an ion storage ring.
It is therefore possible to improve the measurement by several orders of magnitude in a
precision Penning trap. Such a measurement would be the first for heavy HCIs above
Z = 50. The theoretical g-factors for hydrogen- and lithiumlike Bismuth are calculated
in [15, 50].

gtheo.j (Bi82+) = 1.731 014(1)

gtheo.j (Bi80+) = 1.934 739 38
(2.15)
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2.4 Ion Confinement in Penning Traps

Charged particle confinement allows prolonged experimental observation with minimal
outside influence on the ionic system, thus charged particle traps are an ideal tool for pre-
cision fundamental physics studies [51]. Application of a strong, homogeneous external
magnetic field to an ionic system for spectroscopy naturally yields radial confinement.
Penning traps therefore lend themselves directly to studies of Zeeman splitting in HCIs.
The Penning trap, so named after its inventor, Dutch physicist Frans Michel Penning,
combines a static, uniform magnetic field and quadrupole electric potential well for full
three-dimensional confinement. It was first demonstrated by Hans Dehmelt in 1968 [52],
who shared the 1989 Nobel prize with Wolfgang Paul, inventor of the radio frequency
quadrupole trap named after him [53], for ’their development of the ion trap technique’
[54].

2.4.1 Design Considerations of Penning Traps

A charged particle in a Penning trap is confined in the radial plane by the static magnetic
field which induces cyclotron motion of the charge with frequency:

ωc =
qB

m
. (2.16)

An electrostatic field, Φ is introduced to confine the particles axially. In the ideal particle
trap, the potential of this field is harmonic along the magnetic field axis such that the mo-
tion of the trapped particles is that of a simple harmonic oscillator. By Earnshaw’s theorem
the field must be repulsive in at least one dimension. Practically, this field configuration
is created as a quadrupolar field which is radially repulsive and attractive axially:

Φ(r) =
V0

4d2
(2z2 − ρ2)

d2 =
1

4
(2z20 + ρ20)

(2.17)

Here cylindrical symmetry is manifest with the radial dimension ρ, and axial dimen-
sion z being the direction of the uniform magnetic field. The coefficients are chosen so
that the potential is asymptotic to z = ρ. V0 is the potential applied to the center trapping
electrode, traditionally called the ring, relative to the endcaps, and d is the characteristic
trap dimension in terms of the electrode dimensions as shown in figure 2.10. Such a field
geometry is most easily realizable with hyperbolic electrodes. However, this geometry
of the trapping electrodes significantly limits access to the interior trap volume. This is
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Figure 2.10: A hyperbolic Penning trap design is compared to an open cylindrical design.
The electrodes are labeled according to their function, and the dimensions of the electrodes
are labeled.

referred to as a closed trap design. Opening access to the trap interior requires compensa-
tion of the altered field geometry to restore harmonicity. This can be done by a particular
choice of the electrode dimensions, which is referred to as mechanical compensation, or by
the introduction of additional compensator electrodes to shape the field at the trap center,
called electrical compensation. Figure 2.10 shows a comparison of a closed hyperbolic
and an open cylindrical Penning trap design [41, 49].

For a discussion of the measure of a traps harmonicity, it is useful to write the electric
potential as an expansion over the set of Legendre polynomials Pi:

Φ(r) =
V0

2

∞∑
i=1

C2i

(
r

d

)2i

P2i

(
z

r

)
. (2.18)

In this form the trap is exactly harmonic when all higher components of the field are
zero (C>2 = 0). Cylindrical Penning traps usually have C2 ≈ 0.5. Most Penning traps
have dimensions on the order of centimeters, and charged particle orbits of micrometers.
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Therefore r/d is small andC6 is highly suppressed relative toC4, leaving it as the dominant
electric field imperfection. Electrical compensation allows the values to be tuned by the
choice of potentials. Equations 2.19 show the relationship between the coefficients of the
potential expansion and the applied potentials to the ring and compensator electrodes, V0

and Vc respectively, for the first two terms. [55]

C2 = C
(0)
2 + C

(1)
2

Vc

V0

C4 = C
(0)
4 + C

(1)
4

Vc

V0

(2.19)

The coefficients Cj
i come directly from the electrode geometry. Thus a choice of

Uc/U0 can setC4 to 0. Moreover, particular design of the compensator electrode geometry
allows simultaneous tuning-out of C4 and C6. Finally, the geometry of the ring can be set
such that C(1)

2 = 0. This prevents the ion motion from being dependent on the trapping
potential, which is called an orthogonalized trap. As a last note, the length of the endcap
electrodes must also be sufficiently long to limit imperfections at the trap center. This is
usually at least ze > 3ρ0, but should be even higher for precision traps [55].

2.4.2 Ion motion in a Penning Trap

Directly from the fields and the Lorentz force law one can write the equations of motion
for a charged particle in a Penning trap in Cartesian coordinates:ẍ

ÿ

z̈

 = ωc

 ẏ

−ẋ

0

+ ω2
z

x/2

y/2

−z


ω2
z =

qC2V0

md2
.

(2.20)

The axial harmonic motion is evident as expected with frequency ωz, and the radial
motion includes the velocity-dependent cyclotron orbit as well as the radially repulsive
electrostatic field. The interaction of the two components of the radial motion can best be
understood by looking at the radial trajectory [56].

ρ2(t) = ρ2+ + ρ2− + 2ρ+ρ−cos((ω+ − ω−)t) (2.21)

Here the relative phases are ignored, ρ± are the constants of integration which depend
on the initial condition, and ω± are the roots of the characteristic equation. This shows
both that the radial motion consists of two independent oscillations and that it is bounded
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Figure 2.11: The three combined eigenmotions of an ion in a Penning trap are shown for
typical operating conditions in light blue. Orange shows the magnetron motion alone,
black the axial and magnetron combined and dark blue the reduced cyclotron motion cen-
tered on the magnetron orbit.

by ρ+ + ρ− and ρ+ − ρ−. All together the charged particle performs three independent
motions simultaneously, often simply denoted by their frequencies: reduced cyclotron
motion, ω+, axial motion, ωz, and magnetron motion, ω−. The frequencies are related by:

ω± =
1

2
ωc ±

√
ω2
c − 2ω2

z (2.22)

Outside of extreme trapping potentials the three frequencies of motion follow a hier-
archy ωc > ω+ ≫ ωz ≫ ω−. The complete motion of all three modes simultaneously is
broken down in figure 2.11.

As these modes are independent (or only weakly coupled) each can have an indepen-
dent energy and they can be individually manipulated by modulation of the confining field
at the corresponding frequency. In this way it is easier to consider the quantum picture
of the motion of the ion. Each motional mode behaves as a quantum oscillator with an
energy difference of h̄ωi between states. Each reduced cyclotron level splits into many
axial energy levels which in turn split into many magnetron energy levels. This effec-
tively continues until the escape energy. However, in practice the quantum levels are only
directly observable for ultracold stored particles. Figure 2.12 is a representation of this
quantum picture of Penning trap motion near the ground state of the trapping potential. In
most particle traps the ions are still at temperatures of a few Kelvin, and therefore have
quantum numbers in the thousands to millions range. The quantum picture is still useful
to explain the effects of sideband coupling the motional modes which can move ions up or
down along the ladder of energy states of twomotional modes. This is done bymodulation
of the trapping potential at the sum or difference frequency (i.e. ωi ± ωj).

Imperfections of the confining fields or the presence of multiple particles can shift the
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Figure 2.12: The notion of the motion in a Penning trap as a collection of quantum har-
monic oscillators is depicted. Each eigenmode has a corresponding energy which is quan-
tized with separation h̄ωi The reduced cyclotron levels split into axial levels which split
into magnetron levels. The magnetron spectrum is inverted because the potential is repul-
sive.

individual eigenfrequencies, but their mutual relationship is more robust against imper-
fections. This is the Gabrielse invariance theorem [57]:

ω2
c = ω2

+ + ω2
z + ω2

− (2.23)

2.4.3 Temperature of Trapped Ions

Frequently throughout this work the temperature of an ion bunch will be referenced. Al-
though the notion of temperature is generally well understood, within the context of a
sparse ion cloud or especially an individual ion it is less clear. A trapped ion cloud can
interact with its environment by coupling of the motional modes to, for example, charges
in the conducting electrodes of the trap. Outside of thermal equilibrium the ions’ tem-
perature is merely hotter or colder as defining the mechanism of heat transfer defies the
typical notions. At thermal equilibrium however, it is precisely defined. In this context the
word ensemble is used to describe an ion bunch that fills the allowable phase space with
probabilities proportional to their temperature. Therefore each mode of the ion’s motion
can have a different temperature and thermalization occurs proportionally to the strength
of the interactions of multiple modes or to the environment (see sections 2.4.5 and 2.5).
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2.4.4 Frequency shifts

Although the electrical compensation allows tuning-out of the non-harmonic components
of the electric potential, this cannot necessarily be achieved at the desired level of preci-
sion. In addition, the magnetic field can similarly be considered in a multipole expansion.
Although the real magnetic field is of course a dipole or higher in shape, at the scale of the
trapped particles it can be considered a uniform field with dipole perturbation, B2, at first
order. The frequency shifts caused by C4 ̸= 0 and B2 ̸= 0 are dependent on the energy of
the corresponding mode of motion as in equations 2.24.

∆ω+/ω+

∆ωz/ωz

∆ω−/ω−

∆ωL/ωL

 = (ME +MB)

E+

Ez

E−



ME =
6C4

qC2V0


η4/4 −η2/2 −η2

−η2/2 1/4 1

−η2 1 1

0 0 0



MB =
B2

2B0mω+ω−


−η2 1 2

1 0 −1

2 −1 −2

−η2 1 2



, (2.24)

where η = ωz/ω+ ≪ 1. Notably at higher energies of the axial motion, the dominant
shift actually comes from the dodecapole term [58].

Aside from spatial distortions, temporal fluctuations of the confining fields must also
be controlled to prevent the corresponding temporal drift of the measured frequencies.
This is especially critical for the magnetic field where the temporal fluctuations can limit
the precision of the magnetic moment measurement over the long time for sweeping the
microwave frequency.

If the electric and magnetic fields experience a mutual tilt, θ, such that the axes of
radially symmetry of each field are not parallel, the frequencies are shifted by:

ω′
± ≈ ω±

ω−

2
sin2θ

ω′
z ≈ ωz

(
1− 1

4
sin2θ

) (2.25)
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2.4.5 Multiple particles in Penning traps

The presence of multiple particles in a region of space is often referred to as space charge.
Space charge in a Penning trap modifies the spatial distribution of the trapping potential.
The center of charge of all trapped particles, the point where the first moment of charge is
zero, follows the same equations of motion as for a single particle because all interactions
between particles are mutual, and the charge to mass ratio of the collection is the same
as for an individual ion. In this context it is useful to consider a cloud of confined ions
with charge state q and massm as a non-neutral plasma. Ions within the plasma oscillate
relative to the bulk motion of the plasma center at the plasma frequency:

ω2
p =

q2n

ϵ0m
(2.26)

where ϵ0 is the permittivity of free space and n is the ion density. The modified potential
shifts the eigenfrequencies to:

ω′
z = ωz

√
1−

ω2
p

3ω2
z

ω′
± =

ωc

2

(
1±

√
1− 2ω2

z

ω2
c

(1 +
2ω2

p

3ω2
z

))
.

(2.27)

Above the so-called Brillouin limit of the ion density, nmax, the electric repulsion exceeds
the magnetic confinement radially and no additional charges can be confined. This is
typically billions of charges per cubic centimeter [59]:

nmax =
ϵ0B

2
0

2m
. (2.28)

One can consider the motions of the individual ions as the motions of the center of
charge broadened by the plasma mode such that the axial mode has a population distribu-
tion according to equation 2.29. While it has no effect on the measurement of ωz directly,
it is a source of broadening in the emission spectrum of spectroscopic investigations of
the ions with axial aligned lasers [60].

δωz

ωz

= 1−

√
1−

ω2
p

3ω2
z

(2.29)

The density of the ion plasma also determines the correlation of the motion of the
individual charges. This is typically characterized by the plasma parameter, Γ. In a gas
like state Γ ≪ 1 there is very little exchange of energy between the ions or their individual



26 2. Tests of QED with Heavy, Highly Charged Ions in Penning Traps

motional modes. This in an important consideration when cooling a single mode in a state
with low correlation as the thermalization time of an individual mode to its environment
can be much less than between two modes. Ions in ARTEMIS have been successfully
cooled to a liquid-like state 1 < Γ < 10 [61] and cooling to crystal-like states is routinely
achieved in systems with fewer ions [62, 63].

These effects and their implications are considered in the implementation ofARTEMIS
and the beamline presented in chapters 3 and 4. For a complete discussion of the system-
atic shifts of particle frequencies in Penning traps see [41] and for further systematic study
of their effects in ARTEMIS [64–67].

2.4.6 Pressure as a Limit on Ion Lifetime

A trapped ion bunch can be considered a stable system as long as care is taken to avoid
exciting motional resonances of the ion or plasma. In such a case the dominant mechanism
of particle loss is due to charge exchange interactions with the residual background gas
atoms. Müller and Salzborn compiled the measured charge exchange cross sections for
a range of atomic systems, background gases and interaction energies. They then fit an
empirical formula to the data [68, 69]:

σ =1.43x10−12 q1.17I−2.76

+1.08x10−12 q0.71I−2.80

+5.50x10−14 q2.10I−2.89

+3.57x10−16 q4.20I−3.03

(2.30)

Here σ is the charge exchange cross section in cm2, q is the integer charge state of
the ion, and I is the ionization energy of the background gas in eV. Each term accounts
for interactions exchanging one more electron than the last beginning with single charge
exchange. The cross section scales somewhat more than linearly with the ion charge state.
The collected data covers a range of interaction energies between keV to MeV, and little
data is currently available in the eV range; therefore the cross sections estimated this way
for measurements in particle traps may be overestimates due to the extremely low inter-
action energy. The single charge exchange cross section between Ar13+ and both helium
and molecular hydrogen were measured in [70] at 198 eV/q. The measured value is about
a factor of 2 less than as calculated by 2.30. The total charge exchange cross section be-
tween N4+, which will be referenced in chapter 5, and atomic hydrogen was measured
for a range of energies in [71]. For the lowest available energy (525 keV), the Müller-
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Salzborn fit overestimates the cross section by a factor of 7. The Figure 2.13a shows the
total cross section for charge exchange of up to four charges for a range of ion charge
states and background gases.

Figure 2.13b shows the expected lifetime of some ion species as a function of the
pressure of molecular hydrogen gas, which is the usually dominant residual gas at cryo-
genic temperatures. From this it can be observed that HCI storage for the highest charge
states of only a few hours requires excellent vacuum pressure below 10−15 mbar. Creating
such conditions usually requires hermetically sealed containers at cryogenic temperatures
which in turn poses a challenge for ion injection (see section 4.1).

(a)

(b)

Figure 2.13: (a) The
single-charge exchange
cross sections for a range
of charges in various
background gases. (b)
The expected lifetime of
an ion cloud decaying
due to charge exchange
with a background gas
of molecular hydrogen at
4 K. The shaded region
shows the approximate
required lifetimes for the
g-factor measurements in
ARTEMIS, usually more
than a few minutes to
a few hours depending
on the cooling condition
of the trapped ions and
the complexity of the
experiment.
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2.5 Particle Detection and Cooling

From the method of image charges [72], it can be shown that a charged particle moving
in the vicinity of a conductor at constant potential causes a current

I = q∇Ξ(r) · dr
dt

(2.31)

where Ξ ∈ [0, 1] is the unitless geometry factor of the electrode. It describes the fraction
of a nearby charge which is induced in the conductor at each point in space. This can be
extended directly to the center-of-charge motion of multiple charges. For ions in Penning
traps, this is generally in the range of fA to pA depending on the conditions of the ion
ensemble and the trap.

An ion ensemble in a cryogenic environment with effective suppression of electronic
interference is well isolated and acts as an undamped oscillator [73, 74]. Detection of
the ion motion can be considered as measurement of the energy dissipated by a damped
oscillator coupled to the ion oscillations. The model of the detection circuit is that of a
tuned, resonant tank circuit followed by amplification within the cryogenic environment
to ensure a sufficient signal-to-noise ratio in the subsequent room temperature detection
electronics. This detector scheme is depicted in figure 2.14.

On resonance the impedance of the resonator is maximized and the induced current
is dissipated by the effective parallel resistance, Rp = ω0LQ, where ω0 is the resonance
frequency, and Q is the resonators quality factor, defined as the ratio of the stored energy

Figure 2.14: Schematic of the non-destructive particle detection circuit for axial motion
in a cylindrical Penning trap.
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(a) (b)

Figure 2.15: The frequency response of the detector system to an ion cloud appears (a)
as an ion peak superimposed on the resonator spectrum for hot ions or (b) as a dip to the
baseline for cold ions.

in the resonator to the energy loss per cycle. This causes a voltage difference across the
resonator which is then amplified and detected, usually in a frequency spectrum as the
signal is periodic.

For an ion bunch that is hotter than the detection circuit, the energy dissipation results
in a peak superimposed on the resonator spectrum as shown in figure 2.15a. Although
in some conditions the frequency of the ions can be as broad or even broader than the
resonator (see 2.4.4). Because energy is dissipated, this process inherently cools the ions.
As they approach thermal equilibrium, the peak is replaced by a dip to the baseline of the
frequency distribution. Physically this corresponds to the ions acting as a high quality
short-circuit of the thermal energy in the resonator at the frequency of their motion. The
resulting spectrum appears in Figure 2.15b.

As described in section 2.4, the frequency of the axial motion is dependent on the ap-
plied potential to the trap electrodes. If the trap is orthogonalized, this allows a spectrum
of multiple charge states or ion masses to be measured simultaneously by sweeping the
applied potential over a range of values for a particular resonance frequency. As the fre-
quency of motion of each trapped species approaches that of the resonator, the dip or peak
will appear over the resonator peak. Integrating the signal over a window about the center
of the resonator peak at each voltage produces a data set of ion signals picked up by the
resonator for each step of the trap potential. This procedure is depicted graphically in fig-
ure 2.16 and the resulting spectra are referred to as charge to mass spectra (q/m spectra).
These spectra are the most commonmethod for determining the conditions of ions trapped
inside ARTEMIS. The expected trap potential for a specific ion to be on resonance with the
detection systems can be predicted by equation 2.20, with small corrections as described
in 2.4.4. Ions with similar charge to mass ratios can be identified by considering chains
of charge states of the same mass. The individual charge states can even be identified for
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larger shifts as the spacing is quadratic.

Figure 2.16: Graphical depiction of the method for measuring charge to mass spectra. As
the trapping potential is swept, ions with different ratios of charge to mass will come into
resonance with the detection circuit. Integration over the resolution band width (RBW)
produces a spectrum of charge-to-mass states present in the trap.

2.6 Cryogenic Environments

Within an ultra high vacuum system, the density of residual gas atoms is so low that they
interact many times with the chamber walls between mutual interactions. This is the free
molecular flow regime. Further reduction of the gas density is generally limited by slow
leaks (usually less than 10−11 mbar ·m/s) as well as permeation, diffusion and desorption
of molecules from the interior surfaces [75]. Leak rates and permeation are dependent on
the pressure differential whereas diffusion and desorption can be limited by ultracold sur-
faces. Therefore the best vacuum conditions are created by hermetically sealed cryogenic
environments that are themselves vacuum insulated.

2.6.1 Cryopumping

In cryogenic environments the residual gas atoms will condense onto the cold surfaces
leading to a further reduction in the density of the gas phase. Figure 2.17 shows the theo-
retical equilibrium pressure of the gas phase for various gases as a function of temperature.
A majority of the components of air sufficiently freeze out in the few Kelvin range leaving
only Helium and Hydrogen. The condensation is further aided by the extremely low densi-
ties, which cause only a slow buildup of gas atoms on the cryogenic surfaces. This allows
capture of gas on the surface by adsorption rather than condensation alone. Physically this
means that interactions with the cold surface remove sufficient energy from the atoms that
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Figure 2.17: The vapor pressure at saturation of several gases is given as a function of
temperature. Figure from [41].

they stick to the cryogenic surfaces by intermolecular forces, and pressures far below the
saturation pressure can be reached. This effect is often referred to as cryosorption [76].
The pressure rises again slowly as layers of atoms accumulate on the cold surfaces which
reduces the probability of adsorption. The time until monolayer saturation depends on
the rate of molecular flux into the cryogenic region. This is a critical consideration at the
interface between cryogenic and room temperature vacuum regions, where molecular flux
is on the order of 109 molecules per square centimeter-second or more, leading to mono-
layer saturation times of only a few weeks or less [77]. Therefore it is often necessary
to seal off the cryogenic region from the room temperature regions despite an otherwise
strong cryopumping effect, either completely or when necessary by a small aperture or
preferably a movable cryogenic valve. Sufficient reduction of the molecular flux enables
effectively unlimited lifetime of the sub-saturated condition.

2.6.2 Heat Loads

Maintaining the temperatures of the cryogenic environment requires careful consideration
of the maximum thermal power of the cryogenic pump. These are usually limited to less
than 2 Watts at 4 K for compact cold heads such as the one at ARTEMIS. Heat transfer by
convection is negligible for most systems which are vacuum insulated. Conduction can
be limited by reducing the cross sectional areas of supporting components and increasing
the distance between cold and warm regions of the apparatus as well as proper choice of
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materials. The most challenging source of heat tends to be radiation. The radiative heat
transfer rate between two surfaces is

q̇ = σ(T 4
1 − T 4

2 )

(
1− ϵ1
ϵ1A1

+
1

A1F12

+
1− ϵ2
ϵ2A2

)
, (2.32)

where σ is the Stefan-Boltzmann constant, Ti is the temperature of surface i, ϵi is its
emissivity, and Ai its area. Finally Fij is the view factor from surface i onto j. This is the
fraction of radiated energy leaving surface i that impinges on surface j and is a property
of the geometry.

The most notable part of this relationship is that the heat flux depends on the difference
of the fourth power of temperature. For a sense of scale, the introduction of an intermediate
surface which is actively cooled to 40 K between a 4 K region and room temperature,
reduces the thermal load by a factor of more than 3000. Moreover, active cooling at 40 K
can handle much higher heat loads, usually tens of Watts. This technique is essentially the
de facto method for radiation shielding of cryogenic systems and commercial cryopumps
usually include two temperature stages integrated into a single device.

This same trick can be applied to passively cooled surfaces as well. For a single pas-
sively cooled surface between the hot and cold ones the heat load is reduced by half as
it reaches equilibrium at the average temperature of the two outer ones. For n layers this
scales with (n + 1)−1. Such a method of radiation shielding is usually accomplished by
multi-layer insulation (MLI) which is 10 to 20 layers of low emissivity material alternat-
ing with low thermal conductivity layers. Ensuring that the layers do not touch can reduce
radiative heat loads to the 4 K surface to less than 100mK/m2 [78].

2.6.3 Material Properties

Most thermal properties of materials are temperature dependent. Generally a good thermal
conductor should be used on all cryogenic surfaces and poor ones for the surrounding
supporting material. Care should be paid to ensure that thermal contraction doesn’t isolate
parts which are in good thermal contact at room temperature as this would disrupt the flow
of heat to heat sinks.

Stainless steel or Polyether ether keytone plastic (PEEK) are good thermal insula-
tors for use in vacuum environments. Copper, especially Oxygen-free High Conductivity
(OFHC), is an excellent material for both thermal conduction of cryogenic components
as well as electrical conduction for grounding electronics in the cold region. Brass or alu-
minum contract more than copper or stainless steel and can be used to ensure connections
of components are maintained as they cool. Teflon is often used for insulation of AC sig-
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Table 2.3: The thermal conductivity, k, and relative contraction , δL, and resistivity ρ for
some materials used in cryogenic environments [79–86].

Material k(4K) δL ρ(300K)
[ W
m·K ] [Ω · cm]

304 Stainless steel 0.2724 296 7.2x10−5

OFHC copper > 300 326 1.72x10−6

6061 Aluminum 5.347 415 2.65x10−6

Brass 1.974 384 6x10−6

PEEK 1.08x10−2 1.3x103 16x1015

Macor < 0.1 100− 200 1017

Sapphire 102 79 1016

Teflon 0.04599 2127 1025 − 1027

Constantan 0.878 2.1x102 4.90x10−5

NbTi 0.176 > 188 1.4x10−5

nal wires for its low dielectric loss and outgassing in vacuum. The wire core is often made
of low conductivity constantan although a range of materials with different thermal and
electrical conductivities are possible. Macor or sapphire combine good electrical isolation
with good thermal conduction.

Table 2.3 list the thermal conductivity, k, thermal contraction δL, and electrical con-
ductivity of these materials. Thermal contraction is reported in the form of equation 2.33,
where LT is the length of material at temperature T. The electrical conductivity at cryo-
genic temperatures is usually reported as the residual resistivity ratio (RRR), the ratio of
the resistance at room temperature to the projected resistance at absolute zero. The RRR
depends on the density of impurities and grain boundaries as well as the magnetoresis-
tance induced by external magnetic fields, therefore the values in 2.3 are given at room
temperature as a reference. Commercially available wires intended for cryogenic appli-
cation are marketed by their RRR value. Thermal conductivity is also influenced by the
RRR so values are approximate or ranges.

δL ≡ 105
L293 − L4

L293

(2.33)

2.6.4 Superconductors

Another major benefit of the cryogenic temperatures used in these experiments is that it
allows detection circuitry to be superconductive. The presence of the magnetic field limits
detection to type-II superconductors in the Schubnikov phase, where quanta of magnetic
flux penetrate the superconductor material. Figure 2.18 shows a slice of the phase diagram
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for superconducting materials at low currents. The most common material for detection
circuits is Niobium-titanium in some form although Niobium-tin is used instead with high
magnetic fields.

Figure 2.18: Phase diagrams of NbTi and Nb3Sn. Phase transitions are indicated by solid
lines and the inset graphics depict the extent of exclusion of the magnetic field lines by a
superconductor in each phase: a, the Meisner phase, b the Schubnikov phase, and c the
normal conducting phase. The values applicable to ARTEMIS’s resonators made from
NbTi are within the dotted lines.

2.7 Electrostatic Ion Optics and Injection into Penning
Traps

At low energies ion bunches can be directed and decelerated using purely electrostatic
components. The theory of ion optics was developed in [87, 88] and a matrix method
based on the position and angle of electrostatic lenses was introduced in [89]. A full
description of the matrix methods for the 6 dimensional model of an ion beam can be
found in [90, 91]

The notion of ion optics is best understood in terms of an ion’s deviation from a ref-
erence trajectory at a particular energy as depicted in figure 2.19, where its state can be
defined by 6 parameters at each position, s, along the reference:
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Figure 2.19: The position of an ion (black circle) at three positions along a trajectory
(gray line). The ion kinematics are completely defined by comparison with a reference
trajectory, s, used in ion optics. Terms are defined in equation 2.34. Dotted lines depict
tangential or orthogonal components of the trajectory or ion velocity vector.

The effect of a discrete electrostatic component can then be determined as a 6-dimensional
square matrix, R(s), such that xj(s) = Rij(s)x

i(0). This discretized treatment requires
that there exists a well defined region before and after the element where the ions drift
freely at the reference energy. The effects of multiple elements can then be described
by the combination of matrix elements. Matrix descriptions have been determined for
some common electrostatic elements such as lenses, multipoles, and benders, in terms of
their geometry . Using rotational or planar symmetric components can help to reduce the
coupling between horizontal and vertical motions, and beam tracking simulations can be
used to minimize the dispersive elementsRi5∀i ∈ {0, 1, 2, 3} such that ions with different
energies follow similar trajectories. This reduces many electrostatic matrices to the form
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Rij =



R00 R01 0 0 0 0

R10 R11 0 0 0 0

0 0 R22 R23 0 0

0 0 R32 R33 0 0

R40 R41 R42 R43 R44 R45

0 0 0 0 0 1



Rhor =

(
R00 R01

R10 R11

)
Rver =

(
R22 R23

R32 R33

)
(2.35)

where Rhor and Rver are the horizontal and vertical focusing of the element.
For a single ion on a reference trajectory with a closed path, such as in a storage ring,

a slice of the phase space, e.g. (x, x′), traces an ellipse. The area of this ellipse, known as
the emittance, is a constant of motion as long as only conservative forces act on the beam,
which do not have mixed dependence on transverse or longitudinal motions. Similarly,
the conditions of the collective ion beam at a point along the trajectory can be monitored
in terms of the emittance profile, ϵ. Figure 2.20 shows the emittance profile for an ion
beam converging in the x direction.

Just as for trapped ions, bunched ion beams exhibit a mutual repulsion due to their
charge. The repulsion acts non-conservatively and leads to an increase in emittance along
the reference trajectory. This space charge effect is particularly strong for low-energy
beams. In addition, non-conservative forces such as net deceleration within a pulsed elec-
trostatic component can drastically increase the emittance.

2.7.1 Einzel lens

An einzel lens is an electrostatic component that focuses ions without changing their en-
ergy. This is generally accomplished by a cylinder at some potential that has grounded
cylinders on either end to form two lens elements between the gaps. In this configuration,
the transfer matrix can be considered the product of the matrix of the decelerating and ac-
celerating fields (or vice versa for a lens of opposite polarity). Focusing in the vertical and
horizontal directions are equivalent, and although there is no finite expression of the fo-
cusing strength of a real lens, their simplicity makes their implementation in electrostatic
beamlines ubiquitous. Generally focal lengths of a few times the lens length occur for lens
potentials a few times the beam potential, its kinetic energy per charge. Figure 2.21 shows
the expected focal length in terms of the lens length for a range of lens potentials in terms
of the beam potential. This also shows the effect of narrowing the ground electrodes to
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Figure 2.20: Typical emittance profile of a converging ion beam. Each point represents a
slice of a particular ion’s position vector. In the example the ion beam has a 2D emittance
of 0.33π mm ·mrad.

form an aperture. The focusing strength increases as the aperture size decreases. This is
especially critical for accelerating lenses, where the lens potential is the opposite polarity
to the beam, which provides weaker focusing but suffers lower spherical aberrations [92].

2.7.2 Quadrupole doublet

A quadrupole doublet is an ion focusing element that uses a quadrupolar field to focus in
one plane while defocusing in the other, these elements are paired in alternating doublets
to achieve net focusing in both directions. This is depicted in figure 2.22. The transfer
matrix elements for the focusing and defocusing planes of a single quadrupole field at first
order are given in 2.36 where±VQD is the potential applied symmetrically to the elements
of the doublet and d is the dimension of the electrode as shown in figure 2.22 [93].
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Figure 2.21: The focal length
of an einzel lens, f , in terms
of its length, ℓ. For a range
of lens potentials Vℓ in terms
of the beam potential Vi. The
effect of the aperture size
is shown for apertures much
smaller than the lens diameter
and for apertures near the lens
diameter.

Rfocus =

(
cos(sk1/2) k−1/2sin(sk1/2)

−k1/2sin(k1/2s) cos(k1/2s)

)

Rdefocus =

(
cosh(k1/2s) k−1/2sinh(k1/2s)

−k1/2sinh(k1/2s) cosh(k1/2s)

)

k =
VQD
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Figure 2.22: (left) the quadrupole fields of a quadrupole doublet transverse to the reference
trajectory. (right) the ideal effect on the beam envelope first focusing in one dimension
then the other.

2.7.3 Quadrupole bender

If the ion beam is instead in the plane of a quadrupole the net effect is bending the beam
along the field lines. Quadrupole benders are particularly useful when switching the in-
coming or outgoing direction of the ion beam as this is a simple switch of the polarity or
grounding of the electrodes for a given beam energy. Bending focuses the beam in the
bending plane, and for bending elements sufficiently larger than the ion beam, acts like
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Figure 2.23: Simulation of an electrostatic quadrupole bender. The red lines are contours
of the electrostatic potential created by the electrodes (black) with indicated polarity. The
blue lines represent the individual trajectories of an ion bunch deflected by the electrostatic
field.

a drift region in the transverse plane. This often contributes to astigmatism in the beam
profile after bending. Figure 2.23 shows a simulation of a quadrupole bending element in
SIMION 2. Such simulations appear in the analysis of the design of beamline components
in chapter 4.

2.7.4 Spherical bender

A spherical bender is made from sections of two concentric spherical surfaces, usually at
90° bending angle and a width that is a portion of the radius. The reference trajectory is
taken at the midpoint between the two surfaces on the plane of symmetry with radius of
curvature ρ. The focusing matrices are

Rhor = Rver =

(
cos
(
s
ρ

)
ρsin

(
s
ρ

)
−ρ−1sin

(
s
ρ

)
cos
(
s
ρ

) ) (2.37)

for a sufficiently large bending radius at low-energy. There is simultaneous focusing in
the vertical and horizontal directions. Spherical benders also cause longitudinal separation
for bending angles less than 90° . Taking the bending plane to be horizontal the values for
the longitudinal separation are:

2SIMION is a finite difference solver for the Laplace equation with specified boundary conditions as
well as for the trajectories of charged particles within those fields.
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R40 = −sin
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ρ

)
R41 = ρ(cos
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ρ

)
− 1).

(2.38)

For an 80° bend at 200 mm this gives R40 ≈ 0.98 and R41 ≈ −0.165 mm ·mrad−1. That
is to say, a bunch is elongated by 98% of its width and ions entering at an angle take an
alternate path through the bender exiting 165 mm behind the reference for every radian
below the reference they enter. Finally, the dispersion is also increased for smaller bending
angles:

R05 = 4ρ
(
1− cos

(s
ρ

))
R15 = 4sin

(s
ρ

)
R45 = 4ρsin

(s
ρ

)
− s

(2.39)

Taking again an 80° bend at 200 mm this gives R05 = 661 mm, R15 = 3.94 rad, and
R45 = 509 mm. This indicates that the change in path of ions of different energies can be
quite drastic and control over the energy spread before bending is critical. For example
an ion with 2‰ higher energy (1‰ higher momentum) relative to the reference is 1.3 mm
and 7.8 mrad less deflected than the reference and 1.0 mm behind it.

2.7.5 The Magnetic Mirror

For injection of charged particles into the magnetic field of the Penning trap, it is important
to also consider the alignment of the beamline to the magnetic field. Charged particles
undergoing cyclotron motion exhibit a macroscopic magnetic moment µ due to their orbit,
which is adiabatically invariant:

µ =
mv2⊥
2B

, (2.40)

where v⊥ is the velocity of the particle perpendicular to themagnetic field. As the parti-
cle enters a region of higher magnetic field the perpendicular velocity increases. However,
its total kinetic energy is unaffected, and the velocity parallel to the field must therefore
decrease. This is known as the magnetic mirror effect and is the confinement principle
behind a magnetic bottle. Particles with a pitch angle, θ above a critical value θc are de-
celerated completely and reflected. Here Blast is the magnetic field strength at the last
electrostatic component after which ion trajectores are pinned to the magnetic field lines
completely.
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sin θ ≡ v⊥
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Bmax

(2.41)





Chapter 3

The ARTEMIS Apparatus

The asymmetric trap for the measurement of electronmagnetic moments in ions
(ARTEMIS), is a precision laser-microwave double-resonance spectroscopy experiment
implemented in a Penning trap under low noise and cryogenic conditions. It consists of
several subsystems that all must operate together for successful measurements. As an end
user of the accelerator at GSI, it also relies heavily on the infrastructure of the facility. The
scope and interconnection of the entirety of the experiment makes it difficult to provide
a concise overview; however, figure 3.1 attempts to give a conceptual map of the various
systems that contribute to the experiment as a whole. This chapter will then describe the
systems and their interconnections in more detail.

Throughout the course of this work the design of the experiment was altered signif-
icantly to allow external injection. Prior reports on ARTEMIS extensively covered the
method of gas injection using a cryogenic chamber that could release cryosorbed argon
gas into the trap chamber, hereafter referred to as the cryovalve. [64–66]. This system
was replaced by the fast-opening cryogenic valve (FCV) which allows injection of ions
from external sources as well as repeated irradiation of light up to the UV range, while
maintaining the excellent temperature and vacuum conditions of the experiment. The up-
grades will be covered completely in chapter 4 although the descriptions of the apparatus
throughout will inevitably reference both the old design as well components of the new
beamline.

43
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Figure 3.1: An abstract overview of the major subsystems of ARTEMIS and some of their
components.

3.1 GSI Helmholtzzentrum für
Schwerionenforschung

In order to measure the most highly charged systems ARETMIS will utilize the world
unique capabilities of the accelerator facility at GSI which can produce ionic charge states
up to bare Uranium. Figure 3.2 is a rendering of the complete facility and its surroundings.

Ionization energies for heavy hydrogenlike ions are on the order of 100 keV or more,
although delivering this energy to the bound electrons requires significantly higher ion
beam energies. This high charge ionization is accomplished by first accelerating the host
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Figure 3.2: A rendering of the complete GSI accelerator facility, highlighted by the blue
glow as well surrounding buildings. Some of the key accelerator components are labeled.
ARTEMIS is on the platform above the HITRAP decelerator, labeled as 5.

ion then passing it through a thin foil target to remove electrons. As acceleration is eas-
ier at higher charge, this process can be repeated at higher energies to produce yet higher
charge states. Long term study and storage of HCIs then requires deceleration after strip-
ping. Providing a bunch of heavy highly charged ions for capture in ARTEMIS consists
of several steps [94]:

• A source material is ionized in vacuum inside the one of the ion sources (1). GSI has
6 ion sources that can accommodate a wide range of source elements and beam con-
ditions. The intensity of the sources are lower for higher charge states. Extraction
from the sources produces a continuous beam of ions.

• The ion beam flows to the universal linear accelerator (UNILAC, 10). Here it is
divided into discrete bunches and passed through a gas stripper target. Then 5 ac-
celeration stages reach speeds up to 0.155c and additional stripper targets produce
charge states up to 72+.

• The bunches are transferred to the heavy ion synchrotron (SIS 18, 4) for further
acceleration up to a beam rigidity of 18 Tm or up to 0.90c.

• After extraction from the SIS, the final ionization takes place in strippers within
the high energy beamlines that connect to the experimental storage ring (ESR, 6).
Ionization up to bare uranium, 92+, is possible.
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• The ESR decelerates ion bunches by sympathetic cooling with a parallel electron
beam down to energies as low as 4 MeV per nucleon [95]. From here ions are
extracted to the HITRAP decelerator (5).

• HITRAP decelerates ions to be captured in the cooler trap where cold electrons sym-
pathetically cool them to 4 K. Extraction from the HITRAP cooler trap takes place
at a few kV, and ions are transfered up one floor to the low-energy beamline.

• Finally ions from the low-energy beamline can be injected into ARTEMIS where
they are captured in flight. This will be covered in more detail in Chapter 4.

3.1.1 HITRAP

HITRAP is a decelerator facility designed to facilitate experiments in heavy HCIs at the
lowest energies. It extracts HCIs from the ESR and decelerates them from 4 MeV per
nucleon to the sub-eV range. Figure 3.3 shows the relative energies of the low-energy
facilities at GSI/FAIR. It is connected to a low-energy beamline with locations for multiple
experiments to use HITRAP as a source [96]. It also has its own electron beam ion trap
(EBIT) from DREBIT that can be used as an alternate ion source of light or medium HCIs
between beamtimes from the ESR [97].

Figure 3.3: Accessible en-
ergy ranges for experiments
with ions at low-energy at
GSI/FAIR. HITRAP is de-
signed for HCIs at the lowest
currently possible energies.

The decelerator itself consists of three sections: a rebunching stage, two linear deceler-
ation sections, and the cooler trap. Figure 3.4 shows the sections of the HITRAP decelerator
and the respective ion energies at each. The double-drift buncher shapes the ion bunches
ejected from the ESR to improve the acceptance into the decelerators. The first linear
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Figure 3.4: A schematic of the HITRAP decelerator. The individual sections are high-
lighted. The low-energy beamline and ARTEMIS on the upper platform are also shown.
The inset outlines HITRAP in the context of the full GSI accelerator.

decelerator is an interdigital H-type structure that reaches 500 keV per nucleon, and the
second is a radio frequency quadrupole that decelerates to 6 keV per nucleon. The HITRAP
cooler trap is a Penning trap that captures the ions in flight and sympathetically cools them
with simultaneously trapped electrons without recombination [98]. The ions are therefore
essentially fully decelerated, but the cooler trap also reduces the extremely high emittance
that is a consequence of the deceleration and space charge. Ions can be extracted from
the cooler trap into the low-energy beamline which sends them up to the platform above
where the experiments are located [99].

The low-energy beamline is designed for transport of HCI bunches at a few kV drift
potential over several meters for delivery to experiments. The main challenges are inter-
actions with the rest gas and increasing emittance due to space charge. The beamline is
maintained at about 10−9 mbar by regularly spaced turbomolecular or ion getter pumps,
and the ion beam is repeatedly refocused about every meter by einzel lenses or quadrupole
doublets. A full description of the low-energy beamline is given in [96]. Figure 3.5 is a
schematic of the low-energy beamline between the vertical channel from the cooler Pen-



48 3. The ARTEMIS Apparatus

Figure 3.5: A schematic of low-energy beamline of HITRAP between the vertical line from
the decelerator level (red asterisk) and the vertical beamline op the ARTEMIS tower. The
beamline is divided into subsections for labeling components. TR6 and TR7 are two such
sections shown here. The multi-pass spectrometer (MPS) has been recently replaced by a
electrostatic quadrupole bender. The SPARC EBIT as well as ion optics components are
labeled. Figure modified from [96].

ning trap and the vertical beamline of ARTEMIS.

3.2 Vacuum and Cryogenic Setup

The core of the ARTEMIS apparatus is the trapping region where the HCIs are stored for
spectroscopy. As described in section 2.6 the conditions in this region are essential to the
operation of the experiment. Therefore the design uses of layers of vacua and cryogenic
shielding, and any connections to the external environment are carefully considered to
reduce their impact on the trap environment. Figure 3.6 is a cut-away drawing of the entire
apparatus without the beamline. The outermost layer is a magnet and its surrounding
cryostat. The trap components are inserted into the bore of the magnet which is warm.
They are therefore surrounded by an aluminum radiation shield, which is covered bymulti-
layer insulation (MLI) foil. This shield is kept at 40 K by a SUMITOMO RP-082 pulse-tube
cryocooler at the top of the experiment. Inside the shield is another vacuum chamber, the
trap chamber, which is connected to the 4 K stage of the cryocooler by thick copper rod and
stacks of copper braiding such that the inner trap electrodes are positioned in the peak of the
magnetic field. The apparatus is supported above the low-energy beamline of HITRAP as
shown in figure 3.4 by an aluminum frame such that the ions can be injected from below.
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Figure 3.6: A complete drawing of the ARTEMIS apparatus. The inset gives a closer look
at the interior components without the superconducting magnet and its cryostat. Some
major components are labeled.

The coupling between the trap chamber and the beamline utilizes a specially designed
valve (FCV) that is discussed completely in chapter 4. The entire setup is surrounded
by a wooden tower to support the connected experimental electronics and data collection
devices without interfering with the magnetic field.

The superconducting solenoid magnet produces the magnetic field of the trap at 7 T. It
was produced by VARIAN, model number 7T160, and uses a NbTi wire to form the solenoid
core as well as 8 superconducting active shim coils. These enable ultra low field gradients
at the magnet center of less than 0.1 ppm/cm3 and temporal stability less than 1 ppm/h.
The superconductors are submerged in a 300 L liquid helium (LHe) reservoir which is
surrounded by a 240 L liquid nitrogen (LN2) reservoir. The walls of both reservoirs are
vacuum insulated which reduces the heat load to the cryogenic liquids such that LN2 needs
to be refilled about every 14 days and LHe every 8 months. The magnet has been con-
tinuously energized at 210 A since 2009 with detailed measurement of the field strength
determined from the ion motion given in [65].
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The bore of the magnet is a cylinder, 173 cm long by 16 cm in diameter. On either
end, vacuum flanges with Viton o-rings allow the bore to act as an isolation vacuum for
the interior cryogenic components. A small extension of the vacuum chamber on top of
the magnet allows feedthrough of connections to the interior electronics and spectroscopy
components. It also houses the connection for the turbomolecular pump and cryocooler.
Inside this section the radiation shield and copper rod are coupled to the cryocooler. Inte-
rior connections pass through small holes in the shield which are surrounded by MLI, and
the interior is pumped down to about 10−7 mbar.

The magnet bore houses the electronics for ion detection and manipulation. Having
these electronics as close as possible to the trap is essential for receiving signals with
high signal to noise ratios. They are connected to the feedthroughs at the top with thin
constantan wires which are thermally anchored to sapphire thermocouples on both the 4
K and 40 K temperature stages to minimize the thermal load to the electronics. There
are three resonator circuits for particle detection which are custom built at ARTEMIS and
two filter boards (custommade by STAHL ELECTRONICS) that remove high-frequency noise
from any connections that are fed into the trap chamber and separate the DC trap biasing
from the AC signals used for ion detection and manipulation. Figure 3.7 is a photo of
the electronics mounted directly above the trap chamber. This section is referred to as the
4-leg section due to the shape of the structural OFHC components. The laser fiber and
imaging system are also visible and will be covered in section 3.5.

Figure 3.7: A photo pf
the electronicsmounted di-
rectly above the trap cham-
ber in the cryogenic envi-
ronment. Photo taken by
[65].
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3.3 The Trap Stack

Inside the trap chamber hangs the stack of electrodes that generate the confining electro-
static field. ARTEMIS can be divided into two distinct trapping regions: the precision
spectroscopy trap (ST) and the larger high-voltage creation/capture trap (CT). The advan-
tage of this design is that the ST can be compact with ultra low field gradients and elec-
tronic noise, and exceptional spectroscopic access. The CT has a wider range of applica-
tions such as in-trap ionization, a wider range of trap potentials and therefore of detectable
ion species, fast switching of electrodes at high voltage for in flight capture, and selective
rejection of ion species. Ions initially trapped in the CT can be transported to the ST near
adiabatically. The added heat can only be measured after many successive transports be-
tween the two traps [65]. Figure 3.8 gives a drawing of the entire stack of electrodes and
their labeling scheme as well as a photo of the electrode stack before installation in the
trap chamber.

Figure 3.8: (a) a drawing of the stack of electrodes in ARTEMIS. It can be divided into
two sections, the ST and CT, which are connected by a transport electrode. Also shown
are the labeling scheme and some specific applications for electrodes. (b) a photo of the
electrode stack before installation.
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Table 3.1: Dimensions of ARTEMIS electrodes at 4 K

Electrode/Space Height [mm] Inner Radius [mm]
S2 5.87 8.70

S2 - S3 0.19 -
S3 5.36 8.70

S3 - S4 0.19 -
S4 5.87 8.70

S4 - S5 0.20 -
S5 6.20 8.70

S5 - S6 0.40 -
S6 5.71 8.70

S6 - T7 0.20 -
T7 7.97 8.70

T7 - H8 0.51 -
H8 6.48 4.96

H8 - H9 0.41 -
H9 6.48 4.96

H9 - C10 0.70 -
CT space 0.40 -

CT electrodes 14.1 8.70

The trap electrodes are made of OFHC copper that are gold plated with a 20 µm dif-
fusion barrier of silver. The electrodes of the ST are precision machined with micrometer
tolerance, but the thermal contraction is only given in this work to 3 digits of precision. In
the ST they are separated by sapphire rings and in the CT by Macor rings. The two traps
are assembled independently and then mounted to the top flange of the trap chamber with
threaded copper rods to ensure that there is even contraction as the assembly cools. A
detailed account of the trap geometry is given in [65] and the dimensions at 4 K including
the gold and silver layers are given in table 3.1.

3.3.1 Half-open Penning trap

The ST is designed to allow the most precise measurements of the ion motions as well
as spectroscopic transitions. Therefore it should have good access for laser spectroscopy
and fluorescence detection, low field imperfections, and a compact size for maximum ho-
mogeneity of the magnetic field and good ion detection. This combination of functions
is made possible by a half-open trap with two design adaptations: the antitrap and the
conductive ITO window. The ST is electrically compensated and orthogonalized. Split
electrodes (S3 and S4) allow application ofmagnetron centering and the rotating wall tech-
nique to increase the density of the plasma in the laser path for maximum luminescence.
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Figure 3.9: (left) a drawing of the ST with the cone of light emitted by ions trapped in the
center (ion cloud size is not to scale). The solid angle from the trap center to the opening
of the trap is about 2 sr. (right) a photo of the complete assembled ST with the ITO coated
window on top.

The cyclotron resonator (CRES) is connected to one side of S4 and the axial resonator
(ARES-ST) is connected to S2. These resonators will be covered in section 3.4. The
electrodes are biased through the filter boards by a HV200-8 voltage supply from STAHL
ELECTRONICS.

As described in 2.4, to have small imperfections of the electrostatic field, cylindrical
Penning traps use long endcaps. Therefore, normal cylindrical Penning traps have about a
0.2 sr solid angle for light emitted by ions at the trap center to escape the endcap opening.
The ST uses a half-open design, where ions can be injected from below, and a closed
endcap on top allows it to be much closer to the trap center without inducing significant
field imperfections. The endcap is optically transparent to allow spectroscopic access and
is coated with a conductive layer to provide the trapping potential. This improves the
solid angle for emitted light to about 2 sr, an increase of an order of magnitude. Figure
3.9 shows a drawing of the ST, highlighting the angle of the emitted light cone, as well as
a photo of the ST with the transparent electrode on top.

The antitrap

To generate the harmonic potential in the half-open trap and decrease the transport length
for ions from below, the concept of the antitrap is used. In this configuration the compen-
sation and ring potentials are inverted and reflected to the opposite side by corresponding
anticompensator and antiring. This is depicted in figure 3.10. The details of the fields and
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Figure 3.10: The concept of
the antitrap. The red curve
shows the shape of the center
line potential in the ST and the
blue curve is the ideal hyper-
bolic shape. The anticompen-
sator and antiring electrodes
have the opposite potential to
their counterparts.

calculation of the geometries are given in [18]. The resulting coefficients of the electro-
static field expansion are C2 = 0.5229 and C4 < 0.001. The compact trap also enables
slow transfer of ions from the CT. Long endcaps have almost no field gradient along their
length, so even for relatively slow transfer the ramping potential has a much higher prob-
ability of accelerating the ions during transport.

Rotating wall technique

The ring of the ST (S3) is split into four equal segments precisely separated by sapphire
spheres. These four electrodes enable application of the rotating wall technique [100],
which allows radial compression of the trapped plasma by application of a rotating electric
field in the direction of the cyclotron motion. The induced acceleration of the plasma
rotation increases the magnetic Lorentz force and compresses the plasma radially. The
ion density is given by

n =
2ϵ0mω(ωc − ω)

q2
, (3.1)

where ω is the plasma rotation frequency as driven by the rotating wall. Compres-
sion can be induced up to the Brillouin limit, which in the ST is 600 billion Bi82+ ions.
In ARTEMIS this has the advantage of increasing the intensity of the fluorescence light
emitted from ions in the center of the trap.

Magnetron centering

S4 is similarly split into two halves for application of radial dipole fields. These are use-
ful for stimulating the radial motions or coupling them to each other or the axial mode.
Application of a dipole field on half of S4 at ω = ωz + ω− or of a quadrupole field on all
four segments of S3 at ω = ω++ω− results in exchange of energy between the respective
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modes, referred to as resonant motional coupling. Such a coupling between the magnetron
motion and either the cyclotron or axial motions while simultaneously resistively cooling
the second motion, results in a net movement of ions up the ladder of magnetron states
discussed in 2.4.2. As the energy of the magnetron motion is negative the resulting motion
is an inward spiral of the ions toward the trap center. This procedure is therefore known as
magnetron centering. In ARTEMIS, this is essential to ensure that the ion cloud overlaps
the laser on the trap axis.

The conductive ITO window

The transparent electrode at the end of the ST, a WTSQ11050-A conductive window by
THORLABS [101], consists of a N-BK7 substrate with an anti-reflective coating (350 - 700
nm) on one side and a indium tin oxide (ITO) coating on the other. ITO is an n-type
semiconductor with a large band gap, allowing transmission of light deep into the optical
regime. The exact properties of the window depend on the doping. Figure 3.11 shows the
transmittance of the ITO window in ARTEMIS as a function of the wavelength of incident
light. The measured surface resistivity of the ITO layer from corner to corner is 150 W

at 4 K. For measurements in Ar, the ITO allows sufficient transmission of 441 nm light
of 77%, but the transmission falls off for shorter wavelengths. Therefore, a new window
is being developed for the measurements in bismuth. The new window will use a fused
silica substrate with a graphene coating which is transparent to UV light [102, 103].

The ITO window also serves as the target for tuning the injection and capture param-
eters for ions from HITRAP. Therefore, its performance as a target material was tested
before installation. It is important to ensure that the ion beam from the low-energy beam-
line does not destroy the ITO coating. The window was bombarded with ions from an

Figure 3.11: The transmission
through the ITO window as a func-
tion of the wavelength of inci-
dent light in the near UV to near
IR range. The inset graphic is
a drawing of the WTSQ11050-A
conductive window with the anti-
reflective and ITO coatings. Data
from [101].
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Figure 3.12: The response of the
ITO to bombardment by an ion
beam was measured initially and
after 60 minutes of constant beam
exposure. This is compared to a
typical Faraday cup. The differ-
ence in signal height comes from
the relative impedance of the ITO.
After an hour of bombardment,
there is only a small reduction of
the signal height.

EBIT 450 times while measuring the induced signal with a fast transimpedance amplifier
from FEMTO. This signal, both initially and after 60 minutes, is compared to the same ion
beam impacting a typical Faraday cup in figure 3.12. The increased signal height is due
to the higher surface resistivity compared to the copper Faraday cup. This signal shape
is otherwise the same indicating that the ITO is sufficient for time sensitive detection but
calibration would be required for true beam current measurements. After one hour, there
was only minimal degradation of the signal indicating that the ITO will be a robust target
for injection.

3.3.2 The creation/capture trap

The CT is designed to augment the set of functions available to the experiment without
limiting the precision of measurements in the ST. To that end it enables in-trap creation
of ions from residual gas atom, in-flight capture of ions from an external source, storage
of a large cloud of exotic ions for extraction of small ion numbers to the ST, and a wider
range of applicable trap potentials as well as fast switching of potentials.

The CT is made of 9 electrodes of the same dimensions (C10 - C18) surrounded by
high voltage reflector electrodes with narrower inner diameters (H8, H9, H19) and an
electron source on the end opposite the ST (F1 and F2). The inner electrodes apply the
antitrap principle similar to the ST, where opposite potentials are applied to alternating
electrodes to form three axial wells centered on C14. In this configuration of potentials,
the trap has C2 = 0.5631 and C4 = 0.001. Note that this is possible due to the choice
of electrode geometry, which taking into account the spacing, makes them mechanically
compensated. Similar to the ST, electrodes C13 and C15 are split into two halves to allow
radial dipole excitation or motional coupling, although currently the two halves of C13
are purposely connected to form a single electrode. The axial resonator (ARES-CT) is
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connected to C13.

The filters on the CT electronics are somewhat wider, 1 ms characteristic time, allow-
ing fast switching of electrode potentials including the reflectors. The exception being H8
and H9 which currently switch between two voltage sources depending on the application.
This switching is controlled by a relay which is sensitive to high voltage. This is useful
for ejection of contaminating ion species from the trap or for in-flight capture enabling of
ion beams up to almost 2 kV beam potential, significantly easing the need for preliminary
deceleration.

For ejecting contaminants, the center ring is pulsed briefly to same potential as neigh-
boring electrodes, which breaks the confining condition of the electric field. Any ions with
significant kinetic energy escape the trapping region during this pulse while other ions are
too slow to avoid being retrapped as the potential drops back down. Contaminants are
selectively excited according to their motional frequency by an axial dipole field. This
procedure is often referred to as stored waveform inverse Fourier transform (SWIFT) as
it creates a time domain signal from the measured ion frequency [104]. In ARTEMIS it
is often simpler and equally effective to use a series of frequency bands around each con-
taminant’s motional frequency. A detailed analysis of the application of SWIFT to the CT
was done in [65]. It is implemented regularly at ARTEMIS to produce trapped ion clouds
of only a single species. Figure 3.13 shows a charge to mass spectrum collected in the CT
from a cloud of several Ar charge states before SWIFT compared to the same cloud of
only Ar13+ after SWIFT.

The reflector electrodes can be biased up to±2 kV and have a narrower inner diameter
to limit the field penetration from the low voltage regions. When negatively biased they
serve to form an outer Penning-Malmberg trap for high energy electrons, into which the
threewells of the CT are nested. This configuration is shown in figure 3.14where electrons
are confined within the entire length of CT and ions are confined in three inner wells.

The field emission point (FEP, F1) and associated accelerator (F2) comprise the elec-
tron source. The FEP is a tungsten needle, about 1µm in diameter at its point, mounted
to the supporting electrode that sits in the stack. The tip protrudes through a hole in the
accelerator electrode which closely surrounds the tip. Scanning electron microscopy of
the tip reveals that it has micro-structure tips with curvatures as low as tens of nanometers.
When paired with a voltage difference of a few kV between the FEP and the accelerator,
this small curvature generates extreme electric fields at the tip surface. The induced Schot-
tky effect creates a significant probability of electrons in the tip tunneling into the field.
To this end tungsten was chosen for the tip for its low work function, the energy required
to eject an electron at the Fermi level from the conductor.
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Figure 3.13: The q/m spectrum of several charge states of argon is compared to the spec-
trum of only Ar13+ left after SWIFT is used to remove all other charge states.

The FEP in ARTEMIS can be used to generate electron currents of hundreds of nA at
up to 2 keV. The primary purpose of the FEP is for creating ions inside the trap volume
from residual gas atoms by electron impact ionization. Combined with a source of argon
gas, this allow ARTEMIS to be completely independent of external ion sources for g-
factor measurements, although ions can be generated from any elements present in the
trap. Electrons could also be used for excitation of laser-inaccessible states by electron
impact excitation or sympathetic cooling of trapped ions. The latter being of particular
interest for injected ion bunches which could have significant energies preventing efficient
resistive cooling.

3.4 Detection circuits

ARTEMIS uses three tuned LC detection circuits as described in section 2.5:

• ARES-ST: Axial resonator for the spectroscopy trap νz ≈ 600−800kHz, connected
to S2

• ARES-CT: Axial resonator for the creation trap, νz ≈ 600kHz, connected to C16

• CRES: Cyclotron resonator, connected to the spectroscopy trap, ν+ ≈ 35MHz for
argon and ν+ ≈ 42MHz for bismuth, connected to half of S4.

There are several design considerations that must be made when building the resonator
circuits. The implementation in ARTEMIS is covered in more detail in [66, 67, 105]. The
major factors are its operation in cryogenic temperature, its natural resonance frequency,
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Figure 3.14: A schematic of the CT with its nested traps for ions and fast electrons. The
approximate potential along the central axis of the trap is indicated by the red curve. Elec-
trons emitted by the FEP (blue) are confined by the outer Penning-Malmberg trap and
ionize neutral gas atoms (white) that are unaffected by the trapping fields. Some portion
of the ionized gas atoms fall into the inner potential wells.

and its quality factor, Q. Building these resonators and pairing them to amplifiers is a
somewhat precarious process and the resulting system is sensitive to a variety of envi-
ronmental factors including temperature and humidity. Moreover, the resonance quality
is limited by the lowest quality component in the signal chain as in equation 3.2, where
the index i can be considered as each discrete component in the chain such as the trap,
resonator, amplifiers, varactor, cables and connections.

Qdet =

(∑
i

1

Qi

)−1

(3.2)

Inside the cryogenic environment, they are usually stable for several months, but cy-
cling the temperature during periods of maintenance often means the resonators will need
to be replaced. Therefore several designs have been implemented in ARTEMIS over time.
A typical resonator uses a copper solenoid coil wrapped around an air core supported by
Teflon and encased in a copper housing. A typical implementation of this design for a
cyclotron resonator is shown in figure 3.15.

Figure 3.16 shows the range of possible well depths that can be created in the CT and
the corresponding axial frequency of some ions. Creating coils with resonant frequency
below about 800 kHz required for the ST, generally calls for wire lengths of 50 to 100
meters, which means a significant amount of resistance for even copper wire at cryogenic
temperatures. This ultimately limits copper coils to a quality of a few hundredwhen placed
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Figure 3.15: A typical cy-
clotron resonator used in
ARTEMIS is shown. The
copper housing has been
made transparent for this
image to show the inner de-
tails. A coil of wire is wound
around a hollow Teflon core.
The signal output is tapped
about one third of the coil
length before ground.

inside the magnetic field. Therefore it is desirable for precise detection and quick cooling
of the ion, to use superconducting coils that enable qualities in the 105 range. Detecting the
lowest q/m ions requires either large potential wells or resonators at very low frequencies
which are impractical to produce at sufficient quality.

Unlike the axial frequency, the cyclotron frequency varies by only a small amount with
the trap depth and creating a resonator exactly on the frequency of the ions is unreliable at
best. Therefore, a small variable capacitance is wired in parallel to the cyclotron resonator.
This allows the resonant frequency to be shifted by:

∆ω+

ω+

=
1−

√
1− CV

CR√
1 + CV

CR

, (3.3)

where CR and CV are the capacitance of the resonator and variable capacitor respec-
tively. This is implemented as a varactor tuning diode (MACOM MA46H202-1088) on a

Figure 3.16: The range of
applicable trap voltages in
ARTEMIS and the expected
axial frequency of some Ar
charge states as well as Bi80+
and Bi82+. The full range of
the CT is shown on the x axis
and the upper limit of the ST is
indicated by the black line.
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Figure 3.17: Variation of
cyclotron resonator frequency
and quality with varactor bias.
Figure from [65].

custom filter/heater board by STAHL ELECTRONICS, which can be controlled by a low bias
voltage so that it can used inside the cryogenic region. Figure 3.17 shows the variation
of the cyclotron resonance as the varactor bias increased. Notably the quality increases
significantly with higher voltages according to equation 3.4 as the capacitance is reduced.
So precise prediction of the center frequency of the cyclotron resonator is still beneficial to
put the ions on resonance with as high a varactor bias as possible. HereR is the resistance
of the varactor and C(Ubias) is its capacitance as a function of the bias voltage.

Qvar = (ω+RC(Ubias))
−1 (3.4)

With the resonator alone the signal from the ions would likely still be indistinguishable
from the background noise of the electronics at room temperature. Two stages of ampli-
fication are used to prepare the signal for detection. The first stage is directly connected
to the output of the resonator in the cryogenic region. This is critical because of the low
Johnson noise in the cryogenic region. The cryoamplifiers are custom made at ARTEMIS
and are individually paired with resonators to produce the best overall detection system
possible. Figure 3.18 shows the circuit diagram used for producing the cryoamplifiers
at ARTEMIS. A detailed description of the design principles and optimization can be
found in [66, 105]. The general principle is a two stage design. The first stage has a high
impedance and high voltage gain in the frequency range of interest, and the second stage
has a gain just below one, but an output impedance of 50 W to limit reflections.

The choice of amplifier transistors for the cryoamplifier is crucial as many semicon-
ductor substrates cannot operate in cryogenic conditions. The transistors are built on gal-
lium arsenide semiconductors, which have some of the highest densities of free electrons
at cryogenic temperatures and high electron mobility, which decreases their noise con-
tribution. Often the most well behaved transistors at these temperatures are the result of
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specific conditions of an individual batch which are not guaranteed in their manufacture.
Therefore, these transistors should be considered vintage as obtaining replacements of
equal quality is difficult.

From the cryogenic amplifiers the ion signal is routed out of the magnet bore and vac-
uum chamber by cryogenic coax cable. Room temperature amplification occurs on custom
built boards from STAHL ELECTRONICS, the so-called room temperature filter boards. This
signal is collected and analyzed in a Keysight N9000B spectrum analyzer.

Figure 3.18: Circuit diagram
of the cryogenic amplifiers
used in ARTEMIS. The input
pad is connected directly to the
tap of the resonator coil. The
drain and gate voltages are
controlled by a low noise volt-
age supply from STAHL ELEC-
TRONICS.

3.5 The Spectroscopy system

The spectroscopy system at ARTEMIS consists of the optical and microwave sources that
are used for performing the double-resonance measurement (see section 2.3) as well as
the connecting components for delivering radiation to the trapped ions. There are three
main subsystems: the optical laser system, microwave system, and luminescence detection
system. Figure 3.19 at the end of this section shows an abstract overview of the entire
spectroscopy system as it currently exists for LMDR measurements in Ar13+ at 7 T.

3.5.1 Optical laser system

The current optical laser system at ARTEMIS as of the time of writing, is designed for the
2p fine-structure transition of Ar13+ at 441 nm. The systemwas first installed by A.Martin
with subsequent development by P. Baus [106, 107]. It consists of four major components
which are located in a environmentally stabilized room near the HITRAP tunnel:

• The spectroscopy laser is a DL 100 pro external cavity diode laser (ECDL) from
TOPTICA. It can be tuned from 439.4 nm to 445.8 nm.
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• The transfer cavity is an optical resonator cavity that stabilizes the frequency of the
spectroscopy laser to the master laser. Fine tuning is achieved by precise control of
the spacing of two concave mirrors.

• The master laser is a custom built ECDL by A. Martin and P. Baus. It has a precise
frequency of 452.756 nm which is locked to a tellurium spectroscopy cell.

• The tellurium spectroscopy cell is a well known reference based on the so-called
tellurium atlas. It provides a precise absolute frequency reference for the system.

The concept is that tellurium is vaporized by heating the cell to 504 K. Doppler-free
spectroscopy is used to stabilize the master laser precisely based on feedback from the
laser interaction inside the tellurium cell. This stable and precise laser is then used as
a reference for tuning the transfer cavity. The spectroscopy laser is then shifted by an
acousto-optic modulator and locked to the transfer cavity. Finally, the output from the
frequency stabilized spectroscopy laser is referenced against the tellurium cell. This chain
of reference frequencies generates a laser at the requisite 441 nm with high precision of
the master laser.

The final output of the laser system is coupled into a long fiber that transfers the light
from the laser lab to the ARTEMIS tower. A vacuum feedthrough is used to couple the
fiber to another one inside the vacuum extension at the top of themagnet bore. The internal
fiber extends to a mount directly above the window of the trap chamber by a narrow copper
arm. At the end, the fiber is stripped of the protective jacket, and the emitted light is
directed into the trap chamber through an aspheric lens, a quartz vacuum window and
finally the ITO window.

The fluorescence light emitted by the ions is isotropic. The portion emitted in the
direction of the window passes again through the ITO and quartz window and is collimated
by the lens. It then passes around the fiber and mount and is focused by a second lens onto
the image guide. The image guide is a bundle of thousands of optical fibers arranged in
a 16 mm2 lattice. At the end of the image guide the light is again collimated by a lens,
passed through a vacuumwindow and a series of line filters centered at 441 nm, and finally
focused on to the charge-coupled device (CCD) element of a camera. The camera is an
ImagEM X2 from HAMAMATSU. This systems enables position sensitive imaging of the
fluorescing ion cloud.

The design for the ultraviolet laser system that will be used for hyperfine spectroscopy
in bismuth is currently underdevelopment. It should be noted that fibers in the UV range
cannot be made with the low losses that are available in the optical range and must there-
fore be limited to short distances only. It is foreseen that the UV laser excitation will be
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provided from the open end of the trap through the entire length of the vertical beam-
line. The fluorescence will be detected through the closed endcap and conversed into an
electrical signal by a UV sensitive photocathode, rather than passed directly by an image
guide.

3.5.2 Microwave system

The current microwave system installed in ARTEMIS is designed for the 65 GHz Zeeman
transition in the lower fine structure state of Ar13+. It was tested and installed byM.Wiesel
and S. Ebrahimi [65, 66]. There are 6 major external components:

• The microwave source is a GT9000 synthesizer from GIGATRONICS. It is tunable
from 2 to 20 GHz and uses a high quality YIG oscillator, which is important for
precise measurement of the Zeeman transition.

• The clock for the microwave source is a 10MHz rubidium frequency standard (SRS
FS725) which ensures the long term stability of the synthesizer.

• The sensor is a model 578 locking microwave counter from EIP MICROWAVE, which
monitors the output of the synthesizer and the clock to lock the synthesizer output.

• To match the requisite frequency range of the experiment a CFM1616X410-01 ac-
tive frequency quadrupler is used, which can output frequencies from 64 to 66 GHz
at up to 10 dBm.

• The amplifier is a model SP654-15-24-W from SPACEK. It has a gain of 19.8 dB and
max output power of 23.2 dBm, but it not tunable.

• A model 520E attenuator from MIWAVE is used for tuning the power down from 0
to -25 dB relative to the input. This is necessary to minimize power broadening
of the Zeeman transition, which would could limit the precision of the measured
transition.

The microwave signal is then coupled to a coaxial cable to be sent into the vacuum
chamber via a coaxial feedthrough. Inside the vacuum another coax cable, this time with
low thermal conductivity, is used to route the signal into the radiation shield. This section
has about 14 dB/m loss at 65GHz, so its length is minimized. It is coupled to a 950 cm long
OFHC copper waveguide directs the signal toward the trap. At the end is the microwave
horn, which has a relatively high gain in the forward direction, effectively focusing the
microwave radiation toward the trap center as pictured in figure 3.19.
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This design results in the lowest possible losses along the entire length while still
maintaining the low heat loads and vacuum conditions required for the experiment. The
final expected power delivered to the trapped ions is up to 50 µW [65].
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Figure 3.19: A brief overview of the spectroscopy system in ARTEMIS. The bottom half
shows a schematic of the laser light overlapping the ions in the trap and the luminescence
emitted by the ions collected by the image guide. The top half shows the components for
generation and precise control of the laser and microwave irradiation as well as the light
collection system. These are described further in the text.



Chapter 4

Design and Implementation of the
ARTEMIS Vertical Beamline

Until recently ARTEMIS relied entirely on ions created by electron impact ionization di-
rectly within the CT. This chapter focuses on the vertical beamline which connects the ex-
periment to the low-energy beamline of the HITRAP facility. Completion of the beamline
represents the most recent major milestone of the experiment, which enables the injection
of heavy HCIs from the accelerator facility of GSI.

The design of the vertical beamline was guided by the following requirements. It
must...

• have an appropriate acceptance window for an incoming ion bunch from the low-
energy beamline of HITRAP

• focus the ion bunch into the trapping region.

• provide some preliminary deceleration of the ions in flight.

• permit laser access for the UV spectroscopy laser.

• isolate the extreme vacuum and cryogenic temperatures of the trap chamber from
the relatively poorer vacuum and higher temperature of the beamline.

• and of course it must not block the path of the ions in flight.

The final two points in particular provide the greatest challenge as any opening for the
ions also allows residual gas to contaminate the vacuum. For this reason the concept of
the fast-opening cryogenic valve was developed (see section 4.1). In addition the vertical
beamline should...

67
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• have a non-destructive beam monitoring device for tracking changes in the injected
ion beam during the experiment

• have a means for compressing the ion bunch longitudinally.

• be able to be isolated from both the experiment and horizontal beamline without
shutdown of either system

This chapter will provide a detailed description of the vertical beamline section and
how it meets each of these challenges. Simulation data are also provided to justify the
design elements of the various components. These simulations were performed primarily
using finite-element numerical calculations for the electromagnetic field components and
ion trajectories using COMSOL Multiphysics1 and SIMION.

4.1 The Fast-opening Cryogenic Valve

The most critical component of the vertical beamline is the so-called fast-opening cryo-
genic valve (FCV). The FCV is responsible for isolating the ambient pressure and tem-
perature conditions of the trap chamber from those of the rest of the beamline. Please be
reminded of the considerations regarding background gas pressure and particle tempera-
ture which were discussed in sections 2.4.6 and 2.4.3 respectively. Previous particle traps
have relied on the ability for fast, light particles to penetrate thin hermetically sealed win-
dows or slow-opening valves for ion injection [108] that only need to be opened rarely.
However, the HCIs of interest for ARTEMIS cannot penetrate even the thinnest seals at
energies that permit capture. Other traps have used manually operable cryogenic valves,
or electromagnetically actuated cryogenic valves with long opening/closing times on the
order of minutes [109, 110]. In ARTEMIS however, the relatively short ion lifetimes and
the necessity for frequent UV laser access (see sections 2.3.2 and 3.5) also preclude the
possibility of manual opening during an experimental run and require opening times on
the order of 100 milliseconds.

Below is a detailed description of the design and function of the FCV. The entire set-up
is shown in figure 4.1. Relevant design parameters for the FCV are summarized in table
4.1.

The FCV design uses a copper shutter in the cryogenic environment to form a hermetic
seal when covering the opening of the trap chamber. It is compressed flush against the face

1COMSOL is a finite element multiphysics simulation tool with an array integrated physics packages.
The electrodynamics package was used primarily for this project for examining specific effects related to
the design of ion optics components.
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Figure 4.1: A cutaway rendering of the FCV and a photo as it is installed at ARTEMIS.

Table 4.1: Design parameters of the fast-opening cryogenic valve.

Parameter Value
Temperatures 4 K (shutter) to 300K (vacuum chamber)
Pressures < 10−15 mbar (trap chamber)

10−10 mbar (beamline)
10−7 mbar (magnet bore)

Opening/closing time <100 ms
Cycle time 90 s

of the trap chamber flange such that residual gas atoms have an overwhelming probability
of sticking to the cryogenic copper surface, and all other connections are sealed with com-
pressed indium wire. The shutter is then moved out of the beam path to allow injection.
In order to achieve fast opening times on the order of milliseconds, mechanically actuated
motion is used. The shutter is mounted to the drive tube, which is a thin stainless steel
(1.4301) tube 710 mm in length with an inner diameter of 60.8 mm and thickness of 0.3
mm. It in turn is driven by arms connected to pins on the eccentric of the tube as shown in
figure 4.2. These arms are a sufficient distance from the superconducting magnet that they
can be driven with fast solenoids, (ITS-LS 4035 from Red Magnetics). The drive tube is
mounted inside another thin stainless steel vacuum tube which separates the vacuum of
the beamline from the vacuum of the magnet bore of ARTEMIS. This vacuum tube has an
inner diameter of 85 mm, thickness 0.25 mm, and length 352 mm. These stainless steel
tubes act as thermal isolators between the cryogenic region at the top and the room tem-
perature region at the bottom. At the bottom of the vacuum tube, an edge-welded bellows
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Figure 4.2: Diagram of the fast-opening cryogenic valve opening mechanism. Solenoid
magnets pull on themagnet arms, which in turn apply a torque to rotate the drive tube. Note
that in the final FCV assembly the pins that attach the arms to the drive tube are closer
together than drawn here. The result is that they do not pull into a completely straight
line with the arm mount. This lessens the loss of torque by the arm during rotation. The
indicated 43.5° nominal drive rotation is maintained, in reality this arc sweeps a region
somewhat displaced in the counter-clockwise direction.

allows some motion of these two tubes relative to the supporting cross below. As the shut-
ter is mounted directly to the trap chamber, this allows the position of the trap chamber
to be adjusted without moving the entire FCV. In addition, the walls of the bellows are
extremely thin so it also insulates against the conduction of heat.

The shutter housing, and vacuum tube are all surrounded with a radiation shield which
is coupled to the ARTEMIS radiation shield at the top by copper strands. Additional
copper strands are connected between the bottom edge of the radiation shield and the
bottom of vacuum tube as well as between the vacuum tube and the middle of the drive
tube. MLI foil between each layer further reduces radiative heat transfer from the room
temperature surfaces of the vacuum chamber and covers the small gap between the shields.
The FCV also supports the trap chamber inside the magnet so as to decouple it from the
vibrational motion of the cryocooler at the top. The weight is transferred to the vacuum
chamber and mounting frame by two pairs of PEEK support rings. The rings are designed
with conical and anti-conical groove pairs to ensure the concentric parts align when raised,
which also centers the trap inside the magnet bore.

Finally all of these components are surrounded by a vacuum chamber in two sections.
The top section is connected to the bore of the superconducting magnet and is primarily
formed by two bellows. The top bellows mates to the bottom flange of the superconduct-
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ing magnet and the bottom is a standard CF250 flange. A bellows is used in this section
to allow access to the connection between the trap chamber and the FCV without decon-
structing the entire assembly. Also for this purpose, an adapter plate of OFHC copper is
installed between the bottom of the trap chamber and the top of the FCV. The bottom of
this bellows sits on a zero-length CF250 to CF200 reducer flange. This flange forms the
support plane for the PEEK rings that in turn support the trap chamber. Therefore, the
precise position of the trap chamber can be adjusted by four threaded rods from below.
The lower bellows section has a CF200 flange on top and CF160 on bottom. This bellows
extends or contracts as the trap chamber is raised or lowered respectively.

The bottom vacuum section connects to the low-energy beamline and is formed by a
6-way cross. The top of this cross is connected to the bellows at the bottom of the vacuum
tube. The arms are mounted to the sides of the cross and coupled to the drive tube inside.
Two additional CF100 flanges are currently used for connecting a turbomolecular pump
and a window to observe the motion of the drive tube as a diagnostic. Although neither
of these are necessary in the long term.

An important consideration for the FCV design is the force and stroke length of the
solenoids and magnet arms. They must provide enough torque to exceed the static friction
at the shutter, which is the dominant component due to the sealing force of the compression
spring. Theymust also quickly accelerate the rotation of the drive tube tomeet the required
opening time. The stroke length as well as the mounting angle of the arms must not limit
the full rotation of the shutter. Instead a 5.5 mm slot is cut into the top of the FCV to
guide the shutter motion and restrict it to a minimal path for uncovering the the aperture.
Improper placement of the angle of the arms can inadvertently further restrict the motion
in either direction. The nominal rotation angle is 43.5° to fully open the trap chamber
aperture. The open and closed position of the shutter components are shown in figure 4.3.
This demonstrates how the slot restricts the motion of the shutter.

Figure 4.3: A CAD drawing of the shutter and the top piece of the FCV. The shutter and
rotor have been made partially transparent to see the underlying motion. The rotor rotates
with the drive tube which pulls on one side of the shutter. The other side cannot rotate
about the beam axis. Instead it slides along a slot cut into the top of the FCV.
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Figure 4.4: The timing signals for
controlling the fast opening cryo-
genic valve. After the initial power
on, magnet 2 triggers to ensure the
valve is closed. Then on each in-
coming trigger the control box acti-
vatesmagnet 1 to open the valve fol-
lowed by magnet 2 to close it. The
timing between each magnet activa-
tion as well as the duration of the
current pulses are programmable.

Transfer of the linear motion of the arms into the vacuum chamber requires linear
motion vacuum feedthroughs. Typically such feedthroughs would use mechanical means
to regulate the motion against compression by the pressure differential, but this would
limit the intended operation of the arms. The FCV arms instead balance this compres-
sion against each other. As the vacuum is drawn the pressure pushes inward on both
feedthroughs equally so that no net motion of the arms occurs. In this way the magnets
are not counteracting the atmosphere pushing them inwards, which is much stronger than
either magnet for the given size of the feedthroughs.

The opening and closing magnets are controlled by a custom designed control box.
The control box contains two 1 mF capacitors for generating the large, low frequency
current pulses for operating the valve. It controls the timing of the pulses relative to a
TTL input signal. These are programmable with values from 1 millisecond to 1 second.
Figure 4.4 shows the full control sequence of the FCV. After receiving power it generates
a closing pulse to ensure the initial position of the shutter, then waits for a trigger signal.
Once a trigger is received, there is a delay, td, before the current pulse to the opening
magnet, tm, a pause between magnet pulses, tp, and a pulse to the closing magnet of the
same duration as the opening pulse.

Although the opening time is programmable down to 1 ms, the actual opening time is
limited. A camerawith a frame resolution of 33mswas used tomonitor the shutter position
while the FCV was installed directly below the ARETMIS magnet, but not mounted to
the trap chamber. This allowed ambient light to be used for imaging the shutter position.
Various tm were applied with tp = 1 s while the valve was cycled and monitored. For
tm < 40 ms no light could be detected through the shutter. While for tm > 50 ms a
completely open shutter was observed. Because there was no common trigger between the
camera and the valve, precise determination of the actual opening time was not possible
with this method. However a single frame with a partially open shutter could be recorded
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Figure 4.5: The view through the drive tube of the shutter of the FCV below the ARTEMIS
magnet while decoupled to allow ambient light to enter. A sequence of three frames sep-
arated by 33 ms shows the (a) closed, (b) partially open, and (c) fully open positions of
the shutter along with the timing of the frames. These images were taken with an applied
tm = 50 ms.

when tm > 50 ms was applied as shown in figure 4.5. This puts an upper limit on the
actual opening time of 66 ms assuming a reasonably low threshold of light detection is
possible for an open shutter.

The observation that the shutter does not partially open for tm < 40ms is an indication
that too little power is applied to drive the magnets in this case, resulting in no motion of
the shutter during the magnet opening pulse. This is contrasted to the explanation that a
sufficiently strong force is applied but for too short a duration to even partially open the
shutter. Given that a partially open shutter was observed for tm = 50 ms after a shorter
elapsed time from the trigger of at most 33 ms, the duration of motion of the shutter is
not a limiting factor for tm > 33 ms. The observation that an applied tm = 40 ms does
not partially open the valve excludes the duration of motion as a limitation in this case,
and only the lack of force remains. The limit is most likely caused by a high frequency
shoulder on the output power spectrum of the control box. As faster pulses would transmit
power in a higher frequency region of the spectrum, sufficiently fast pulses reduce the
power delivered below the threshold to drive the device. However, this effect was not
investigated further as even in the extreme case the valve is sufficiently fast for the design
goal.
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The Fast-opening Cryogenic Valve as a thermal bridge

There are two mechanisms by which the FCV increases the heat load of the experiment.
The smaller effect comes from direct conduction of heat from the bottom of the magnet
bore, which was previously well isolated with the old gas injection system. The second is
the increased area and view factor for radiative heat transfer as the cold components now
extend about 50% further down the length of the assembly than with the previous system.
For a given geometry this can only be limited by the emissivity of the radiative surfaces,
usually through MIL as described in 2.6

Careful consideration of the dimensions of the stainless steel isolation tubes has been
used to control the conductive heat transfer. Figure 4.6 shows the expected temperature
profiles along uniform lengths of stainless steel connected to a heat bath at each end of
4 K or 300 K accounting for the variable thermal conductivity with temperature. This is
contrasted with profiles where the tubes have been connected to a 40 K heat bath halfway
along their length. Profiles along the same path have the same heat load to the 4 K bath.
This demonstrates the great reduction in length that can be achieved by intruding the cop-
per strands between the tubes and the radiation shield. For example an uncoupled tube of
1.5 m delivers the same heat load to the 4 K bath as a coupled tube only 14 cm in length
for the given cross sectional area. The trade off is that more heat is delivered to the 40 K
stage of the cryocooler. Using the same example 4.8 Watts would be delivered to the 40
K stage by a 14 cm tube coupled to the 40 K stage at the midpoint. Figure 4.6 also shows
the heat load delivered to each stage of the cryocooler for tubes of various lengths as well
as different coupling locations as a fraction of the tube length measured from the 4 K side.
The black lines are the conditions chosen for the drive tube of the FCV in ARTEMIS,
which indicate a heat load to the 4 K stage of 45 mW and to the 40 K stage of 0.89 W. For
comparison the heat delivered by the old stainless steel tube used for Ar gas injection is
estimated to be about 8 mW.

The vacuum tube is half the length of the drive tube with a 17% larger cross sectional
area, but it is connected directly to the 40 K stage at the bottom. It delivers an additional
53 mW to the 4 K stage. Estimating the heat flow through the bellows below the vacuum
tube can be done similarly with some approximation of the geometry which limits the
precision. However, the expected value is below 2 W depending on the exact thickness
of the walls of the bellows. The PEEK support pieces have less than 4% of the thermal
conductivity of the stainless steel, but as they are much shorter contribute similarly to
the thermal loads of both stages. However, estimating their temperature profiles is more
complex due to the geometry.

The conductive heat loads presented in this section were calculated for the cross sec-
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Figure 4.6: (Left) The temperature profile of a range of tube lengths is considered for
connections at either end to thermal baths at 4 K and 300 K and contrasted to the scenario
with an additional connection to 40 K at the midpoint. Overlapping paths indicate the
same heat load to the 4 K bath. Pinning the tubes to 40 K at their midpoint significantly
reduces the heat load or requisite length. (Right) The heat load delivered to each stage of
the cryocooler through the isolating tubes of the FCV is considered for various lengths as
well as pinning locations of the 40 K strands. The chosen length for the ARTEMIS FCV
is indicated by the black lines.

tional areas of final design of the insulating tubes. While a thinner tube would reduce
the heat load, these values permit a sufficient loading of pressure differentials to allow
evacuation of each side of the valve. The chosen vacuum tube thickness can sustain a
pressure differential up to about 0.3 bar before deforming. This vacuum pressure can be
easily created with only mild pumping on one side. Therefore it is essential that both sides
of the valve maintain a vacuum conductive connection at all times. In the molecular flow
regime significant pressure differences have been observed between the magnet bore and
the beamline (10−6 to 10−10 mbar at the extreme), but this gap closes rapidly as either side
approaches a transitional flow regime and disappears completely in the continuous flow
regime. Figure 4.7 shows the setup used for preventing catastrophic pressure differentials.

As of writing the valve has been used in two complete experimental runs and a third is
pending. During the first run the motion of the shutter was prevented by over-compression
of the spring below the drive tube, which caused too much friction when cooled. Given
that the shutter could be moved before completely sealing the chamber, it is not clear if
the shutter became stuck in a partially open state. The observed ion lifetimes indicate
a poor vacuum pressure consistent with a continuous leak of residual gas into the trap
chamber. Overcompensation for this effect in the second run left the trap chamber too
low, and exposed a portion of the 4 K stage to radiation from the 300 K walls of the
vacuum causing somewhat higher temperatures. Additional MLI was introduced after the
second run to correct for this effect. Nonetheless, the principle motivation, to enable fast
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Figure 4.7: Vacuum pump scheme or the fast-opening cryogenic valve. If the pressure
in either the magnet bore or the beamline increases significantly, the induced transition
toward continuous flow will cause a corresponding increase in the other chamber. In the
molecular flow regime the chambers are essentially completely independent.

Table 4.2: Performance of the FCV in each of the runs so far as measured by the lifetime
of trapped ions of charge q, and the ultimate temperature of the trap chamber.

Run 1 Run 2 Run 3

Trap temperature (K) 8.5 K 10.5 K TBD
Ion lifetime (q=4+) 40 h >500 h TBD

repeated insertion of UV laser radiation, was achieved during the second run. The lifetime
of the ion bunch was not limited by the chamber pressure even with repeated opening and
closing of the valve, and the monolayer saturation time is estimated to be on the order of at
least 105 cycles. The performance of the valve in each run is summarized in table 4.2. The
third run is currently pending following the most recent changes, and results are expected
in the near future.

4.2 Position-sensitive non-destructive single pass beam
monitor

Due to the long drift length between the bottom of the FCV and the trap, steering the
ion beam into the trap center will be challenging. The preliminary injection attempts are
discussed in chapter 5. To facilitate injection a position-sensitive, non-destructive, single-
pass beam monitor has been developed, but not yet implemented in the beamline. The
beam monitor will allow the injection of ions to be monitored continuously without inter-
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Figure 4.8: A drawing of the ARTEMIS po-
sition sensitive beammonitor, which is used
to center the ions on the reference trajectory
for injection into the trap chamber. The two
pairs of electrodes are shown surrounded by
the grounded housing and centering mount.

ruption of the experiment, and real time adjustments can be made to compensate for drift
of the incoming ion beam over time. The detection principle is based on the same idea
of induced image currents as is used for the detection of trapped ions, but in a single-pass
pickup mode. As shown in equation 2.31, an ion near an electrode induces a current pro-
portional to its velocity and the gradient of the electrodes geometry factor in the direction
of the ion’s motion. In order to determine the horizontal position of an ion beam relative
to the reference trajectory, a pair of electrodes can be used to measure the induced current
simultaneously in each electrode. The difference in signals between the two electrodes
indicates the relative position of the center of charge between them. Two pairs positioned
orthogonally can therefore be used to fully determine the transverse center of the ion beam.
Such a configuration is shown in figure 4.8, which shows the design for the beam monitor
in the ARTEMIS beamline.

From equation 2.31 it follows that the difference between the current induced in two
electrodes by a moving charge is

∆I = q∇Ξ1(r) ·
dr

dt
− q∇Ξ2(r) ·

dr

dt
(4.1)

= q∇(Ξ1(r)− Ξ2(r)) ·
dr

dt
(4.2)

= q∇Ω(r) · dr
dt

, (4.3)
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Figure 4.9: The geometry
factor of a single electrode
from the beam monitor simu-
lated with SIMION. Here the
data points sample the sim-
ulated function which causes
the rough appearance of the
function.

This motivates the definition of Ω ≡ Ξ1 − Ξ2 which will be referred to as the position
function. The precision of position detection is therefore limited by the derivative of the
position function along the direction of measurement. Simulations of the geometry fac-
tor were used to optimize the dimensions of the pickup electrodes to maximize both the
induced signal as well as the derivative at the center. The geometry factor of a single
electrode is shown in figure 4.9. The four electrodes used in the detector all have the same
geometry factor relative to their position.

The limit on the precision of the position measurement is the amount of noise charge
within the detection electrodes. COMSOL was used to determine a capacitance of one
electrode of about C=4.7 pF. At room temperature this induces a charge noise of

Qn =
√

kBTC = 867e, (4.4)

where kB is the Maxwell-Boltzmann constant and e is the fundamental charge. As it is not
foreseen that the detectors will be used in a true differential detection mode, the effective
noise in each is independent, and the noise in the difference signal is ∆Qn =

√
2Qn =

1.21x103 e. Taking the derivative of the position function at the center of the detection
region in the direction of displacement, dΩ

dx
(x = 0) = 0.1mm−1 gives an estimated differ-

ence signal for a bunch of N ions at charge q,∆Q = qN∆Ω and a spacial resolution, R at
a signal to noise ratio of one:

R(x = 0) =
∆Qn

dΩ
dx
(x = 0)

≈ 1.2x104 e ·mm
qN

(4.5)

This indicates a spacial resolution well below the mm range for the center of charge of
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Figure 4.10: The derivative
of the geometry factor for two
electrode geometries is com-
pared. The positive second
derivative for the wider elec-
trode indicates an improved
spatial resolution for radially
extended bunches.

104 Ar13+ ions as would be the case for bunches from the SPARC EBIT, and is well within
the necessary resolution for injection. However, an important consideration is the radial
distribution of charges. To first order the distribution doesn’t limit the resolution, but
nonlinearity of the derivative of the position function could reduce the spacial resolution
for a significantly extended bunch size if the derivative falls off with distance. The spacial
derivative is plotted for two geometries, a 90° ring segment and a near 180° ring segment
in figure 4.10. For the larger segment the second derivative is positive which will improve
the spacial resolution of radially extended bunches. The real beam monitor electrodes are
constructed with 140° angles to try to maximize this effect without inducing significant
mutual capacitance between electrodes.

Figure 4.11: The results of simulations of 104 Ar13+ ions inducing charge in the electrodes
as they pass through detector are shown. Here the total induced charge is shown as a
function of the longitudinal position of the center of charge for a uniform bunch centered
on the beam axis as well as for several Gaussian beams offset from the beam center both
toward and away from the detector.
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The induced charge of a bunch of 104 Ar13+ ions was simulated as it passed through
the monitor. This was done for uniform and Gaussian beam profiles at 5 mm diameter
and for varying position of the beam center. Figure 4.11 compares the results from these
simulations. It can be seen that as expected the beam profile has only a small effect on
the induced signal as the center of charge doesn’t change. In fact this deviation is about
the same scale as the elements size in the simulation so could be a stochastic artifact of
the simulation. Near the detector center, the difference in the induced signal is only a few
thousand charges for separations on the order of 0.1 mmwhich confirms the determination
of the spacial resolution determined above. It should be noted that in these simulations a
shorter electrode length of 1 cm was used so only about a quarter of the total charge was
induced in the detector. This motivated the extension of the electrodes up to about 5 cm
such that almost half of the total charge is induced on the reference trajectory, although
not for the entire bunch length simultaneously.

Ion bunches from the SPARC EBIT are about 1 µs long, which for Ar13+ at 4 keV/q
beam energy is over 500mm long, by the time they reach the vertical beamline. Simulation
work of the dynamic time-domain signal for such long bunches is still ongoing, but this
can still be used to determine the appropriate bandwidth for charge sensitive amplification
of the signal so that it can be detected. The chosen amplifier is a CR-110-R2.1 from
CREMATwhich has a low equivalent charge noise enabling the submm resolution discussed
above and a gain of 1.4 V/pC which gives a signal of a few mV for bunches of about 104

ions. Although the saturation effects for large bunches about 106 ions could make position
monitoring not possible in those cases.

4.3 Deceleration and Focusing Sections

The middle section of the beamline is designed to allow the horizontal beamline as well
ARTEMIS to be mutually independent, such that either is still operable when the other
is offline. To that end it has a vacuum bellows and gate valve at each end. These valves
can sustain about nine decades of pressure difference between the vacuum chamber and
atmosphere in one direction, and are oriented such that the ARTEMIS beamline can be
vented without affecting either ARTEMIS itself or the low-energy beamline. They are
controlled by a 24 V programmable power supply to allow interlocking with the pres-
sure gauges in each section. In between is a diagnostic chamber, similar to those on the
horizontal low-energy beamline, and the deceleration and focusing section for injection
into ARTEMIS. Figure 4.12a shows a CAD drawing of the components in this section of
the beamline. Figure 4.12b shows the graphical output of a SIMION simulation used for
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(a)

(b)

Figure 4.12: (a) A CAD drawing of the ARTEMIS vertical beamline between the Kicker-
bender and the FCV. Note that the drawing is rotated such that ions enter upward through
the kicker and fly toward the FCV at right as pictured. (b) SIMION simulation of injection
of 4 keV/q ion bunch through the vertical beamline. The major electrostatic components
or physical apertures are shown with the exception of the kicker and beam monitor. The
ion trajectories are the curvy black lines.

tuning the injection potentials for delivering ions all the way to the ITO window inside
the ARTEMIS trap chamber. The simulation and CAD program were used iteratively to
refine the designs of the components and optimize them for the highest transmission of
ions within the available parameters. More results from the simulations will be presented
in the corresponding sections below. The deceleration and focusing chamber consists of
a pulsed drift tube (PDT) flanked by Sikler lenses.

4.3.1 Pulsed Drift Tube

The PDT removes energy from the ions while the lenses focus the beam into and out
of the section. Figure 4.13 shows the principle of operation of the PDT, where the ions



82 4. Design and Implementation of the ARTEMIS Vertical Beamline

Figure 4.13: The operational principle of the pulsed drift tube is depicted in four stages
from a to d. (a) Ions enter the region of the PDT with high kinetic energy. (b) The ions
have expended some kinetic energy to climb the potential hill. (c) The tube is pulsed
near to ground potential while the ions are inside and the potential energy of the system is
dissipated by the electronics. (d) Finally the ions eject the tube with reduced total energy.

are decelerated by the electrostatic repulsion of the tube, and then ejected after the tube
is pulsed near to ground. This results in a net transfer of energy from the ions into the
capacitor banks of the switching electronics. The potential gradient at each end reduces
the effective length of the PDT because the region of near uniform potential decreases.

In order to limit the number of connections needed inside the ARTEMIS trap chamber,
especially those with potentially large currents which carry heat, it is desirable to place
the PDT in the beamline instead. However, this increases the challenge of injection as the
deceleration significantly increases the emittance of the ion beam. The radial confinement
of the trap’s magnetic field can be used to guide the slow ions into the trap over relatively
large distances as long as they enter near parallel to the field lines (see section 2.7.5).
SIMION was used to compare the ions transmission through the PDT with and without
magnetic confinement. Figure 4.14 shows the graphical output of the simulation for a
selected run highlighting the major physical processes that affect transmission.

Figure 4.15 shows the results of the results of the simulation for a converging ion bunch
with relatively large initial emittance (ϵ = 5mm ·mrad) and drift energy of 5 keV/q. Here
it is apparent that the transmission depends on the relative deceleration as expected, and
that the added confinement of the magnetic field improves transmission but not essential
to the successful operation of the PDT. The deceleration section is currently located in a
region of low magnetic field of only a few Gauss.

The ARTEMIS PDT has an effective length at 90% field strength of 167.8 mm. No-
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Figure 4.14: Graphical output of the SIMION simulation for the ARTEMIS pulsed drift
tube. The incoming ions before the pulse are depicted by the red trajectories and the
outgoing ions afterward are in blue. The height of the green surface depicts the electro-
static potential in a two dimensional slice of the simulation environment. The incoming
ions from the upper left are lensed and slowed by the potential. Many are confined by
the magnetic field before impacting the PDT walls. After pulsing they drop down to the
lower potential surface which is near flat. Several are reflected off of the magnetic field
gradient and pass backward through the PDT after pulsing. The transmitted ions exit the
simulation to the lower right.

Figure 4.15: A compari-
son of select results from
the SIMION simulation of
the pulsed drift tube. Here
the transmission is com-
pared for a range of decel-
eration potentials with and
without the magnetic field.
The shaded regions indi-
cate the statistical uncer-
tainty of the transmission
over 10 runs.

tably the bunch length from the EBIT at drift potential in this section is about 500 mm.
However, this decreases with the square root of the deceleration potential such that the
entire bunch fits inside the effective length at 89% deceleration for a 4keV/q beam of
Ar13+ ions. While this is a plausible value, in practicality some of the bunch will likely
be lost due to this length limitation. The finite space of the beamline made it impractical
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to lengthen the PDT.

The capacitance of the PDT was also determined by simulations of the components
inside the deceleration and focusing section. It is estimated to be 11.4 pF. The fast pulse of
the PDT potential is driven by a GHTS 60A high voltage push-pull switch from BEHLKE.
For a low capacitance load such as the PDT, the switch can perform a voltage switch (10 to
90 %) of up to 6 kV in 12 ns drawing an expected average current in this use case of 3.3A,
well below the design rating of the switch at 15 A. The HV wires for the PDT inside the
vacuum chamber are thicker to support the associated heat load, although the current pulse
is so short only minimal heating is expected even with relatively short breeding times in
the DREBIT, which correspondingly increase the cycle frequency of the PDT. In addition,
the switch can switch between positive and negative polarities relative to ground. This
allows the deceleration to occur while climbing both an incoming and outgoing potential
hill as is shown in steps c and d of figure 4.13. The main benefit of this effect is it limits
the probability of breakdown of the dielectric that isolates the PDT from its mounting
hardware, by allowing a two step deceleration. It can also be used for small adjustments
to the focusing which may useful if the decelerating potential in unipolar mode is too high
for the incoming beam such that transmission through the PDT would be unacceptably
low. This competes with the longitudinal compression for increasing transmission and the
final values should be tuned to the specific incoming beam.

After deceleration the expected spacial longitudinal distribution will be reduced as
discussed above, but this has no effect on the longitudinal straggling which will cause the
beam to spread out again after deceleration. To correct for this effect and further improve
transmission into the trap, the PDT design will be separated into two pieces with elongated
interlocking crown shaped serrations as shown in the left of figure 4.16. This geometry
creates a linear potential hill along the length of the PDT as shown in the right. Higher
energy ions enter ahead of the bunch center and climb further up the hill whereas the
opposite is true for slower ions. When both ends of the PDT are pulsed down to near
ground simultaneously, an energy dependent deceleration occurs.

This new design has a lower effective length of only 118 mm and the combined ca-
pacitance of both pieces increases to 12.6 pF. This is consistent with expectations as the
overall size of the PDT doesn’t change but the positions of the nearby grounds for mount-
ing do slightly. The effective cross sectional area decreases due to breaking the azimuthal
symmetry. Figure 4.17 shows the cross section of the electrostatic potential in the mid-
plane of the tube perpendicular to the ion trajectory. Here the azimuthal dependence of
the potential smooths out further from the walls of the tube as expected. The effect is
quantified as shown in the right side of the figure. The variation of the field shape along
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Figure 4.16: (Left) A CAD drawing of the serrated pulsed drift tube design. The ion refer-
ence trajectory is shown by the black arrow. The two halves of the PDT are biased above
and below the average deceleration potential for high and low deceleration respectively.
(Right) The centerline potential and a parallel potential are simulated for the serrated PDT.
The inset shows the nominal usable length of the PDTwhere the field is linear. Ions within
a 10 mm diameter spot size experience the same deceleration, but the deviations on either
end contribute a small spherical aberration.

circles of increasing radii is shown. For r > 0.6R the variation is about 1% of the average
field, where R is the inner tube radius. The expected field distribution is a square wave
near the tube walls and a sine function off center, deviations here are artifacts due to the
limited memory available for simulation. An attempt is made to smooth the artifacts in
analysis with the smoothing accounting for much less than 0.05R in the final value.

As the capacitance is so low, one possible improvement would be to increase the tube
radius and decrease the number of tines. This would improve the ease of initial steering
through the PDT and could also increase the effective area. However, as explained in
chapter 5 the isolated PDT makes a good target for picking up the ion signal as they fly
though. Increasing the tube radius could reduce this effect. Due to manufacturing diffi-
culties the serrated version of the PDT could not be implemented during this work. It is
expected to be installed in the ARTEMIS beamline soon.

4.3.2 Sikler lenses

The two Sikler lenses are modified forms of the lens presented in [111]. The Sikler lens
is similar to a traditional einzel lens as described in section 2.7, with the center electrode
cut by two planes angled 45° to the beam axis and 90° from each other, which creates
4 independent electrodes. Each section of the lens, when biased alone, steers the ion
beam in a direction defined by the sum of the normal vectors of the two cutting planes for
that electrode projected onto the xy plane. An example of this steering is shown in figure
4.18. This particular configuration of cutting planes significantly reduces aberration of the
focal point caused by breaking the azimuthal symmetry and allows for small corrections
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Figure 4.17: (Left) A slice of field distribution inside the serrated pulsed drift tube at
the center plane perpendicular to the ion trajectory. The effective diameter where the field
has azimuthal symmetry is only about 5 mm. (Right) The method for quantifying this area
considers the azimuthal variation of the field potential along circles of increasing radii, r,
as a fraction of the inner tube radius, R.

to the steering of the ion beam. This is especially important for focusing into the trap
where the drift region is over 1 m long and the cyclotron motion significantly amplifies
the effect of any misalignment. In addition, the lens can correct for astigmatism of the
ion beam by purposefully adding a small quadrupole component to the focusing field, but
this is limited to beams elongated along one of the steering axes of the lens, therefore
the two lenses are oriented with a relative 45° rotation about the beam axis. Thus the 8
electrodes that comprise the two lenses are uniquely identified and labeled by the direction
of deflection for similar polarity charges and bias potential. The final applied biases are
determined as shown in equation 4.6. Here the voltages on the left are applied to the named
electrode, and the voltages on the right are tuned for the desired effect: f for focusing, x or
y for steering in the respective direction, and a for astigmatism correction, with numbers
indicating at which lens the effect is applied. Note that astigmatism correction in the X
and Y directions are only possible with Va1 and corrections in the planes 45° from X and
Y with Va2. As defined here positive values for Va1 compress the X dimension and stretch
the Y, and positive values for Va2 compress the +X+Y dimension and stretch the +X-Y.
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Figure 4.18: (Left) CAD drawing of the concept of the Sikler lens. The sections are
colored to highlight their shape and labeled by the direction into which they steer ions
with matched charge to their own polarity. Also indicated are the planes of the diagonal
cuts. (Right) The graphical output of a SIMION simulation of the Sikler lens steering
and focusing an ion bunch. Here the steering plane is angled to both the X and Y planes.
The electrodes have matching color to the left. Only two electrodes are visible in this
slice. Grounds are represented by the brown hash pattern. The red lines are equipotential
lines and the black are ion trajectories. The incoming bunch parameters and steering are
exaggerated relative to the device size for demonstrative purposes.
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In ARTEMIS these lenses focus the beam from the kicker-bender into the PDT and
the output of the PDT into the trap chamber. As the middle section of the beamline has
bellows on either side, small deviations between the center axis of its beampipes and the
reference trajectory of the ions is anticipated. This steering and focusing is achieved in a
compact device that can be accommodated in the limited space of the vertical beamline.
When compared to the quadrupole doublet steering in the horizontal beamline, the Sikler
lenses are only about 15% as long, saving valuable length along on the beam axis, which
ultimately made the addition of the gate valves and beam monitor possible.

The performance of the lenses for steering into the trap was evaluated by simulating
several scenarios of incoming ions into the lenses. The results of two scenarios are shown
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Table 4.3: The parameters for determining the angular acceptance for injection into
ARTEMIS. The most stringent limit currently comes from the aperture of the CT.

Magnetic mirror CT aperture
Distance, lens to peak field: 1743 mm Distance, lens to CT: 1560

Field at lens: 8.3 G Aperture diameter: 5 mm
Angular acceptance: 34.4 mrad Angular acceptance: 1.6 mrad

in figure 4.19 as the 2D emittance before and after the lens. The gray shaded regions
indicate the angular acceptances of both the magnetic mirror (dark gray) and the most
stringent aperture by angle (light gray) which entrance to the CT. The parameters for for
these values are given in table 4.3

In the first scenario the beam is off axis and steered into the lens by another prior
optical element. The beam coming into the lens in this case is well controlled and only
a minor correction rights the outgoing beam. In terms of the emittance, this is indicated
by shifting the center of the ion distribution to the origin. In the second scenario a wide
beam with a fan-like profile is focused into a converging beam as well as steered into
alignment with the reference trajectory. The beam profile causes several ions to fly near
the lens electrodes. These are essentially scattered by the strong field in this region and
appear in the emittance as filaments in the upper right and lower left quadrants. The
second scenario represents a more realistic beam as was observed during the first injection
tests. Although improvement of the beam conditions coming into the lens is likely still
possible, this demonstrates that in principle the lenses could account for even a relatively
uncontrolled incoming beam. In both cases 500 ions were simulated. They were focused
with about 70% of the beam potential, and steered with up to 2%.

As previously stated the drift region from the second Sikler to the trap chamber is
over 1 m in length and the magnetic field requires the ions enter as near parallel to the
field axis as possible, so proper operation of the focusing and steering is crucial to the
injection of ions into ARTEMIS. Introduction of the beammonitor and proper selection of
aperture sizes will help to ensure the beam is both centered and true. However, great care
must be taken to ensure all apertures are themselves parallel to the field axis and aligned.
Therefore it is foreseen that a laser will be directed through the complete beamline to mark
the reference axis to aid alignment of middle section of the beamline with target masks.
This should allow millimeter precision for the alignment of all apertures.
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Figure 4.19: The 2D emittance for an ion beam in shown for two scenarios before and
after correction with the Sikler lens. The shaded regions indicate the angular acceptance
of the magnetic mirror (dark) and the aperture of the CT (light) (Top left) a parallel beam
is entering the lens off center and at an angle. (Top right) the beam exits in parallel with
the reference trajectory and on axis. (Bottom left) a widely diverging and broad beam is
incoming off axis and with an average angle not parallel to the reference. (Bottom right)
the beam exits slightly converging onto the reference axis and centered. Some filamenta-
tion of the emittance occurs as result of ions scattered by the lens.
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Figure 4.20: A CAD drawing of
the inner components of the diag-
nostic chamber. This shows a de-
tailed view of the sled that moves
the detectors inside the chamber.
The Faraday cup is on the left and
the MCP with the mirror are the
right. The sled is pushed or pulled
along the rails by a rod that ex-
tends into the linear motion vac-
uum feedthrough.

4.4 Diagnostic Chamber

The diagnostic chamber (often abbreviated DKGer: Diagnostische Kammer) of the verti-
cal beamline is the same design as the others on the horizontal beamline with some details
given already in [96]. They monitor the conditions of the beam and vacuum at regular
intervals as well as provide convenient access for pumping the beamline vacuum with
turbomolecular pumps. Each one also has a permanent ion getter pump (AGILNET Vaclon
Plus 300) as well as a wide range pressure gauge (various). The getter pump maintains the
vacuum after the turbomolecular pump is removed and the pressure gauge can measure
vacuum to 10−9 mbar using a combination Pirani and inverted magnetron gauge.

The main feature of the diagnostic chamber is the sled for mounting beam monitor-
ing components. There are generally two kinds of beam diagnostics that are used in the
beamline: compensated Faraday cups [112] and microchannel plates (MCP) [113] with
phosphor screens. The Faraday cups provide direct measurements of the beam current
with high temporal resolution, and are a reliable target for tuning. The MCPs offer more
detailed information about the beam size, shape, and position when viewed by a sensitive
CCD camera. A mirror mounted behind the phosphor screen reflects the image through
a window in the feedthrough flange and to the camera. Figure 4.20 shows the sled that
mounts inside the diagnostic chamber. The sled can be moved into or out of the path of the
beam by a linear motion vacuum feedthrough. The feedthrough is graduated so that the
detectors can be placed precisely on the beam path. The diagnostic chamber of ARTEMIS
currently has only a Faraday cup mounted, but space is available for additional diagnostics
if needed in the future.
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Figure 4.21: A CAD drawing of the kicker-bender below the ARTEMIS beamline. The
ions can be deflected into the vertical beamline or fly directly through undisturbed. Laser
access is provided by a small aperture in one electrode of the bender and continues all the
way to the ARTEMIS trap chamber, through the vertical beamline and FCV.

4.5 Kicker-Bender

The Kicker-Bender is responsible for deflecting the reference path of the ion bunch into
the vertical direction on axis with the ARTEMIS magnet. This is accomplished by a 10°
’kick’ where the ions are deflected over a short range, followed by a smooth bend over the
remaining 80° in a circular arc. The advantage of this configuration is that the 80° bender
does not block the beam path when the potentials are grounded. In this way the kicker-
bender can selectively bend the ion beam or allow it to fly through unimpeded. Both the
kicker and bender have two electrodes with apertures at the entrance and exit. Figure 4.21
is a CAD drawing of the kicker bender indicating the possible paths for ions.

The spherical bending elements have curvatures of 235 and 265 mm for the inner and
outer surfaces respectively, giving a bending radius of 250 mm and effective length of
about 349 mm. Simulations of ion injection with SIMION showed the expected beam
waist only about 30 cm from the exit of the bender, which sets the required location of the
focusing section within 60 cm from the bender exit. As explained in 2.7 the bender can
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cause significant longitudinal separation of the beam for ions entering at an angle to the
reference trajectory or with significant energy differences. Therefore, more accurate steer-
ing into the bender could help to reduce the measured bunch lengths in future injections.
The first order transfer matrix for the bender is

Rij =



0.174 0.246 mm
mrad 0 0 0 0

3.94 mrad
mm 0.174 0 0 0 0

0 0 0.174 0.246 mm
mrad 0 826 mm

0 0 3.94 mrad
mm 0.174 0 3.94 rad

0 0 0.985 0.206 mm
mrad 1 636 mm

0 0 0 0 0 1


. (4.7)
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Figure 4.22: The graphical output of the SIMION simulation of the 10° kicker. Ion trajec-
tories are distributed only in the bending plane in this image and appear as black lines. Red
lines are contours of the potential generated by the labeled electrodes. All other brown
hashes are grounded. (Left) is a slice of the transverse plane showing almost no field gra-
dient in the unbent direction. (Right) is a slice in the bending plane.

The effects of the kicker are not well understood in terms of transfer matrices. As
the equipotential lines are near parallel in the plane perpendicular to the ion deflection, it
was found to act as a drift region in this dimension. The simulation of these equipotential
lines are shown in figure 4.22. Over the short path into the bender the kicker showed no
significant impact on the profile of the beam.





Chapter 5

Investigation with Highly Charged Ions
in ARTEMIS

The new connection to the HITRAP low-energy beamline will enable injection of heavy,
HCIs for future measurements in ARTEMIS. It is a significant step toward the complete
commissioning of the experiment and its design goals. For g-factor measurements, an
ensemble of some 105 ions will need to be stored in the trap for a few hours. They will
also need to be cooled into a dense ion cloud for the best results with the spectroscopy
system.

Following completion of the beamline, the conditions of the experiment are verified
again using ions created in the CT. In addition, the first injection of ions from the SPARC
EBIT on the HITRAP low-energy beamline is being prepared. This chapter reports on the
current conditions of the experiment following the connection to HITRAP. This includes
a residual gas pressure better than 2.37X10−14 mbar, with cooling into a liquid-like state
possible for dense ions clouds created from cryosorbed gas atoms. The next steps for the
experiment following this work will be to finalize the parameters of injection based on
the models used for its design and fully implement capture and active cooling of injected
ions. Some specific suggestions for future work are given throughout.

5.1 Ion creation

Ion creation in ARTEMIS without the old cryovalve for argon injection, is still possible
using residual air or cryosorbed particles. Even in the excellent vacuum pressures made
possible by the fast-opening cryogenic valve the residual molecular density of the gas
phase is still above 1000 ions per cubic centimeter. This could allow for simpler creation
of small ion clouds compared to previous use of the cryovalve where the pressure spike

95
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(a) (b)

Figure 5.1: [Ion creation with the fast-opening cryogenic valve.](a) The charge to mass
spectrum measured from a trapped cloud of ionized residual air. (b) The ionization ener-
gies for the components of air that can be seen in the spectra of ARTEMIS.

from gas injection meant that even cold creations tended to have a large number of ions.
It comes at the cost of significantly reduced probability of creating argon ions from the
residual gas since Ar is such a small component of air. Although evidence of argon ions
was seenwith residual air creation, its relative population is too small compared to oxygen,
nitrogen and carbon to make measurements practical.

The method of ion creation is covered in section 3.3.2, and a detailed study of the
creation parameters is done in [65]. Ion creation from air requires no gas pulse from the
old cryovalve, and the required accelerator voltage to achieve a given current from the FEP
has increased. Otherwise the process is largely unchanged. Themain factor that is adjusted
is the breeding time, which determines the duration of the electron beam. Longer breeding
times produce a larger proportion of higher charge states, but also more ions overall and at
higher initial energies. For investigating specific effects of the ions’ motions often smaller
number of ions are more useful because the distribution of the induced signal is usually
narrower and cooling takes less time.

The pressure estimation with the FCV presented in this work was only able to set an
upper limit, which opens the possibility that ion creation from gas phase residual air is not
feasible in large numbers if the pressure is significantly below this limit. Another possible
explanation is that electron currents from the field emission point sputter cryosorbed atoms
from the inner trap surfaces. Given that FEP currents are on the order of nA, the Brillouin
limit of the outer Penning-Malmberg trap in the CT would be reached nearly instantly
with electrons. Therefore those electrons could be scattered onto the cold surfaces with
sufficient energy to break the weak intermolecular bonds responsible for cryosorption.
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No evidence was found as of yet to determine which of these proposed mechanisms is the
dominant mode of ion creation in the current setup, but the significant presence of ionized
components of air should not be considered a measure of the residual air pressure as both
creation mechanisms are possible.

The charge to mass spectra collected clearly indicate the constituent components of
air when looking at chains of charge states as shown in figure 5.1a. The trap voltage at
which these species come into resonance matches the value predicted by equation 2.20 to
within a few volts, much smaller than the relative spacing of those species. This is further
reinforced by the observation that reducing the FEP voltage causes higher charge states to
vanish from the measured spectrum in the same order as decreasing ionization energies of
those systems. Figure 5.1b shows the ionization energy of each charge state for the main
atomic components of air except for bare hydrogen.

5.2 Ion Injection

The first attempts at injection of ions into ARTEMIS are still ongoing. Preliminary re-
sults indicate the critical role of steering into the magnetic field and aperture of the FCV.
Although ions have been successfully detected in the steering section they have not yet
been detected in the trap chamber. A grounding issue within the downstream Sikler lens
prevented the necessary steering to find the ITO window target during the second run of
the FCV.

Ions were created in the SPARC EBIT using argon gas with a breeding time between
1 and 80 ms and an electron current of about 20 mA. This generates ion bunches of 104

to 105 ions with charge states from 16+ down to about 8+ depending on the breeding
time. A preliminary set of bunches was recorded in the ARTEMIS Faraday cup using a
DHPCA-100 variable gain high speed current amplifier from FEMTO with a gain of 106

and a TDS2002B oscilloscope from TEKTRONIX
Both long and short breeding times in the EBIT were used to produce the signals in

figure 5.2a. The Faraday cup used no compensation voltage in these measurements so
the ion counts are around 30% higher than measured. With only rudimentary tuning of
the components of the beamline, around 2x104 total ions across all charge states are rep-
resented. The lines are not true fits to the data but roughly outline the individual charge
states. The expected distributions are normal in energy which leads to the rightward skew-
ing in time. As the breeding time is reduced the average charge state shifts down, above
80 ms the resulting bunch is entirely Ar16+.

The beamline elements were then tuned to optimize the current on the Faraday cup.
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(a)

(b)

Figure 5.2: Ion bunch
signals in the ARTEMIS
Faraday cup. The top of
(a) shows the soft spec-
trumwith a short breeding
time and multiple charge
states. Whereas the bot-
tom has a long breed-
ing time and only 16+
and 15+ are readily vis-
ible. Both have a total
ion count across all charge
states of about 2x104. (b)
is the signal after tun-
ing with about 105 Ar16+
ions.

The optimal parameters are given in Appendix A . Figure 5.2b shows the resulting time
of flight signal of almost pure Ar16+. The beam energy used for first injection tests was
4 keV, and although it wasn’t directly measured, the horizontal and vertical emittance are
estimated to be between 5 and 10πmm·mrad based on prior experience with the beamline.

As of writing, the furthest along the beamline that an ion signal could be detected was
by using some of the electrodes of the downstream Sikler lens as a charge counter, but the
quality of the signal measured this way is low. Instead, figure 5.3 shows the induced ion
signal that can be detected as the ion bunches fly through the PDT without deceleration.
The measured signal approximately matches the expected signal for an ion bunch of 1 µs
width passing through the PDT which is shown by the black line. The measurement is
broadened by the limited bandwidth of the amplifier, while the simulated signal experi-
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ences no broadening. Steering into this section is reliable, as the same parameters could
be reapplied in multiple subsequent days and the ion signal would reappear with nearly
the same intensity without adjustment. Sweeping the steering with either the upstream
Sikler lens or even the spherical bender results in the following sequence of detection
on the PDT: ions completely blocked by the lens aperture (no signal), ions strike the PDT
(unipolar pulse), ions pass through the PDT (bipolar pulse, figure 5.3), ions strike the other
side of the PDT (unipolar signal), ions blocked by the aperture (no signal). Therefore it
is reasonable to expect that steering with the downstream Sikler could have been used to
direct the beam into the trap aperture had it been available.

From the measured signals on the Faraday cup and PDT, a significant loss of ions was
found with transmission around only 10%. This is consistent with the SIMION simulation
which showed steering into aperture of the Sikler lenses to be difficult for some beam
conditions in the low-energy beamline. These apertures are the same 5 mm diameter as
in the CT. In this way the combined apertures act as beam collimator that ensures ions
exiting both Sikler lenses are parallel with the beam axis to a very high degree. For higher
transmission a more detailed study of the beam profile before the lenses would be needed,
especially after the bender, where currently no MCP is installed for this purpose.

Figure 5.3: The ions passing through
the pulsed drift tube induce a bipolar
signal as they push and then pull current
through the connected line. Here the
measured signal is compared to a sim-
ulated signal for a bunch of 104 Ar16+
ions. The bandwidth of the amplifier
(220 kHz) has broadened the measured
signal. The simulated signal band is
distributed around 1 MHz.

Due to the long path from the last Sikler lens to the trap, precise control of the align-
ment is necessary. To ensure that the vertical beamline and magnet axes are parallel, a
laser source for the window below the kicker-bender is being prepared. As discussed in
section 3.5, this will be utilized for the UV laser for hyperfine spectroscopy in bismuth. In
the short term, an optical laser visible to the CCD can be mounted to obtain better align-
ment of the beamline to the magnetic field as well as improve the timing measurements
of the FCV’s shutter speed.

Finally, as mentioned in 4.1 the alignment of the trap to the magnetic field can be
controlled by tuning the position of the FCV. Internally created ions should be used to
analyze frequency shifts due to any misalignment to the magnetic field according to 2.25.
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5.3 Thermalization of Ion Bunches

5.3.1 Injection energies and precooling

Ions injected from HITRAP are anticipated to have energies in the 100 - 500 eV/q range,
even after deceleration in the pulsed drift tube. This is significantly higher than the average
energy of ions after electron impact creation in the CT for all but the most intense electron
beam settings. Therefore, the cooling techniques used in the CT will likely need to be
adapted as resistive cooling is not as effective at higher energies and evaporative cooling
is not effective for injected ions at a near uniform energy. HCIs from the HITRAP cooler
trap are expected to be relatively cold thanks to sympathetic electron cooling. In this
sense they have a relatively narrow distribution of their kinetic energy about the average
value, unlike hot creations in the CT which follow a Maxwell-Boltzmann distribution.
This allows the possibility for active feedback cooling in the CT as shown in figure 5.4.
Active feedback cooling relies on the coherent motion of the center of the ion plasma. The
axial trap potential is modulated by the inverse of the signal picked up from the motion,
and the cloud’s energy is dissipated by the voltage sources of the trap.

At higher energies the stored plasma is gas-like. This means that when cooling a
single motional mode of the cloud, energy will transfer slowly from the other modes into
the cooled mode. For the axial motion the model of this cooling is exponential on short

Figure 5.4: A schematic representation of the kind of feedback that could be used for
cooling injected ions in the CT. The ion signal detected on the upper endcap is inverted
and fed back to the lower endcap with some gain g. The resulting asymmetry of the
confining electric field is shown by the contours and results in a net force of the particle
toward the trap center.
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time scales with time constant given by equation 5.1 when the interactions between ions
are weak or all modes are at approximately the same temperature. However, the measured
time constant changes on longer time scales as the cloud condenses over time. As the
geometry factor is position dependent, as is its curvature, the cooling constant is also
dependent on the position of the ion cloud in its orbit. This can vary by orders ofmagnitude
depending on the trap geometry The theoretical cooling constants for a range of positions
in the CT is given in [65].

τ =
m

RpQ2

(
∂Ξ

∂z

)−2

(5.1)

Here m and Q are the mass and charge of the ion species respectively, Rp is the parallel
resistance to the resonator, and Ξ is the geometry factor as defined in section 2.5. To de-
termine the resistive cooling behavior of ions at higher energy than is typically stored in
the CT a cloud of ions of mixed charge state was monitored continuously during the first
run with the FCV. Following initial creation and evaporative cooling to 60 eV/q the O2+

species, being the most abundant for this creation was kept on resonance continuously
except for short periods to monitor drifts of the resonator or baseline noise density. Figure
5.5a shows the raw power-in-band measurement from one hour of cooling in this condi-
tion. The cooling time constants were determined for each of 4 segments of observation
as shown in figure 5.5b.

From the measured time constants the characteristics of the orbit can be determined.
The measurements are consistent with an ion cloud in a very large orbit both radially and
axially of several mm. Given that the resonant voltage for O2+ in the CT is 129 V, the
ions have initial axial energies very near the depth of the trap, and the model of harmonic
motion breaks down. As the cloud cools and the sizes of the orbits shrink, the rate of
cooling approaches more typical conditions, although still much cooling would be needed
to reach the usual range of cloud temperatures. The frequency distribution of the ions is
quite broad at this energy (wider than the resonator) so sweeping the trap voltage could
improve the cooling time. This relies less on the interactions of the ions to cool species
which are off-resonance. In addition, the resonator quality was limited for this run to
Q ≈ 400 so significant improvement could also be made in the cooling time by restoring
the detection system to its previous quality, which increases the induced current across the
parallel resistor. Nonetheless given the injection energies, this demonstrates that active
precooling will likely be needed to match the resistive cooling times that were previously
recorded in the CT [61]. While the models for particle cooling work well for traps with
small numbers of charges or individual species, these extreme conditions are less well
understood. More information about cooling large ion clouds is available in [114] and for
electron clouds in [73].
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(a)

(b)

Figure 5.5: (a) the raw data
from a hot ensemble of O2+

ions as it is resistively cooled.
Four measurements were
recorded over about one hour
with references before each.
Linear fits to the data are also
shown along with the resid-
uals for run 2. (b) extracted
cooling time constants for
each of the four runs. The
red bar indicates the expected
cooling constant for very low
curvature of the geometry
factor.

5.3.2 Cooling of dense ion clouds

Additional analysis of the cooling behavior of ions used for subsequent pressure measure-
ments is presented here as indication of the environmental conditions of the stored ions
in the setup with the FCV. In the first run with the FCV, measurements were performed
in a mixed ensemble of primarily oxygen and nitrogen ions with a background of argon
of several charge states and likely also carbon. These background charge states are not
resolved in the q/m spectra for this run. This relatively large ion cloud prevented effective
estimation of the pressure due to the strong internal interactions and long cooling time.
The ions cooled continuously throughout the measurement time for pressure determina-
tion, which combined with the observed storage time of only some 20 or so hours made
precise measurements impossible. However, this allowed some additional investigation
into the behavior of dense ion clouds. Due to the high density, reheating of the axial mode
by coupling to the radial modes was observed during pauses in precooling.
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Figure 5.6 shows a portion of one of the collected spectra of oxygen and nitrogen
during the first run with the FCV. The dominant peaks are O6+ and N5+ which were the
highest produced charge state of each element based on the electron beam energy, utilizing
the large gap between electron shells. In addition the Lorentzian distributions of each peak
were extracted independently as shown by the dotted curves. The relative abundance of
nitrogen in air compared to oxygen leads to the broadening of the nitrogen peak, even
though both species are in thermal equilibrium. This is confirmed by investigation of the
ion signals over time which indicate a contemporaneous transition of both species into a
liquid-like state. Figure 5.7 shows this effect as a discontinuity of the ions’ signal widths
at the phase transition. This behavior for ion clouds of significant density was explored in
detail in [61].

Figure 5.6: Example of the mass spectrum fit used for ion lifetime analysis. The O6+ (left)
and N5+ (middle) peaks can be seen on top of a wide background of multiple unresolved
Ar charge states which peaks around Ar14+. The global fit is shown by the solid black line
and the individual contributions by dashed lines.

5.3.3 Cooling of sparse ion clouds

In the second run a pure N4+ ion cloud was prepared with a low ion density. This was done
with very short pulses of the FEP (2 ms) for each creation. The cloud was then cleaned
of all other ion species by SWIFT. Figure 5.8 shows the portion of the spectrum around
N4+ with the fit for the ion peak. The extracted peak widths and positions from each mass
spectrum are shown in figure 5.9. At each step of the trapping potential, the power in
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Figure 5.7: The extracted individ-
ual ion signals for O6+ and N5+ are
shown over time. The discontinu-
ity around 18 hours is likely due to
a phase transition of the ion plasma
to a more highly correlated state.

Figure 5.8: Example of Lorentzian fit to a pure, sparse N4+ spectrum. The gray bars are
the 1− σ distribution of power-in-band measured at each trap potential and the black line
is a fit to the data.

the measurement band (300 Hz) is measured for 400 ms. The nitrogen ions appear as an
increase of the measured power in just a single voltage step after cooling.

The cooling of the ion cloud is indicated by the narrowing of the peak width, while the
increase of the peak position in terms of the trap depth indicates an increasingly dense ion
cloud and therefore increasing plasma frequency. As cooling progresses the peak narrows
to the same width as the measurement steps, and the fit gains a large covariance of χ2 to
the center and width of the fitting function. In this case the uncertainty of the extracted
parameters is taken as the measurement step size. The fact that cooling was observed
to approach equilibrium in just a few cycles gives a good indication of effective cooling
time on the order of minutes based on the cycle time and the resonator quality for this
run. This is higher than the ideal value even for the reduced quality of the resonator. The
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Figure 5.9: (a) the extracted
center position of the ion sig-
nal peak and (b) its width.
The narrowing width indicates
cooling to equilibrium which
is corroborated by the increas-
ing position of the resonance
in terms of trap depth which
indicates a stronger shift of the
plasma frequency and increas-
ing ion density. Note that the
uncertainty is dominated by
the variance of the fit, which
diverges for measurements of
a single value above the noise
floor. In this case the step size
is taken as the uncertainty in-
stead.

slower cooling is caused by heat transfer to the axial motion from the radial modes due to
internal interactions of the cloud, which is also responsible for the stochastic fluctuations
of width measurements at these low ion numbers. No phase transition is detected, which
is consistent with a small number of trapped ions such that the critical density was not
reached. A density of over 1 million N4+ ions per cubic centimeter is needed to approach
a phase transition at 4 K. Moreover, the lower charge state reduces the strength of internal
interactions compared to the study of mixed states.

5.4 Ion Lifetime Measurements

In most cases, the lifetime of ions inside ARTEMIS is limited by the interactions with the
background gas. When using the old gas injection system, the residual pressure varied
significantly over time as buildup of Ar gas from repeated injections formed layers of
cryosorbed atoms, but pressures around 10−15 mbar were routine. With the FCV it is
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expected that the residual gas pressure will now be even better than before. This is because
the initial evacuation through the FCV aperture is improved over the old cryovalve, and
leakage through the FCV should also be lower. Determining the background pressure with
the new setup is critical as it will be the ultimate limit on the time that heavy HCIs from
GSI will be available for measurement within the experiment. The residual gas pressure is
estimated by storing a cooled ion ensemble for an extended time and observing the loss of
the ion signal as they interact with the background gas atoms. In some cases, this includes
a corresponding increase in the next-lower charge state. Measurements are presented for
both the old injection system with the cryovalve before installing the FCV and in the
current setup.

5.4.1 Pressure measurements with argon injection

The measurements with the old system are useful for comparison with results using the
FCV. Presented here is a measurement made near the end of the experimental run imme-
diately before installing the FCV. With the old cryovalve, gas would cryosorb to the walls
with each injection of Argon, which would result in reduced vacuum over time. Because
the data was collected at the end of an experimental run, it demonstrates the charge ex-
change effect most readily with an estimated pressure of 3.40(34)x10−14 mbar. In this
case a pure Ar11+ cloud was prepared by electron impact ionization inside the trap, puri-
fied by SWIFT and resistively cooled in 21 cycles over 4 hours. After preparation of the
ion cloud, q/m spectra were collected approximately every 6 hours. The resulting spectra
are shown in figure 5.10a, vertically offset according to the time of measurement. The
initial Ar11+ peak can be clearly seen around 60 V. Over time this evolves into a spectrum
of multiple charge states with the Ar10+ peak matching the 11+ peak after 20 hours.

The amplitudeswere extracted by fitting the global spectrum as a collection of Lorentzian
distributions for each charge state. The amplitudes of the 10+ and 11+ peaks are plot-
ted against time in figure 5.10b with fits to the expected time dependent behavior of the
charge-exchange decay, equations 5.2. Here Ni11+ is the initial population of Ar11+.

N11+ = Ni11+e
−t

τ11+

N10+ = Ni11+

τ10+
τ11+ − τ10+

(
e

−t
τ11+ − e

−t
τ10+

)
+Ni10+e

−t
τ10+

(5.2)

The two fits give similar lifetimes: τ11+ = 20(2) hr from the decay of Ar11+, τ11+ = 20.3

hr from the growth of Ar10+, and τ10+ = 17.4 hr from the decay of Ar11+. However,
only the fits to the decay of Ar11+ are controlled. The variance of the fitting parameters
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in the population of Ar10+ show signs of underfitting, as there are only six data points and
four free parameters. Using the cross section for single charge exchange with molecular
hydrogen from [70] for Ar11+ : 10.55(40)X10−15 cm2 the pressure is P = 3.40(34)X10−14

mbar.

(a)

(b)

Figure 5.10: Mass spectra collected for pressure estimation with the old injection system.
(a) shows the individual spectra with fits to each peak. They are stacked vertically with
the initial scan at the bottom. (b) shows the extracted amplitudes of the Ar11+ and Ar10+
and fits according to equation 5.2.
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5.4.2 Pressure measurements with the FCV

Pressure measurements with the FCV were limited by the detection system which appears
to have reduced quality from multiple thermal cycles as well as spurious peaks in the
frequency spectrum caused by temperature dependent feedback in the amplifier. The pre-
sented measurement was performed in the second run with a pure N4+ ion cloud. It was
prepared with a very short pulse of the electron beam in an attempt to limit the size of the
cloud which had prevented pressure measurements in the first run as explained above. Af-
ter creation the charge state was isolated by SWIFT and resistively cooled for 5 hours. 19
spectra were collected over 34 hours. Although the signal of the N4+ charge state decays
exponentially over the run, no N3+ appears above the noise floor. This can be explained
as further cooling of ion cloud which had not demonstrated any phase transition, which is
in turn an indication of a relatively low ion density.

Given that the minimum energy of the ions is in equilibrium with the environment,
collisions cannot up-scatter the ions, and daughter charge states from charge exchange
interactions are at most the same temperature as the N4+ cloud. Therefore the expected
signal from the 3+ charge state is 3/4 that of the parent state. This places an upper limit on
the creation of the N3+ charge state for a given noise floor. At the 99% confidence level
the ratio of N3+ to N4+:

NN3+

NN4+

<
3σ

3
4
ΣN4+

, (5.3)

where σ is the standard deviation of the noise floor in the region about the expected N3+

peak and ΣN4+ is the N4+ peak height. That is to say that a population of N3+ ions above
this threshold would be distinguishable from the noise floor. For the collected spectra
the value is between 0.0019 and 0.0031. This is primarily limited by the distribution of
noise which is not normally distributed due to temperature related feedback in the am-
plifier. Figure 5.11 compares the distribution of power-in-band in the region about each
charge state for spectra with well distributed noise and with amplifier fluctuations. The
4+ peak is visible as an outlier in all distributions but no peaks are visible in the 3+ region.
Thus confidence in the absence of the 3+ peak is high, but the upper limit on the ratio of
N3+ to N4+ ions could be improved with less noise. Amplifier stability also limited the
observation time to about 30 hours as the noise peak eventually overlapped with the ion
cloud and confinement was lost. Therefore, this limit could also be improved with longer
observation time.

Taking the upper value as a conservative limit on the relative population of N3+ ions,
the pressure can be determined by considering the probability of a single N4+ undergoing
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Figure 5.11: Histograms of the measured power-in-band about the region of the N3+

and N4+ peaks. The color indicates the frequency region. The large peak is the noise
distribution and ions appear as outliers to the right of the peak. (left) shows a spectrum
with well distributed noise with a stable amplifier. (right) shows the same in the presence
of amplifier instabilities. In all spectra the 4+ peak is clearly visible as an outlier but none
showed any indication of a significant population of N3+ ions.

charge exchange in time ∆t:

P =
⟨v⟩∆t

ℓ
=

NN3+

NN4+

ℓ =
1

nσ

(5.4)

which is then equal to the proportion of N3+ ions created. Here ⟨v⟩ is the expected ion
velocity and ℓ is the mean free path in terms of the residual gas molecular density, n, and
charge-exchange cross section, σ. The cross section is estimated by the Müller-Salzborn
formula (section 2.4.6) with a molecular hydrogen background as, 5.59x10−15cm2. Al-
though as discussed in section 2.4.6 this may significantly overestimate the cross section.
Therefore a more stringent limit could be placed with better data for the interaction cross
section for low interaction energies. The mean velocity can be conservatively determined
from the equilibrium temperature of the environment.

The maximum proportion of N3+ ions created by charge exchange in ∆t can then be
used to extract the pressure by treating the background gas as ideal.

P <
RT

⟨v⟩∆tσ

NN3+

NN4+

= 2.37x10−16 mbar (5.5)

5.4.3 Amplifier instability

In order to determine the source of the amplifier instability, measurements of the fre-
quency spectrumwithout ions were collected for several days. Themost prominent feature
was an additional set of peaks just above the resonator frequency. These intruder peaks
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Figure 5.12: Comparison of the
amplifier feedback resonance
with temperature.

were observed without biasing the first gate of the amplifier as well as without any room-
temperature amplification, leaving only the buffer stage of the amplifier and connected
components as possible sources. It was also observed that the peaks could be removed
temporarily by briefly grounding all of the pins on the electrical vacuum feedthrough for
the amplifier. This indicates a possible feedback resonance within the amplifier’s buffer
stage.

Moreover the center frequency of this intruder resonance was found to correlate well
with temperature, showing day night cycles similar to the experimental temperature mea-
surements. Figure 5.12 shows the temperature of the radiation shield and the intruder
peak center frequency during these measurements. Given the higher temperatures of the
experiment during the second run of the FCV one might expect such fluctuations of the
amplifier performance; however a closer investigation of the signal shows significantly
higher covariance of the intruder frequency with the temperature of the radiation shield
than of the experimental electronics:

Cov(TShield, νintruder) = 153

Cov(TElec., νintruder) = 48.8
(5.6)

This indicates a thermal link was caused somewhere between the shield stage of the
cold head and the amplifier. Specific effort is made to ensure good grounding of the
amplifier to the resonator housing and the amplifiers have shielding covers which are also
thermally grounded. Therefore themost likely thermal short is between the cable shielding
of the output signal and the radiation shield. In the future, the effect of passing the shields
of the signal-out line of the amplifiers through the thermocouples of the 4 K stage should
be investigated. As this instability was the limit on the lifetime measurement, elimination
of the source would allow the determination of a more stringent limit on the pressure in
the trap chamber.



Chapter 6

Conclusion and Outlook

This work represents the most recent major upgrades of the ARTEMIS experiment and
its current progress toward commissioning of the full operation for measuring magnetic
moments in heavy highly charged ions. It presents two main contributions: a detailed de-
scription of the changes to the apparatus is given with remarks on the continuing work and
next steps, and the trapping conditions after the upgrade are validated by measurements
with trapped ions. Until now the experiment has relied entirely on creation of ions by
electron impact ionization of gas directly inside the trap chamber. The capabilities of the
experiment have grown significantly with access to injection from the SPARC EBIT as
well as the HITRAP decelerator facility. Future studies in ARTEMIS will be able to utilize
the widened range of highly charged atomic species from external injection or utilize the
preexisting internal creation mechanism for simple access to trapped HCIs. Finally, the
upcoming beamtime at GSI, E130, will send Bi82+ ions to ARTEMIS, which would not
be possible without these upgrades.

In chapter 4 a full description of the design of the new beamline at ARTEMIS is pre-
sented as well as discussions about its current limitations and possible further upgrades in
the future. The final design that is presented was the result of several iterations of simu-
lations of the various components, but realization of the design presents new possibilities
for improvement. Nonetheless the initial design requirements have been realized accord-
ing to the simulations and results with injected and trapped ions are expected in the near
future.

The most critical component introduced was the fast-opening cryogenic valve (FCV),
which enables the possibility of laser-microwave double-resonance (LMDR) measure-
ments in the ultraviolet range required for measurements in Bi82+. It is the only known
valve that can be opened on millisecond time scales and maintain a pressure inside the trap
chamber better than 2.4x10−16 mbar at less than 10 K. The implementation of the FCV
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has increased the monolayer saturation time of cryosorbed gases in the trap chamber of
ARTEMIS by more that four orders of magnitude with typical usage. In addition, the con-
cept for a position sensitive non-destructive detector for monitoring ion bunch injection
conditions was demonstrated with simulations, which verify that it meets the requirements
to properly tune the injection parameters. The design for the active ion optics elements,
a decelerating pulsed drift tube and two Sikler lenses, were also verified to meet the req-
uisite injection conditions. The entire design was ensured to allow independent operation
of ARTEMIS as well as the low-energy beamline of HITRAP, and fail-safes were imple-
mented to protect the sensitive components.

Chapter 5 presents the first results for ion storage inside the upgraded apparatus and
the first results from attempted injection into the trap from the SPARC EBIT. Consis-
tency between the expected conditions inside the trap and the observed impacts on stored
ion ensembles indicates a reliable low-noise, cryogenic, ultra-high vacuum environment.
This was verified with tests in high ion density conditions as expected for LMDR spec-
troscopy as well as sparse ion clouds that give the most precise results for non-destructive
image current detection. Measurements in dense clouds showed cooling to a critical den-
sity to induce a phase transition, where the interaction strength between the trapped ions
increases suddenly. This is demonstrated by a sudden shift of the distribution of oscil-
lation frequencies of the trapped ions. Both measurements were limited by the current
detection system. Parallel upgrades to the detection system by Kanika [67] should allow
more rigorous determination of the conditions in the near future.

The next steps for the ARTEMIS project should aim for successful injection of ions
from the SPARC EBIT into the trap chamber. Some specific recommendations related to
this work are:

• The third experimental run with the FCV should determine if any further adjust-
ments are needed to bring the ultimate temperatures into the 6 K range. This would
primarily come from introduction of more MLI foil on any still uncovered surfaces,
particularly those which are non-cylindrical around the adapter for the FCV shutter.

• The beam monitor should be implemented co-axially with the FCV and trap cham-
ber. This will give another diagnostic for injection tuning and ensure that the beam
is parallel when entering the long drift region.

• After repair of the downstream Sikler lens, the optimized parameters for injection
should be determined with help from the simulation and beam monitor.

• The apertures of the beamline should be aligned with an optical laser and target
masks on the vacuum chambers. Although not strictly necessary as steering into
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the apertures is not precluded by the magnetic field, this would ease injection sig-
nificantly.

• The profile of the beam in the horizontal portion of the low-energy beamline should
be determined. The apertures of the Sikler lenses are relatively small compared to
the components in the horizontal beamline. Therefore significant improvement of
the transmission into the middle section of the vertical beamline could be made by
ensuring the beam is well controlled before the bender. This will also reduce the
elongation of the beam in the bender, further improving transmission. Introduction
of an MCP in the ARTEMIS diagnostic chamber could also be useful for more
careful tuning of the components of the horizontal beamline.

• Finally, the position of the trap relative to the magnetic field should be verified using
trapped ions. Precise determination of the misalignment and position of the peak
field strength can be made from the corresponding frequency shifts. The FCV can
then be adjusted accordingly.

At the conclusion of this work, the other essential upgrades for LMDR measurements
in Bi82+ are already underway. Also, the final necessary components for completing the
measurement in Ar13+ are being implemented. It is foreseen that a precise measurement of
high-order Zeeman splitting in Ar as well as the first measurements of electron magnetic
moments in a heavy ions will be achieved in the near future.





Appendix A

Optimized beamline parameters

During the second attempt at injection of ions from the SPARC EBIT into ARTEMIS, the
ion beam current was maximized on the ARTEMIS Faraday cup. The various voltages
applied to components of the low-energy beamline were recorded for the optimal settings
at that time in table A.1. Here the channel name begins with either EBIT or TRX which
indicates the beamline section as described in 3.5. Then follows an alphanumeric code to
indicate the specific component with letters defining the type of element, and subunits are
number in increasing order of the path of the ions: L for (segmented) einzel lens, QD for
quadrupole doublet, EU for benders (quadrupole or spherical), mpl for another design of
einzel lens, or MK for kicker. A final letter or number indicates either a steering direction
or specific electrode for segmented components. For example EBITL2r is the second
lens after extraction from the EBIT and steers the beam toward the right, TR6EU2C2C4
designates the correction elements for electrodes 2 and 4 in the the quadrupole bender in
TR6, and TR722u indicates the bottom (Ger: unten) electrode of the second element of
the second quadrupole doublet in TR7.
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Table A.1: The optimized electrostatic potentials for steering Ar16+ ions from the EBIT
into the vertical beamline. After the EBIT, TRX indicates the beamline section as in sec-
tion 3.1.1. A description of each channel is also given for reference.

Channel Name Channel description Channel voltage
EBITL1new EBIT extraction lens 1 1800
EBITL2u

EBIT extraction lens 2
with steering

1320
EBITL2d 1200
EBITL2r 1280
EBITL2l 1160
TR6QD51

Quadrupole doublet
6-5 focusing

100
TR6QD52 160
TR6QD53 120
TR6QD54 130
TR6QD5hSt Quadrupole doublet

6-5 steering
100

TR6QD5vSt 50
TR6EU2E2E4 Quadrupole bender

with correction
4000

TR6EU2C2C4 3750
TR7mpl31 Einzel lens 2200

TR7QD17q11
Quadrupole doublet
7-1 focusing

90
TR7QD17q12 90
TR7QD17q13 75
TR7QD17q14 75
TR7QD21h Quadrupole doublet

7-2 1st stage
40

TR7QD21v 0
TR7QD22l

Quadrupole doublet
7-2 2nd stage

60
TR7QD22r 60
TR7QD22o 60
TR7QD22u 60
TR7QD31h Quadrupole doublet

7-2 1st stage
0

TR7QD31v 0
TR7QD32l

Quadrupole doublet
7-2 2nd stage

50
TR7QD32r 50
TR7QD32o 50
TR7QD32u 50
TR7MK11 Kicker 375
TR7MK12 375
TR7EU11 Spherical bender 465
TR7EU12 449
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