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Vorhersage des Behandlungserfolges und Therapie-
ansprechens von lokal fortgeschrittenen Rektumkar-
zinomen mithilfe von Radiomics
Mit der zunehmenden Anzahl medizinischer Bilder wird Deep Learning immer häufiger
für Radiomics verwendet, leidet aber unter der Verwendung von kleinen und heteroge-
nen Datensätzen. Zu diesem Zweck wurde eine Radiomics-Pipeline für die Vorhersage
des Behandlungsergebnisses der neoadjuvanten Therapie bei lokal fortgeschrittenem Rek-
tumkarzinom entwickelt, wobei der Schwerpunkt auf der Entwicklung von Methoden für
den Umgang mit kleinen, heterogenen, multizentrischen Datensätzen lag. Für die Normal-
isierung wurden sechs verschiedene Normalisierungsmethoden (fünf statistische Methoden
und eine neuartige Deep-Learning-Methode) in verschiedenen Konfigurationen untersucht:
trainiert mit allen Bildern, Bildern aus allen Zentren außer einem und mit Bildern aus
einem einzigen Zentrum. Die Auswirkungen der Normalisierung wurden anhand von
vier Aufgaben bewertet: Tumorsegmentierung, Vorhersage des Behandlungsergebnisses,
Vorhersage des Geschlechts und Vorhersage des Alters. Bei der Segmentierung gab es
nur signifikante Unterschiede, wenn mit einem Zentrum trainiert wurde, wobei die Deep-
Learning-Methode mit einem DSC von 0.50 ± 0.01 die beste war. Für die Vorhersage von
Geschlecht und Behandlungsergebnissen funktioniert die Perzentilmethode in Kombination
mit dem Histogramm-Matching in allen Szenarien am besten. Mit mehr Daten sollte sich
die Deep-Learning-Methode weiter verbessern. Die Klassifizierungsleistung wurde anhand
eines bereits veröffentlichten neuronalen Netzes bewertet. Dieses Netz besteht aus zwei
U-Nets, die sich ihre Gewichte teilen, mit Segmentierung als zusätzlicher Aufgabe. Der
maximale AUC war 0.75 (95 % CI: 0.52 to 0.92) auf dem Validierungssatz. Dies ist besser als
der Zufall, aber nicht besser als die Verwendung eines Klassifikators, der anhand klinischer
Merkmale trainiert wurde. Zusammenfassend lässt sich sagen, dass die Normalisierung
zur Verallgemeinerbarkeit der neuronalen Netze beigetragen hat, aber es gibt eine Grenze
dessen, was korrigiert werden kann.

Prediction of treatment response and outcome in lo-
cally advanced rectal cancer using radiomics
With the increasing number of medical images, deep learning is being used more and more in
radiomics, but it suffers from small and heterogeneous datasets. To address this, a radiomics
pipeline was developed for the prediction of the treatment outcome for neoadjuvant therapy
in locally advanced rectal cancer (LARC), focusing on developing methods for dealing with
small, heterogeneous multicenter datasets. For normalization, six different normalization
methods (five statistical methods and one novel deep learning method) were investigated
in multiple configurations: trained on all images, images from all centers except one, and
images from a single center. The impact of normalization was evaluated in four tasks: tumor
segmentation, prediction of treatment outcome, prediction of sex and prediction of age. For
segmentation, there were only significant differences when training on one center, with the
deep learning method being the best with a DSC of 0.50 ± 0.01. For the prediction of sex
and treatment outcomes, the percentile method combined with histogram matching works
best in all scenarios. The classification performance was evaluated using a published neural
network. This network consists of two U-Nets sharing their weights, with segmentation as
an additional task. The maximum AUC was 0.75 (95 % CI: 0.52 to 0.92) on the validation
set. This is better than chance, but not better than using a classifier trained on clinical
characteristics. In summary, normalization did help with the generalizability of the neural
networks, but there is a limit to what can be corrected.

v





Acknowledgement

First of all, I would like to thank Prof. Dr. Lothar Schad for giving me the opportunity
to start a PhD in his group and for the supervision of this thesis.

My thanks also go to Priv.-Doz. Dr. T. A. Kuder for acting as the second referee of
this thesis.

I want to express gratitude to Prof. Dr. Frank Zöllner for the help and guidance with
my thesis project and for his guidance through each stage of the process. I especially
thank him for his help in proofreading all my publications and my thesis.

I also would like to thank everyone who participated in the DFG SPP radiomics
project in Mannheim, which made this thesis possible, and all their help, especially
for the publications. My thanks especially go to Barbara Wichtmann, who had the
task of segmenting all the tumors and helped me understand the medical aspects
of this thesis, and Dr. Angelika Maurer, who also helped with segmentation and
contacted all the hospitals and got them to send us their images.

My time at CKM was great, despite some unforseen restrictions, but we made the
best of it. I want to thank all current and former members for all the enjoyable
coffee and lunch breaks, Tischkicker games, bouldering and gym sessions, and a
great ISMRM conference and vacation afterwards.

I am grateful for all your help whenever I had questions or needed help with
something or just needed to be distracted from whatever (research) problem I
was having at that time. I want to especially thank Simon, Patrick, and Safa for
proofreading my thesis and all your suggestions.

Last but not least, I want to thank my family for all the support and encouragement.
I am thankful for the support of my girlfriend Simone, both for encouraging me and
for proofreading my thesis.

vii





Contents

1 Introduction 1

2 Theoretical Background 7

2.1 Nuclear Magnetic Resonance . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Nuclear Spin . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.2 Nuclear Zeeman Interaction . . . . . . . . . . . . . . . . . . . 9

2.1.3 Precession . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.4 Signal Excitation . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.5 Macroscopic magnetization . . . . . . . . . . . . . . . . . . . 12

2.1.6 Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.7 Signal acquisition . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Magnetic Resonance Imaging . . . . . . . . . . . . . . . . . . . . . . 19

2.2.1 Spatial Encoding . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.2 T2 weighted Imaging . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.3 Diffusion-weighted imaging . . . . . . . . . . . . . . . . . . . 25

2.3 Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3.1 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.2 Loss Function . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.3 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.4 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.3.5 Convolutional neural networks (CNNs) . . . . . . . . . . . . . 39

2.3.6 Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.4 Radiomics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.4.1 Hand-Crafted Radiomics . . . . . . . . . . . . . . . . . . . . . 43

2.4.2 Deep Learning-Based Radiomics . . . . . . . . . . . . . . . . 46

2.4.3 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.5 Medical Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.5.1 Anatomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.5.2 Staging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.5.3 Treatment of Rectal Cancer . . . . . . . . . . . . . . . . . . . 49

ix



3 Methods 51

3.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.1.1 Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.1.2 Patient Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.1.3 Data Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2 Network Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.2.1 ResNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.2.2 U-Net . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.2.3 Autoencoder . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2.4 Generative Adversarial Networks . . . . . . . . . . . . . . . . 63

3.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.4.1 Normalization Methods . . . . . . . . . . . . . . . . . . . . . 67

3.4.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.5 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5.1 Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5.2 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.5.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.5.4 Baseline using clinical data . . . . . . . . . . . . . . . . . . . 75

4 Results 77

4.1 Characterization of the dataset . . . . . . . . . . . . . . . . . . . . . 77

4.1.1 Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2.1 All . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2.2 Except-One . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.2.3 Single Center . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.3.1 Baseline using clinical data . . . . . . . . . . . . . . . . . . . 89

5 Discussion 91

5.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.2 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2.1 Classical Normalization Methods . . . . . . . . . . . . . . . . 94

5.2.2 Deep-learning Normalization Methods . . . . . . . . . . . . . 95

5.2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.3 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6 Conclusion and Outlook 101

x



List of Publications 104

List of Abbreviations 106

List of Figures 107

List of Tables 108

Bibliography 111

Declaration 127

xi





Introduction 1
The volume of medical data recorded increases each day, with medical imaging
being one of the primary tools essential for diagnosing a wide variety of medical
conditions. With the advancement of hospital digitalization, medical data is increas-
ingly available for research. Furthermore, having access to the data of many patients
opens up a plethora of new possibilities using big data techniques and machine
learning to obtain new insights from this data, which can help in the diagnosis and
treatment of patients.

While some medical information, such as laboratory reports, is available in a struc-
tured format, this does not hold true for medical images. Medical images must be
interpreted by an experienced radiologist, which is time-consuming and susceptible
to potential bias. This can be a problem with an increasing volume of images, and
hinder the proper treatment of patients, which can be exacerbated by the lack of
experienced radiologists.

Radiomics aims to solve parts of these problems by extracting quantitative infor-
mation from images. These so-called features can then be used for predictive or
prognostic models. This is especially challenging for Magnetic Resonance Imaging
(MRI) images, because the interpretation relies less on image intensity and more on
contrast information (Afshar et al., 2019).

The field started with the so-called hand-crafted radiomics, where features defined by
experts are extracted from a manually annotated region. Subsequently, meaningful
features are then selected and employed to train machine learning models (Afshar
et al., 2019).

However, due to advances in deep learning, larger available datasets, and challenges
related to the reproducibility of features (Schurink et al., 2022; Michoux et al.,
2021; Dreher et al., 2020), deep learning methods are increasingly being favored.
In these approaches, features are learned by the network, eliminating the need
for expert-defined features. Moreover, the region of interest does not have to be
annotated, resulting in substantial time savings and the reduction of bias caused by
variations in annotation (Avanzo et al., 2020).
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Much of the development of the radiomics field relies heavily on the availability of
large datasets. The availability of large public datasets can drive the development
of research in a particular field (Varoquaux and Cheplygina, 2022). However, even
the largest medical image datasets are small compared to other computer vision
datasets.

For instance, The Cancer Imaging Archive (Clark et al., 2013), which is a large
repository of medical image data and the largest for cancer, has only ten datasets
with images of more than 1000 patients and only one with more than 10,000
individual patients. In contrast, in the field of computer vision, datasets for natural
images are considerably more extensive, such as ImageNet (J. Deng et al., 2009),
which currently contains approximately 14 million images.

Creating large datasets for medical data is a highly challenging endeavor. Numerous
concerns about data privacy and security must be carefully addressed. Additionally,
the availability of patients with a specific disease is inherently limited, constrain-
ing the pool of potential research subjects. Moreover, the image acquisition and
processing should be as standardized as possible, but changing that is not possi-
ble for retrospective data. Consequently, the resulting datasets exhibit inherent
heterogeneity, a characteristic that introduces many challenges for radiomics.

To investigate these issues locally advanced rectal cancer (LARC) was chosen as an
exemplary case. Colorectal cancer is the third most lethal cancer in Europe, with
a 5-year survival rate of 68% in Germany (Fitzmaurice et al., 2015). Most of the
data was taken from a medical study investigating the order of radiotherapy and
radio-chemo-therapy (CRT) for neoadjuvant therapy before surgery (Rödel et al.,
2015).

The recommended treatment protocol for LARC is radiotherapy and/or CRT followed
by total mesorectal excision (Benson et al., 2015). Radiotherapy or CRT serves as
neoadjuvant treatment, aiming to reduce the tumor size and improve operability
prior to surgery. In some cases, this neoadjuvant therapy can result in complete
remission and no surgery would be needed. Consequently, accurate prediction of
treatment response is essential to decide which tumors should be surgically resected
and which patients qualify for a watch-and-wait approach. Avoiding an unnecessary
surgery can greatly improve the quality of life of patients (Smith and Garcia-Aguilar,
2015).

Predicting the tumor regression grade (TRG) before surgery presents challenges
due to the limitations of biopsy and imaging techniques. Biopsies only provide
information from a limited number of points within the tumor, making it challenging
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to assess the overall tumor response. Although imaging allows for a comprehensive
tumor analysis, the limited resolution makes it difficult to differentiate between the
complete absence of cancer cells and the presence of rare residual cells (Horvat,
Carlos Tavares Rocha, et al., 2019).

For the staging process, MRI plays a key role (Horvat, Carlos Tavares Rocha, et al.,
2019; Coppola et al., 2021), however, T2-weighted morphological imaging has
low sensitivity after neoadjuvant therapy and diffusion-weighted imaging yields
controversial results (Horvat, Veeraraghavan, et al., 2018). Nonetheless, emerging
machine learning techniques are currently under investigation to address these
limitations and improve the accuracy of treatment response prediction.

This problem is well suited for a machine learning approach because ground truth
data is available. After surgery, pathologists conduct a histological analysis of the
resected tumor, resulting in the pathological TRG. According to Ryan et al., 2015,
this analysis is the gold standard for assessing tumor response and can provide
reliable ground truth data to train machine learning models.

There are already a few approaches to solving this problem, for example with a
hand-crafted radiomics approach in Z. Liu et al., 2017, which performed very well,
but all patients were imaged and treated in a single hospital, so it is hard to say how
well this approach would generalize.

In a meta-analysis conducted by Jang et al., 2020, six radiomics studies in LARC,
using expert-defined features, aimed to predict the TRG. They reported a high
specificity of 93.5 % (95 % CI: 91.5 % to 95.1 %), when predicting the complete
absence of tumor cells. However, sensitivity was considerably lower, at 32.3 % (95 %
CI: 18.2 % to 50.6 %). Sensitivity is of particular importance, as misclassifying a
patient as a candidate for a watch-and-wait protocol without achieving complete
remission would have severe clinical implications.

A higher sensitivity was achieved through the application of deep learning by Jin
et al., 2021. In this work, tumor segmentation was added as an additional task for
the deep learning model. Due to the good results and the code being available, the
same approach was explored with the new dataset in this thesis (B. D. Wichtmann
et al., 2022).

One of the main challenges when predicting the TRG using this dataset is its inherent
heterogeneity. In machine learning, it is often an underlying assumption that all
data is drawn from the same distribution. However, this assumption does not hold in
clinical scenarios. Data originating from a different medical center, scanner, or with
a different acquisition protocol belongs to distinct domains. Consequently, it can be
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challenging for a machine learning model trained in one domain to make accurate
predictions when confronted with data from another domain (Guan and M. Liu,
2022; Mårtensson et al., 2020). To mitigate this issue, normalization techniques are
commonly employed.

A wide array of normalization techniques is available for MR images, with statistical
methods being commonly employed in this context (Reinhold et al., 2019; Shah
et al., 2011). However, many of these methods have been developed primarily for
brain imaging applications (Carré et al., 2020), which limits their applicability in
abdominal imaging. This limitation arises because these methods rely on specific
characteristics of the brain, such as for example white stripe normalization, which
uses white matter as reference tissue for intensity normalization (Shinohara et al.,
2014). Unlike in brain imaging, there is no suitable reference tissue available in the
abdomen.

Other methods, such as histogram matching (Nyul et al., 2000), were initially de-
veloped for brain images, but can also be adapted for other regions with some
modifications. Intriguingly, some methods were originally developed for entirely
unrelated purposes. For instance, the ComBat method was originally developed
for gene assays to remove batch-dependent effects (Johnson et al., 2007). Nev-
ertheless, it is used in the field of magnetic resonance imaging for addressing
scanner-dependent effects (Eshaghzadeh Torbati et al., 2021; Fortin et al., 2017;
Mali et al., 2021).

Deep learning can also be used for normalization. However, a significant challenge
in this context is the availability of adequate training data. One approach involves
capturing images of patients using various scanners and training a neural network
to adapt the image style accordingly (Dewey et al., 2019), but this requires a lot of
effort, especially when multiple hospitals at different locations are involved.

Thus, it is preferable to use methods that do not require paired training data, which
simplifies the creation of a sufficiently large training set. An architecture which has
proved to be effective at domain translation is the CycleGAN. It uses adversarial
training, which means the generator is trained to translate an image from one
domain to another while the discriminator evaluates how well these generated
images match real images from the target domain. Additionally, cycle consistency
is enforced, meaning that if an image is translated from domain A to domain B
and then back from domain B to domain A, it should closely resemble the original
image.
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In the context of normalization, a CycleGAN can be used to translate the image from
the style of one scanner to the style of another scanner, as done by Modanwal et al.,
2021 for breast MRIs with scanners from two different manufacturers. For more than
two domains, multiple networks must be trained when using this approach (Y. Li
et al., 2020). This approach can be extended to the StarGAN, which incorporates
multiple encoders and decoders, eliminating the need to train separate models for
each pair of domains. Instead, it can translate images into a common latent space
and then into any of the domains on which it was trained (Bashyam et al., 2021).

In addition to Cycle- and StarGAN, there are several other multi-source domain
adaptation techniques (Guan and M. Liu, 2022). For instance, adversarial training
can effectively remove scanner-dependent effects (Ganin et al., 2016). In this
technique, domain detection is employed as an adversarial loss.

Adversarial training is a technique also employed by ImUnity, as described in the
work by Cackowski et al., 2023. ImUnity utilizes a reference image to specify the
style that should be transferred to the image during normalization. An advantage
of this approach is that it can be trained unsupervised using random image pairs
without the strict delineation of domains.

This overcomes a limitation present in many other approaches. Most existing
methods require well-defined domains, such as specific scanners, sites, or protocols.
However, this is not the case for the data used in this work. The dataset consists
of images from various scanners located at different sites, each featuring slightly
different acquisition parameters and post-processing procedures. Consequently,
there are no distinct clusters within this data.

Therefore, a new method was developed that does not need defined domains. Unlike
ImUnity, this method does not employ unsupervised training. Instead, it incorporates
the acquisition parameters as additional target parameters.

Normalization performance is evaluated using downstream deep learning tasks.
In addition to predicting the TRG, sex and age, segmentation is employed as an
auxiliary task. Apart from its role in evaluation, segmentation plays a crucial role in
a hand-crafted radiomics workflow and is integral to treatment planning in radiation
therapy.

While some alternative methods for segmentation exist (Joshi et al., 2010; van
Heeswijk et al., 2016), most recent publications use neural networks, which have
demonstrated remarkable effectiveness for image segmentation. Among these
networks, the U-Net stands out as one of the most well-known architectures for
segmentation (Ronneberger et al., 2015). It continues to be widely employed, often
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with certain modifications, for example in the well-regarded implementation by
Isensee et al., 2021.

Its usefulness for segmentation of rectal cancer tumors was successfully demon-
strated, for instance J. Wang et al., 2018 employed it for this purpose. Furthermore,
Huang et al., 2019 extended the U-Net’s application to 3D, incorporating the local-
ization of the region of interest as an additional task during training, sharing the
encoder. A network with the same encoder-decoder structure as the U-Net is used
by J. Lee et al., 2019. While some alternative architectures, such as the dense net
(Soomro et al., 2019), have been explored, the U-Net remains the prevailing choice
in the field. Consequently, it was selected for use in segmentation in this work.

The primary objective of this thesis is not the development of novel methods or
neural network architectures for segmentation and classification. Instead, its central
focus lies in the application of existing methods to new data and the enhancement
of the dataset itself. There is only limited application to improving performance on
a well-known public dataset, which is far from clinical practice.

Within the scope of this thesis, six different normalization techniques were tested,
including a novel one based on deep learning. These methods underwent evaluation
through various downstream tasks. For the classification, the approach from Jin
et al., 2021 was tested and evaluated on the dataset.

The hope is that with improved normalization, it will become feasible to assemble
large datasets derived from real-world as found in clinical practice. These datasets
can subsequently be used to train existing machine learning models, improving their
performance and enabling clinically usable predictions. Ultimately, this can lead to
improved patient treatment strategies and improved outcomes for patients.

In summary, this work tries to develop and improve techniques within a radiomics
pipeline tailored to the constraints of small and heterogeneous datasets, with a
particular emphasis on the normalization of the images and its impact on the
segmentation and treatment outcome prediction.
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Theoretical Background 2
This chapter starts with Nuclear Magnetic Resonance (NMR) in Section 2.1, which
forms the basis of Magnetic Resonance Imaging (MRI), which is presented in Sec-
tion 2.2. This is followed by Section 2.3, which describes the basics of deep learning.
Radiomics is explained in Section 2.4 and the final Section 2.5 explains the medical
basics for the diagnosis and treatment of rectal cancer.

2.1 Nuclear Magnetic Resonance

The spin of an atomic nucleus under an external magnetic field B0 will begin to
precess after it is perturbed by an oscillating electromagnetic field. This causes the
nucleus to emit a response in the form of characteristic electromagnetic radiation.
The frequency depends on the nucleus and the strength of B0.

Our understanding of this effect started in 1922 with the Stern-Gerlach experiment,
which demonstrated the quantized nature of the spatial orientation of the angular
momentum in silver atoms (Gerlach and Stern, 1922). The first to describe and
measure NMR was Rabi in 1938 (Rabi et al., 1938), who observed NMR in a beam
of lithium chloride molecules. This discovery earned him the Nobel Prize in 1944.

His work was extended to liquids and solids by Bloch (Bloch, 1946) and Purcell (Pur-
cell et al., 1946) (Nobel Prize 1952), using 1H-nuclei in paraffin. In the 1960s and
1970s, NMR started to be used in chemistry and medicine. This section provides
a brief overview of the NMR phenomenon. The explanations in this and the next
chapter mostly follow the book by Brown (Brown et al., 2014).

2.1.1 Nuclear Spin

Each elementary particle possesses a spin, which is an intrinsic quantity. The nucleus
is made up of protons and neutrons (both of which have a spin of s = 1/2), which
are called nucleons. The nuclear spin I is the sum of the spins of the nucleons. If
there is an even number of protons and neutrons, all spins cancel each other out. If
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there is an odd number of both, the spin quantum number I is a positive integer. In
case only one of the nucleon types has an odd number, the spin quantum number is
a half-integer.

The nuclear spin operator I is a quantum mechanical angular momentum operator
and thus has the following commutation properties:[

I2, Ia

]
= 0 [Ia, Ib] = εabcIc a, b, c ∈ {x, y, z} (2.1)

where x, y, z are the spatial dimensions and εabc is the Levi-Civita symbol, which is
defined as

εabc =


+1 if (a, b, c) is an even permutation of (x, y, z)

−1 if (a, b, c) is an odd permutation of (x, y, z)

0 else

. (2.2)

Each permutation of two indices results in a sign change. I2 and Ia commute,
which means that they can be written in a common eigenbasis with the eigenstates
|I, mI〉.

Without loss of generality, z is chosen as the quantization axis.

I2 |I, mI〉 = I(I + 1)}2 |I, mI〉 Iz |I, mI〉 = mI} |I, mI〉 , (2.3)

} being the reduced Planck constant } = h/2π = 1.05 × 10−34 J Hz−1. mI can take
values between −I and I in integer steps. So, there are 2I + 1 states. Without an
external field, these states are degenerate.

If we only look at 1H, which is the most common hydrogen isotope, the nucleus
contains only a single proton. This means I = 1/2, so the angular momentum has the
two states mI = ±1/2. An applied external field interacts with the magnetic moment
µI of the nucleus

µI = gpµp

}
I = γI µp = gp

2mp
(2.4)

where gp ≈ 5.59 is the gyromagnetic ratio of the proton, mp ≈ 1.67× 10−27 kg is the
mass of the proton. γ is the gyromagnetic ratio of the specific nucleus. For hydrogen
in water, the gyromagnetic ratio is y = 2.68× 108 rad s−1 T−1, the reduced ratio is

−γ ≡ γ/2π = 42.6 MHz T−1 (Brown et al., 2014).
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2.1.2 Nuclear Zeeman Interaction

In a magnetic field, the energy levels of quantized magnetic moments (spins) split
up, which is called Zeeman interaction. There are two types of magnetic moment in
an atom, the orbital magnetic moment, and the magnetic moment of the nucleus. In
NMR/MRI, we focus on the interaction of the magnetic field with the nucleus.

This means that the Hamiltonian H in a constant magnetic field B0 = B0z, which
is, without loss of generality, applied along the z-axis, is given by

H = −µIB0 = −γIB0 = −γIzB0. (2.5)

If we use the previous basis |I, mI〉 we can calculate the energy contribution of this
effect for hydrogen with I = 1/2⇒ mI = ±1/2

E±1/2 = 〈I, mI |H |I, mI〉 = −γB0 〈I, mI | Iz |I, mI〉

= −γmI}B0 = ∓1
2γ}B0,

(2.6)

so the energy difference between the two states is

∆E = E−1/2 − E+1/2 = γ}B0 (2.7)

using the Planck relation E = }ω

∆E = }ωL = γ}B0 ⇒ ωL = γB0 (2.8)

ωL is also called Larmor frequency. The Larmor frequency for a 3 T magnetic field
(commonly used in the clinic) is ωL/2π ≈ 127.7 MHz.

2.1.3 Precession

Now, if we want to calculate the time evolution of the magnetic moment, we have to
solve the Schrödinger equation i} ∂

∂t |Ψ〉 = H |Ψ〉 for the Hamiltonian given in (2.5).
Then, we can calculate the expectation value of the magnetization µ̂ = 〈Ψ|µ |Ψ〉.
We can write the Hamiltonian by representing the nuclear angular momentum with
the Pauli matrices (Pauli, 1927) Ia = }

2σa as

H = −γIzB0 = −γB0
γ}
2 σz = −}ωL

2

(
1 0
0 −1

)
. (2.9)

2.1 Nuclear Magnetic Resonance 9



We use the spinor |χ〉, which uses the spin-up c+(t) and spin-down c−(t) states as
the basis

χ =
(

c+(t)
c−(t)

)
. (2.10)

In this basis, we get the Schrödinger equation

i}
∂

∂t

(
c+(t)
c−(t)

)
= −}ωL

2

(
1 0
0 −1

)(
c+(t)
c−(t)

)
, (2.11)

which simplifies to

∂

∂t
c±(t) = ±i

ωL

2 c±(t). (2.12)

The solution is

c±(t) = c±(0)e±i
ωL
2 t. (2.13)

The solution has to be normalized with the condition 〈χ|χ〉 = 1, so |c+|2 + |c−|2 = 1.
To satisfy this, we choose (without loss of generality) c+(0) = cos α

2 and c−(0) =
sin α

2 . This enables us to calculate the expectation values of the magnetization
µ = γI = γ}

2 σ

〈µ〉 = γ}
2 〈χ|σ|χ〉 = γ}

2


sin(α) cos (ωLt)
− sin(α) sin (ωLt)

cos(α)

. (2.14)

This means that the expectation value of the nuclear magnetization is a vector of
magnitude γ}/2, which spins clockwise around the axis of the magnetic field at the
angle α between the magnetization vector and the z-axis, while the rotation is in
the x–y plane. The spin is still quantized, so the measured states are just spin-up or
spin-down.

2.1.4 Signal Excitation

Now, in addition to B0, we apply a circular polarized radio-frequency (RF) field
B1(t) with the precession frequency ω perpendicular to B0

B(t) = B0z + B1 (cos(ωt)x− sin(ωt)y) . (2.15)

10 Chapter 2 Theoretical Background



This changes the Hamiltonian to

H(t) = −}
2B(t)σ = −γ}

2

(
ωL ω1eiωt

ω1e−iωt −ωL

)
, (2.16)

with ω1 = γB1. We assume that the excitation frequency ω is the same as the Larmor
frequency ωL. We transform the wave function into a rotating frame of reference,
which is similar to the solution of (2.13)

c′
±(t) = e±iωLt/2c±(t) (2.17)

and get the Schrödinger equation

i}
∂

∂t

(
c′

+(t)
c′

−(t)

)
= −}ω1

2

(
c′

−(t)
c′

+(t)

)
. (2.18)

We can use the Ansatz c′
+(t) = A cos

(ω1t
2
)

+ iB sin
(ω1t

2
)
. It gives

c′
−(t) = iA sin

(
ω1t

2

)
+ B cos

(
ω1t

2

)
. (2.19)

The normalization condition is |c′
+|2 + |c′

−|2 = 1, which results in |A|2 + |B|2 = 1, so
we choose A = cos

(
θ
2

)
and B = sin

(
θ
2

)
e−iφ (the total phase is irrelevant; only the

phase difference φ is important). Now we can use this to calculate the expectation
value of the magnetization in the rotating frame

〈µ〉 = γ}
2
〈
c′∣∣σ∣∣c′〉 = γ}

2


sin(θ) cos(φ)

cos(θ) sin(ω1t)− sin(θ) sin(φ) cos(ω1t)
cos(θ) cos(ω1t) + sin(θ) sin(φ) sin(ω1t)

. (2.20)

This means that when applying an external magnetic field, oscillating with the
Larmor frequency, the magnetization oscillates around the x′ axis (in the rotating
frame of reference) with the angular frequency ω1 = γB1. θ and φ determine
the initial angle of the magnetic moment. This is what enables us to change the
orientation of the spins with an RF field. If we apply a field for the duration of time
τ , the magnetic moment is rotated by the angle α

α =
∫ τ

0
γB1(t′) dt′ . (2.21)

If the RF field oscillates with constant frequency and magnitude, the spin changes
its orientation by the angle α = γB1τ . The RF field used to change the angle of the
spin is called RF pulse, because it is usually applied only for a very short duration.
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2.1.5 Macroscopic magnetization

For MRI, we do not investigate an individual nucleus, but rather a volume with
a huge number of individual nuclei. So, we only look at the average over many
nuclei. In this case, the energy difference between the spin states (2.7) leads to
a different number of nuclei in each state. There is a tendency for the spins to
align themselves with the magnetic field because this state has lower energy, but
the nuclei can also gain energy as a result of interaction with their surroundings.
After some time, an equilibrium arises in which the distribution of energies follows
a Boltzmann distribution. The probability of an atom being in an eigenstate with
energy Em in an environment with temperature T is

p(Em) = 1
Z

e
− Em

kBT , (2.22)

with the partition function

Z =
∑
m

e
− Em

kBT (2.23)

and the Boltzmann constant kB ≈ 1.38× 10−23 J K−1. In the case of hydrogen, we
have two eigenstates m = 1/2 ≡ m+ and m = −1/2 ≡ m−. The ratio of the number
of atoms (N±) in the eigenstates is proportional to the ratio of the probabilities

N+
N−

= p+
p−

=
1
Z e

− E+
kBT

1
Z e

− E−
kBT

= e
− E+−E−

kBT = e
∆E

kBT . (2.24)

In the medical field, measurements are made at body temperature T = 310 K.
Magnetic fields are on the order of O(1 T), we assume B0 = 3 T. According to
(2.7), the energy splitting is ∆E ≈ 530µeV. This means that the thermal energy
kBT ≈ 27 meV is orders of magnitude higher. So, we can assume

∆E

kBT
� 1 (2.25)

and with a Taylor expansion, we get

N+
N−
≈ 1 + ∆E

kBT
≈ 1 + 2× 10−5. (2.26)

This means that only 20 ppm more atoms are in the lower energy parallel state (m+)
compared to the higher energy antiparallel state (m−). Voxels (volume pixels) have a
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volume of the order of 1 mm3. There are 6.69× 1019 hydrogen atoms in this volume
of water, so we can still assume that we are averaging over many atoms.

We can now calculate the magnetization along the magnetic field M0 = M0z with z

being the unit vector in z direction

M0 = ρ0

I∑
m=−I

p (Em) µz = −ρ0
Z

1/2∑
m=−1/2

γ}me
− m∆E

kBT (2.27)

with the definition of tanh as

tanh(x) = ex − e−x

ex + e−x
, (2.28)

we can write this as

M0 = ρ0
∆E

2 tanh
( ∆E

2kBT

)
≈ ρ0

γ2}2

4kB

B0
T

(2.29)

with the density ρ0 = N/V and using (2.25) for a Taylor expansion of tanh. This
means that magnetization increases with the external magnetic field and decreases
with temperature, and is proportional to the spin density ρ0 and the square of the
gyromagnetic ratio γ2.

This is also called Curie’s law and determines the signal strength in MR. This makes
hydrogen the nucleus with the highest signal in medical MRI because it has a high
gyromagnetic ratio γ and a high spin density ρ0 because hydrogen is the most
common element in the human body.

2.1.6 Relaxation

For small voxel sizes, we can assume that the magnetic fields are constant. So,
instead of looking at individual atoms, we consider the average magnetization M .
The initial magnetization is M0.

So far, we have only looked at the interaction of the nuclear spin with the magnetic
field. So, without considering any other effects, after applying an RF pulse to rotate
the initial magnetization, the spins would continue to precces at that angle.

This does not happen. Due to thermal interaction, the electromagnetic field created
by the electrons, and interaction between neighboring nuclei, the magnetization will
return to the initial value. The energy gained from the RF pulse is disseminated in
the volume and the magnetization returns to M0. This is called relaxation.
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This relaxation was first described formally by Bloch (Bloch, 1946). Because we are
using the rotating frame of reference, we split the magnetization into a component
along the magnetic field M‖ = Mzz and perpendicular to it M⊥ = Mxx + Myy.

T1 Relaxation

Due to the thermal and electromagnetic interaction, M‖ will decay with the following
differential equation:

dM‖
dt

= −
M‖ −M0

T1
. (2.30)

T1 is called the longitudinal relaxation time because it acts on the component of the
magnetization parallel to the magnetic field. The process is also called spin-lattice
relaxation because early NMR experiments were performed in solids, with a strong
interaction with the crystalline lattice. The name is still used in MR experiments of
biological tissue, despite the fact that most tissue does not have a crystalline lattice
structure.

The solution is an exponential decay of M‖(t) toward the equilibrium value M0

M‖(t) = M‖(0)e− t
T1 + M0

(
1− e

− t
T1

)
. (2.31)

T1 is an empirical constant and depends on the type of tissue. It is usually quite long
and can be multiple seconds. The relaxation time depends on the mobility of the
lattice. It is high for fluids and water-based tissue and low for fat (see Tab. 2.1).
Paramagnetic substances can decrease greatly T1 and are therefore used as a contrast
agent.

T2 Relaxation

There are multiple effects that cause the transversal relaxation, the relaxation of
the magnetization perpendicular to the magnet field M⊥. Most of the relaxation is
due to a loss of coherence in the spin ensemble due to random phase shifts. The
dominant mechanism is the dipole-dipole interaction; this is why it is also called the
spin-spin relaxation. There are also higher-order interactions, such as J-coupling or
quadrupole interactions, which have less of an effect.

Another effect is the chemical shift anisotropy. A chemical shift can occur when
clouds of electrons partly shield the magnetic field, which reduces the Larmor
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Tab. 2.1: Representative approximate values of T1 and T2 relaxation times for hydrogen
components of different tissue at B0 = 1.5 T and T = 37 ◦C, taken from Bojorquez
et al., 2017 and Brown et al., 2014. There is a wide range of values being reported
in the literature for most organs, which can change depending on the patient
cohort, the scanner, and the measurement parameters.

Tissue T1 (ms) T2 (ms)
Cerebrospinal fluid 3800 – 4200 2200
Prostate 1400 – 1700 80
Blood 1200 100 – 200
Muscle 900 – 1500 50
Fat 380 – 450 40 – 140

frequency. This effect depends on the orientation relative to B0 and is stronger for
molecules, which cannot rotate freely.

Phase shifts can also occur due to molecular translation, for example caused by
diffusion or blood flow. This can change the precession frequency because of
magnetic field inhomogeneities, which can be caused, for example, by differences
of susceptibility in tissue, magnetic ions or metallic implants. This change in the
Larmor frequency leads to phase shift compared to the surrounding nuclei.

All interactions that result in T1 relaxation also lead to T2 relaxation. For example,
thermal interaction leads to the spin randomly flipping in a different direction. For
this reason, T2 is always shorter than or equal to T1.

The relaxation of the transversal magnetization in the rotating frame of reference
M ′

⊥ follows the equation:

dM ′
⊥

dt
= −M ′

⊥
T2

. (2.32)

The solution is an exponential decay with a time constant T2

M ′
⊥(t) = M ′

⊥(0)e− t
T2 . (2.33)

The time constant is high in fluids and in the order of tens of milliseconds in most
biological tissue (see Tab. 2.1).
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T ∗
2 Relaxation

There are constant inhomogeneities (compared to the timescale of the measurement)
in the magnetic field. These are due to imperfections in the B0 field and susceptibility-
induced field distortions. The observed time constant T ∗

2 is thus

1
T ∗

2
= 1

T2
+ 1

T ′
2

(2.34)

with T ′
2 being the time constant caused by constant inhomogeneities. The dephasing

caused by these inhomogeneities is reversible, in contrast to the dephasing due
to the T2 relaxation. This can be done by using an RF pulse to flip the spins 180°
between excitation and measurement, causing them to rephase and form an echo
(see Section 2.2.2 on page 23).

Bloch Equations

The two differential equations (2.30) and (2.32) can be combined with the torque
acting on the magnetization due to the magnetic field to obtain the Bloch equation

dM
dt

= γM ×B −
M‖ −M0

T1
−M⊥

T2
(2.35)

or, split up into its spatial components,

dMx

dt
= γ (M ×B)x −

Mx

T2
(2.36)

dMy

dt
= γ (M ×B)y −

My

T2
(2.37)

dMz

dt
= γ (M ×B)z −

Mz −M0
T1

. (2.38)

The equilibrium state is Mx = My = 0 and Mz = M0. The solution is the same
precession as derived in (2.20) with the additional decay of M‖ (2.31) and M⊥

(2.34)

M(t) =


M⊥(0)e− t

T2 cos (ωLt− φ)
M⊥(0)e− t

T2 sin (ωLt− φ)

M‖(0)e− t
T1 + M0

(
1− e

− t
T1

)
 (2.39)

with φ being the initial phase of M⊥. In addition to the precession, the initial
transverse magnetization M⊥(0) decays with time-constant T2. The parallel magne-
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Fig. 2.1: The trajectory of the magnetization over time. The initial magnetization was
chosen to be only in the x–y plane (M‖ = 0). The coordinate system is the
static coordinate system. For magnetic fields used in MRI, the cycle duration of
the precession is usually a lot shorter than T1 and T2, but this was changed for
illustrative purposes.

tization returns to the equilibrium magnetization with time-constant T1. An example
of the trajectory can be seen in Fig. 2.1.

2.1.7 Signal acquisition

The precession results in a magnetic field that varies over time. This field will induce
a current in the receive coil, which is used to measure the signal. The voltage Uind

induced in the coil depends on the change in magnetic flux Φ

Uind = −dΦ
dt

= − d
dt

∫
Scoil

B dS . (2.40)

Therefore, the induced current depends on the change in magnetic flux through the
region enclosed by the coil Scol. By introducing the vector potential B = ∇×A and
with Stokes theorem, we get the expression

Φ =
∫

Scoil

(∇×A) dS =
∮

dlA. (2.41)

We can utilize the principle of reciprocity and express A in terms of the field that
the receive coil itself would emit per given unit of current B = Bcoil/Icoil and get

Uind = − d
dt

∮
dlA = − d

dt

∫
VSample

M(r, t)Bcoil(r) d3r . (2.42)
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So we replaced the integral over the surface of the coil with an integral over the
volume of the sample VSample (the volume with non-zero magnetization). For the
full derivation, I refer to Brown et al., 2014. The voltage induced in the coil is the
opposite of the one driving the current that would result in the same field as the one
acting on the coil. This means that the sensitivity of the receive coils depends on
the strength of the magnetic field they would emit for each unit of current flowing
through them.

This can also cause artifacts in the images. To increase the signal, surface coils are
often placed close to the patient. These smaller coils with less surface area have a
less uniform Bcoil. Sensitivity (and thus signal-to-noise ratio (SNR)) decreases with
depth (Hayes and Axel, 1985). This can lead to the so-called Surface coil flare, bright
areas on the surface. This can be corrected by measuring the coil sensitivity prior to
imaging. Intensity correction can also be performed after imaging (see Section 3.1.3
on page 58).

The signal we measure is proportional to Uind. So for the magnetization given in
(2.39) we can measure the following signal:

S(t) ∝
∫

VSample

M⊥(r, 0)B⊥(r)e−t/T2(r,t) cos (ωLt + θB(r)− φ(r)) d3r (2.43)

with θB(r) being the angle/phase of the receive coil. This signal is also called the
free induction decay (FID). Usually, there are field inhomogeneities present and
the signal decays with time constant T ∗

2 and not T2. The FID is the response to
one excitation without further RF pulses or gradient fields. Only the component
perpendicular to the magnetic field can be measured.

If additional gradient fields are used, ωL depends on the location and time, which
can change the frequency and phase of the precession movement. For most measure-
ments, additional RF pulses are also used to change the magnetization. The signal
is usually demodulated by multiplying it by a sine and a cosine wave at or near
the Larmor frequency ωL. In this way, the signal can be measured in the rotating
frame of reference. The multiplication with a sine and cosine wave results in two
channels, which are represented by a complex-valued number measuring the phase
and amplitude of the signal. So we get the following complex-valued signal:

S(r, t) ∝
∫

V
M⊥(r, 0)B⊥(r)e−t/T2(r,t)−i(θB(r)−φ(r)) d3r (2.44)
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2.2 Magnetic Resonance Imaging

MRI is a non-invasive imaging technique used in medicine. It is based on NMR. The
key to going from NMR to MRI is spatial encoding. In NMR, we only get one signal
averaged over the whole volume. In contrast to that, MRI uses gradient fields to
change the signal depending on the location, which is used to create 2D and 3D
images.

The first published images were generated by Paul Lauterbur in 1973 (Lauterbur,
1973, 1974), who used gradients to spatially encode the signal. He, together with
Peter Mansfield, received the Nobel Prize for discoveries concerning MRI in 2003.
Mansfield developed the echo-planar imaging (EPI) (Mansfield and Grannell, 1975),
which greatly reduced the acquisition times in MRI images. Magnetic resonance
imaging has been used in medicine since the 1980s and continues to be used
extensively.

2.2.1 Spatial Encoding

A linearly varying field is introduced in addition to the static magnetic field. This is
called the gradient field G. It is defined by

G =
(dBz

dx
,
dBz

dy
,
dBz

dz

)
= (Gx, Gy, Gz) . (2.45)

The magnetic field still points in the z direction; the gradient fields only change
the field strength depending on the location. For spatial encoding, we can use the
dependence of the precession frequency on the magnetic field strength

ω = γB = γ (B0 + Gr) = ωL + γGr = ωL + ωG(r, t). (2.46)

These changes in frequency result in a change of phase, which persists even after
the gradient field is switched off. The accumulated phase φ(r, t) when applying a
gradient is

φ(r, t) = −
∫ t

0
ωG(r, t′) dt′ = −γ

∫ t

0
G(t′)r dt′ . (2.47)

To obtain an image, we have to perform three spatial encoding steps. These are
usually slice selection, frequency encoding, and phase encoding. It does not always
have to be all three steps; phase encoding can be done in more than one direction,
for example, to directly measure a 3D volume instead of multiple 2D slices.
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Slice selection

In case of 2D MRI imaging, a slice must first be selected. This can be done by
applying a gradient field during the excitation pulse. The gradient is applied along
the direction of slice selection (usually z). The thickness of the slice ∆z depends on
the bandwidth ∆ωexc of the RF pulse

∆z = ∆ωexc

γGz
. (2.48)

All nuclei in the slice must be excited evenly. To achieve this, a sinc pulse is used. It
is an amplitude-modulated RF pulse. The envelope is defined by

sinc (ωt) = sin(ωt)
ωt

, (2.49)

with sinc(0) = 1. This pulse shape is used because its Fourier transform is a rectangle
function.

k-space

We omit the relaxation and assume that the signal is constant during the spatial
encoding steps. The receive-coil-dependent phase effects are also omitted. So, we
have the signal

S(t) =
∫

V
S0(r)eiφ(r,t) d3r =

∫
V

S0(r)e−iγ
∫ t

0 G(t′)rdt′
d3r (2.50)

after substituting the accumulated phase. If we take (2.50) and use the reduced
gyromagnetic ratio −γ , we can write the signal as

S(t) =
∫

V
S0(r)e

−i2π

(
−γ ∫ t

0 G(t′)rdt′
)

d3r . (2.51)

If we compare this with the definition of the multidimensional Fourier transform of
a function f(r)

F [f(r)](k) =
∫
Rn

f(r)e−i2πkr dnr , (2.52)

we can see that it is equivalent to k = −γ
∫ t

0 G(t′)r dt′. Therefore, the resulting signal
is equal to the Fourier transform for a given wave vector k

S(k) =
∫

V
S0(r)e−i2πk d3r = F [S(t)](k). (2.53)
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The resulting Fourier space is called the k-space in MRI. The measurement is repeated
multiple times for different values of k at the time of measurement. In this way,
the whole k-space can be sampled. The trajectory through the k-space is defined by
the gradients and RF pulses. The magnetization can then be reconstructed with an
inverse Fourier transform

M(r) ∝ F−1[S(k)](r) =
∫

S(k)e2πikrd3k. (2.54)

The resulting image (or volume for 3D acquisition) has the lowest frequencies in the
center for low absolute values of k and the highest frequencies towards the edges.

Phase Encoding

Phase encoding can be done by applying a gradient between excitation and readout.
The simplest method is to apply a gradient G with constant magnitude for time τy.
So we get if we choose y as the direction of the phase encoding, we get

ky(Gy) = −γGyτy. (2.55)

Each nucleus along the y direction will have a different phase. This is repeated Ny

times for different combinations of Gy and τy. Phase encoding can be done in more
than one direction. Generating an image only using phase encoding would be very
slow, because only a single point in k-space could be measured at a time, so it is
usually combined with frequency encoding.

Frequency Encoding

For the frequency encoding, for example in the x direction, a gradient Gx is applied
during signal acquisition following a dephasing gradient. If the acquisition is
centered around t′ = 0, we get for kx

kx(t′) = −γGxt′. (2.56)

This looks very similar to phase encoding, but there is a key difference. For frequency
encoding, the phase, and wave number kx changes during acquisition, so multiple
points in k-space can be measured in a single data acquisition. This speeds up the
process.
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In the k-space picture, we select the row we want to measure by selecting a phase
ky. Then we move to the beginning of a line using a dephasing gradient. A line of
k-space can then be measured using the frequency encoding. This is only one of
many possible trajectories, which can be chosen by varying the phase and frequency
encoding. An exemplary sequence is shown in Fig. 2.3.

Resolution and Field of View

The analog-to-digital converter can only sample in a limited time interval δtx, and
only a limited number of phase encoding steps ∆Gy can be chosen. This makes it
impossible to continuously sample the k-space. The increments in the k-space are

∆kx = −γGx∆t (2.57)

∆ky = −γ∆Gyτ. (2.58)

According to the Nyquist-Shannon theorem, the sampling rate has to be at least
twice the highest frequency. So, the resolution in the image space is

∆x = 1
2kx,max

= 1
Nx∆kx

= 1
Nx−γGx∆t

(2.59)

∆y = 1
2ky,max

= 1
Ny∆ky

= 1
Ny−γ∆Gyτ

. (2.60)

The maximum Field of View (FOV) is thus FOVi = Ni∆i = 1/∆ki. This means that
the resolution and the FOV depend on the number of samples in k-space and their
bandwidth. There is a trade-off between high resolution and a large field of view.

Artifacts

Spatial encoding can also lead to artifacts. Due to the complicated imaging process,
there are many MRI artifacts that must be corrected or taken into account when
interpreting MRI images. An example is the chemical shift. The molecular environ-
ment can change the magnetic field experienced by the nucleus. In fat, the proton is
shielded by the electron clouds of the glycerides, reducing the magnetic field slightly
and decreasing the Larmor frequency (by 430 Hz at 3 T). Thus, the fat appears in a
position opposite to the frequency-encoding direction for standard sequences. The
distance depends on the bandwidth per pixel. This leads to a void of signal on the
interface between fatty and non-fatty tissue on one side and an overlap of signal on
the other side.
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Fig. 2.2: This visualizes the dephasing and rephasing in the spin echo sequence. The first
step is the excitation in (a). The spin is flipped by the excitation pulse and starts
to precess. Because of inhomogeneities, the spins will start to dephase and the
average magnetization (in red) is reduced, as seen in (b). After waiting for TE/2,
a 180° pulse is applied to reverse the spins. The phases continue to change in
the same direction, as seen in (c). For non or slow-varying inhomogeneities, the
dephasing will be reversed. Another TE/2 later, the spins are in phase again and
there is a peak in the signal, which is called an echo (d).

An important group of artifacts are motion artifacts. They are caused by either
periodic motion, such as the heartbeat and breathing, or by non-periodic motion,
such as the relaxation of muscles after laying down for a while. Non-periodic motion
mainly causes a loss of signal intensity. Periodic motion can lead to discrete ghosts,
because it modulates the signal to have discrete side bands, while non-periodic
motion causes diffuse, unfocused artifacts.

2.2.2 T2 weighted Imaging

There are many sequences for recording MRI images. They define the timing,
strength, and phases of gradients, RF pulses, and readout windows. The contrast
depends on the sequence used. The sequences shown here are greatly simplified.
In reality, there are more effects that have to be corrected for. In addition, many
techniques are used to speed up the measurement. For example, multiple slices can
be measured at the same time by exciting and measuring other slices while waiting
for relaxation in one slice.

Spin Echo

One of the standard sequences is the spin-echo sequence. It can be seen in Fig. 2.3.
As described in Section 2.1.6 on page 16, we can only measure T ∗

2 using a FID signal.
T ∗

2 depends not only on the tissue properties but also on the inhomogeneities in the
magnetic field. We want to measure T2, because it is independent of the measuring
device.
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Fig. 2.3: Image (b) shows the sequence diagram of a spin-echo sequence with arbitrary
timescale (adapted from Brown et al., 2014). The second image (a) shows the
trajectory in k-space. First, the spins are excited with an RF pulse to flip the
magnetization by an angle α while the slice selection gradient Gz is applied along
the z-direction.
After the excitation, a rephasing gradient is applied. Then, in a, a dephasing
gradient is applied along the x direction and a phase gradient along the y direction.
In k-space, we move along the arrow a. Along kx to the right due to the dephasing
gradient Gx and along ky to the top or bottom, depending on the magnitude of
Gy.
Then (TE/2 after excitation, the magnetization is flipped by 180° with another RF
pulse. This results in a point reflection, seen in b, with respect to the center in
k-space. Therefore, no rephasing pulse is needed, because it will re-phase itself.
Acquisition is TE after excitation and TE/2 after flip. The frequency encoding
gradient Gx has the same direction as the dephasing gradient, due to the 180° flip.
Due to the gradient that is applied during data acquisition, we move along the kx

axis in k-space, as seen in c, and a whole line is recorded at once.
Then, TR after the first excitation, there is another excitation and the next line
in k-space is measured. In this way, the whole k-space is measured at a regular
interval.
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The trick to recover T2 is to use an RF pulse to flip the magnetization by 180°. The
spin-flip results in zero accumulated relative phases due to inhomogeneities at time
TE after excitation, if the spins are flipped by 180° after TE/2. The resulting signal
is called an echo, and the time TE , after which this echo occurs, is called echo time
(TE). The principle is visualized in Fig. 2.2.

After the echo, another line in the k-space can be recorded after waiting for the mag-
netization to return to equilibrium. The time TR between these two measurements
is called repetition time (TR).

It is also possible to record more than one echo by adding more 180° pulses. With a
Turbo Spin Echo (TSE)/Fast Spin Echo (FSE) sequence (commercial implementations
of the RARE (Hennig et al., 1986) technique), multiple lines of the k-space can be
measured in one TR. The phase is varied between different echos. A T2 weighted
image recorded with a TSE sequence can be seen in Fig. 2.5a.

In the k-space picture (see Fig. 2.3a), we also take the steps a, b and c. But after
measuring one line, we do not wait for the next measurement. Instead, we perform
another phase encoding to move along ky to the next line we want to record and
acquire the signal in the opposite direction along kx.

Half-Fourier Acquisition Single-shot Turbo spin Echo (HASTE) is an echo-planar
fast spin echo sequence, which was trademarked by Siemens. In this sequence, all
k-space data are collected using only one shot using a long echo train and only
partially sampling the k-space. The advantage is that it is very fast, which can help
reduce motion artifacts.

2.2.3 Diffusion-weighted imaging

diffusion-weighted (DW) images can be used to measure the diffusion of nuclei.
This can be done using a pulsed gradient spin echo (PGSE) sequence developed
by Edward Stejskal and John Tanner and published in 1965 (Stejskal and Tanner,
1965) (see Fig. 2.4). It is very similar to the spin-echo sequence, but two additional
gradients are added to dephase and rephase the spins. Nuclei that move during
measurement will not return to their original phase and will have a reduced signal.

The advantage is that in this way some information about the cellular structure can
be obtained, which cannot be resolved otherwise in the MRI images. This can help
identify cancerous tissue (van Heeswijk et al., 2016).

2.2 Magnetic Resonance Imaging 25



RF

α 180◦

Acquire

Gx

Gy

Gz

δ δ

∆

TE

Fig. 2.4: The sequence diagram of the diffusion sequence. It is very similar to the spin echo
sequence. The main difference is that additional diffusion gradients are added (in
red). They are applied before and after the 180° RF pulse for the time δ and are ∆
apart.

Basics of Diffusion

The diffusion process can be modeled as a random walk. In 1D, we assume that
the atom jumps to a new position every τd with a step size ld in a random direction
εi = ±1. Therefore, the position of a particle starting at x = 0 after N steps is

xN = ld

N∑
i=1

εi. (2.61)

There is an equal probability of jumping into the positive and negative direction.
This means 〈εi〉 = 0, so 〈xN 〉 = 0. The expected squared displacement

〈
x2

N

〉
is

〈
x2

N

〉
= l2d

N∑
k=1

N∑
j=1
〈εkεj〉 . (2.62)

〈εiεj〉 = δij , with δij being the Kronecker delta, which is one if i = j and is otherwise
zero. This is because the possible values are 1 and −1 with equal probability, so the
expectation value is zero. For i = j, εi, εj = ε2

i = (±1)2 = 1. So we get:

〈
x2

N

〉
= l2d

N∑
k=1

N∑
j=1

δij = l2d

N∑
k=1

1 = l2dN. (2.63)
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Now we can use the diffusion coefficient D = l2d/2τd as derived by Albert Einstein (Ein-
stein, 1905) and write the expected squared displacement as

〈
x(t)2〉 = l2d

τd
t = 2Dt

with time t = Nτd.

Response to pulse sequence

The probability of finding a particle with displacement x after time t is a normal
distribution due to the central limit theorem because we are averaging a vast amount
of randomly moving particles. With the mean and variance are the 〈x〉 and

〈
x(t)2〉

we just derived, we get the probability P (x, t) for a displacement x after time t of

P (x, t) = e
− 1

2
x2〈
x2
〉

√
2π 〈x(t)2〉

= e− x2
4Dt

√
4πDt

. (2.64)

Now, we can use (2.47) to calculate the accumulated phase. For the first diffusion
gradient of length δ, we get the phase φ1 = −γδGx assuming that the gradient G is
constant over time δ. Due to the 180° pulse before the second diffusion gradient is
switched on, the second phase φ2 shift is φ2(x) = γδGx.

With ∆ being the time difference between the rising edges of the first and second
gradients. If δ � ∆, we can assume that diffusion in time ∆ between the two pulses
dominates the diffusion process and neglects the diffusion processes during the
pulses. The phase shift ∆φ is thus

∆φ = φ1 (x1) + φ2 (x2) = γδG (x2 − x1) , (2.65)

if the particle moves from position x1 to x2 due to diffusion during time ∆. This
expression is invariant to translation; only displacement due to diffusion is relevant.
This means that we can use the probability P (x, ∆) as in (2.64) to obtain a displace-
ment x = x2 − x1 after time ∆. Therefore, each spin has the complex magnetization
amplitude

Md = ei∆φM0. (2.66)

The reduction in signal due to diffusion 〈S/S0〉 is equal to the reduction in magneti-
zation. Its expectation value is〈

S

S0

〉
=
〈

Md

M0

〉
=
∫ ∞

−∞
eiγδGxP (x, ∆) dx = 1√

4πD∆

∫ ∞

−∞
eiγδGxe− x2

4Dt dx

= e−γ2δ2G2D∆. (2.67)
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This is also often written as 〈S/S0〉 = e−bD with b = γ2δ2G2∆. b is called the b-value
and is used to measure the strength and timing of gradients and is an important
parameter in diffusion sequences. In modern scanners, the values can range from 0
to as high as 3000 s mm−2 (Han et al., 2015).

In reality, it is not possible to fulfill the condition δ � ∆. The expression for arbitrary
values of δ is derived by Stejskal and Tanner (Stejskal and Tanner, 1965). The result
is a reduced b-value of

b = γ2δ2G2
(

∆− 1
3δ

)
. (2.68)

The recording of the positions (in the form of a phase shift) is less sharp, because
the phase accumulates over a longer time period, so the signal decreases is reduced.
For δ → 0, we recover our initial expression.

We have assumed, so far, that the particles can move without restriction. This is
not the case in biological tissue. The diffusion is limited by obstacles such as cell
membranes or macromolecules. This also often makes the diffusion anisotropic.
Tissue with high anisotropy on a macroscopic scale is, for example, skeletal muscles
or parallel nerve fibers in the white matter of the brain. Therefore, the diffusion
coefficient is replaced by the effective or apparent diffusion coefficient (ADC) Deff .
The apparent diffusion coefficient depends on the direction.

Additional Diffusion Models

Basser et al. developed a formalism (Basser et al., 1994), which extends the approach
of Stejskal and Tanner. The signal reduction is given by

S/S0 = exp

− i∑
i=i

j∑
i=j

BijDeff
ij

 (2.69)

B =


Bxx Bxy Bxz

Byx Byy Byz

Bzx Bzy Bzz

, Deff =


Deff

xx Deff
xy Deff

xz

Deff
yx Deff

yy Deff
yz

Deff
zx Deff

zy Deff
zz

.

B and Deff are two 3×3 tensors. Bij describes the strength and duration of the two
gradient pulses in the i and j directions. If, as in our initial example, the gradients
are in the x-direction, only Bxx is nonzero and we measure Deff

xx . Similarly, all
tensor elements can be measured. This is also called diffusion tensor imaging and is
used, for example, to measure brain connectivity (Skudlarski et al., 2008).
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(a) T2 weighted image
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(b) DWI with a b-value of 50 s mm−2
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(c) DWI with a b-value of 800 s mm−2
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(d) ADC image

Fig. 2.5: Example images for the different modalities. (a) shows a T2 weighted image. A
radiologist segmented the tumor in that image (outlined in red). The same patient
was imaged with diffusion-weighted imaging.
In (b), the b50 image is visible with the same intensity scale as the T2 weighted
image. It is used instead of a b0 image to reduce the influence of perfusion and
suppress the signal of the blood vessels.
In the b800 image (c), the signal is greatly reduced for all tissue (note the reduced
scale), but parts of the tumor are visible with a higher intensity compared to the
surrounding tissue.
The last image (d) shows a map of the ADC, there, the tumor tissue has a lower
value compared to the surrounding tissue because the high intensity in high b-
value images correlates with a low ADC. This can also be used to help diagnose
rectal cancer (Horvat, Carlos Tavares Rocha, et al., 2019). The bladder has the
highest ADC value because there are no obstacles that hinder diffusion there.
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The ADC can refer to different things. In addition to Deff , it is also often used to
refer to the average of the diagonal elements of Deff and is the same as the average
of the eigenvalues (Minati and Wglarz, 2007)

ADC =
Trace

(
Deff

)
3 =

Deff
xx + Deff

yy + Deff
zz

3 . (2.70)

A DW image refers to an image weighted with the apparent diffusion coefficient
(see Fig. 2.5). The image is also still T2 weighted, so in an DW image, we see the
combined effect of DW and T2 weighting.

S = S0e−bADC (2.71)

at a certain b-value. S0 is the signal without any diffusion weighting. This can
be measured by taking multiple images with different gradient directions. At least
three perpendicular gradients have to be used, but more directions are often used to
reduce artifacts and noise.

If at least two DWI images are measured at different b-values, the ADC can be
calculated by performing an exponential fit (or a linear fit in log space). In this way,
an ADC map can be created.

However, this model is only valid for the medium range of b-values. For lower b-
values, there are additional perfusion effects that increase the measured ADC values,
due to blood microcirculation (up to approximately 200 s mm−2) (Iima and Le Bihan,
2016) for higher b-values (> 1000 s mm−2), the ADC is lower than expected from
the diffusion model, because obstacles that limit movement and other effects that
limit diffusion (Jensen and Helpern, 2010). This is called kurtosis because the
distribution of particle displacement differs from the normal distribution.

Imaging Artifacts

Diffusion imaging usually uses EPI, which can be used to image a slice in just one
echo (or, for better SNR, a few echos), which is very sensitive to inhomogeneities in
the magnetic field.

To achieve high b-values, strong gradients are needed. There are multiple problems
with this. Switching high gradients can induce currents in the material in and near
the bore. Currents can be induced in conductive surfaces in the scanner, called eddy
currents (Le Bihan et al., 2006). Eddy currents can even persist after the gradient
is turned off, leading to inhomogeneities in the magnetic field. This can lead to
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geometric distortions. This can be partially compensated for by calibrating the MRI
machine and correcting for eddy currents (Rohde et al., 2004). But it is not always
possible to completely correct for the eddy currents.

Another major cause of artifacts is the motion of the patient. Due to the long
acquisition times, patient motion is a big problem for MRI in general. DWI is
especially affected. Even small changes in the location of the patient can cause a
significant loss of signal. The spatial shifts due to the motion of the patient can be
magnitudes larger than those due to diffusion.

In the abdomen, the main causes are breathing and heartbeat. This is one of the
main reasons why EPI is used. If a 2D image can be acquired in one shot (usually
100 ms), there are fewer motion artifacts. The drawback is the reduced spatial
resolution (Le Bihan et al., 2006).

2.3 Deep Learning

Deep learning is a part of machine learning. It uses artificial Neural Networks (NNs)
to approximate functions by adjusting the weights of the neurons. It is called deep
because the networks have multiple layers (up to hundreds or thousands). It is
inspired by biological neurons (but works very differently from a biological neuron
and is greatly simplified). Deep learning has been successfully used in many fields,
such as computer vision, natural language processing, speech recognition, but also
protein folding, and high-energy physics.

It is an optimization problem with the goal of finding a mapping between the
multidimensional input (such as an image) and the usually low-dimensional output
(for example the cancer stage) using NNs. Instead of telling the computer exactly
what steps to take, only the structure of the information flow through the neurons
(called Architecture) is defined, and the weights are adjusted to minimize the cost
function. A neuron is visible in Fig. 2.6. The weights are adjusted in incremental
steps by a process called backpropagation, which is used to calculate the gradients of
the weights with respect to the cost function.

The field started in the 19th century, when neurons were first described and Cajal
postulated that the neural network is made up of independent cells (López-Muñoz
et al., 2006). The dynamics of the action potential was described by Hodgkin and
Huxley in 1952 (Hodgkin and Huxley, 1952). The first computational model was
developed in 1943 (McCulloch and Pitts, 1943) and implemented by Rosenblatt in
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Fig. 2.6: Here, a single artificial neuron is shown. It has inputs x1 to xD, which are
multiplied by the weights w1 to WD and summed up. The bias b is also added.
Then, the activation function f is applied to get the output y = f(

∑D
i=0 wi + b).

1958 (Rosenblatt, 1958). But at that time, computing power was not sufficient to
run large neural networks. There was slow progress in the 80s and 90s, with the
first convolutional neural network (CNN) in 1979 (Fukushima, 1980). This was
further developed, resulting in LeNet by LeCun (LeCun et al., 1989), which was the
starting point for many modern neural networks for computer vision.

However, despite these advances, neural networks still did not outperform other
machine learning techniques, such as support vector machines. The breakthrough in
neural networks was achieved by a combination of multiple factors at the beginning
of the 2010s. Although CNNs and backpropagation had been around for a while (the
term backpropagation was made popular in 1986 Rumelhart et al., 1986) and the use
of graphical processing units (GPUs) to speed up neural networks was not new (Oh
and Jung, 2004), the combination of everything led to significant advances in deep
learning. Another factor was larger and larger datasets, which were available for
training. A very famous one is ImageNet, which contains many natural images and
serves as a benchmark for classification performance (Russakovsky et al., 2015).

CNNs received a lot of attention when AlexNet won the ImageNet challenge with
a top-5 error of 15 % (more than 10 % better than the second place) in 2012
(Krizhevsky et al., 2017). At the same time, other advances in speech recognition
and computer vision occurred (Ciregan et al., 2012; L. Deng et al., 2013; Dahl et al.,
2014), which sparked a resurgence of interest in the field. Since then, many new
networks have been proposed and successfully applied in various fields and continue
to make amazing progress, such as predicting the structure of proteins (Jumper
et al., 2021) or having conversations (W. X. Zhao et al., 2023).

With all the advances, the basic building blocks have remained mostly the same.
These are explained in this section. It follows the excellent book by Goodfellow,
Bengio and Courville (Goodfellow, Bengio, et al., 2016).
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2.3.1 Optimization

The goal of optimization is to reduce the cost function J(θ) by changing the pa-
rameters θ. θ refers to the weights and biases of the neurons (and other learned
parameters in the network). There are also the hyperparameters, which are not
learned parameters (for example, the number of layers or the number of neurons
per layer), which are not included in θ. The hyperparameters need to be optimized
separately. This can be done either by hand or by a (semi-)automatic optimization
scheme.

Without regularization, the cost function can be written as an average of the loss
function per-example L

J(θ) = E(x,y)∼p̂L(f(x;θ),y). (2.72)

f(x;θ) is the predicted output, p̂ the empirical distribution and y the output of the
NN. We want to reduce the expected generalization error, which is also called risk.
The problem is that we do not know the true distribution of the data p̂, so we have
to reduce empirical risk, using an estimated distribution p̂data.

E(x,y)∼p̂data
L(f(x;θ),y) = 1

m

m∑
i=1

L
(
f
(
x(i);θ

)
,y(i)

)
(2.73)

Empirical risk is prone to overfitting because the model could memorize the training
set. Often, the NN has more parameters than the number of examples in the training
set.

Therefore, a different loss is used, which has to be differentiable, for example the log-
likelihood. One difference from conventional optimization is also that the algorithm
does not necessarily continue until a (local) minimum is reached. There might
not even be a local minimum. Instead, the network is trained for a predetermined
number of iterations or until some other predefined condition is reached.

The optimization algorithm usually does not run on the complete dataset; it is
applied in batches. This works because the loss can be separated into individual
terms. The standard error of a sample is given by σ√

n
, so using bigger batches has a

limited return compared to the increased computational cost. Batches are selected
randomly to avoid correlated samples. The gradient can be estimated using a batch
with m examples

ĝ = 1
m
∇θ

m∑
i=1

L
(
f
(
x(i);θ

)
,y(i)

)
. (2.74)
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To calculate the gradient, the derivative of the loss with respect to the network pa-
rameters ∇θL

(
f
(
x(i);θ

)
,y(i)

)
needs to be calculated with the help of a technique

called backpropagation.

Backpropagation

When input flows forward through a feedforward NN, it is called forward propagation.
The computation results in the cost function. The backpropagation algorithm is then
used to transmit information about the cost back through the network.

Gradients can then be calculated using the chain rule. For the functions y = g(x)
and z = f(g(x)) = f(y), this is simple to calculate.

∂z

∂xi
=
∑

j

∂z

∂yj

∂yj

∂xi
⇔ ∇xz =

(
∂y

∂x

)>
∇yz (2.75)

Therefore, the gradient of the output of a function can be calculated with back-
propagation by multiplying the Jacobian matrix by the gradient of the input of the
function. Starting from the loss, this calculation is repeated until the gradients of all
parameters are calculated. The Jacobian is usually calculated analytically.

The basic idea of the algorithm is fairly simple, although a fast numerical implemen-
tation for millions and billions of parameters and operations is challenging. Another
problem is the memory required to store all the derivatives.

Stochastic gradient descent (SGD)

Stochastic gradient descent (SGD) is one of the most used optimization algorithms
in machine learning. The basic idea was presented by Robbins and Monro (Robbins
and Monro, 1951). It is similar to the gradient descent, which was first presented in
Cauchy, 1847 and was studied for nonlinear problems by Curry (Curry, 1944). It is
called stochastic because the gradient is just an approximation, because only a batch
of data is used to estimate it instead of the full dataset.

An estimate of the gradient is taken by averaging the gradient of a batch, as in
(2.74). The parameters are then updated by θ ← θ − εĝ using the learning rate ε.
It is crucial to choose the right learning rate. The learning rate is one of the most
important hyperparameters. It does not have to be constant.
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The stochastic nature of SGD introduces some noise that does not vanish even at a
minimum. To guarantee convergence, two conditions must be met.

∞∑
k=1

εk =∞ and
∞∑

k=1
ε2
k <∞ (2.76)

Therefore, it is common to reduce (decay) the learning rate according to a decay
schedule. For example, using a constant learning rate at first and decreasing the
learning rate each step or when the loss stops decreasing.

SGD can be slow, especially under a lot of noise. A way to make learning faster is
to introduce momentum (as suggested in Rumelhart et al., 1986) by accumulating
an exponentially decaying moving average of past gradients. If the mass is seen as
a unit mass, this is equal to the velocity v. The parameters are updated using the
velocity

v ← αv − ε∇θ

(
1
m

m∑
i=1

L
(
f
(
x(i);θ

)
,y(i)

))
= αv − εg,

θ ← θ + v. (2.77)

α regulates the speed of decay. A higher value means that the past gradients are
taken more into account. Thus, the movement of the parameters through the
optimization space is similar to that of an accelerated mass with viscous drag.

A small modification is to use Nesterov momentum (Nesterov, 1983). The gradient
is calculated at a slightly different position, with the momentum change already
applied to the parameters. This increases the speed of convergence.

v ← αv − ε∇θ

(
1
m

m∑
i=1

L
(
f
(
x(i);θ + αv

)
,y(i)

))
(2.78)

An algorithm often used is Adam, which is derived from “adaptive moments”. It
uses Nesterov momentum combined with an adaptive learning rate that scales the
learning rate of each parameter with the inverse of the square root of the sum of
historical square gradients (Kingma and Ba, 2014). The momentum is incorporated
directly into the estimate of the gradient. The momentum is added to the rescaled
gradients. A bias correction is also added to account for initialization at the origin.
The algorithm can be seen in Algorithm 1.

There are many optimizers, and according to the benchmarks (Schmidt et al., 2020),
there is no best optimizer for a variety of different problems, but some optimizers
(such as Adam) are consistent in a wide range of different problems.
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Algorithm 1: The Adam algorithm. It follows the main idea of SGD, but the learning rate is
adapted using the first and second momentum of the gradient. Both moments are initialized
with the value 0, which introduces a bias. A step is added for both moments to correct for
this bias. Adapted from Goodfellow, Bengio, et al., 2016; Kingma and Ba, 2014.

Require: ε: Step size
Require: ρ1, ρ2 ∈ [0, 1) decay rates for moment estimates
Require: δ: small constant for numerical stability
Require: θ: parameters

t← 0 . timestep
s0 ← 0 . 1st moment variable
r0 ← 0 . 2nd moment variable
while stopping criterion not met do

t← t + 1
gt ← ∇θ

(
1
m

∑m
i=1 L

(
f
(
x(i);θt−1

)
,y(i)

))
. calulate gradient

st ← ρ1st−1 + (1− ρ1)gt . update first moment estimate
rt ← ρ2r + (1− ρ2)g � g . update second moment estimate
ŝt ← st

1−ρt
1

. correct bias in first moment estimate
r̂t ← rt

1−ρt
2

. correct bias in second moment estimate

θt ← θt−1 − ε · ŝt/
(√

r̂t + δ
)

. update parameters
end while

Batch Normalization

Batch normalization is an adaptive reparameterization method (Ioffe and Szegedy,
2015). Correction of parameters using a gradient is a linear operation, but the
multiplication of multiple weights is non-linear. This makes the effect of a small
update unpredictable.

Batch normalization can be used to reparameterize a layer in NNs. If H is a batch
of activations of a layer, it is normalized using the variance and mean of the input

H ′ = H − µ

σ
(2.79)

µ = 1
m

∑
i

Hi; σ =
√

δ + 1
m

∑
i

(H − µ)2
i ,

averaged over one batch. δ is a small numerical constant to prevent undefined
gradients. Batch normalization can be included before or after any layer and is
backpropagated through when calculating the gradient.

One modification to preserve the expressive power of the network is to us γH ′ + β

instead of H ′ and treat γ and β as learned parameters. This means that mean and
variance are discrete parameters rather than hidden somewhere in the weights of
the layers below, making them much easier to learn.
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2.3.2 Loss Function

The exact loss function depends on the problem at hand and the kind of learning
that is being performed. In supervised learning, there is a ground truth for each
example that can be compared with the predicted result. A human annotator usually
provides the ground truth. For unsupervised learning, there is no ground truth. A loss
is still needed for optimization. For an autoencoder (see Section 3.2.3), this can be a
similarity measure by comparing the reconstructed image with the original image.

Often, the likelihood should be optimized. This can be done by defining the negative
logarithmic likelihood as loss. This results in cross-entropy being used as a loss
function for classification. Cross entropy H can be seen as the extra entropy needed
when using the wrong probability p̂ instead of the true probability p.

H(p, p̂) = −
∑

i

pi log p̂i (2.80)

When p and p̂ are equal, the cross-entropy is the same as the entropy. The Kullback-
Leibler divergence (KL) is the difference between cross-entropy and entropy.

For predicting a value instead of a class, the mean square error can be used as the
loss function. For segmentation, the class of each voxel has to be predicted. It would
be possible to use the cross-entropy as loss, but there is a major drawback. Most
voxels do not belong to the foreground (for example, the tumor), but instead to
the background class. So, for example, the Dice similarity coefficient (DSC) (see
equation (3.4)) can be used, which takes this into account. In addition to DSC, there
is a whole group of loss functions, which can be used to combat class imbalance in
medical image segmentation (Yeung et al., 2022).

2.3.3 Dataset

The data should be separated into two sets, the training set and the test set. Having
a separate test set, which is not used during training, prevents overfitting. When the
dataset is too small to divide it, cross-validation can be used. In this way, the test
error can be estimated for all examples, but the computational cost increases. For
k-fold cross-validation, the dataset is split into k different non-overlapping samples.
The network is then trained k times, with the ith sample as the test set, and the rest
of the examples are part of the training set.
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The training set should also include a validation set. In this way, the generalization
error that occurs when generalizing from seen to unseen examples can be esti-
mated and used to adjust the hyperparameters. Due to this optimization, the true
generalization error can only be calculated using the test set.

The images should be standardized so that all the values of all pixels lie in the same
reasonable range. Images should also be formatted so that they have a similar scale.
A NN could adapt to input in any rage, by adjusting the weights and biases of the
first layer. But this can cause issues with regularization if the weights in the input
layer are very large or very small. It can also make sense to remove variation in the
data if it is not relevant to the problem. Preprocessing should be the same for all
data.

2.3.4 Architecture

Most neural networks in computer vision are feedforward neural networks, without
recurrent connections. This means that there are no output connections that feed
into the model itself. This differentiates them from the visual cortex of the brain,
which served as inspiration for the structure of neural networks, but has a less strict
separation of layers and many recurrent connections (Gilbert and W. Li, 2013).
Almost all modern neural networks are structured in layers. First, there is the input
layer, then a number of hidden layers, which are not visible, and an output layer.

The output of each layer is called a feature map, which is a multidimensional tensor.
For images, the feature map usually has two or three spatial dimensions and one
dimension for the channels. In the input image, the channels can be different colors
for natural images or different modalities for MRI images. Each layer takes the
feature map of the previous layer as input, processes it, and has another feature map
as output. Skip connections can be used to allow information from lower layers to
flow to higher layers, bypassing layers in between.

A layer accepts an input, which is usually the output of the previous layer h(i−1) and
uses a linear transformation with weights W (i) and bias b(i) to produce the output
h(i).

After passing the input through a layer, an activation function g(i) is then applied.
The activation function must be non-linear, so that the network can learn non-linear
functions

h(i) = g(i)
(
W (i)>

h(i−1) + b(i)
)

. (2.81)
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Different functions can be used as activation function g, but for optimization, they
should be piecewise differentiable, otherwise backpropagation cannot be used.

A very simple and default option is a Rectified linear unit (ReLU), which uses the
function g(z) = max{0, z}. The gradient is very easy to calculate; it is 0 or 1. It is
not differentiable at zero, so a value of zero is usually used.

There are also some improvements to ReLUs, which aim to solve the problem that
they do not learn when they are not active. For example, a nonzero slope can be
used for zi < 0 with g(z,α)i = max(0, zi) + αi min(0, zi). This is also called a leaky
ReLU.

For the last layer, the activation is different. The simplest method is to use a linear
output unit. The output unit needed also depends on the desired output range.
Often, probabilities are predicted, so the values should be between 0 and 1.

An example of deciding between two classes (recommended in Goodfellow, Bengio,
et al., 2016) is the logistic sigmoid function, defined by

σ(z) = exp(z)
exp(z) + 1 . (2.82)

This can be extended to multiple classes using the softmax function (softened version
of the argmax function)

softmax(z)i = exp(zi)∑
j exp(zj) . (2.83)

The result can be interpreted as a probability because all output values are positive
and sum up to one.

2.3.5 Convolutional neural networks (CNNs)

CNNs make excessive use of parameter sharing. They were first developed by
Fukushima in 1979 (Fukushima, 1980) and extended by LeCun (LeCun et al., 1989).
Parameters can be shared over multiple image locations, and the same features can
be calculated at multiple locations. This automatically makes the model invariant to
translation and dramatically reduces the number of parameters needed. This can
also be seen as introducing a strong prior, and is especially useful when analyzing
images.
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The other advantage is that, for fully convolutional networks, the input can be of
arbitrary size (Shelhamer et al., 2016). Dense layers can be seen as convolutional
layers with a kernel the size of a feature map. This is a useful property, for example,
for segmentation, because the size of the input images can vary.

The name comes from mathematical convolutions, although they are not necessarily
performed. The architecture was inspired by the structure of the visual cortex.
Convolutional layers perform convolutions instead of matrix multiplications.

A convolution acts on two functions f and g with real-valued parameters. Convolu-
tion is commutative. In a continuous space, an integral gives it. For discrete space,
the integral is replaced by a sum

(f ∗ g)(t) =
∫ ∞

−∞
f(τ)g(t− τ) dτ =

∞∑
n=−∞

f(n)g(t− n). (2.84)

The first function is often referred to as input and the second one as kernel. A
convolution can also be defined in multiple dimensions. For CNNs, the kernel is
usually a three- or four-dimensional tensor, applied over the spatial dimensions and
channels.

S(i, j, k) = (I ∗K)(i, j) =
∑

l,m,n

I(l, m, n)K(i− l, j −m, k − n) (2.85)

Often cross-correlation is used, which is a convolution with a flipped kernel. This
corresponds to replacing the minus signs with pluses in the sum. This does not
change the operation, because the index of the weights is arbitrary. Different types
of convolutional layers are shown in Fig. 2.7.

If a kernel size larger than one is used, the output feature map will be smaller than
the input. For segmentation, the output has the same spatial dimensions as the input
image, so the feature maps are padded before the convolution is applied, to preserve
the size.

An important hyperparameter is the stride. A stride of 1 means that every point in
the input is considered. With a stride of 2, only every second input will be considered
for that unit.

A pooling function replaces the output of the net at a certain location with a summary
statistic of the nearby outputs. Max pooling is often used, which uses the maximum
value. The advantage of pooling is the invariance to small translations in the input.
It is possible to space them more than one pixel apart. This will reduce the input
size to the next layer. The reduced feature map size also reduces the amount of
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(a) Standard Convolution (b) Pooling

(c) Transposed Convolution (d) Dilated Convolution

Fig. 2.7: Different types of convolutions. The input feature map is shown on the bottom
and the output on the top. Here, only one channel is depicted. The same opera-
tion is applied to all channels and summed up (except for depthwise separable
convolutions (Guo et al., 2019)). This operation is the repeated for all output
channels.
All convolutions shown here have a kernel size of 3 (except for the pooling in (b)
with a size of 2). In the standard convolution (a), the kernel is multiplied with the
patch of the input feature map. The stride is the step-size in which the kernel is
stepped over the feature map.
For the pooling, shown in (b), the maximum or average of the feature map region
is taken. This is often used to reduce the spatial dimensions by using a stride of
more than one.
To increase the spatial dimensions, the transposed convolution, seen in (c), can
be used. This is needed for example in segmentation to increase the size of the
feature map to the size of the input image.
The input-feature map is padded before applying the convolution. To increase the
field of view per neuron, dilated convolutions are used. As seen in (d), the kernel
is padded with zeros, which increases its size and therefore field of view (Yu and
Koltun, 2016). Image adapted from Dumoulin and Visin, 2018.
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computation that is needed. The feature maps usually get smaller, but deeper (with
more channels) further into the networks.

This offset can also be varied in size so that the classification layer always receives
the same number of features, no matter the input size. For example, if average or
maximum pooling over the whole image can be used as the last layer and the output
is then passed onto a dense layer which has a fixed input size.

2.3.6 Regularization

Regularization can also be performed, which poses additional constraints on the pa-
rameters, for example, favoring lower weights. Regularization adds prior knowledge
and tries to reduce the generalization error, but does not try to reduce the training
error. It can help to prevent overfitting. It can be done by adding another term to
the cost function. Other methods, such as augmentation, indirectly constrain the
parameters, but still use prior knowledge.

Data Augmentation The size of the dataset can be artificially increased by generat-
ing synthetic data. This is done by applying transformations to the data. This makes
the network invariant to those transforms, and can thus be seen as a type of regu-
larization. For computer vision, geometric transforms (rotating, scaling, shearing)
of the input image usually do not change the ground truth. For segmentation, the
same transform must also be applied to the ground truth.

Early Stopping At first, the training set loss and the validation set loss will decrease.
After some epochs (number of iterations over the dataset), the training set loss will
continue to decrease, but the validation set loss will start to increase again due to
overfitting to the training set.

This can be easily prevented by always storing the model parameters with the lowest
validation error. After the model has not improved for a number of iterations,
the training is stopped and the model with the lowest loss of the validation set is
returned.

Multi-Task Learning It is assumed that the lower parts of the model can be shared
between multiple tasks. This will improve the generalization of the model. The
advantage is that more examples can be used. Usually, the input and the first few
layers are shared, and the models differ later on. For this to work, some factors must
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be shared, explaining the variation in the data. An example of this is to combine
segmentation with predicting treatment response. It can be assumed that most of
the important features are the same, so the same encoding path could be used for
both tasks. For the response prediction, the features would be fed into a classifier
(for example, a series of dense layers), and for the segmentation, they would be
upsampled to get a segmentation map.

Dropout The main idea of dropout is to randomly drop units and their connections
from the network during training (Srivastava et al., 2014). Dropout makes the
network more robust, because not just noise is added, but individual features are
erased; this forces the model to rely on multiple features to make its choice. This can
also be seen as training an ensemble of thinned networks, which are then averaged
during inference when all units are used.

2.4 Radiomics

The goal of radiomics is to extract (semi) quantitative metrics from medical images,
which are called radiomic features, with the goal of obtaining predictive or prognostic
models. In oncology, tumors are usually analyzed. A good overview is provided in
Afshar et al., 2019 and Mayerhoefer, Materka, et al., 2020.

The extracted features can be used, for example, to predict survival, treatment
response, or tumor phenotype. Other data sources, such as clinical characteristics,
can also be combined with imaging data.

2.4.1 Hand-Crafted Radiomics

The conventional approach is to use a hand-crafted radiomics (HCR) pipeline, which
operates in four steps:

1. Image acquisition and reconstruction

2. Image segmentation

3. Feature extraction and quantification

4. Statistical analysis
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There can be hundreds of features, so machine learning is usually used in the last
step. An approach that is becoming more common is a deep learning-based radiomics
pipeline (see Section 2.4.2). A neural network can learn to do the whole process in
one step. Hybrid approaches are also possible.

Image acquisition and processing

The metrics and radiomic features derived from the images are sensitive to image
acquisition settings, reconstruction algorithms, and image processing. Significant
influences can be resolution, scan duration, field strength, and other acquisition
parameters (Schurink et al., 2022; Dreher et al., 2020). So a uniform acquisition
protocol should be used.

Preprocessing is needed to get the data in a uniform format. Normalization can be
used to remove differences between different scanners (Scalco et al., 2020; Um et al.,
2019). It may also be necessary to re-sample the data to get the same resolution and
scale in all images, although this only partly removes the dependency on the voxel
size at acquisition (Shafiq-ul-Hassan et al., 2017).

Image segmentation

Segmentation is very important for radiomics, because it is used to define the
Region of interest (ROI), where the features are extracted. The standard approach is
manual segmentation, but that is time-consuming and can introduce bias, so different
approaches have been developed for (semi-) automatic tumor segmentation (van
Heeswijk et al., 2016; Soomro et al., 2019; X. Zhao et al., 2020). The most successful
algorithms rely on deep learning (a lot of them are based on the U-Net (Ronneberger
et al., 2015; Isensee et al., 2021; Huang et al., 2019)).

Feature Extraction

There are many features; a standardized list of features was compiled by the Image
Biomarker Standardization Initiative (IBSI) (Zwanenburg et al., 2020). Some other
guidelines, for example, for preprocessing, are also included in the guidelines.

The features can be histogram-, texture-, model-, transform- and shape-based. The
underlying image can be 2D or 3D and is grayscale. Only the ROI is analyzed and
not the whole image. Before the features are calculated, the image is discretized.
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Statistical Analysis

Feature reduction is a critical step in radiomics. Although many quantitative features
can be extracted, most of them are highly correlated, irrelevant to the task at
hand, and/or contribute to the overfitting of the model. There are supervised and
unsupervised techniques for feature reduction.

Supervised methods look at predefined classes and select the features that best
distinguish these classes. Examples are filtering and wrapper methods. Unsuper-
vised methods aim to eliminate redundant features. Examples of unsupervised
methods are Principal Component Analysis (PCA) (Z. Li et al., 2021), independent
component analysis, and zero variance. The main characteristics that are important
for the selection of features are the reproducibility, informativeness, relevance, and
redundancy.

An important aspect of radiomics is the stability of the extracted features, which
quantifies the degree of dependency between the features and the data acquisition
and preprocessing steps. There are two methods to test the stability.

Test-Retest can be used when the same imaging exam is performed more than once
for the same patient and the images are collected separately. Ideally, the features
should be invariant. Another criterion is the inter-observer reliability. For this,
different people delineate the ROI on the same image, which should ideally not
change the features.

Model Construction and Classification

Statistical analysis and machine learning are commonly used for model construction
and classification. It can be a regression problem (for example survival in months), a
classification problem (such as tumor subtype), or a classification problem (grouping
similar patients together). A prior assumption on the meaning of features (and their
importance) can also be included.

For classification and regression models, standard ML approaches such as random
forest (Horvat, Veeraraghavan, et al., 2018), support vector machines (Z. Liu et al.,
2017) and neural networks can be used.
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2.4.2 Deep Learning-Based Radiomics

The difference from the hand-crafted approach is that in Deep Learning-Based
Radiomics (DLR), features are automatically extracted according to the predefined
task. Common approaches are convolutional neural networks (see Section 2.3.5)
and autoencoders (see Section 3.2.3). The extracted features can then be further
processed by the neural network for analysis and decision-making, or they may exit
the network and go through a different analyzer, such as an SVM or a Decision
Tree (Afshar et al., 2019).

One great advantage is that the features are automatically extracted and that no
prior knowledge is needed. The model can be trained end-to-end and can be
improved by training with more examples. The segmentation process can also be
eliminated, which reduces computational time or cost by not having to employ
experts to manually annotate the images. This can also reduce the errors that can be
introduced by the segmentation process. Another option is to include the segmented
image as input or as an additional task (Jin et al., 2021).

The main disadvantages are that much more data is needed to train DL models
compared to hand-crafted radiomics. For small datasets, there is no clear advantage
in using deep learning (Schelb et al., 2019). Another issue is the lack of robustness
to some transformations (for example, changes in the noise structure). Performing a
sensitivity analysis is a critical step in explaining the connection between the design
choices and the results achieved.

2.4.3 Challenges

There are multiple challenges in using radiomics in practice. One of the main
problems is the stability of the features (Scalco et al., 2020). There are many factors
that influence the radiomic features (van Timmeren et al., 2020). Controlling all
of them is impossible, but they have to be standardized as much as possible. This
also makes it difficult to collect large datasets, which are especially needed for deep
learning. Better harmonization and normalization techniques can also help with this
problem (Isaksson et al., 2020; Saint Martin et al., 2020).

This problem is not limited to image processing. Even when following the IBSI
guidelines, not all feature classes are reliable between software platforms, because
there are still undefined calculation settings (Fornacon-Wood et al., 2020). Guide-
lines for a robust radiomics application are provided by Lambin et al. (Lambin et al.,
2017).
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Fig. 2.8: Shown here are the main anatomical structures around the rectum and in the
rectal wall. Tumors (in blue) are shown at different stages in their relation to the
anatomical structures. Adapted from Cancer Research UK, 2014. cba

2.5 Medical Basics

This section provides a brief overview of the medical basics necessary to understand
the staging and treatment outcome in rectal cancer.

2.5.1 Anatomy

The rectum refers to the lowest 12 cm to 15 cm of the large intestine. The anatomy
can be seen in Fig. 2.8. The cavity of the rectum is surrounded by the mucosa, which
forms a protective membrane to protect the body and prevent dehydration. It sits
on top of the submucosa, a layer of connective tissue, which contains blood and
lymphatic vessels and nerves, which are connected to the surrounding tissue.

Around this is the muscularis propria, a muscular layer that is needed to move
fecal matter through the colon by contraction. The colon has a large muscular
layer because the fecal matter is harder to move along than the partially liquid
semi-digested food in other parts of the intestinal tract.

This muscular layer is then surrounded by the mesorectum. It consists of fatty tissue
and contains lymphatic vessels and lymph nodes. A very important structure for
rectal cancer is the mesorectal fascia (MRF). It surrounds most of the mesorectum.
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2.5.2 Staging

Staging is an important step in the diagnosis of cancer. A widespread system is the
TNM staging system. The mandatory components are the stage of the primary tumor
T, the spread to local lymph nodes N and if there are metastases M. The histologic
tumor grade score along with the metastatic (whole-body-level cancer spread)
staging is used to evaluate each specific cancer patient, develop their individual
treatment strategy, and predict their prognosis.

A prefix can also be added. An overview is provided by Horvat, Carlos Tavares Rocha,
et al., 2019 for rectal cancer.

Prefixes

c — The prefix c means that the stage is determined from evidence acquired prior
to surgery. The c-prefix is implicit in the absence of the p-prefix.

p — The prefix p means that the stage was determined by histopathological exami-
nation of a surgical specimen.

Mandatory Parameters

T - primary tumor — Size or direct extent of the primary tumor (see also Fig. 2.8),
for rectal cancer, the stages are:

T0 No evidence of a tumor

T1 The tumor involves only the first or second layer of the rectal wall, and no
lymph nodes are involved.

T2 The tumor penetrates into the mesorectum, but no lymph nodes are in-
volved.

T3 The cancer has grown into the outermost layers of the colon or rectum but
has not gone through them.

T3a Tumor extends <1 mm beyond the muscularis propria

T3b Tumor extends 1–5 mm beyond the muscularis propria

T3c Tumor extends 5–15 mm beyond the muscularis propria

T3d Tumor extends 15 mm beyond the muscularis propria
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T4 There is convincing evidence of cancer in other parts of the body, outside
the rectal area.

T4a The cancer has grown through the wall of the colon or rectum (in-
cluding the visceral peritoneum) but has not reached nearby organs

T4b The cancer has grown through the wall of the colon or rectum and
is attached to or has grown into other nearby tissues or organs

N - lymph nodes — Number of local lymph node metastases

N0 No lymph node affected

N1 One to three local lymph node metastasizes

N2 Four or more local lymph nodes are metastasized

M - distant metastasis — Describes distant metastases

M0 No distant metastasis

M1 Distant metastasis

2.5.3 Treatment of Rectal Cancer

Treatment depends on many factors. The TNM stage is very important, but the
location of the tumor and other factors must also be considered. The location is
quantified using the height of the tumor (U. I. Attenberger et al., 2020), which
measures the distance from the anal verge to the lower border of the tumor.

MRI is essential for staging and determining further treatment, because it offers
information about the tumor location, distance to the MRF and infiltration of local
structures (T-stage) and lymph nodes (N-stage) (U. Attenberger and B. Wichtmann,
2015).

There are different ways of treating rectal cancer. Guidelines are given in (Schmoll
et al., 2012). For local rectal cancer, the standard of care is a total mesorectal
excision (TME) (Hofheinz et al., 2023), which means that the rectum is resected,
including the mesorectal fat and lymph nodes. For small tumors (T1 N0), a local
excision may be enough.

For a TME, the rectum is removed up to the circumferential resection margin (CRM),
which is formed by the MRF. A distance of a tumor of less 1 mm to the CRM means
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that there may be tumor cells beyond the surgical margin, which is a strong predictor
of local recurrence and low survival (Taylor et al., 2011).

Before the TME, preoperative treatment is used to improve operability and reduce the
chance of a local relapse. This can be chemotherapy, radiotherapy, or a combination
of both, which is called radio-chemo-therapy (CRT). Most of the time, this leads to a
shrinkage of the tumor.

For locally advanced rectal cancer (LARC), which is defined as a primary tumor
with T3 or T4 and/or metastasis in lymph nodes (N+) (Oronsky et al., 2020), the
treatment recommendation is neoadjuvant CRT (Ulrike I. Attenberger et al., 2020).
Neoadjuvant means that the CRT is in addition to and before primary therapy, which
is the TME.

After the CRT, the patients are restaged. This means that another MRI is performed
to determine the tumor stage again. The accuracy decreases greatly compared to
the initial staging, because it is difficult to distinguish tumor cells from fibrotic
tissue (Ulrike I. Attenberger et al., 2020).

The tumor regression in response to neoadjuvant treatment can be assessed using
the histopathological grading developed by Dworak et al., 1997 (also called Dworak
score). The tumor regression grade (TRG) is defined with the following grades:

Grade 0 No response

Grade 1 Minimal response, dominant tumor with obvious fibrosis (forming of scar
tissue), vasculopathy (destruction of blood vessels)

Grade 2 Moderate response, easy to find fibrotic changes with few tumor cells or
groups

Grade 3 Near complete response, very few tumor cells in fibrotic tissue, which are
hard to find microscopically

Grade 4 Complete response, no tumor cells (total regression)

After restaging, about 50 % to 60 % of patients are downstaged. Approximately 20 %
show pathologic Complete Response (pCR) according to Benson et al., 2015. pCR is
the absence of all signs of cancer in tissue samples removed during TME.

For most patients, there is further adjuvant therapy after surgery, usually CRT. This
reduces the chance of a recurrence of the tumor. A patient is considered cured if he
has five years of complete remission (no signs of cancer).
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Methods 3
This chapter starts with a description of the dataset in Section 3.1, which is used
throughout this work. In the following Section 3.2, the neural network architectures
that were used in this thesis are described. A new normalization method was
developed and is compared with other, statistical methods, in Section 3.4. Parts of
this chapter have been published in the article “Comparison of Image Normalization
Methods for Multi-Site Deep Learning” in applied sciences in a special issue titled
”Deep Learning Application in Medical Image Analysis“ (Albert et al., 2023)1. The last
Section 3.5 describes the classification of locally advanced rectal cancer (LARC) using
a deep neural network. Parts of this chapter have been published in diagnostics (B. D.
Wichtmann, Albert, et al., 2022)2.

3.1 Dataset

Most of the dataset used in this work comes from staging MRIs performed for a
clinical phase two rectal cancer study. Additional in-house data from clinical routine
without study conditions was used.

3.1.1 Study

The dataset used was acquired during the clinical CAO/ARO/AIO-12 study (Fokas,
Allgäuer, et al., 2019; Fokas, Schlenska-Lange, et al., 2022). It enrolled 311 patients
in 18 centers in Germany. The objective was to study the scheduling of radio-chemo-
therapy (CRT) and chemotherapy in neoadjuvant therapy for rectal cancer. The
patients were divided into two subgroups. Group A received chemotherapy followed
by CRT and then surgery. Group B first received CRT and then chemotherapy and
surgery. The criteria for the inclusion of patients in the study were the following:

• histologically confirmed rectal adenocarcinoma (up to 12 cm above the anal
verge)

1© 2023 by the authors. Licensee MDPI, Basel, Switzerland. cb
2© 2022 by the authors. Licensee MDPI, Basel, Switzerland. cb
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• TNM stage of T3, T4 or lymph node involvement, for T3 either < 6 cm from
the anal verge or spread into the mesorectal fat of at least 5 mm (T3c or T3d)

• At least 18 years old

• No distant metastasis

• Adequate organ function

The patients were treated with neoadjuvant therapy according to their group and
after finishing the neoadjuvant therapy and being restaged, they received a total
mesorectal excision (TME). All patients were operated without considering the
clinical response, except patients who refused surgery (due to clinical Complete
Response (cCR) or other reasons).

To assess the long-term outcome, patients were regularly followed up for 5 years
after surgery to evaluate the long-term effects (Fokas, Schlenska-Lange, et al., 2022).
Survival and recurrence rates were similar in both groups, but group B had lower
toxicity during treatment.

All clinical data from the study was made available pseudonymously. MRI data was
provided by eight centers, which treated 181 patients in the study. There was no
central repository for imaging data, only for clinical data, so all centers had to be
contacted individually.

All centers in the study, with more than ten patients were contacted, but not all
provided data. The inclusion and exclusion flow chart for patients can be seen in
Fig. 3.1.

An additional cohort of 61 patients was used, which was collected in-house. However,
the cohort was slightly different. There were some patients with stage T2 and the
patients only received CRT and no additional chemotherapy before or afterward.

3.1.2 Patient Data

An overview of the patient cohort can be seen in Tab. 3.1. There was some variation
between the centers. For example, only 37 % of the patients taken from the study
were women, but at Center 12, 54 % of the patients were women.

Only 17 % of all patients (including the in-house data) show a pathologic Complete
Response (pCR) after neoadjuvant therapy. In the study, it was 17 % of the patients
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311 LARC patients of the study

169 LARC patients

11 centers did not provide
data/were not contacted

162 LARC patients

7 patients without images

106 LARC patients

63 patients without or incomplete
pre-therapeutic MRI images

94 LARC patients

12 patients without or incomplete
post-therapeutic MRI images

84 LARC patients

10 patients not segmented

83 LARC patients

1 patient without regression grade
(not operated)

Classification dataset

Fig. 3.1: The inclusion and exclusion of patients from the CAO-ARO-AIO-12 study. For
some patients, there were no images, due to them dropping out of the study or
the images not being found at the center.
After collecting all images, they were visually inspected and removed if there
were severe artifacts that obscured the primary tumor or the wrong modality
(for example, T2 weighted with fat suppression). The most common reason for
exclusion was missing diffusion-weighted images.
Patients were segmented if there was a complete pre- and post-therapeutic MRI
examination (some patients without a complete post-therapeutic MRI examination
were also missing, so there are 104 segmented pre-therapeutic MRI images). The
10 patients not segmented were all from Center 8, which only provided data after
the segmentation was already done. One patient did not receive the surgery, so
there was no pathological regression grade.
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Fig. 3.2: Comparison of the time distance between both MRIs and the date of the surgery.
In (a), the time between the staging MRI and the surgery was on average larger for
the study patients. But for the second MRI in (b), the time between the restaging
MRI and the surgery was short for the study patients and distributed for the
in-house patients.

in group A and 25 % of the patients in group B. For the in-house patient cohort, only
10 % had a pCR.

When comparing the study data with the in-house data, there were some differences.
The data was acquired on average 5.7 years earlier, and patients were on average
four years older. There were also significant differences in tumor characteristics
before neoadjuvant therapy. There were more tumors located in the upper third of
the abdomen and more patients with stage cT2 in the in-house data compared to the
study data. However, there were no statistically significant differences in response
to treatment.

Another big difference between the study and in-house data was the timing of the
treatment. As seen in Fig. 3.2, there was a large difference in the number of days
between the first MRI and the surgery.

Imaging

MRI was performed on all patients before therapy and before surgery for both
cohorts of patients. Some patients also received MRI during therapy and after
surgery.

The MR image acquisition protocol of the study was as follows:
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• Localizer images to plan further images

• T2w-Half-Fourier Acquisition Single-shot Turbo spin Echo (HASTE) images in
the coronal plane to plan high resolution images (see Section 2.2.2)

• T2w-Turbo Spin Echo (TSE) images in high resolution (max. 3 mm slice
thickness and 0.8 mm in-plane resolution) in the sagittal and axial plane (see
Section 2.2.2)

• EPI 3D images

• Diffusion images with b=50/400/800 s mm−2 (see Section 2.2.3)

Not all of these images were used in this thesis. The HASTE images had lower signal-
to-noise ratio (SNR) than the TSE images and the resolution was also reduced. Thus,
those images were only used when no TSE image was available. Only the axial TSE
images were used, because they show the tumor best, and the diffusion-weighted
(DW) images were also acquired axial to the tumor.

For the diffusion images, the b800 and apparent diffusion coefficient (ADC) images
were used. Images with a high b-value can improve the performance in the tumor
restaging (Horvat, Carlos Tavares Rocha, et al., 2019). Low ADC values reflect areas
with high cellular density, which is typical for tumor tissue (Koh and Collins, 2007).
The ADC images are also interesting, because it is a quantitative modality.

Many MRI scanners were used to acquire the images. A summary of the scanners
used can be seen in Tab. 3.2. Most of the MRIs (97 % of all MRI measurement) were
performed on Siemens scanners. A total of 33 scanners and 16 different scanner
models were used. All scanners (except one used for three examinations) had a field
strength of 1.5 T or 3 T with more patients imaged at 3 T. Patients were also often
imaged on different scanners at different visits.

For the characterization of the images, the SNR was measured. This was done using
the method presented in Chen et al., 2015, which uses the correlation between the
noise level and the eigenvalues of the covariance matrix.

3.1.3 Data Preprocessing

While the required preprocessing depends on the task the images are needed for,
some steps were needed for all images and were performed when compiling the
dataset.
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Tab. 3.2: Scanners used in the study and the in-house data. Shown here is the number of
unique patients per scanner and per scanner for the pre- and post-therapeutic
MRI examinations. The numbers do not match, because not all patients got
their examinations on the same scanner and some patients were missing some
MRI examinations or had additional MRI examinations during the neoadjuvant
therapy.

Location
Manufac-
turer

Model
Field

Strength
(T)

# pre-
nCRT

patients

# post-
nCRT

patients

# pa-
tients
total

Center 1 Siemens Avanto 1.5 16 15 24
Siemens Prisma 3.0 6 21 22
Siemens Symph. Tim 1.5 11 1 11
Siemens Aera 1.5 1 3 4
Siemens Spectra 3.0 2 0 2
Philips Ingenia 1.5 1 0 1
Siemens Verio 3.0 1 0 1
Siemens Espree 1.5 0 1 1

Center 5 Siemens Symph. Tim 1.5 1 2 4
Siemens Skyra 3.0 1 1 3
Siemens Avanto 1.5 1 1 1

Center 8 Siemens Avanto 1.5 5 3 10
Siemens Aera 1.5 4 4 6
Siemens Vida 3.0 3 5 6
Siemens Skyra 3.0 1 0 1

Center 11 Siemens Skyra 3.0 24 22 33
Siemens Avanto 1.5 6 13 24
Philips Ingenia 1.5 3 0 3
Siemens Aera 1.5 1 0 1
GE Signa HDxt 1.5 1 0 1

Center 12 Siemens Skyra 3.0 5 20 30
Siemens Prisma 3.0 11 15 24

Center 13 Siemens Skyra 3.0 6 13 18
Siemens Trio Tim 3.0 9 6 14
Siemens Avanto 1.5 1 0 3
Philips Intera 1.5 2 0 2
Siemens Aera 1.5 1 0 1
Siemens Harmony 1.0 1 0 1

Center 16 Siemens Avanto 1.5 4 5 9
Siemens Verio 3.0 4 4 9
Philips Achieva 1.5 6 0 8
Philips Pan. HFO 1.0 2 0 2

In-house Siemens Trio Tim 3.0 61 59 61
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Data Selection and Quality Control

A challenge is data extraction. The images adhere to the Digital Imaging and
Communications in Medicine (DICOM) standard, but not all tags were always set
correctly and can vary from clinic to clinic and even session to session within a
clinic. After some manual corrections, the images were exported as a standardized
dataset of NIfTI files, which are more suitable for further processing than the DICOM
images.

Images were visually inspected. Images with a lot of artifacts or images where
another image with better quality was available from the same time point were
removed. Some images also used fat suppression, which was specified to not be
used in the protocol.

Manual Segmentation

Segmentation is an import step of a hand-crafted radiomics pipeline. Segmentation
is also used as a task to evaluate the normalization performance. To train a neural
network for segmentation, ground truth is needed.

The images before and after therapy in both cohorts of patients were then segmented
by a radiologist with 6 years of experience using ITK-SNAP (Yushkevich et al., 2006).
Segmentation was performed on the T2-weighted images, and diffusion-weighted
images were used for orientation. For the in-house data, another medical doctor
segmented some images, and the first checked and corrected the segmentations if
necessary. Only the primary tumor was segmented.

N4-Correction

To remove bias due to inhomogeneities in the B1 field (see Section 2.1.7 on page 17),
N4 correction was performed (Tustison et al., 2010). It estimates a multiplicative
bias field, which was removed by multiplying the image intensities by the inverse of
the bias field.

The algorithm iteratively estimates the bias field using B-splines. This was done in
multiple resolution levels. Each successive level has twice the mesh resolution for
the B-splines as the previous one.

For this, the images were first downsampled by a factor of four in the x–y plane.
The algorithm was then applied with 100 iterations at each of the four resolution
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levels. A fixed value threshold was used to generate a mask and only calculate the
bias field for the foreground.

Registration

The DW images were registered to the T2-weighted image using the rigid registration
algorithm included in the Advanced Normalization Tools (ANTs) (Avants et al., 2011).
This algorithm was chosen because it performed the best after visual inspection of
randomly chosen images.

In addition to patient movement, DW images might also be spatially deformed. This
is due to the high gradient fields being switched on and off rapidly, which can result
in eddy currents being induced in surfaces, which in turn results in deformations
(see Section 2.2.3 and page 30). Therefore, an elastic registration would have been
preferable. However, this was not possible because of low SNR in the DW images.

To avoid deterioration of the image quality, the images were not resampled. Instead,
the origin and direction were changed, so the images share the same coordinate
system. This avoids having to interpolate the images.

3.2 Network Architectures

The network architectures, which were used throughout this work, are presented
here. Some, such as U-Net and ResNet are concrete models, while architectures such
as the Autoencoder or Generative Adversarial Networks (GAN) are more abstract
concepts, which consist of concrete models. The U-Net and ResNet were used for
segmentation and classification. For normalization, an autoencoder with adversarial
losses was used.

3.2.1 ResNet

The main idea is the introduction of residual connections. The layers are formulated
as residual functions with respect to the input of the layers. One or more convolu-
tional layers, including their activations, are seen as a function F (x). The output
of this function is then added to the original input and the result is F (x) + x. A
residual block can be seen in Fig. 3.3.
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F (x) + x

F (x)

Fig. 3.3: In this exemplary residual block, two convolutional layers including activations are
applied to the input x. These two convolutions are seen as the residual function
F (x). The output of the block is the residual function plus the input F (x) + x.

The ResNet (He et al., 2015) is still an often used network for classification, and
residual connections are used in many other networks. It consists of four sections
with a varying number of residual blocks. Each section is followed by a pooling layer,
which halves the spatial resolution and the number of features is doubled in each
section. In the original publication, multiple networks with a different number of
layers are defined.

The 50-layer ResNet, which was used in this thesis, has a 1 × 1, 3 × 3 and 1 × 1
convolution in each convolutional block and there are 3, 4, 6 and 3 convolutional
blocks in each section. This is followed by average-pooling and a dense layer. The
output of that layer depends on the task. For classification, there is an output node
for each class and softmax is used. For Regression tasks, there is just one output
node without activation.

An advantage of this architecture is that this reduces problems with vanishing
gradients, and it becomes possible to train deeper networks because the gradients
are not reduced along the skip connection. With the ResNet architecture, networks
with more than 1000 layers can be trained successfully.

3.2.2 U-Net

Another network architecture is the U-Net (Ronneberger et al., 2015), where the
input and output have the same dimensions. Typical applications are image-to-image
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applications such as segmentation or image generation. This makes the network
particularly interesting for medical applications.

The main idea is that the network has an encoding and a decoding path. Skip
connections are used to add the information from the encoding path to the decoding
path at the level with the same spatial resolution. In this way, high-level features
are extracted in the encoding path. At the same time, the skip connections help to
recover fine-grained details as the resolution is increased in the decoding path. The
architecture of the U-Net can be seen in Fig. 3.4.

It is still widely used with some modifications (Isensee et al., 2021; Wong et al.,
2023). For segmentation, the Rectified linear unit (ReLU) activation function is
replaced by the ELU function

ELU(x) =

x, if x > 0

α (ex − 1) , otherwise.
(3.1)

where α is a hyperparameter and was chosen to be 1. For α = 1, the first derivative
is continuous, making ELU more robust to noise compared to ReLU, whose gradients
fluctuate between 0 and 1 for values around zero.

In contrast to the ReLU function, negative input also leads to activation. This solves
multiple problems. An issue with ReLUs is that the mean activation is not zero,
because the output is never negative, leading to a bias shift for the following units.

Another issue with ReLUs is that the deactivated units (with x < 0) do not provide
additional information because their gradient is zero. For ELUs, there is a saturating
contribution for negative values, which propagates the information to the next
layer.

Another modification is the use of batch normalization 2.3.1 on page 36). Residual
connections are also used. There are also many other proposed modifications, such as
dilated convolutions or attention, but it is not clear if they provide a benefit (Isensee
et al., 2021).

3.2.3 Autoencoder

Autoencoders are networks that learn to encode information efficiently in latent
space and to transform this information back into the input space. Their structure
is similar to that of a U-Net with an encoder and decoder, but without the skip
connection, as shown in Fig. 3.5. Autoencoders are usually trained unsupervised.
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Fig. 3.4: Schematic overview of the U-Net architecture used for segmentation. The blue
blocks show the feature maps, with the number of features displayed at the top.
The other two dimensions depend on the input dimensions. The features are
extracted along the encoding path and pass through the bottleneck. After the
bottleneck, they are expanded again in the decoding path to recover the spatial
resolution.
There are four blocks in the encoding path. Each block starts with a 3× 3 convo-
lution, and the number of features is doubled (except for the first block, which
increases the depth from 3 to 64). Each of the two to three convolutions in the
block is followed by exponential linear unit (ELU) activation, batch normalization,
and spatial dropout. A residual connection adds the result of the first convolution
to the result of the last in the block. Then, the maximum pooling is used to halve
the resolution in each spatial dimension. The result of the pooling operation is
then used as input for the next block.
The fifth block is called the bottleneck, with the lowest spatial resolution, but
with the highest number of features, containing the most abstract information.
It is built the same as the previous blocks, without the max pooling at the end.
Instead, a transposed convolution (see Fig. 2.7c) is applied. This increases the
spatial resolution by a factor of two in each dimension.
In the decoding path, there are four blocks again, with a similar structure as in
the encoding path. The difference is that the max pooling operations are replaced
by transposed convolutions, which increase spatial resolution. The upsampled
feature maps from the previous block are concatenated with the result of the
corresponding block in the encoding path. The following convolution reduces the
number of features rather than increasing them.
To get the output, a convolution is applied to the last feature map, to reduce the
number of features down to the number of classes (here tumor and background).
A softmax function (see (2.83)) is then used to convert the output into numbers
between zero and one, which can be interpreted as probabilities.
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Fig. 3.5: The structure of an autoencoder with the encoder and decoder. The dimensionality
of the input is reduced by the encoder to get the information in latent space (small
block at the center). The latent space is then expanded by the decoder to get the
same dimensions as the output.

If the input image (or other input data) is used as the desired output, the autoencoder
learns an efficient representation of the image. This is useful for dimensionality
reduction, data compression, anomaly detection, or can be used for pre-training.
The input can also be modified, for example, by adding noise or downsampling to
train the autoencoder for denoising or upsampling.

If the data in the latent space is varied, autoencoders can also be used to generate
images similar to the training data distribution. This can be used for sample
generation.

3.2.4 Generative Adversarial Networks

A GAN consists of two networks. There is a generator G that produces some output.
As a loss, a second network is used, which is trained to detect if the output was
produced by the generator or is from the source distribution z ∼ psource(z). This
network is called the discriminator D. It is used as an adversarial loss.

In the original publication (Goodfellow, Pouget-Abadie, et al., 2014), the image was
generated from noise. In this work, another image is used as input to translate the
image from one style to another. As generator, a U-Net is used here.

The discriminator is trained to differentiate between the generated images and
images from the target distribution x ∼ pdata(x). Therefore, the loss function LD for
the discriminator is defined as

LD(D, G) = −Ex∼pdata(x) log (D(x))− Ez∼psource(z) log (1−D(G(z))) . (3.2)
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After training the discriminator on one batch of data, the same data is used to train
the generator. Its loss function LG is

LG(D, G) = Ez∼psource(z) log (1−D(G(z))) . (3.3)

Thus, the discriminator tries to maximize log (1−D(G(z))) and thus to detect
which images were generated and which images stem from the original distribution.
Meanwhile, the generator tries to minimize the same expression and thus fool the
discriminator. This makes training difficult, because as the generator improves, the
discriminator has to improve as well, and vice versa.

3.3 Evaluation Metrics

To evaluate the performance of the networks, evaluation metrics are used. They are
presented in the following section. The evaluation metrics used depend on the task
that is being evaluated. They also depend on the desired outcome for this task.

Segmentation

In segmentation, each voxel in the image is assigned to a class. Thus, there is the
predicted segmentation map and the ground truth segmentation map, which have
to be compared. For tumor segmentation, it is a binary classification task for each
voxel. But popular metrics for classification, such as accuracy, are not well suited for
most classification problems.

There is often a class-imbalance, with a lot more background voxels than foreground
voxels. This means that a network that predicts everything to be background would
have very high accuracy. To consider this, the Dice similarity coefficient (DSC), (also
called F1 score or Sørensen-Dice coefficient) is often used (Sudre et al., 2017). It
was originally proposed in ecology in 1945 to quantify the similarity between two
species by comparing sets of samples X and Y (Dice, 1945). It is defined as

DSC = 1− 2|X ∩ Y |
|X|+ |Y | = 1− 2TP

2TP + FP + FN
(3.4)

with TP being the number of voxels correctly classified, FP the number of voxels
incorrectly classified as tumor and FN is the number of tumor voxels incorrectly
classified as background (see also Tab. 3.3.). Correctly classified background voxels
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Tab. 3.3: Confusion matrix for binary classification. The total number of samples is P + N ,
with P = TP + FN and N = FP + TN .

Predicted Positive (PP ) Predicted Negative (PN)
Actual Positive (P ) True Positive (TP ) False Negative (FN)
Actual Negative (N) False Positive (FP ) True Negative (TN)

TN are not considered for the loss. If there are multiple foreground labels, there is
a separate DSC for each label and all other labels are considered as background.

Classification

For classification, the goal is to evaluate how accurately the network finds the
correct class. For this, there are many evaluation metrics. Here, we focus on binary
classification. There, a threshold is chosen to decide if the output is positive or
negative (often 0.5 is used). The result is a confusion matrix, as seen in Tab. 3.3.

From this matrix, many metrics can be derived. Accuracy is defined by accuracy =
T P +T N

P +N , but accuracy is often not a good measure, because it suffers from sample
imbalance and can depend greatly on the decision threshold.

Instead, sensitivity (also called recall, or true positive rate) and specificity are often
used. They are defined as

sensitivity = TP

TP + FN
(3.5)

specificity = TN

TN + FP
. (3.6)

So, sensitivity measures how many of the samples predicted as positive are actually
positive. Specificity measures the opposite, that is, how many of the samples
predicted as negative are actually negative.

There is usually a trade-off between the two. For example, for diagnosis, high
sensitivity means that almost all patients with the disease are predicted as such, but
this usually also increases the number of false positives, which lowers the specificity.
This trade-off can, for example, be adjusted by changing the decision threshold. To
avoid having to choose a specific decision threshold, the area under the receiver
operating characteristic curve (AUC) is used as a metric.

The receiver operator curve is calculated by varying the threshold from the minimum
to the maximum value and graphing the sensitivity over the false positive rate
(1− specificity). The curve starts at the origin with everything classified as negative
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and ends at (1,1), when everything is classified as positive. The area under the curve
is used as a metric.

For classification, the AUC varies between 0 and 1, but a classifier that only outputs
random values will already achieve a value of 0.5. A classifier where there is no
overlap of the predicted value ranges for the actual positive and negative sample
will have an AUC of 1. Therefore, most classifiers have an AUC between 0.5 and 1.

Regression

For regression, the output is a continuous value. One of the most-used metrics in
this case is the root-mean-square error (RMSE). For N samples out of the predicted
values X and ground truth values Y , it is defined as

RMSE(X, Y ) =

√∑N
i (xi − yi)2

N
. (3.7)

A lower RMSE is better. As a loss, the mean-square-error is also used, which is the
square of the RMSE.

3.4 Normalization

Tumor segmentation in rectal cancer is intrinsically challenging (Trebeschi et al.,
2017), even for state-of-the-art deep neural networks, due to hard-to-delineate
tumors. Similar problems arise for the prediction of treatment outcome (B. D.
Wichtmann et al., 2022).

One problem is that datasets are relatively small and often include only one or two
centers (Wong et al., 2023). To apply such models in a broader clinical setting, they
must show good generalization, which means that the network should be trained on
a set of images from different centers.

For this, it is important to implement a standardized and harmonized protocol.
Nevertheless, certain differences arising from, e.g., vendor-specific differences be-
tween scanners and sequence implementations exit (Mayerhoefer, Szomolanyi, et al.,
2009). To mitigate such effects to a certain extent, image normalization methods
could be used for preprocessing prior to training of a machine learning algorithm.

For most MRIs, the acquisition parameters are known and saved in the DICOM image
metadata. A deep learning algorithm was proposed that takes advantage of this
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information toward homogenization of the image data. This method was evaluated
against four classical methods from the literature. The techniques were applied to
the multicenter dataset.

Furthermore, the influence of different normalization technologies on the per-
formance of deep learning networks was evaluated for tumor segmentation and
prediction of the pathological response, sex, and age.

For segmentation, the preprocessed data was used with different normalization
methods applied to it. There were 104 segmented patients from the study and
57 from the in-house data. The same data was also used for classification. The
registered and B1 bias corrected images were used.

3.4.1 Normalization Methods

The different normalization methods can be divided into the classical methods
derived from statistics of the images and the deep-learning-based methods.

Classical Methods

The percentile (Perc) method is very simple. The 5th and 95th were used as the mini-
mum and maximum values for the input of the network. We set any values outside
this range to the corresponding minimum or maximum to eliminate outliers.

The second method is histogram matching (HM), originally developed for brain
images (Nyul et al., 2000). The idea is to extract landmarks from each image and
then average them over all images. As landmarks, the 1st, 10th, 20th, . . . , 90th and
99th percentiles of the voxel intensities were chosen.

The average of the landmarks is used to define a standard histogram. Then, intensi-
ties are interpolated to follow this standard histogram. The 1st percentile was used
as the minimum value for the input of the neural network and the 99th percentile as
the maximum value. All values outside this range were clipped to that value.

The original paper suggests using Otsu thresholding to separate the brain from the
background. Instead, landmarks were extracted from the center volume (measuring
180× 180× 100 mm3) because this region does not contain background voxels and
there is less variation due to differences in patient anatomy.
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A combination of the (percentile and histogram matching (Perc-HM)) methods was
also tested. First, the images were normalized using the percentile method, and
then the landmarks for the histogram matching were extracted from those images
and histogram matching was performed.

As the fourth normalization method, a fixed mean and standard deviation (M-Std)
was used. Here, the mean was chosen to be zero and the standard deviation to be
one.

The simplest method uses a fixed window (Win). The window was chosen from
zero to 3000 for the T2w and ADC images and from zero to 1000 for the b800
DW images. These values were chosen because almost all images lie in that range.
The minimum value is subtracted from the images; then they are divided by the
maximum value, and the rescaled to the input range of the network.

Deep Learning Method

For the deep learning-based normalization, different auto-encoders were used. Multi-
ple discriminators were added that were trained to predict the acquisition parameters
of the DICOM headers, the location, and scanner. The generator architecture is
shown in Fig. 3.6.

It has a traditional CNN architecture, but the edge information of the input image is
passed to the fully-upsampled output block to improve image quality. A Gaussian
filter was applied before edge detection to propagate larger features but not noise.

Three different discriminators were implemented: first, for acquisition parameters,
the output of the discriminators applied to the generated image should match the
value in the acquisition protocol. If no value was provided, the median value of all
images was used.

Second, for other variables, such as the scanner model or location, it was attempted
to remove the information using the discriminator as an adversarial loss on the
latent features or the generated image. Therefore, the desired result is the same
probability for each class in the classification tasks.

Lastly, a real/fake discriminator that tries to detect which images are the original
input images and which were generated by the generator was added. The generator
tries to fool this discriminator. This was the same as in a standard GAN and prevents
the generator from reducing the quality of the images to remove information.
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Fig. 3.6: The architecture of the auto-encoder. Each blue box represents a convolutional
block consisting of a batch normalization, convolutional layer and activation. The
numbers show the number of filters per convolution. On the contracting path, a
stride of two halves the feature-map size in each dimension. On the expanding
path, a transposed convolution doubles the size again. Once full resolution is
reached again, the edge information is concatenated with the feature map, and
another convolutional block is applied.

All discriminators are applied to the whole image, but their receptive field does not
cover the whole image. All three discriminators consist of three convolutional blocks.
Each block has a convolutional layer with a kernel size of 3 × 3 and a stride of 2.
It thus performs a dilated convolution (see Fig. 2.7d). It is followed by a spatial
dropout layer. This is a version of dropout, which drops entire feature maps, because
dropping a single feature would have little impact for convolutional neural networks.
LeakyReLUs are used as the activation function.

This means that the region of the input that produces one feature measures 13× 13
pixels. The patch size in training was 128× 128 pixels. The discriminator thus does
not cover the whole patch, but the style due to different acquisition parameters
should be very local.

To achieve the final result with the correct output dimensions, a convolutional layer
with a kernel size of 1×1 is employed. This approach allows for multiple predictions
for different overlapping regions in the image. For classification tasks, a softmax
layer is added at the end. For the real/fake classification, no softmax layer was
used. The prediction is then averaged and compared against the ground truth when
training the discriminators.
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Tab. 3.4: Hyperparameters for the different GANs used for normalization. The first is the
default one (GAN-Def). For GAN-Seg, segmentation was added as an additional
task to preserve important details. GAN-Img uses all discriminators on the images
and not on the latent space. GAN-Win and GAN-No-ed were trained on images
with window normalization with and without propagated edge information.

Network
Segmentation

loss
Train only
on image

Initial
Normalization

Skip Edges

GAN-Def No No Perc Yes
GAN-Seg Yes No Perc Yes
GAN-Img No Yes Perc Yes
GAN-Win No No Win Yes
GAN-No-ed No No Win No

In each training step, the real/fake discriminator was trained first. Then, the image
discriminator was trained on the original input and the generator’s output images.
The latent space discriminator was trained on the latent information of the original
images. The generator already needs images in a certain range as input, so one
of the classical normalization methods was used to normalize the images before
training the auto-encoder.

An auto-encoder was trained individually for each set of training images and each
modality. For training, all the images available for that modality were used, not only
the segmented images. Different hyperparameters were used, which are listed in
Tab. 3.4.

3.4.2 Experiments

For treatment response, the tumor regression grade (TRG) was predicted. This was
done as a classification task with five classes for the different TRGs. Sex and age
were given in the patient data and also in the DICOM header.

One network was trained for segmentation and another for classification and regres-
sion. A modified 2D U-Net (see Section 3.2.2) with batch normalization and residual
connections was used for segmentation. As an architecture for classification and
regression, we chose a ResNet50 (see Section 3.2.1), which we used with random
initialized weights. Only the last layer of the ResNet was changed to have the desired
number of output neurons.

All networks were trained for 100 epochs with a 5-fold cross-validation. The three
modalities (T2w, ADC, and b800) were combined into a 3-channel image and 32
random patches per image were extracted in each epoch. For segmentation, at
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least 40 % of patches had their center inside the tumor volume. The patches were
augmented by rotating them in the plane and uniform spatial scaling.

The networks were trained in three configurations:

All In this configuration, the networks were trained on images from all centers and
evaluated using cross-validation.

Except-One In this experiment, the networks were trained on all centers except one.
The performance of the training center was evaluated using cross-validation,
and the networks of each fold were evaluated on the remaining center.

Single-Center In the last configuration, the networks were trained on one center
only. Similarly to the Except-One experiment, the performance on that center
was evaluated using cross-validation, and all networks were applied to the
other centers and evaluated.

The first experiment was performed once, the other two three times, with images
from center 1, center 11 and center 13 being excluded from or being used exclusively
as training data. The centers were chosen because they had the highest number of
usable images.

The three modalities (T2w, ADC, b800) were normalized individually. The Perc,
M-Std and Win methods do not need to be trained, so the whole dataset was only
normalized once. For HM, Perc-HM and the deep learning method, the methods were
trained for each experiment on the patients included in the training and validation
set.

After training the networks, they were evaluated using the network from the epoch
with the best performance in the validation set. To reduce noise, a moving average
with a decay rate of 0.3 was used to smooth the validation loss.

As an evaluation metric, the DSC of the tumor class was used to evaluate the
segmentation performance and the AUC for the evaluation of the prediction of sex
and TRG. In the case of several classes, the AUC was calculated by the average of
the one-versus-others AUCs. The RMSE was used as the metric for age prediction.

The confidence intervals of the AUC were calculated by bootstrapping using 1000
samples. Each sample was generated by drawing from the scores predicted by the
network and had the same number of samples, but duplicates were allowed. When
comparing two metrics, the Student’s t test was used to determine the significance
of the mean differences. A p-value of less than 0.05 was considered significant.
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3.5 Classification

Accurate prediction of the tumor response to neoadjuvant treatment would be very
beneficial for patients, because patients with cCR could be put on a watch-and-wait
regimen instead of having a surgery.

The problem is that it is currently not possible to detect complete response with
imaging or endoscopic procedures. Therefore, such approaches are not recom-
mended at the moment but is under active investigation (Oronsky et al., 2020).
Finding a method to accurately determine cCR could greatly improve the outcome
for these patients, by avoiding invasive surgery and adopting a watch-and-wait
approach instead. Prediction in an early stage of treatment could also be used to
adapt treatment and increase survival.

This poses a task well-suited for deep learning. The pCR (see Section 2.5.3 on
page 49) is used as the ground truth, because it is currently the best indicator of the
treatment response, but only available after surgery.

For the deep learning-based approach, a Siamese U-Net was used (see Fig. 3.7). The
network was developed by Jin et al. (Jin et al., 2021). It is a multitask network,
which uses the U-Nets to segment pre- and post-therapy images in addition to
classification. This should make training easier, especially for small datasets.

The classification is done by extracting features at multiple levels from both U-Nets.
A depthwise convolution is applied to the features before concatenating them and
using a dense layer for the final classification.

The code for the network, preprocessing, and training was provided in an online
repository3. There were some discrepancies between the published code and the
article, so the authors were contacted for further clarification. The network was
used as published in the repository; only the number of input channels was changed,
because Jin et al. used T1 weighted images as an additional modality.

3.5.1 Data Processing

The registered and N4 corrected dataset was used. Diffusion images were denoised
using Marchenko-Pastur PCA (Veraart et al., 2016) from the MRtrix3 software
package (Tournier et al., 2019). Additionally, to registering the diffusion to the T2w
images, which was already done for the dataset, the images from both time points

3https://github.com/Heng14/3D_RP-Net, retrieved on December 22nd, 2022
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Fig. 3.7: This shows the working principle of the Siamese U-Net used for classification. Two

U-Nets were used, which share their weights. The U-Nets have a few modifications.
Residual connections are used for each block, and leaky ReLU is used instead of
ReLU. After each convolutional layer, instance normalization is used. This is similar
to batch normalization, but without averaging over the whole batch and averaging
over all the instances in the batch separately. This is done, because the batch size
is usually very small for 3D networks. Also, the pooling layers, which reduce the
resolution at the end of each block, have been reduced by convolutional layers.
The U-Nets are applied to the registered images before and after therapy. Then,
the features are extracted at three points in the network. For this, the result of the
third encoding block, the bottleneck block, and the added result of the second and
third decoding blocks is used. The features of both networks are then subtracted
from each other, and a 1× 1× 1 convolution is applied to get a feature map with
32 channels. Global average pooling is then used to get a feature vector with 32
entries. All three feature vectors are then concatenated, and a dense layer is used
to predict the pCR.
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were registered to each other using rigid registration. This was done using ANTs
with standard parameters. Afterward, the registration was checked visually.

Further processing was performed using the code provided by Jin et al., 2021. They
used center-cropping to remove irrelevant parts of the image and normalized the
images by setting the minimum value to zero and the maximum value to one.

For classification, patients were divided into two groups, patients with pCR and
patients who did not have pCR. pCR was defined as TRG 4 (complete response
/ no tumor cells) and non-pCR as TRG of 0-3. This simplifies the prediction of
the treatment response to a binary classification problem, making prediction and
evaluation easier.

The TRG was available for most patients, except for some who did not undergo
surgery. In the study data from the centers from which images were available, seven
patients did not have a TRG. Two had surgery, but no grade. One with pathological
tumor stage T0 and one with T3. Of the five patients who were not operated, three
had a pre-OP tumor stage of T0, one had no tumor stage, and one a stage of T3.
Only one of those patients had usable MRI images from both time points.

For training, two different datasets were used. One included diffusion-weighted
images, and the other one did not. In this way, the impact of diffusion images on
the diagnosis could be investigated.

3.5.2 Training

To test the generalization, the data from Mannheim (Center 13 of the study and the
in-house data) was excluded from this dataset. The remaining dataset was divided
into three parts. 68 % were used for training and 12 % for validation. 20 % were
used for testing. A five-fold cross-validation was performed, so the training was
performed five times with five different, non-overlapping test sets.

In this way, there was one set of data from an unseen center of the study, which
should be more similar to the data from the rest of the study, and one set of data with
similar images from the clinical routine. Thus, three different types of generalization
were tested. In the cross-validation test set, there were previously unseen patients
from seen centers and scanners. The study dataset from Mannheim contains data
which should follow the same protocol (for the treatment and imaging), but from
an unseen center and unseen scanners. The routine clinical dataset was similar, but
follows a slightly different treatment protocol.
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The models were trained for 100 epochs, with an initial learning rate of 0.01. The
learning rate was halved if the loss did not improve for more than 30 epochs.
To monitor the loss, the validation set was used. This was also used to evaluate
the network after each epoch. For the final network, the weights with the lowest
validation loss were used. This was evaluated using a moving average to remove
random fluctuations.

3.5.3 Analysis

Each of the resulting networks was evaluated on its test set and on the unseen data
from Mannheim. In this way, it can be tested if the network generalizes to data from
a different center from the same distribution and to data from a slightly different
distribution.

Performance was compared using the AUC. Confidence intervals were calculated by
bootstrapping using 1000 samples. Samples without patients with pCR were skipped.
For comparison between AUCs, the fast implementation of De Long’s method (Sun
and Xu, 2014) was used.

3.5.4 Baseline using clinical data

As a baseline, two simple machine learning models were trained on the clinical
data. A random forest and a logistic model were used, as implemented in Scikit-
learn (Pedregosa et al., 2011). As features, the age, sex, pre- and post-therapy T and
N stage and the minimum distance to the circumferential resection margin (CRM)
were used.

A random forest is an ensemble of tree predictors, which are each trained using a
random subset of the features and the dataset (Breiman, 2001). This makes them
more robust to noise compared to single decision trees and, according to Breiman,
2001, they do not overfit.

For the random forest used to predict the treatment outcome, the number of trees
was set to 100. The criterion for the best split at a node in the decision tree was
the Gini impurity. The size of the trees was not limited. Thus, the training data is
divided using the features until all leaves contain only one class. The importance
of the individual features was calculated using the Tree SHAP algorithm (Lundberg
et al., 2020).
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A logistic regression is a linear classifier. A sigmoid shaped function is applied to a
linear combination of feature values to get an output value between 0 and 1. For the
logistic model used here, a L2 penalty term was used with a regularization strength
of 1.

For preprocessing, the data was converted into numerical values. The categorical
data was binary (such as sex) or ordered (such as the TNM stage), so each category
was assigned a number. Then each column was normalized by subtracting the mean
and dividing by the standard deviation.

The data from the training centers was split into 80 % used as the train dataset and
20 % used as the test dataset. This was done at random 2000 times to generate
sufficient error statistics. Folds where there was not at least one patient with pCR
in all sets were skipped, as this makes it impossible to calculate AUC values. Each
model was also evaluated on the test patients from the study and the in-house test
patients.

This was done for all features present in the study and in-house dataset. Two sets of
features were used. In the first set, all features were used, and in the second one,
only features known before the beginning of therapy were used.
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Results 4
This chapter is divided into three sections. In the first Section 4.1, the characteristics
of the dataset are presented, measuring the data quality and heterogeneity. The
second Section 4.2 reports the results of the normalization. Parts of this chapter
have been published in Albert et al., 20231. Finally, the third section presents the
results of the network trained for classification of the treatment response. Parts of
this chapter have been published in B. D. Wichtmann, Albert, et al., 20222.

The following notation is used: If the standard deviation is given, it is written
as mean (standard deviation). When the standard error of the mean is provided,
it is written as mean ± error. For confidence intervals, the values are written in
brackets.

4.1 Characterization of the dataset

For machine learning, the dataset has a large influence on the results. Neural
networks struggle to generalize from one data distribution to another. The het-
erogeneity of the imaging data is compared using different characteristics in this
section.

4.1.1 Images

Although the same imaging protocol was used, the imaging parameters still varied
substantially between the different scans. Selected imaging parameters can be seen
in Fig. 4.1. It is visible that there was high variation between the centers, but also
within one center.

For the DW images, no parameters were specified besides the b-values, and therefore
the variation was larger. Due to the lower signal-to-noise ratio, DW images were
measured with lower resolution, with an in-plane resolution of 1.7(0.3) mm and

1© 2023 by the authors. Licensee MDPI, Basel, Switzerland. cb
2© 2022 by the authors. Licensee MDPI, Basel, Switzerland. cb
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(a) The pixel spacing was supposed to be 0.8 mm,
but varies between 0.26 mm and 1.64 mm.
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(b) In the acquisition protocol, an echo time (TE)
of 110 ms was specified, but it varies between
69 ms and 219 ms.
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(c) According to the acquisition protocol, the rep-
etition time (TR) was supposed to be 5600 ms,
but varies between 900 ms and 11 900 ms.
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(d) The flip angle was not specified in the acquisi-
tion protocol, it varies between 90° and 180°.

Fig. 4.1: The distribution of selected data acquisition parameters for the T2-weighted axial
images. The boxes show the 25th and the 75th percentile. The median is shown as
a red line. The slice thickness varied less between the data of the different centers,
and most images had a slice thickness between 3 mm and 4 mm. A maximum slice
thickness of 3 mm was specified in the imaging protocol. The parameters were
taken from the DICOM headers.
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(a) The SNR for all T2 weighted images. The
mean value was 31(7) dB.
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(b) The SNR for all apparent diffusion coefficient
(ADC) images. The mean value was 19(7) dB.
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(c) The SNR for all diffusion-weighted (DW) b800
images. The mean value was 26(8) dB.

Fig. 4.2: Signal-to-noise ratios (SNRs) for the different modalities used in this work. On
the x-axis, the points are grouped by location. The SNR is shown on the y-axis on
the logarithmic decibel scale.
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(a) T2 weighted image (b) b800 diffusion weighted image

Fig. 4.3: Example for diffusion artifacts. In the T2w image on the left, no artifacts are
visible. The b800 image on the right shows very strong distortions. Artifacts such
as this were common in the DW images, but most did not affect the area directly
around the tumor, which was located at the center of the volume.

a slice thickness of 5.0(0.9) mm. The TE was lower with 70(10) ms than for the
T2-weighted images, which had an TE of 101(15) ms.

The SNRs for the different modalities can be seen in Fig. 4.2. The T2-weighted
images had the highest SNR, and there were no big differences between the centers.
This was different for the DW images. There, distinct clusters can be seen and the
variation between centers was greater.

For the T2-weighted images, the image quality was usually good, and most artifacts
were motion artifacts due to breathing, which did not affect the region around
the tumor. For the DW-images, there were a lot more artifacts in the images (see
Fig. 4.3).

The N4-Correction worked well, with small corrections for most images. The
resulting images were visually examined and seemed reasonable. An example can
be seen in Fig. 4.4.

4.2 Normalization

As seen in the previous section, the dataset is quite heterogeneous, which is a
problem for deep-learning, especially for small datasets. The heterogeneity can be
reduced by using normalization. This also helps the network by transforming all
intensities into a well-defined range and should increase the generalizability of the
networks.

The generalization was investigated using three different scenarios. In the first
scenario, training and evaluation was performed on data from all centers (All). For
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(a) The original T2 weighted
image

(b) The image after applying
the N4 correction
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Fig. 4.4: An example for the N4 correction for one image. Visible in the image (a), there is
higher signal close to the surface, especially at the bottom left, where the patient
is lying on the coil included in the patient bed. These low-frequency components
were calculated in the bias field (c) and removed in the corrected image (b).

the second scenario, one center was left out of the training dataset and used to test
the generalizability (Except-One). In the last scenario, only one center was used
for training and the rest for testing (Single-Center). For the last two scenarios, the
metrics were evaluated separately for the patients from the centers used in training
and those just used for testing. The results are presented in the following three
subsections.

The images were first normalized using the different methods described in the
Methods Section 3.4.1. Fig. 4.5 shows examples of normalized slices compared to
unprocessed slices. After normalizing the images, the two networks were trained for
the three scenarios.

There are ten different normalization methods, so twenty networks had to be trained
when training on all centers and sixty each when leaving one center out or training
on just one center. The results obtained when evaluating the data from the training
centers are summarized in Fig. 4.6. The generalization performance can be seen by
looking at the patients from centers not used in the training set, which can be seen
in Fig. 4.7.

4.2.1 All

Looking at all centers, there were no significant differences in segmentation perfor-
mance when using batch normalization. The best method was percentile and his-
togram matching (Perc-HM) with a Dice similarity coefficient (DSC) of 0.69 ± 0.01
and the worst was the GAN with segmentation task (GAN-Seg) with a DSC of
0.67 ± 0.01, but the differences were not statistically significant.
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Fig. 4.5: Visualization of six exemplary normalization methods applied to an exemplary
image. The upper row shows the original image and a histogram of the intensity,
and the other four rows the resulting histograms and images.
The images were normalized to the minimum and maximum values of the resulting
slice. Using a fixed window (Win) or subtracting the mean and dividing by the
standard deviation (M-Std) only shifts and rescales the values. Thus, the images
look the same as the original image. For the fixed window, a maximum value must
be selected that is higher than the intensity of most voxels in most of the images;
therefore, many images only use a small part of the available range. The other
methods result in intensities between -1 and 1 (other values can also be selected).
Areas with high intensities are mostly fat, urine, and bone marrow.
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Fig. 4.6: Performance of the different normalization methods for each task and training
scenario when being evaluated on the training centers (All, Except-One and Single-
Center). The error bars show the 95 % confidence intervals.
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Fig. 4.7: Performance of the different normalization methods for each task and training
scenario when being evaluated on the test centers (Except-One and Single-Center).
The error bars show the 95 % confidence intervals.
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Without batch normalization, segmentation did not work for M-Std, Win, GAN-
Win and GAN-No-ed, which all had a DSC of zero. The performance of the other
normalization methods did not change significantly. The best method was GAN-Def
with a DSC of 0.70 ± 0.01.

For the sex classification, Perc-HM was significantly better than all other methods
with an area under the receiver operating characteristic curve (AUC) of 0.94 ± 0.02.
In general, the networks achieved good scores for sex classification, with a mean
AUC of 0.85 ± 0.07. The worst methods were Win, GAN-Win, and GAN-No-ed with
AUCs between 0.75 and 0.79.

Perc-HM was also significantly the best method for the prediction of pathologic
Complete Response (pCR) with an AUC of 0.67 ± 0.01. The mean score of all the
methods was 0.62 ± 0.03. The worst methods were Win, M-Std, GAN-Win and
GAN-No-ed, without significant differences between the methods.

When predicting age, percentile (Perc), Win, GAN-Def, GAN-Img, GAN-Win, and
GAN-No-ed were the best methods without significant differences, with Perc being
the best with an root-mean-square error (RMSE) of 12.2 ± 0.2 years. M-Std was the
worst method with an RMSE of 13.7 ± 0.2 years. The mean RMSE was 12.7 ± 0.5
years.

4.2.2 Except-One

When leaving out one center, all normalization methods achieved a similar DSC
between 0.66 and 0.69 for unseen patients from the training centers when using
batch normalization. For the test center, Perc, Perc-HM, GAN-Def, GAN-Seg, and
GAN-Img were the best methods with no significant differences. The best was Perc
with a DSC of 0.58 ± 0.01.

Without batch normalization, M-Std, Win, GAN-Win and GAN-No-ed performed very
badly again. M-Std achieved an DSC of 0.02 ± 0.06 in training and 0.07 ± 0.01 on
data from the test centers, the rest had a DSC of zero. The other methods did not
perform significantly better or worse than those with batch normalization on images
from the training and testing centers.

Sex classification worked best if images were normalized using Perc-HM for data
from the training and test centers. For images from training centers, the AUC was
0.87 ± 0.04, but only histogram matching (HM), Win, GAN-Win, and GAN-No-ed
were significantly worse. For images from the test centers, Perc-HM was significantly
the best method, with an AUC of 0.88 ± 0.02.
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When classifying pCR for patients from the same centers used in training, there
were no significant differences between normalization methods. The mean AUC was
0.59 ± 0.01. When evaluating on data from the test centers, Perc-HM, GAN-Def, and
GAN-Img were the best methods. GAN-Def has the highest DSC of 0.581 ± 0.004.

For age prediction, GAN-No-ed performs best with an RMSE of 12.7 ± 0.2 years
for patients from the same center, but was not significantly better than GAN-Def,
GAN-Img and M-Std. GAN-Img was the best method for data from the test center
with an RMSE of 13.6 ± 1.0.

4.2.3 Single Center

When looking at the performance of the segmentation of images from the training
center for networks using batch normalization, Perc-HM achieved the highest mean
DSC of 0.66 ± 0.01. However, it was not significantly better than all other methods,
besides M-Std, Win, GAN-Win and GAN-No-ed (see Fig. 4.7).

For evaluation of images from all other centers, Perc and GAN-Seg were the best
methods with a DSC of 0.50 ± 0.01 (for both). But only GAN-Seg was significantly
better than Perc-HM (with a p-value of 0.0496 barely significant), which achieved a
DSC of 0.49 ± 0.01.

Networks not using batch normalization performed similar to those with batch norm
except for the ones using M-Std, Win, GAN-Win or GAN-No-ed as normalization
methods which had very low DSCs.

For the sex classification, there were no significant differences for the data from
the training center. The mean AUC was 0.68 ± 0.03. For data from the test centers,
Perc-HM was the best (AUC of 0.60 ± 0.02), but HM, M-Std, GAN-Def and GAN-Seg
were not significantly worse. The networks achieved a mean AUC of 0.56 ± 0.02.

When classifying pCR, the best method was GAN-Win with an AUC of 0.57 ± 0.01,
but only Perc, M-Std, and GAN-No-ed were significantly worse. For patients from
the other centers, GAN-Seg and M-Std were significantly the best, with an AUC of
0.522 ± 0.003 and 0.520 ± 0.003.

However, for age prediction, the best normalization method was HM with an RMSE
of 13.6 years, but not statistically significantly better than GAN-Win and GAN-Seg
for images from the training centers. HM and GAN-Seg were the best for testing
centers with RMSEs of 15.4 ± 0.8 and 15.3 ± 0.8.
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4.3 Classification

For the pCR prediction, two different networks were trained. One just using the T2
weighted images and the other one using the DW b800 and ADC images as well.
The networks were trained using five-fold cross validation, so ten different networks
had to be trained.

The receiver-operator curves can be seen in Fig. 4.8. Shown are the receiver operator
characteristics for the five folds, as well as the curve for all folds, with and without
averaging the predictions for each patient. The AUCs can be seen in Fig. 4.9.

Training Centers

The networks achieved a higher AUC, when using the test set from the training
centers of 0.58 (95 % CI: 0.42 to 0.75) using just T2w images, compared to an AUC
of 0.39 (95 % CI: 0.26 to 0.53) when all modalities were used. For the external
test set, the result using only the T2w images were also better with an AUC of
0.64 (95 % CI: 0.55 to 0.72) compared to 0.54 (95 % CI: 0.46 to 0.63) for all three
modalities.

Averaging the predictions from all five folds further increases these scores. The AUC
using the T2w images was then 0.75 (95 % CI: 0.52 to 0.92) and 0.66 (95 % CI:
0.41 to 0.89) when also including the DW images.

External Test Data

For the T2w images, the classification score was 0.64 (95 % CI: 0.55 to 0.72) when
not averaging the scores and 0.75 (95 % CI: 0.52 to 0.92) when averaging them.
If all three modalities were used, the AUC when evaluating on all external data
was 0.54 (95 % CI: 0.46 to 0.62) without and 0.66 (95 % CI: 0.41 to 0.89) with
averaging predicted scores.

When looking at the external study data, the AUC in the study data was very high
for the T2w images with 0.8 (95 % CI: 0.7 to 0.9) without and 1.0 (95 % CI: 1.0 to
1.0) with averaging of the predictions. Using the T2w, b800 and ADC images, the
results were 0.49 (95 % CI: 0.36 to 0.63) without and 0.42 (95 % CI: 0.18 to 0.81)
with averaged predictions.
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(a) Trained on T2 weighted images, evaluated on
the training centers.
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(b) Trained on T2 weighted images, evaluated on
the external test centers.
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(c) Trained on T2 weighted, ADC and DW b800
images, evaluated on the training centers.
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(d) Trained on T2 weighted, ADC and DW b800
images, evaluated on the external test centers.

Fig. 4.8: Receiver operator curves for pCR classification using different modalities for the
training and evaluated on unseen data from the training and external test centers.
The curves of the individual models from each fold are shown as thin lines.
The thick green line shows the curve when using data from all folds without
averaging the prediction for one patient, and the thick blue dashed line shows the
curve when averaging the predictions from all folds for each patient. Averaged
over all folds was done only for data from the external test centers, because each
patient was only in the test set once for the training centers.

88 Chapter 4 Results



T2w T2w, b800, ADC

Modalities

0.2

0.4

0.6

0.8

1.0

R
O

C
A

U
C

Training

Test

Test study

Test in-house

(a) Without averaging the predictions.

T2w T2w, b800, ADC

Modalities

0.2

0.4

0.6

0.8

1.0

R
O

C
A

U
C

(b) With averaging the predictions.

Fig. 4.9: AUC scores for the networks with the different input modalities. The AUC was
calculated when evaluating on data from the training centers. For the test center,
the models were evaluated on the data from the study and the in-house data
(combined and separately). The error bars show the confidence intervals.

For the data from clinical practice, it was the other way around. There, the result
was better when using all modalities with an AUC of 0.60 (95 % CI: 0.48 to 0.71)
without and 0.80 (95 % CI: 0.61 to 0.98) with averaging of the predictions. When
using the T2w images, the AUCs were only without 0.54 (95 % CI: 0.41 to 0.65)
and with 0.63 (95 % CI: 0.39 to 0.84) averaging.

4.3.1 Baseline using clinical data

The classification results using clinical data can be seen in Fig. 4.10. In training
centers, the best model was the random forest using all features with an AUC of
0.73(0.18), but the result using the pre-therapy features were only slightly worse
with an AUC of 0.72(0.16).

According to the SHAP analysis, the most important feature was the patient age, for
both sets of features. When using all features, the pre-OP T-stage was the second
most important one, and the distance to the circumferential resection margin (CRM)
was the third most important. For the pre-therapy features, the pre-OP T-stage was
removed and the distance to the CRM was the second most important feature.

The results were the worst when using the entire test set, with the data from
the study and the in-house data from the clinical routine combined. The AUCs
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Fig. 4.10: The area under the receiver operator curve when using a random forest and
logistic regression on the clinical data. The experiments in the left two columns
use all available features to train the random forest (RF) and logistic regression
(LR) models. On the right, the results when using only the features available
before therapy are shown. The error bars show the standard deviation.

were between 0.54(0.05) (for logistic regression using the features available before
therapy) and 0.57(0.08) (for the random forrest using all features). This reduction
was even stronger for the study data in the test set, with a maximum AUC of just
0.46(0.12).

When evaluating on the in-house data, the results were better. The best results were
achieved by the random forest, using all features with an AUC of 0.69(0.09). The
random forest with the pre-therapy features was only slightly worse, with an AUC of
0.68(0.07). The model that performed the worst was the linear regression model
using the pre-therapy features, with an AUC of 0.56(0.06).
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Discussion 5
The goal of this project was to develop a pipeline for the processing of the images
and prediction of the tumor response to neoadjuvant therapy, instead of developing
a single network for classification or segmentation.

Using a retrospective dataset from a clinical study and clinical practice, which
is discussed in the first section, different normalization methods were tested in
Section 5.2. Parts of this chapter have been published in Albert et al., 20231.

The large heterogeneity, the small amount of available annotated data, and the large
biases in the data are the main problems of machine learning in medicine. Many
models look promising for the test data, but perform poorly in the clinic (Varoquaux
and Cheplygina, 2022). Thus, the focus was not to develop methods that achieve a
slightly better score on a benchmark, but to make them more robust to heterogeneous
data.

5.1 Dataset

The heterogeneity of the dataset has a large influence on the deep learning perfor-
mance. Thus, it is important to quantify the heterogeneity of the dataset, which was
quite high for this dataset.

The dataset was close to clinical practice, but not very standardized. There was
an acquisition protocol in place, but it was followed only loosely. The imaging
parameters varied between centers, but also within one center.

In MRI, small changes in parameters, such as repetition time or echo time, can
greatly alter the contrast of the images. Many images also had to be removed,
because the wrong sequences were used (mostly fat suppression or with a contrast
agent).

The differences were especially large for the apparent diffusion coefficient (ADC)
images. Although the ADC is a quantitative value, the intensity values can still differ

1© 2023 by the authors. Licensee MDPI, Basel, Switzerland. cb
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greatly, even when the same protocol was used on the same scanner (Michoux et al.,
2021). For different scanners with non-standardized post-processing, the variations
were even larger.

The images were also recorded on a variety of scanners. Some patients were
imaged on different scanners for pre- and post-therapy images, sometimes even
with different field strengths. There were a total of 33 different scanners used for
the study data. Only for the in house data, all images were acquired on the same
scanner. This further increased the heterogeneity of the data.

The differences can also be seen in the signal-to-noise ratios, which vary widely. As
expected, signal-to-noise ratio (SNR) was much higher for the T2w images, because
the diffusion weighting greatly decreases the signal, especially for high b-values.
Despite the larger voxels in the diffusion-weighted (DW) images (compared to the
T2w images), the signal was still much weaker, especially for high b-values.

Differences in preprocessing can also be observed in the SNR. This was especially
visible for Center 11. There were two clusters of SNRs for DW images. Some images
were noisy, and others contained little noise, but also fewer details, so they were
probably smoothed in post-processing.

Nevertheless, no distinct clusters were found. Many techniques rely on the presence
of distinct clusters in the data. Substantial variation within individual centers
further complicates normalization, as they cannot reliably define distinct domains
within the dataset. Techniques, such as the StarGAN could thus not be used for
normalization.

A large heterogeneity in the training data is a problem for all machine learning
algorithms. It makes generalization harder (Mårtensson et al., 2020) and overfitting
more likely. Larger datasets are needed to achieve the same accuracy, if the data is
less standardized (George et al., 2020).

This problem is prevalent in the medical field, and the selection of research topics
is partly determined by the availability of data (Varoquaux and Cheplygina, 2022).
This is because the creation of annotated datasets is costly because of the expertise
needed for annotation. There are also a limited number of patients with a given
condition available.

This dataset presents a good test case for the generalizability of neural networks,
because it is close to the data found in clinical practice, which will have to be used to
create large datasets for the training of neural networks. Normalization is especially
important in this case, because the data is quite heterogeneous.
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5.2 Normalization

In the normalization experiments, a deep learning-based approach was proposed
that incorporated image sequence parameters for image normalization. Furthermore,
the influence of the normalization strategies implemented, including deep learning-
based approaches to rectal cancer segmentation, classification, and regression from
multimodal MRI acquired in a multicenter study was investigated.

For segmentation, the different normalization methods only led to minor differences
in performance. For classification and regression, there were larger differences, and
the best performing method was a combination of the percentile and histogram
matching (Perc-HM) methods.

The intensity of the MRI signal depends mainly on the tissue properties of the imaged
voxel. All normalization methods use local information (especially convolutional
neural network (CNN) based methods) and/or global information (for most statisti-
cal methods) to standardize the images. This was not sufficient because voxels have
different tissue properties that were not accounted for by normalization. This limits
how well normalization models could correct for anomalies.

Therefore, normalization probably mostly helped the neural network by providing
prior information (for example, the mean intensity distribution for histogram match-
ing), which explains why the dependence of the performance on the normalization
was less for larger datasets but did have a large impact for smaller datasets. This
could also prove useful if the dataset used to train the normalization is much larger
(by orders of magnitude) than the annotated dataset.

In addition to different acquisition parameters, there were many other parameters
that might have hindered the generalizability of the trained network. There were
differences in the patient population and treatment. For example, the time difference
between the end of neoadjuvant treatment and the surgery was 30(6) d for Center 1
and 37(6) d for Center 2.

This difference is especially large when comparing the study and in-house data, as
seen in Fig 3.2. For the study data, there was a lot less time between the restaging
MRI and the surgery. The study data was acquired later, and it is now recommended
to wait longer with the restaging MRI, because tumor regression can still occur after
the end of therapy (West et al., 2016). Thus, the second MRI was performed closer
to the therapy. Differences like this cannot be corrected by normalization, but can
be a big challenge, especially for treatment outcome prediction.
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5.2.1 Classical Normalization Methods

Segmentation

The best performing tumor segmentation network (Perc-HM) reached a DSC of
0.69 ± 0.01 and was in a similar range (0.68–0.85) as DSC values reported in the
literature (J. Wang et al., 2018; Huang et al., 2019; J. Lee et al., 2019; Soomro
et al., 2019; Trebeschi et al., 2017). There were no significant differences in
segmentation performance between normalization methods when training on all
data. For the other scenarios, the percentile (Perc) method, Perc-HM and the GAN
with segmentation task (GAN-Seg) performed the best.

Classification

The best performing model, Perc-HM, for the pathologic Complete Response (pCR)
classification had a lower AUC of 0.67 ± 0.01 compared to Shin et al., 2022 with an
AUC of 0.82 ± 0.05, but our dataset was only a quarter of the size and was more
heterogeneous. For the classification of sex and age, we could not find respective
studies to compare.

Classifying the sex of the patients resulted in a high AUC of 0.94 ± 0.02 for Perc-
HM. In some images, the sexual organs were visible and could be picked up by
the network. Thus, it should be an easy task for the neural network to perform
compared to pCR prediction.

Compared to the segmentation task, there were fewer examples, since the whole
volume was classified, while for the segmentation, each voxel was assigned a label
thus contributing to the overall performance, though certainly the voxels were not
independent. This could explain why there were fewer differences between the
normalization methods for segmentation compared to classification.

Regression

For the age prediction, the results were inconclusive. Using all data, the best models
had an error of (12.2 ± 0.2) years, which was comparable to the standard deviation
of the age over the entire dataset of 10.7 years. No study was found that was
comparable to prediction of age from pelvic MRIs. Age could be predicted quite well
(with a mean average error of (2.94 ± 0.03) years) from liver and pancreatic MRIs
(Le Goallec et al., 2022), but those organs were not fully visible in the images.
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Performance decreased for all tasks as the size of the dataset decreased, as expected.
This was seen when leaving out one center, and especially when training only on
one center. Here, the largest differences could be observed between the different
normalization methods.

For data from unseen centers, there was a large generalization error. One of the
reasons for this error was that there were larger differences in the data acquisition
parameters between centers than within one, as mentioned in the previous section.
Some normalization methods could better reduce these differences than others.
Especially methods relying on fixed intensities and noise, such as using a fixed
window (Win) or fixed mean and standard deviation (M-Std), had a problem in this
case. Perc-HM worked quite well, maybe because the percentile normalization first
reduces the number of outliers and the histogram matching then normalizes the
intensity for the different types of tissue.

5.2.2 Deep-learning Normalization Methods

For segmentation and Dworak classification, the default GAN (GAN-Def) outper-
formed all other DL methods when training on all centers. Segmentation perfor-
mance (0.69 ± 0.01) was comparable to classical methods, and literature (J. Wang
et al., 2018; Trebeschi et al., 2017), but the pCR classification (0.64 ± 0.01) was
worse than classical methods and literature (Shin et al., 2022).

The DL methods were superior to the classical ones in only a few cases when used
in the other two scenarios. For example, GAN-Seg, which used segmentation as an
additional task, was among the best methods for the Single-Center scenario and
for segmentation in all scenarios. It achieved an AUC of 0.522 ± 0.003 for the pCR
classification in the single-center scenario, and scores lower than the respective best
classical model and the literature reference (Shin et al., 2022).

One of the issues was that the dataset used to train the GAN normalization was
only slightly larger than the dataset used to train segmentation and classification.
Thus, the U-Net and ResNet probably learned an encoding similar to that of the
auto-encoder. The advantage of deep-learning-based methods is that they can be
trained on a larger dataset without the need for manual annotations.
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5.2.3 Summary

In summary, for tumor segmentation, pCR and sex classification, Perc-HM was the
best method in the All and Except-One scenario. In the single center scenario,
Perc-HM also performed well for the sex classification, but for the segmentation
and the pCR classification, GAN-Seg was significantly better. For age prediction, the
results were inconclusive; no method was superior in all three scenarios.

Histogram matching has also been shown to be useful in other MRI applications,
especially in the brain (Shah et al., 2011; Carré et al., 2020; Um et al., 2019), but
also in the prostate (Isaksson et al., 2020). But normalization in the abdomen is
more challenging than in the brain, since there is more variation between patients,
because of larger anatomical differences (such as the amount of visceral fat), and
other variations.

For example, the intensity distribution in T2w and diffusion images can greatly
change depending on, for example, how full the bladder is. Urine, which has a
T2 on the order of seconds (Yoshimura et al., 2022), has a very high intensity in
T2-weighted images. Because the bladder allows for mainly unhindered diffusion, it
also has a high ADC.

This makes it complicated for any normalization method relying on statistics of
the intensity distribution, and could explain why normalization in general has a
stronger impact and works better in the brain. The intensity of different tissues in
the abdomen is also not consistent, therefore the intensity of one tissue cannot be
used well for normalization (Scalco et al., 2020).

In general, there were no huge differences between the normalization methods,
except for very simple methods such as using a fixed window or subtracting the mean
and dividing by the standard deviation. Therefore, intensity normalization should
be performed, but a method that is easy to implement with low computational
complexity can be chosen, such as histogram matching or histogram matching
combined with the percentile method.

The overall performance was limited by the lack of an extensive hyperparameter
search. In this experiment, only two networks were tested for their performance
using different normalization methods. Although U-Net and ResNet are widely used,
there are many other architectures, for example transformers, that are becoming
more and more widespread in computer vision (Dosovitskiy et al., 2021).
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For segmentation, most neural networks follow the encoder-decoder structure and
should behave similarly, but might achieve better performance with more fine-tuning
and more sophisticated architecture.

The maximum Dice similarity coefficient (DSC) of 0.69 ± 0.01 is in the range of the
inter-observer DSC from the literature (0.68 in van Heeswijk et al., 2016, 0.71(0.13)
in J. Wang et al., 2018 and 0.83(0.13) in Trebeschi et al., 2017). The performance
could probably be further increased with more parameter tuning and more training
data.

5.3 Classification

In addition to the ResNet used to test the normalization, the response to neoadjuvant
treatment was also predicted by the network developed by Jin et al., 2021, which
used segmentation as an additional task.

The network showed promising results in the original publication, with an AUC
of 0.95 (95 % confidence interval: 0.91–0.98) and 0.92 (0.87–0.96) on two inde-
pendent test cohorts, but did not translate well to the dataset presented in this
work. There, only an AUC of 0.75 ± 0.01 could be achieved. The ResNet used in
the normalization test only achieved an AUC of 0.66 ± 0.01 for the best-performing
normalization method. Using the siamese U-Nets and the segmentation as additional
tasks improved the classification performance considerably.

The dataset was very heterogeneous and also smaller than the one used in the
publication, therefore lower performance was expected. Weights were not publicly
available, thus the pre-trained model could not be tested. This makes it difficult to
pinpoint what exactly the problem was.

With 321 patients in the training cohort, the training set used by Jin et al., 2021 was
larger, but not by a factor of four. Therefore, the size of the dataset was probably
not the only cause of the decreased performance.

Without access to their dataset, heterogeneity was difficult to assess, but all training
data was collected at one hospital with an external validation set from a second
hospital. There was also some variation in the acquisition parameters with systematic
differences between the internal and external patient cohort, but the parameters
varied less.
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For example, the pixel spacing was the same for all patients in one cohort and the
differences were only small between the cohorts (0.55 mm compared to 0.43 mm in-
plane resolution for the T2-weighted images in the internal and external cohorts).

A big problem was the imbalance between patients with pathological complete
response and without. Because of this, there were not many positive examples in
the training and test cohort.

This also made the evaluation difficult. For T2-weighted images, the model achieved
an AUC of 1 for the study data in the external dataset. But in that dataset there were
only two patients with pCR, which means that the good result may very well be due
to random fluctuations and might not perform as well if the patient cohort changes
slightly.

Because of the previously mentioned problems, the model was unable to beat simple
machine learning models using clinical data. For the training cohort, the random
forest was better than the deep learning models, even when their predictions were
averaged. On the training set, the random forest achieved an AUC of 0.73(0.18),
which was 0.18 higher than the deep learning model.

For the in-house data, the results were similar when only T2-weighted images were
used, with both traditional machine learning models being superior to deep learning
models. When all the modalities were used and the predictions were averaged for
all folds, the deep learning models were superior.

For the external study set, the deep learning models showed better performance, but
as mentioned before, there were only two patients with pCR in that dataset. So, the
low performance of the classical machine learning models and high performance of
the deep learning models could be due to random characteristics of that dataset.

This was not very surprising, because even with a large dataset, it is hard to beat a
model that uses a few well-tested clinical characteristics. For example, the distance
to the circumferential resection margin has been shown to be a good predictor of
the response and outcome of treatment (S.-H. Lee et al., 2005). Another important
characteristic is the involvement of lymph nodes, according to Walker and Quirke,
2002.

These simple models also have other properties that are beneficial for clinical use:
they are interpretable, easy to use, and have a strong scientific foundation, which
are all desired properties (Shortliffe and Sepúlveda, 2018).

It is also unclear whether there is a benefit in adding the diffusion weighted images.
For the external in-house data, the AUC increased when adding the DW images, but
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for the training dataset and the external dataset with patients included in the study,
it decreases when using all three modalities.

DW images have the potential to improve the treatment outcome prediction (U.
Attenberger and B. Wichtmann, 2015; U. Attenberger, Pilz, et al., 2014). So, it would
have been interesting to see their benefit using a deep learning model.

A problem with the DW images is their heterogeneity, which was higher than for
T2w images. This, combined with the low number of patients with pCR made it
impossible to say whether DW images provide a benefit for tumor restaging. To
obtain statistically significant results, a larger dataset is needed.

5.4 Limitations

As in many machine learning applications in medicine, the performance is limited by
the size and heterogeneity of the dataset. This is especially true for the prediction of
the tumor response.

One of the issues is that only about 20 % of patients achieve pathological complete
response (Benson et al., 2015). Therefore, in the dataset, there were only 40 patients
with pathological complete response (18 % of the patients). In addition to reducing
the number of positive examples available, this also creates a large class imbalance,
which can be problematic for CNNs (Buda et al., 2018).

There is an additional bias, because there were patients who did not undergo surgery
after a good response to neoadjuvant therapy and instead opted for watch-and-wait.
This further decreases the available data for patients with pCR and can change the
distribution of the patients.

When predicting the pCR, there was no sufficient data to achieve a performance,
which would be sufficient for the model to be used for clinical decision-making. This
task is even impossible in many cases for physicians to achieve using only magnetic
resonance images (Jang et al., 2020) or with CT and PET images (Guillem et al.,
2013).

The best method achieved an AUC of 0.75 ± 0.01. This is not sufficient to inform
treatment decisions. Even in studies with a larger training cohort of 592 patients,
only an AUC of 0.82 was achieved (Shin et al., 2022).

Other studies claim better results, with an AUC as high as 0.97 in Z. Liu et al.,
2017, but this study lacks an external validation cohort, so it is not clear how
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well their results would translate to a different cohort of patients. A hand-crafted
radiomics model was used. Many radiomic features are known to have low repeata-
bility (Schurink et al., 2022; Michoux et al., 2021; Dreher et al., 2020).

For segmentation, there was less of a gap compared to the literature. There, the
small dataset size was less of a problem because there were a lot more data points.
There were approximately ten million voxels in the tumor class for the segmented
patients. Although these are not independent samples, there was still much more
data available than for the classification.

The difference in available data for the different tasks was probably also the reason
there were much larger differences in performance using different normalization
methods for classification and regression than for segmentation.

The limitations due to the size of the dataset are difficult to overcome because it
is difficult to collect more data. Collecting more data faces many regulatory and
technical challenges. There is also a limited return on adding more data.

Techniques that greatly improve the size of the dataset, such as augmentation, can
substantially improve performance, but the data set size needs to be increased by
orders of magnitude (Brigato and Iocchi, 2021). Just slightly increasing the size of
the dataset does not have a large impact on performance.

Due to the limited available data in-house and in the small uncontacted centers in
the study, it would not have been possible to increase the size of the dataset more
than by a few dozens of patients, which would probably not have greatly increased
the performance. It was also very time-consuming to organize the data transfer from
all centers and bring all data into a common format. Additionally, not all centers
contacted were able to find the imaging data from the study.
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Conclusion and Outlook 6
The goal of this thesis was to create a radiomics pipeline for the prediction of the
treatment outcome for neoadjuvant therapy in locally advanced rectal cancer (LARC),
which can work with heterogeneous datasets. All components were successfully
implemented and tested.

It was possible to predict LARC tumor regression after neoadjuvant therapy better
than chance, but for clinical applications, it is crucial to improve sensitivity for tumor
response prediction and specificity. It was possible to achieve a similar result using a
very simple predictor trained on a few clinical variables, which have been shown to
be reliable in predicting the tumor response.

For normalization, performance was evaluated using six different normalization
methods for different deep learning tasks in a multicenter setting with data from six
different centers. A novel deep learning based approach was compared against five
statistical methods. Different scenarios were tested with training on data from all
centers, from all centers except one, and data from a single center. In this way, the
influence of the normalization method on generalizability was assessed.

Normalization is vital when the data is inhomogeneous, especially if the dataset is
small and the network is applied to data from a site not included in the training set.
It was more important in classification and regression than it was in segmentation.

The results showed that percentile normalization followed by histogram matching
performed the best for tumor segmentation and prediction of treatment outcome in
locally advanced rectal cancer. Setting the mean and standard deviation to a fixed
value, which is often done for images, performed significantly worse than most other
methods.

The deep learning approach utilized an autoencoder trained with three adversarial
networks, to remove location and scanner dependent information and transform
the images to the style of the acquisition protocol. This method was only slightly
better when training on data from a single center, but did not add any improvements
over classical methods when training on all data or when leaving out data from one
center.
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Normalization improved the performance of the network on unseen data for different
tasks. However, there are limits to what can be corrected with normalization, which
is why that gap cannot be completely closed. It is essential to standardize data
acquisition for routine clinical imaging for the widespread application of deep
learning in clinical practice.

Outlook

The two main limitations of performance are the inhomogeneity of the data and
the small size of the dataset. There are many approaches to solving those problems,
which must overcome many technical, legal, and organizational challenges.

For data availability, there is a lot of hope in federated learning. The basic idea is that
instead of sharing the data, the models will be trained at the different institutions
and only the weights and not the data is shared.

An example is the joint imaging platform (Scherer et al., 2020). It can be integrated
into the IT system of the participating clinics (currently 10 university hospitals) and
the data can be sent directly from the Picture Archiving and Communication System
(PACS). This would also make data sharing much easier. One of the hospitals sent
the data for this thesis on CDs by mail, so there is a lot of room for improvement.

Although this has a lot of potential, many challenges remain. This does not fully
address problems with the heterogeneity of the data, there can be a large bias
between centers due to differences in the acquisition or patient population (Rieke
et al., 2020). It also still has to be annotated, which is often a bottleneck.

Medical image datasets could also become larger because huge datasets are being
created, such as the UK Biobank (Littlejohns et al., 2020) or the national cohort in
Germany (Peters et al., 2022), which could provide much more available medical
image data in the future.

These large datasets could play a similar role as ImageNet (Russakovsky et al.,
2015) played for natural images and could be used to generate pre-trained models
for various tasks in the future. This would mean that they would just have to be
fine-tuned for specific tasks. But the question is whether these datasets are close to
the data found in clinical practice.

With larger datasets, the deep learning based normalization could be greatly im-
proved. The big advantage is that it can be trained unsupervised. Therefore, the
normalization could be trained on a dataset that is much larger than the annotated
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dataset. In this thesis, the training dataset for the normalization was only about
twice as large as the annotated dataset, but with a larger difference, the deep
learning based models would probably outperform the statistical methods.

For LARC, it is questionable whether reliable treatment outcome prediction will be
possible using only MRI images, which is also not possible for experienced clinicians
to perform (Jang et al., 2020). After neoadjuvant treatment, it is very hard to tell
fibrotic tumor tissue from vital tumor tissue, so the diagnostic accuracy is reduced
greatly (U. Attenberger and B. Wichtmann, 2015).

However, medical imaging is not the only method to predict tumor response. For
example, cell-free DNA can be used to detect residual tumor cells (W. Liu et al., 2022).
Combining the genomic approach with radiomics can lead to better predictions
than both approaches individually (Y. Wang et al., 2021; Chiloiro et al., 2021).
Combining radiomics with blood-based tumor markers also increases prediction
performance (Jin et al., 2021).

With newer functional imaging techniques, the tumor response prediction could
also be improved. Diffusion imaging can be improved for example by using Kurtosis
imaging, but this is challenging because very high b-value images are needed, which
suffer from low signal-to-noise ratio (SNR) (Zhang et al., 2020).

Thus, hopefully it will be possible in the future to predict a complete tumor response,
spare those patients from surgery, and thus improve their quality of life. In the
future, deep learning-based treatment outcome prediction could still be viable, by
combining the radiomics data with other omics and clinical data.
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