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Abstract
Advances in light microscopy have allowed circumventing the diffraction barrier,

once thought to be the ultimate resolution limit in optical microscopy, and given
rise to various superresolution microscopy techniques. Among them, localization
microscopy exploits the blinking of fluorescent molecules to precisely pinpoint the
positions of many emitters individually, and subsequently reconstruct a superre-
solved image from these positions. While localization microscopy enables the study
of cellular structures and protein complexes with unprecedented details, severe
technical bottlenecks still reduce the scope of possible applications. In my PhD work,
I developed several technical improvements at the level of the microscope to over-
come limitations related to the photophysical behaviour of fluorescent molecules,
slow acquisition rates and three-dimensional imaging.

I built an illumination system that achieves uniform intensity across the field-of-
view using a multi-mode fiber and a commercial speckle-reducer. I showed that it
provides uniform photophysics within the illuminated area and is far superior to
the common illumination system. It is easy to build and to add to any microscope,
and thus greatly facilitates quantitative approaches in localization microscopy.

Furthermore, I developed a fully automated superresolution microscope using
an open-source software framework. I developed advanced electronics and user-
friendly software solutions to enable the design and unsupervised acquisition of
complex experimental series. Optimized for long-term stability, the automated
microscope is able to image hundreds to thousands of regions over the course of days
to weeks. First applied in a system-wide study of clathrin-mediated endocytosis in
yeast, the automated microscope allowed the collection of a data set of a size and
scope unprecedented in localization microscopy.

Finally, I established a fundamentally new approach to obtain three-dimensional
superresolution images. Supercritical angle localization microscopy (SALM) exploits
the phenomenon of surface-generated fluorescence arising from fluorophores close
to the coverslip. SALM has the theoretical prospect of an isotropic spatial resolution
with simple instrumentation. Following a first proof-of-concept implementation, I
re-engineered the microscope to include adaptive optics in order to reach the full
potential of the method.

Taken together, I established simple, yet powerful, solutions for three fundamen-
tal technical limitations in localization microscopy regarding illumination, through-
put and resolution. All of them can be combined within the same instrument, and
can dramatically improve every cutting-edge microscope. This will help to push
the limit of the most challenging applications of localization microscopy, including
system-wide imaging experiments and structural studies.
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Zusammenfassung

Durch die Entwicklung neuer Techniken in der Lichtmikroskopie konnte das Bre-
chungslimit überwunden werden, welches einst als ultimative Auflösungsgrenze
der optischen Mikroskopie angesehen wurde. Als eine von diesen nutzt Einzelmolekül-
Lokalisationsmikroskopie das Blinken von Fluorophoren aus, um die Positionen
vieler Emitter nacheinander zu bestimmen, und aus diesen ein hochauflösendes Bild
zu rekonstruieren. Obwohl mittels Lokalisationsmikroskopie möglich ist, zelluläre
Strukturen und Proteinkomplexe mit hoher Auflösung zu untersuchen, gibt es eini-
ge technische Hindernisse, die das derzeitige Anwendungsspektrum einschränken.
In meiner PhD-Arbeit entwickelte ich mehrere technische Verbesserungen auf dem
Level des Mikroskops, um Limitierungen bezüglich der Einzelmolekül-Photophysik,
langsamer Aufnahmegeschwindigkeiten und drei-dimensionaler Bildgebung aufzu-
lösen.

Ich habe ein Beleuchtungssystem konstruiert, welches mittels einer Multimode-
Faser und einem kommerziellen Speckle-Reduzierer eine gleichmäßige Beleuch-
tung im gesamten Sichtfeld erzeugt. Dadurch wird gleiches photophysikalisches
Verhalten aller Fluorophore erreicht, was mit dem derzeit meistverbreiteten Beleuch-
tungssystem nicht realisierbar ist. Es lässt sich problemlos zu jedem Mikroskop
hinzufügen, und erleichtert daher quantitative Experimente mittels Lokalisations-
mikroskopie.

Des Weiteren habe ich ein vollständig automatisiertes Lokalisations-Mikroskop
entwickelt, welches auf einer Open-Source-Softwareumgebung basiert. Ich entwi-
ckelte hochspezialisierte Elektronik- und nutzerfreundliche Software-Lösungen,
mittels derer komplexe Experimente geplant und durchgeführt werden können. Ich
optimierte die Langzeitstabilität, wodurch die Aufnahme hunderter bis tausender
Bilder über Tage und Wochen möglich wurde. In einer ersten Anwendung wurde
Clathrin-vermittelte Endozytose in Hefe untersucht, und ein Datensatz aufgenom-
men, welcher in Größe und Umfang in der Lokalisationsmikroskopie beispiellos
ist.

Schließlich etablierte ich einen völlig neuen Ansatz für drei-dimensionale Lo-
kalisationsmikrosopie. Superkritische-Winkel-Lokalisationsmikroskopie (SALM)
basiert auf Oberflächen-generierter Fluoreszenz, welche von Fluorophoren nah am
Deckglas emittiert wird. SALM kann mit einem einfachen Mikroskop theoretisch
isotrope Auflösung erreichen. Nachdem ich das Konzept technisch demonstrierte,
entwickelte ich das Mikroskop mittels Adaptiver Optiken weiter, um das volle
Potential der Methode auszuschöpfen.

Zusammengenommen habe ich einfache, aber wirkungsvolle, Lösungen für drei
grundlegende technische Hindernisse in Lokalisationsmikroskopie etabliert, welche
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Beleuchtung, Durchsatz und Auflösung betreffen. All diese können kombiniert
werden, und dadurch jedes moderne Mikroskop deutlich verbessern. Dadurch wird
es immer besser möglich, auch höchst anspruchsvolle Anwendungen der Lokali-
sationsmikroskopie durchzuführen, wie beispielsweise systemweite Mikroskopie-
Experimente, und strukturelle Studien.
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1 | Introduction

The history of Microscopy closely intertwined with the early developments of biol-
ogy. During the late 17th century, the improvement in quality of optical lenses and
compound microscopes (composed of several such lenses) led to striking discoveries
and a flourishing literature. In 1665, Robert Hooke published his famous work
entitled Micrographia (Hooke, 1665). Describing his observations with carefully
executed drawings, he reported for the first time details of various forms of life, such
as insects or sponges. He additionally coined the term “cell” when observing boxlike
structures in cork tissue. One of his contemporaries, Antony van Leeuwenhoek,
became famous by describing bacteria and red blood cells using precisely crafted
lenses, whose magnification were superior to compound microscopes of these times.
The direct observation of the microscopic world enabled the possibility to study
life at small scales and established microscopy as an essential tool of life sciences.
Later developments in both manufacturing quality and understanding of light phe-
nomenon, allowed the production of better microscopes. A striking example is the
partnership between Ernst Abbé, one of the founders of modern optics, and Otto
Schott, a glass chemist, within the Zeiss workshop in the 19th century. More than a
century later, microscopes are still designed according to the principles laid out at
the time of Abbé. In spite of later important technological developments, such as
laser sources or charge-coupled device cameras (CCD), for a long time microscopes
were thought to be limited in resolution to a fundamental and unsurpassable limit
called the diffraction barrier.

1.1 The diffraction limit

Diffraction The diffraction limit is better understood when considering a point-
like source emitter, such as a single-molecule, in focus in the microscope. The
light emitted by the source travels through the specimen and is collected by the
microscope objective. Each time the incident light encounters an element of smaller
size, such as a lens or an aperture, only a portion of the wavefront will propagate
through the element (see figure 1.1-a). Owing to diffraction, the light will bend
at the edges of the encountered object. Since objectives have a limited collection
angle and a finite aperture, diffraction will occur and degrade the wavefront. Using
a lens to form an image of the source, the impact of diffraction can readily be
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observed in the fact that the image of the source is no longer a point (figure 1.1-b).
In effect, diffraction causes an enlargement of the surface where the rays intersect
each other and interfere constructively (thus forming an image). The pattern formed
in the image of the point source presents a bright central spot, called the Airy disk,
surrounded by circular side-lobes of lesser intensity (figure 1.1-c). In a more general
setting, the image of a point source in 3D formed by an optical system is called the
point-spread function (PSF). This Airy pattern is the consequence of the diffraction of
light at a circular aperture (Airy, 1835), in our case the stop-aperture of the objective.
Such broadening of the signal has direct consequences on the resolving power of
microscopes. Indeed if we now consider not only a unique point source but a
multitude of emitters decorating a biological object (such as fluorescently labelled
antibodies), the broadened images of each point will overlap and cause a blurring
of the object image itself.

z

x

Objective

Point source

Image

Tube lens

+1st

0th

-1st

Lens

(a)

(d)
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FIGURE 1.1: Diffraction and point-spread function. a) Only a portion of the total
wavefront emitted by a source will propagate through the microscope due to the
finite extent of the components. The image of a point formed by the microscope
will then be broader than the source. b) The image of a point source is described by
the Point-Spread function (PSF). Imaged onto the camera, it appears as a pixelated
Gaussian. c) A perfect PSF in focus is mathematically described by an Airy function.
It displays a bright central peak surrounded by circular side lobes. d) Following
Huygens’ principle, constructive interferences occur only in specific directions after
a grating, giving rise to several diffraction orders. e) The separation of two point
source emitters is the basis for the Rayleigh criterion. When two point sources are
close to each other, their signal overlap and can become indistinguishable from
one another. When the two sources are far away, then their signal peak are clearly

separated. f) The 3D PSF is larger along the axial direction than laterally.

Abbé’s limit The effects of diffraction within an optical system have been ex-
tensively studied long before an explicit link between a resolution limitation of
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microscopes and diffraction was stated. Although Émile Verdet was possibly the
first one to enounce it, the most famous work related to the diffraction barrier orig-
inates from Ernst Abbé (Abbe, 1873). Based on the diffraction of (coherent) light
through a grating and its subsequent imaging through a microscope, Abbé derived
a formula linking the smallest observable features of the sample with the maximum
collection angle of the optical system. A diffraction grating can for example be
regularly spaced etched lines on a glass surface, extending the famous double-slit
experiment (Young, 1802) to a large number of “holes” with equal distances. Interest-
ingly, the transmitted light is composed of a certain number of beams propagating
at different angles, called diffraction orders (figure 1.1-d). The angle difference
depends on the wavelength of light as well as on the distance between the etched
lines. The reason behind this phenomenon is that the diffraction of light at each
groove creates a spherical wave propagating beyond the grating (Huygens-Fresnel
principle). However, the different waves are only in phase in certain directions, thus
interfering constructively. In the other directions, the phase differences cancel each
other and interfere destructively. In order to form an image of the grating with a
microscope, the 0th and 1st diffraction order must be collected by the objective lens
and brought to focus in the image plane. If the 1st diffraction order propagation
angle is larger than the maximum collection angle of the microscope objective, then
the grating will not be resolved. Therefore, Abbé concluded that the limit of the
resolution of the microscope, that is to say how small of a grating can be resolved,
depends only on the wavelength of the light and the maximum collection angle,
leading to the famous relation:

dAbbé =
λ

2nsin(α)
(1.1)

where d is the smallest feature a microscope can resolve, λ is the wavelength of
the light, n is the refractive index in between the sample and the objective lens and α
is half the aperture angle of the objective. The product of the refractive index and the
sine of α is more commonly called the numerical aperture (NA): NA = nsin(α). For
instance, using an NA = 1 and 600 nm light, the diffraction limit of the microscope
is placed at 300 nm according to Abbé’s formula. It provided guidelines to improve
the resolution of images. For instance, it prompted researchers to use light of small
wavelengths or to increase the NA of the objectives (immersion lenses were already
in use at the time of Abbé).

Rayleigh’s criterion A few years after Abbé’s work, Lord Rayleigh published
another formula (Rayleigh, 1896), still widely used nowadays when estimating the
diffraction limit. As opposed to Abbé, he included self-luminous objects in his
theoretical study and adopted a different point of view. Indeed, Rayleigh considered
two point sources close to each other and defined a criterion for the minimal distance
between them at which they can still be discriminated (see figure 1.1-e). Since the
image of a point source is the aforementioned PSF, the Rayleigh criterion is based
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on the mathematical expression of the Airy pattern. According to the criterion, the
two sources are only discernible if the distance in between them is greater than the
distance between the maximum intensity of the Airy pattern and the first minimum,
leading to:

dRayleigh =
0.61λ

NA
(1.2)

The Rayleigh criterion is very similar to Abbé’s formula and presents the same
λ/NA dependency. Other criteria have been introduced throughout the years (e.g.
the Sparrow criterion) to overcome bottlenecks, such as the fact that the Rayleigh
criterion might holds for the eyes but not for detectors sensitive to small inten-
sity variation, for instance modern cameras. In most cases, resolution criteria are
arbitrary and their value remain close to each other.

Diffraction barrier in z So far, the diffraction limit was expressed only laterally.
However, biological samples are fundamentally three-dimensional (3D). Once again,
the size of the PSF in 3D hints at the expected resolution limit. Along the optical
axis, the PSF is substantially more elongated than it is laterally, as shown in figure
1.1-f. Therefore, one expects a very limited z-resolution. The Abbé limit in z reads as
following:

dAbbé,z =
2λ

NA2 (1.3)

where in this case the dependency on the NA is squared. Using the same values
than before, one finds a limit along the optical axis of dAbbé,z = 1200 nm, as opposed
to dAbbé,x,y = 300 nm.

Those limits, although published more than hundred years ago, are still dictating
the manufacturing of optical components and the assembling of microscopes. In
addition, the work of Airy, Abbé, Helmholtz or Rayleigh is at the foundation of
important theoretical developments that allowed a better understanding of optical
phenomena.

1.2 Spatial frequencies in microscopy

In Abbé’s work, the grating’s grooves are equally spaced with a certain characteristic
period d and an orientation. In the same way the oscillations of a pendulum are
described by a (time) frequency that is the inverse of the period, the diffraction
grating is characterized by a specific spatial frequency: k ∼ 1/d. The diffraction limit
of the microscope then defines a maximum spatial frequency that can be imaged
by the microscope. The assumption behind Abbé’s derivation is that any sample
can be described by a superposition of gratings with different spatial frequencies
and orientations. Similar decomposition is the fundamental idea behind the Fourier
transform (FT).
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Fourier transform Published by Joseph Fourier (Fourier, 1822), the FT was origi-
nally introduced in order to decompose any function as an infinite sum of sinusoids
of various frequencies (

∑
sin(kxx ) or

∑
e−ikxx in complex representation). The

simplest example is the FT of a sine function, which yields two peaks corresponding
to its frequency (figure 1.2-a). A more complex time signal gives a FT with a larger
set of frequency peaks (figure 1.2-b). However, the FT is not limited to time signals
and can be used to decompose a spatial signal (such as the function describing the
density of fluorophores in a 3D biological sample) as a sum of sine functions (or of
complex exponentials) with different spatial frequencies. The FT of a 2D sinusoid
has also two peaks at a single frequency pair, as illustrated in figure 1.2-c. In effect,
the FT takes a function in the real space (our object of interest) where the coordi-
nates are (x,y,z) and represents it in the frequency space (also called Fourier space
or reciprocal space) where the coordinates are (kx, ky, kz), with ki ∼ 1/i, i=x,y,z.
The FT is reversible and applying the inverse transform returns the initial function
without loss of information. Because the FT has interesting mathematical properties,
such representation in the Fourier space can be advantageous. Probably the best
example of motivation to use a FT is the fact that in real space convolution is a
demanding process while in frequency space it becomes a simple multiplication:
FT [f ⊗ g] = FT [f ] ∗ FT [g] (where ⊗ denotes a convolution and ∗multiplication).

(a)

(b)

(c)
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FIGURE 1.2: Fourier transformation. a) In Fourier space, a sine function is repre-
sented as two peaks corresponding to w0 and −w0, where w0 is the sine frequency.
b) More complicated functions will be represented as a sum of a large number of
sine functions, and will be represented in Fourier space by the corresponding num-
ber of frequencies and their negative counterpart. c) In 2D, the FT of a sinusoidal
grating will be represented in a 2D Fourier space as two peaks. These two peaks

correspond once again to the grating’s frequency.

Plane waves representation In wave optics, plane waves are usually described
as a complex function of the form U(~r) = e−i

~k.~r (ignoring time dependence and
a constant phase offset). In this expression, the vector ~k is called the wave vector
and is linked to the wavelength of the wave by |~k| = 2π/λ. It is important to
note that in this case the wave propagates in the direction of the wave vector as
illustrated in figure 1.3.a (in a homogeneous medium). Plane waves are the simplest
solution of Maxwell’s equations. Since the amplitude of the wave vector is fixed by
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the wavelength of the light, the direction of propagation depends on the relative
amplitude of kx and ky, while k2

z = k2 − k2
x − k2

y (by convention the optical axis is
chosen to be the z-axis). Any optical field E(~r) can be described by an infinite sum
of plane waves, in what is called the angular spectrum representation (Goodman, 1968).
A simple illustration is found in figure 1.3-b. Under certain assumptions (such as the
paraxial limit) this representation becomes identical to the Fourier transform of the
optical field, enforcing the analogy between plane waves and Fourier components.
It holds a fundamental place in wave optics as it recapitulates both geometrical
(tracing of rays) and Fourier optics (treatment of optics with the FT). Additionally, it
keeps intuitive objects such as plane waves in the mathematical calculations. One
striking consequence of this representation is that it allows for the existence of non-
propagating contributions to the total optical field. Indeed, the angular spectrum is
comprised of the propagating plane waves with k2

x + k2
y ≤ k2 and evanescent waves

with k2
x + k2

y > k2. Because of this inequality, evanescent waves have a kz that is
purely imaginary. In consequence, evanescent waves are non-propagating and their
amplitude decays exponentially. Such stationary fields have important impact in
near-field optics (Novotny and Hecht, 2010) or for dipole emission close to interfaces
(Novotny, 1996). Evanescent waves appear as well when light is directed to an
aperture of sub-wavelength dimension and can only be measured half a wavelength
away from the aperture (Novotny and Hecht, 2010). Last but not least, they limit
the illumination depth in total-internal reflection microscopy (TIRF, Axelrod, 2013),
allowing optical sectioning.
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FIGURE 1.3: Angular spectrum representation. a) The simplest solution of
Maxwell’s equations is a plane wave. Plane waves travel in homogeneous medium
along their wavevector k. b) Any electrical field can be represented by a superposi-
tion of plane waves. c) A source placed at the front focal plane (FFP) of a lens. The
plane waves describing the emitted field will each converge in the back focal plane
(BFP) to a point. The coordinates of the point are proportional to the components
of the wavevector (upper panel). Geometrical optics predicts that the BFP is the
distribution by angle of the light emanating from the FFP (lower panel). These two
representations relate the wavevector components to the propagation angle of the

plane waves.
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Remarkably, the Fourier transform is not only found during the treatment of
wave propagation in free space but also when calculating the effect of a lens on
an incident radiation. Indeed, lenses perform a FT of the optical field in between
their front and back focal plane (Goodman, 1968). From geometrical optics, we
know that the back focal plane (BFP) of a lens is the distribution by angle θ of the
rays emanating from the front focal plane (FFP, see figure 1.3-c lower panel). The
interpretation of the FT property of lenses is that the BFP is now the frequency
space mapping (kx, ky) of the field distribution at the FFP of the lens (figure 1.3-c
lower panel). From the plane waves expansion, one can now relate the angle θ
with corresponding spatial frequencies (coordinates of a wave vector) of the angular
spectrum representation: θ = arctan(ky/kx ). The consequence of the finite physical
extent of the lens is that not all portions of the angular spectrum will be transmitted.
The plane waves propagating at angles larger than the lens’ collection angle will
be blocked. Therefore, the corresponding high frequencies will be absent of the FT
spectrum of the field (the lens acting as a low-pass filter), causing a broadening of
the image. We found again the diffraction limit. The two descriptions of the system,
in real space and in frequency space, are equivalent. While the real space response of
the optical system is the PSF, the response in the frequency domain (for incoherent
light) is called the optical transfer function (OTF, Williams and Becklund, 1989).

Optical transfer function As expected, the OTF is defined as the FT of the PSF.
It describes with which strength the spatial frequencies are transferred through
the system. Given that the diffraction limit corresponds to a cut-off in frequency
space, the OTF falls to zero at this very spatial frequency (see figure 1.4-d). Another
consequence from the Fourier equivalence between OTF and PSF is that the sharper
the PSF, the broader the OTF and inversely. Systems with higher resolving power
will have a narrower PSF. In frequency space, this translates into higher frequencies
being transmitted through the optical system. That is to say a wider range of
frequencies on which the OTF is non-null.

As we have seen before, the resolution of microscopes is often quantitatively
expressed with one number, whether it is the Abbé limit or the Rayleigh criterion.
In frequency space, this corresponds to a certain cut-off frequency, the maximum
frequency transmitted through the optical system. This maximum frequency is
found where the OTF falls to zero. Frequencies ki which are attenuated through-out
propagation corresponds to a small OTF value,OTF (ki) << 1. Therefore it becomes
obvious in spectral representation that if the OTF has a long tail close to zero, the
cut-off frequency will be large while the contributions of high-frequencies to the
final image will be negligible. This observation illustrates the shortcomings of the
historical description of microscope resolution. Indeed complete description of the
OTF of an optical system is a more reliable indication of the resolving power.
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FIGURE 1.4: Optical transfer function. a) A quasi-monochromatic source emits
light in all directions. The waves have similar wavelengths, therefore similar
wavevector k. In the Fourier space, the field is then described by a ring of radius k ∼
1/λ. b) Only a portion of the wavefront propagates through the microscope, limited
by the NA = nsin(α). c) The image recorded by the microscope is the intensity of
the field, which is the square of the field. In Fourier space, this corresponds to the
autocorrelation of the field in b), called the optical transfer function (OTF). The OTF
is non-null only on toroidal shape, leaving a missing cone in the axial direction.
d) The OTF describe how well spatial frequencies are transmitted through the

microscope. It falls to 0 at the diffraction limit.

OTF in 3D Wide-field microscopes have a limited z-resolution, illustrated by the
extended shape of the PSF in 3D. Given the FT properties, one then expects the
OTF to have a very narrow extent along kz . It is a useful to look at the support
of the 3D OTF, that is to say the 3D volume in which the OTF is non-null. This
facilitates representations, as the intensity of the OTF is not displayed, while keeping
in mind that the total support is not the sole indication of resolution. If we consider
monochromatic light, we have seen that in the plane waves representation the
emitted waves have the same |~k| and differ only by their propagation direction
(figure 1. 4-a). In the 3D frequency space,(kx, ky, kz), the waves propagating through
the objective are all contained in a spherical cap delimited by the NA of the system
(figure 1.4-b). The other waves are not collected by the objective. It is important to
note that this spherical cap corresponds in real space to the amplitude of the optical
field that composes the image. However, the detectors are sensitive to intensities
and not amplitudes. Intensity and amplitude are related by: I(~r) = |E(~r)|2. As
mentioned earlier, multiplication and convolution are conjugated operations by
the FT. The Fourier equivalent of the square operation is then the autocorrelation.
Therefore, the previous relation implies that the 3D spatial frequencies composing
the final image are contained within the autocorrelation of a spherical cap. This
volume is the support of the OTF in 3D and displays a torus-like shape (Streibl,
1985), as exemplified in figure 1.4-c. A particular feature of the OTF support is
the so-called missing cone which illustrates the loss of z information in a wide-field
microscope and the very poor optical sectioning capacity.

Since the OTF describes how well frequencies are transmitted by the optical
system, it is an important characterization of a microscope. Obtaining diffraction-
limited imaging requires a microscope with an OTF as close as possible to theoretical
OTF. In practice this can be severely impeded by the presence of aberrations. In
order to increase the resolving power of a microscope further than the conventional
diffraction limit, it is necessary to extend the support of the OTF and its amplitude.
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1.3 Shifting and breaking the diffraction barrier

For a long time the diffraction barrier remained unchallenged and microscopes were
designed in order to tweak Abbé’s formula, lowering the limit value as much as
possible. An obvious parameter to play on is the wavelength of the light, directly
proportional to the diffraction limit. Unfortunately, short wavelengths are damaging
biological specimens and do not allow deep imaging because of scattering. In
practice, the benefits are small since the attainable diffraction limit with visible light
remains much larger than important cellular processes. Another possibility is to
increase the NA of the microscope. The success of commonly used immersion-oil
objectives with NA ∼ 1.4 have validated this approach. However, the NA cannot
be increased infinitely with a single-objective. Besides the physical angle limitation
(NA ∼ 1.4 have already a collection angle of ∼ 70o), spherical aberrations due to
index mismatch between the sample medium and the glass/oil scale with the NA.
High NA objectives have also a limited depth of imaging.

Confocal microscopy The emergence of confocal microscopy (Minsky, 1961; Davi-
dovits and Egger, 1969, dubbed confocal scanning light microscope, CSLM) opened
the way to a substantial improvement of resolution in light microscopy. Instead
of illuminating the sample on a large area (as in wide-field microscopy), a CSLM
focuses the laser light in a tiny spot in the sample. In addition, the image of the focus
is formed on a pinhole, allowing further reduction of the effective area. The pinhole
efficiently blocks out-of-focus light, at the expense of the collected intensity. In order
to create an image, the sample is scanned, keeping the pinhole and the illumination
focus at conjugated positions. While a wide-field image is recorded at once, the
scanning procedure of a CSLM slows down image acquisition. The sample must be
scanned appropriately to maximize speed and maintain a high enough sampling.
The confocal PSF is reduced compared to the conventional one (Wilson, 2011). In
particular, small pinholes help getting rid of the side lobes of the Airy pattern. In the
Fourier space, theoretical calculations show that the OTF support is almost twice
as large as the conventional wide-field OTF in the lateral directions (Sheppard and
Gu, 1992). This prompted CSLM to be called a superresolution method (Wilson
and Sheppard, 1984), denomination that was later abandoned. The confocal OTF
indeed conveys higher frequencies than the conventional OTF, but most of those
will contribute only imperceptibly to the final image. Indeed, the OTF value at high
frequencies is close to zero. It was shown that the improvement in lateral resolution
is on the order of

√
2 (Wilson, 2011). In practice, the low light level and the finite size

of the pinhole prevent confocal microscopy to reach this limit (Cox and Sheppard,
2003). The main advantage of confocal microscopy is to be found in its sectioning
capacity (Wilson, 1989). By rejecting out-of-focus light, the effective optical section
gets greatly reduced compared to conventional microscopy. With an adequate choice
of objective and pinhole size, the optical section can reach a thickness of∼ λ (Wilson,
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2011). In the case of the 3D OTF this means that the missing cone has been filled and
that the OTF is extended in the kz-direction.

Multi-photon microscopy One promising approach considered was multi-photon
microscopy (Denk et al., 1990; Zipfel et al., 2003). By exploiting the non-linear
absorption of longer wavelengths, one can decrease the effective PSF without the
need of a pinhole. Indeed, the absorption of multiple photons at once requires
high intensity and occurs mainly at the centre of the illumination spot. However,
since the wavelength of the illumination used is m-times larger than the emission
light (m being the degree of non-linearity, e.g. m=2 for two-photons), the focus
size also correspondingly increases. The resolution of a multi-photon microscope
has been calculated theoretically and does not surpass the resolution of a confocal
microscope (Gu and Sheppard, 1995). Here again, the main advantage of multi-
photon microscopy is in its depth of imaging (less scattering occurring at larger
wavelengths) and optical sectioning (Zipfel et al., 2003).

Microscopy with two objectives Confocal microscopy and multi-photon imaging
are close in spirit as they aim at reducing the effective size of the PSF, either by
a physical stop or by a smaller absorption cross-section. In both cases the lateral
resolution exceeds the axial resolution due to the limited NA of the microscopes.
While the NA of objectives cannot be increased indefinitely, a second objective can be
added, focusing on the same plane. In order to achieve a higher resolution, the light
collected by the two objectives must interfere constructively on the same detector,
recombining all the spatial frequencies together. Should the image collected by
each objective be formed on individual detectors, the microscope would just be
equivalent to its single-objective counterpart. This idea has originally been applied
to confocal microscopy in the so-called 4Pi configuration (Hell and Stelzer, 1992).
An additional improvement of the resolution can be obtained when making use of
interferences in the illumination as well. In the case of 4Pi microscopy, focusing
the illumination spot of the confocal microscope from both sides at the same time
produces a more spherical illumination spot. This effectively reduces the total PSF
to an even smaller volume. A similar approach has later been implemented in
wide-field microscopy, and dubbed I5M (Bailey et al., 1993; Gustafsson et al., 1995;
Gustafsson et al., 1996). In this case, the interference of two illumination beams
creates a pattern of intensity along the axial direction. We will see later how a
patterned illumination has the potential to extend the bandwidth of the microscope.
In both cases, the axial resolution is well below the diffraction barrier, in spite of the
presence of intense side lobes that create artefacts (Bewersdorf et al., 2006).

Breaking the diffraction barrier Altogether, these methods have proved that
imaging below the diffraction barrier was possible, in particular along the axial
direction. However, the limit in resolution of these microscopes is still governed by
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diffraction and the improvements in the lateral directions were limited. Instead of
breaking the diffraction limit, confocal, 2-photon, 4Pi and I5M microscopy rather
shifted it. It has been argued that in order to fundamentally overcome the Abbé
limit and achieve superresolution, a microscopy method must have the prospect
of an infinite resolution (Hell, 2003). The first method to have reached resolution
well below the diffraction barrier laterally exploits near-field interactions. Based on
a scanning microscope, near-field scanning optical microscopy (NSOM or SNOM,
Novotny, 2007) makes use of a sub-diffraction aperture (small effective PSF) to
either excite the surface of the sample with evanescent waves or to collect them.
Since evanescent waves carry high-order frequency information, NSOM leads to
an improved resolution only limited by technological development: how small is
the aperture and how much power can be delivered to the specimen. The previous
microscopy methods exposed here were all making use of focusing to define the
illuminated volume or the image of the sample. NSOM on the other hand, exploits
the fact that the aperture or probe defines a volume of observation that does not rely
on the focusing of light but only on the dimension of the probe itself. Based on a
visionary idea from Synge (Synge, 1928), it was first shown at visible wavelength
by Ash and Nicholls (Ash and Nicholls, 1972) and later refined by Betzig (Betzig
et al., 1991). Because NSOM is a near-field method (as opposed to far-field imaging
such as wide-field or confocal), the sub-wavelength aperture must be positioned
∼ 100 nm away from the surface of the sample and does not allow probing of the
specimen in 3D.

Several far-field methods have in effect managed to overcome the diffraction
barrier and are now called superresolution imaging: stimulated-emission deple-
tion (STED, Hell and Wichmann, 1994b), structured-illumination microscopy (SIM,
Heintzmann and Cremer, 1999; Gustafsson, 2000), single-molecule localization
microscopy (SMLM, Betzig et al., 2006; Rust et al., 2006; Hess et al., 2006) and super-
resolution optical fluctuation imaging (SOFI, Dertinger et al., 2009). We will focus
on the first three methods in the next sections.

1.4 Stimulated-emission depletion microscopy

Principle The fundamental phenomenon at the root of STED, and which gives it its
name, is the stimulated emission of photons by incoming radiations. In his attempt
to formulate a quantum theory of radiation (Einstein, 1917), Einstein examined
molecules oscillating between two energy levels while being irradiated by light.
He hypothesized that if the molecules were able to absorb energy (a photon) from
the field to reach a higher energy level, the inverse phenomenon should exist. An
incoming radiation on excited molecules could also lead to the emission of the same
quanta of energy, later called stimulated emission. As opposed to spontaneous
emission (stimulated emission by a vacuum field), which happens regardless of the
environment of the molecule, stimulated emission is the result of the incident light
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action on the molecules. Stimulated emission was first experimentally observed in
1928 (Kopfermann and Ladenburg, 1928), before becoming the working principle of
lasers (Schawlow and Townes, 1958; Maiman et al., 1961). In terms of energy level,
fluorescence happens when molecules in their ground state (S0) absorb a photon
of the right frequency and release the energy with a small delay by spontaneous
emission (see figure 1.5-a inset). Because some of the absorbed energy will be
dissipated in electronic vibrational states, the spontaneously emitted photon will
have a red-shifted wavelength (lower energy). This effect is known as the Stokes shift
(Stokes, 1852). The idea behind STED microscopy is to spatially quench fluorescence
using stimulated emission, thereby restricting fluorescence to a sub-diffraction
volume (Hell and Wichmann, 1994a). The STED beam should be carefully chosen so
that it does not excite molecules to a fluorescent state itself, It should also be delayed
from the excitation beam in order to let time for the vibrational states to relax. In the
first experimental realization of STED microscopy, the STED beam was slightly offset
spatially from the excitation beam in order to suppress fluorescence in a portion of
the excitation beam (Klar and Hell, 1999). Later on, a phase mask was introduced in
the STED beam path, thus creating a 3D volume with zero intensity in the centre
(Klar et al., 2000, see figure 1.5-b). The two beams were then superimposed, and
fluorescence was suppressed in the centre of the volume, leading to a five-fold
decrease in the size of the effective PSF. 2D STED is now commonly used with a
donut shape as well (figure 1.5-a). STED microscopy is the first far-field method to
have durably overcome the diffraction barrier. Indeed the resolution in STED does
not depend anymore on diffraction, but on the size of the central minimum of the
donut shape:

δ ≈ λ

2NA
√

1 + I/Is

Where λ is the wavelength of the excitation light, NA is the numerical aperture
of the objective, I is the depletion laser intensity and Is is the saturation intensity of
the fluorophores, which depends on the absorption cross-section and the lifetime of
the fluorescent state.

Phototoxicity In theory, STED is capable of achieving infinite resolution as the
latter depends solely on the depletion beam power. However, the high energy beam
necessary to obtain a δ < 50 nm also entails strong bleaching of the fluorophores.
Therefore, the requirements on the fluorophores in terms of photostability are very
high, stimulating the development of specialized dyes. The possibility to tune the
power of the depletion beam allows balancing between the need for resolution
and the total time of imaging (limited by bleaching). Although STED is a live-
cell imaging method, another consequence of the high power is the important
phototoxicity induced in the sample. The need for limited phototoxicity was an
original concern, which prompted Hell and his collaborators to devise similar
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FIGURE 1.5: Stimulated-emission depletion. a) In 2D, two beams of different
wavelength are aligned. The excitation beam allows the molecules to absorb energy
and emit fluorescence photons. The STED beam triggers stimulated emission,
which quenches the fluorescence by leading to the emission of a photon of the
same wavelength as the STED beam. The fluorescence is then limited to the central

region of the STED beam. b) The same principle also applies in 3D.

concepts to STED, albeit using lower intensities. Ground-state depletion (GSD,
Hell and Kroug, 1995), and the more general concept of reversible saturable optical
transitions (RESOLFT, Hell et al., 2004), makes use of a dark state to which the
fluorophores can be driven through illumination at a particular wavelength. GSD
was experimentally demonstrated in 2007 (Bretschneider et al., 2007). The smaller Is
lowers the requirement for strong laser power without lifting durably the concerns
relative to phototoxicity.

Technical developments STED and RESOLFT microscopy have benefitted from
many developments, among which the extension to multicolour (Donnert et al.,
2007; Meyer et al., 2008; Wildanger et al., 2011; Göttfert et al., 2013; Sidenstein et al.,
2016), 4Pi configuration (Dyba and Hell, 2002; Dyba et al., 2003; Curdt et al., 2015;
Böhm et al., 2016), 2PE (Ding et al., 2009; Moneron and Hell, 2009; Coto Hernández
et al., 2016), fluorescence correlation spectroscopy (Eggeling et al., 2012), TIRF
(Bewersdorf et al., 2011), parallelization (Chmyrov et al., 2013) or adaptive optics
(Gould et al., 2012; Burke et al., 2013; Patton et al., 2016). Beyond the many technical
developments, STED microscopy has been successfully applied to various biological
questions, demonstrating the usefulness of superresolution method in deciphering
small-scale processes. In particular, STED imaging has been preferentially applied
to neuroscience owing to the scale of synaptic processes. Examples include the
clustering of proteins on the membrane of synaptic vesicles (Willig et al., 2006),
the organization of a protein involved in the presynaptic active zone in Drosophilia
(Kittel et al., 2006) or the live tracking of sub-diffraction vesicles in cultured neurons
(Westphal et al., 2008). Other areas of successful application are membrane studies
(Mueller et al., 2011; Garcia-Parajo et al., 2014; Gallego et al., 2016), pathology
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(Siskova et al., 2014; Benda et al., 2016) and virology (Hanne et al., 2016). An
extensive review has recently been published, covering most of the major technical
developments and applications (Blom and Widengren, 2017).

Because it is capable of resolving structures down to 100 nm routinely in live
cells without post-processing, STED has proven a useful tool to study nanoscale
biology. Since it is based on a confocal microscope, STED shares some features with
it, such as a moderate speed. The primary source of resolution increase is the size
of the effective excitation spot, which is intensity dependent. Higher resolution
requirements necessitate a smaller excitation volume and therefore a longer imaging
time due to the scanning. As in a confocal microscope, the speed can however be
maximized by limiting imaging to the region of interest. A particular concern in
STED microscopy concerns phototoxicity induced by the use of very high laser
power in the order of 100 kW/cm2 to 1 GW/cm2 (Minoshima and Kikuchi, 2017).
The other consequence of STED high laser intensity is the rapid bleaching of the
fluorophores, shortening imaging times. Research on novel dyes with suitable
properties is on-going (Blom and Widengren, 2017), while other photophysical
perspectives that allow longer imaging are emerging (Danzl et al., 2016). Finally, it
is note-worthy that STED microscopes are complex instruments, in particular due to
the careful alignment of the two beams. This complexity limits method development
to specialized groups, and the routine use in biology to commercial instruments.

1.5 Structured illumination microscopy

Principle We have seen that an object with simple periodic symmetry will appear
in the Fourier space as a discrete number of points. Such assertion holds true for
structured light, for instance a 1D sinusoid pattern illumination, as in figure 1.6-a,
will display in the Fourier space a succession of equally spaced peaks. Through a
microscope, a cut-off applies in the frequency space and only few peaks (the orders),
including the central peak, will remain (figure 1.6-b). In a microscope, the intensity
of the image can be described by:

I(~r) = (ρ(~r) ∗ L(~r))⊗ PSF

Where ρ is the intensity response of the sample and L is the intensity of the
illumination. The product of ρ(~r) and L(~r) is the intensity emitted at the point ~r,
but only ρ holds information about the sample. The convolution (⊗) with the PSF
expresses the effect of the microscope on the light coming from each source. By virtue
of the convolution theorem, the previous expression becomes in the Fourier space
(where F̂ denotes the FT of F): Î = (ρ̂⊗ L̂)∗OTF , where we recall thatOTF = ˆPSF .
The Fourier transform of the illumination and of the intensity response are shown in
figure 1.6-b and c, respectively. Because in Fourier space, ρ ∗L has become ρ̂⊗ L̂, the
spatial frequencies describing the system hare shifted and superimposed (see figure
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1.6-d). This remapping of frequencies implies that some spatial frequencies, which
would otherwise be outside the cut-off of the OTF, are now propagated through the
microscope at different positions. This phenomenon manifest itself as Moiré fringes:
additional high-frequency information appearing as low-frequency information. By
acquiring several images and applying image analysis in Fourier space, the high-
frequency information can be extracted and placed at its correct position, leading to
an image with improved information content in real space (Bailey et al., 1994).
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FIGURE 1.6: Structured-illumination microscopy. a) The sample, here a cell (red),
is illuminated by a sinusoidal intensity pattern. b) The Fourier transform of the
illumination pattern L displays three peaks. c) Fourier transform of the sample
signal ρ, only the frequencies within the cut-off frequency will be detected. d) In
Fourier space, the product ρ × L is a convolution of the two corresponding FT.
Frequencies that were originally not transmitted because of the frequency cut-off

are now present in the image.

The principle of using structured illumination to propagate higher frequencies
has first been used to increase the axial resolution of microscopes with two objectives
in the so-called standing wave microscopy (Bailey et al., 1993; Bailey et al., 1994).
Structured illumination was also used to obtain optical sections (Neil et al., 1997;
Neil et al., 1998) using a 2D grid pattern. Extension of the lateral resolution following
the principle of figure 1.6 was later achieved with beads (Heintzmann and Cremer,
1999; Frohn et al., 2000) and cells (Gustafsson, 2000), giving birth to SIM.

Structured illumination microscopy is mainly a live wide-field method. In
order to reconstruct a 2D superresolved image, several images must be taken,
with different 2D grid orientations, in order to cover the full extent of the OTF in
frequency space, and several phases. Since the grid pattern is projected from the
objective lens, the maximum frequency of the structured illumination is limited by
the cut-off frequency of the OTF. For that reason, the maximum lateral resolution
enhancement is limited to a two-fold improvement, that is to say a resolution
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around∼150 nm. The computational treatment to recover the additional frequencies
is complex and subject to artefacts (Schaefer et al., 2004). Those artefacts arise from
progressive bleaching of the fluorophores, sample motion, optics misalignment or
out-of-focus light. They mostly appear as small-scale patterns. Although a SIM
image requires typically nine wide-field images, the time resolution remains better
than other superresolution methods presented here. Additionally, SIM does not
rely on the fluorophore properties and can be performed with routinely used dyes.
Phototoxicity during SIM acquisitions is low compared to other superresolution
methods, as the only requirement is a good signal to noise ratio of the illumination.

Nonlinear SIM It has been argued that because the resolution enhancement in
SIM is limited to a factor two, it fails to provide the potential for an infinite resolution
(Hell, 2003). By introducing non-linearities in the intensity response of the fluo-
rophores (for instance by saturating their absorption), the 2D pattern is no longer a
perfect sinusoid but contains some higher frequencies. Those higher harmonics will
cause corresponding shifts of high-resolution information in the Fourier space, albeit
at a larger scale than the original sinusoid. Performing SIM with saturation was
theoretically studied under the name of saturated patterned excitation microscopy
(SPEM, Heintzmann et al., 2002) and experimentally carried out under the name
of non-linear structured illumination microscopy (NL-SIM, Gustafsson, 2005). In
theory, NL-SIM provides unlimited resolution. However, the need for strong sat-
uration of the fluorophores imposes constraints on the photostability of the dyes
and increases the phototoxicity (Gur et al., 2010). Additionally, NL-SIM requires
more images for reconstruction. It is therefore slower and more subject to sample
motion artefacts. Recent developments have lowered the requirements of power
intensity by exploiting photoswitchable (Rego et al., 2012) and photoactivatable
(photoactivable-SIM, PA-SIM, Li et al., 2015) proteins. By allowing a faster imaging
and an even lower light intensity, PA-SIM has made NL-SIM live-cell compatible. It
should be noted that NL-SIM falls under the description of RESOLFT microscopy
(Hell et al., 2003), in an attempt to describe superresolution methods within the
same theoretical framework.

Technical developments Artefacts due to out-of-focus light have originally con-
strained SIM to the imaging of thin samples. An early solution was to couple SIM
with TIRF (Chung et al., 2007; Gliko et al., 2006; Gliko et al., 2008; Stemmer et al.,
2008; Beck et al., 2008; Kner et al., 2009) and recently with high NA-TIRF (Li et al.,
2015). An additional well-known limitation was imaging speed, in particular due to
the mechanical rotation of the grating used to create the illumination pattern. This
was later overcome by using a spatial-light modulator (SLM, Stemmer et al., 2008;
Kner et al., 2009). SIM has also been extended to 3D using one objective (Gustafsson
et al., 2008; Schermelleh et al., 2008; Shao et al., 2011) or coupled with I5S in the
so-called I5M (double-objective, Shao et al., 2008). It should be noted that 3D-SIM
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is still limited in the thickness of the samples, but can easily image single cells live,
given that the imaging speed is faster than sample motion (Shao et al., 2011; Fiolka
et al., 2012). Additionally, since SIM does not require specialized dyes, multicolour
SIM has been tackled early on (Schermelleh et al., 2008).

Light-sheet SIM The biggest step towards a fast non-invasive use of SIM in living
cells and organisms is probably to be attributed to light-sheet microscopy SIM (Keller
et al., 2010; Planchon et al., 2011; Gao et al., 2012; Chen et al., 2014; Gao et al., 2014).
Indeed, the reduced background resulting from light-sheet illumination decreases
the risk of artefacts in SIM reconstructions. Light-sheet illumination additionally
entails reduced bleaching and phototoxicity, allowing for longer imaging. This
opened the way to the imaging at higher lateral resolution of developing embryos,
such as zebrafish or Drosophilia melanogaster (Keller et al., 2010). The use of a lattice-
light sheet further improved the speed of imaging, albeit at lower SIM resolution
(Chen et al., 2014). PA-SIM coupled with lattice-light sheet allowed observation of
sub-cellular processes in 3D with higher resolution than wide-field microscopy (Li
et al., 2015). Finally, lattice-light sheet in its SIM mode was also successfully applied
to the imaging of the peripheral ER in mammalian cells (Nixon-Abell et al., 2016),
allowing the observation of rapid morphology changes in the ER membrane tubular
network.

Coupling it with other microscopy modalities has made structured-illumination
a technique of choice for live-cell superresolution. Although SIM is not widely
accepted as a superresolution method, as opposed to nonlinear-SIM, commercial
instruments offer undeniable improvements in resolution. As in the case of STED,
SIM microscopes require expert hands, in the handling of the microscope as well
as in the analysis. However, sample preparation is largely simplified compared
to other superresolution methods since there are no strong requirements on the
fluorophores, labelling and buffer. The limitations in speed and reconstruction
artefacts are slowly lifted and should in the future allow SIM to become a routinely
used method for resolution enhancement at subcellular levels. More specialized
need such as structural biology and protein assembly studies, however, are for the
moment still out of reach and benefit from the use of other superresolution methods.

1.6 Localization microscopy

Molecules often exhibit complex interactions with their surroundings and can act
as nanometer-sized reporters of their environment. The first observation of single-
molecules in a solid (Moerner and Kador, 1989) established the possibility to op-
tically detect single absorbers. The advent of single-molecule studies (Moerner,
2002) thereon brought to light unforeseen behaviours, such as spontaneous change
in absorption wavelength due to local interactions (Orrit and Bernard, 1990) or
light-driven spectral shifts (Basché and Moerner, 1991). An important step in the
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development of single-molecule imaging was the transition to microscopy, with the
observation of carbocyanine dye molecules in NSOM (Betzig and Chichester, 1993).
In this study, the authors directly observed the electric dipole orientation of the
individual molecules, probing fundamental aspects of fluorescence processes. Later
developments led to nanometer measurements of distances using single-molecule
FRET (Ha et al., 1996). Single-molecule imaging was also extended to confocal
microscopy (Macklin et al., 1996) or wide-field microscopy (Funatsu et al., 1995).

Localization below the diffraction barrier While biological structures imaged in
a wide-field microscope appear blurred, a single molecule can be located much
more precisely than the diffraction barrier. Under the hypothesis that the region
of interest contains a single emitter, its position can be measured with nanometer
range precision by fitting a Gaussian to the molecule’s PSF (Thompson et al., 2002).
Such approach was termed super-localization. The precision in determining the
position of the particle depends primarily on the number of detected photons. In
first approximation, the localization precision scales as (with least-square fitting,
Thompson et al., 2002):

σ ' s√
N

where σ is the localization precision in determining the position, s is the spread
of the model PSF (in the case of a Gaussian PSF, s is then the standard deviation)
and N is the number of photons emitted by the molecule and measured by the
camera. According to this formula, while the diffraction limit is about 250 nm,
a fluorescent molecule position can be determined down to a precision of 10 nm
with only 600 photons. In addition, tracking the position over time gives precious
information on diffusion, directed movements or interaction between particles. This
concept, called single-particle tracking, was early on applied to large objects, such
as fluorescently-labelled complexes (Barak and Webb, 1982), gold particles (Geerts
et al., 1987) or plastic beads (Gelles et al., 1988). The possibility to image single
fluorescent molecules extended the scope of single-particle tracking. It was then
possible to precisely track specifically proteins or lipids with fluorescence (Schmidt
et al., 1996; Schütz et al., 2000; Sako et al., 2000). Contributions from single-particle
and single-molecule tracking to biology are of great value and a review can be found
in Manzo and Garcia-Parajo, 2015.

Separating overlapping PSF As soon as the density of fluorescent molecules in-
creases, however, their signals (described by the PSF of the microscope) start to
overlap and information concerning their position cannot be individually extracted
anymore. It was already proposed in 1995 (Betzig, 1995) that molecules within a
small focal volume could be separated by identifying them along an additional
optical dimension (e.g. fluorescence wavelength) and then spatially localize them.
This idea was effectively implemented at low temperatures in a crystal to resolve
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seven molecules within a diffraction spot by tuning very precisely the laser into
resonance with a single one of them at a time (Van Oijen et al., 1999). Emission wave-
lengths were subsequently used to identify co-localizing molecules and measure
their distance (Lacoste et al., 2000; Churchman et al., 2005). Other optical parameters
were also used in order to distinguish overlapping molecules, such as fluorescence
lifetime (Heilemann et al., 2002), photobleaching (Gordon et al., 2004; Qu et al.,
2004) and blinking (Lidke et al., 2005). However, these methods were limited to few
molecules within each focal volume or were not applicable to biological structures.

In the mean time, single-molecule studies focused as well on fundamental aspects
of fluorescence in proteins and organic dyes. A striking example is the observation
of spontaneous blinking of the green fluorescent protein (GFP, Dickson et al., 1997).
Developments of GFP mutants led to the description of a photoactivatable GFP (Pat-
terson and Lippincott-Schwartz, 2002), a fluorescent protein that can be converted
to a fluorescent state by light of a specific wavelength. Later on, switching between
a dark state and a fluorescent state was reported in cyanide dyes (Heilemann et al.,
2005; Bates et al., 2005). Together, the idea of separating neighbouring molecules in
order to localize them independently and the switching mechanisms observed in cer-
tain fluorescent molecules paved the way to single-molecule localization microscopy
(SMLM). In 2006, three research groups independently achieved a ten-fold improve-
ment over the diffraction limit by stochastically switching fluorescent molecules
between a fluorescent and a dark state: (fluorescence) photoactivation localization
microscopy ((f)PALM, Betzig et al., 2006; Hess et al., 2006) and stochastic optical
reconstruction microscopy (STORM, Rust et al., 2006).

1.6.1 Principle of localization microscopy

The contrast between a fluorescent state and a non-fluorescent state is also at the
heart of STED microscopy. The reduction of the excitation volume (where molecules
are in the fluorescent state) is achieved by “switching” off the fluorescence at the
periphery of the laser focus. Because the quenching of the fluorescence is controlled
by the STED laser and occurs at a defined position, STED has been described as
a coordinate-targeted method (Hell, 2009), as opposed to SMLM then labelled
coordinate-stochastic. This distinction arises from the fundamentally different
approach to the switching of fluorescence between bright and dark state.

Principle SMLM relies on a wide-field microscope and image the whole area of
interest at once. When imaging a biological structure labelled with fluorescent
molecules, the fluorescence collected by the microscope will form a blurred image
of the structure (see figure 1.7-a). The central idea of localization microscopy is to
temporally decouple the emission of the molecules by keeping a vast majority of
them in a dark state and allowing only a small portion to emit light, as in figure
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FIGURE 1.7: Principle of localization microscopy. a) In diffraction-limited imag-
ing, many details are hindered by the overlapping of the fluorescent molecules
signal. Sub-diffraction structures are therefore not visible. b) A SMLM experiment
decouples in time the fluorescent emission of single-molecules. c) For each single-
molecule, a model is fitted to the histogram of pixel intensity. d) The results of the
fitting algorithm usually include several quantity such as positions, localization
precision, number of emitted and background photons. e) Superresolved structures
at the origin of the diffraction-limited image in a). The images are obtained by
imaging N number of frames and illustrate the need for high sampling of the struc-
ture. With sufficient sampling, several rings clearly appear. f) Comparison between
the diffraction-limited and the ground-truth image. The images were obtained by
simulation of the structures, diffraction-limited imaging and stochastic blinking.
The blinking images were then analysed in the same way than real experiments.

1.7-b. If the density of fluorescing molecules is low enough, then each diffraction-
limited volume contains only one emitter. Similarly to what is done in single-
molecule tracking, the fluorescent molecules can be individually detected and
their exact position calculated (figure 1.7-c). Other parameters can as well as be
extracted such as the emitted number of photons N (figure 1.7-d). Since the switching
mechanisms exploited in SMLM are not spatially controlled but rather rely on a
stochastic blinking across the field-of-view, each frame contains a different subset
of the molecules. Recording a high number of images allows sampling the labels
along the biological structure and collecting their positions. Finally, an image is
reconstructed from the list of measured positions that approximates the biological
structure (figure 1.7-e). Because each fluorescent molecule can be located down to
few nanometers, the rendered image contains features previously hidden in the
diffraction-limited image (figure 1.7-f). It is important to note that the result of a
SMLM experiment is a list of numbers and not an actual image. The output of
the fitting routine is a list of localizations, which usually includes the estimation
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of the position (x, y and possibly z), the number of emitted photons, the number
of background photons and the precision at which the position was inferred (the
so-called localization precision). Subsequent filtering, rendering and further analysis
vary with the need of the experiment.

Resolution Localization microscopy is often cited to yield a lateral resolution of 20
nm, that is to say a ten-fold improvement below the diffraction limit. Resolution is a
difficult quantity to assess, but two important contributions need to be highlighted:
the number of photons collected per localization event and the labelling density.
As we have seen in the case of super-localization, the localization precision scales
roughly with 1/

√
N . In order to obtain a precise picture of the sample, the fluorescent

labels must emit as many photons per localization event as possible. A very high
average localization precision alone does not yield a high-resolution image. In
the case of poor labelling, the biological structure cannot be sampled enough to
form a representative image. In the same vein, stopping a SMLM experiment
before enough localizations have been accumulated will lead to an under-sampled
image. Figure 1.7-e shows an example of the same sample with different effective
sampling. In this case the number of frames acquired vary between the reconstructed
images. The structures are clearly visible if enough frames are acquired, but do
not give a reliable impression when only a hundred frames are analysed. A similar
observation prevails when considering the labelling efficiency of the same structure.
To illustrate the impact of labelling on the ultimate resolution of the image, the
Nyquist-Shannon theorem (Shannon, 1949) is often cited. According to this sampling
theorem, the image resolution cannot be higher than two times the average spacing
of the localizations (Shroff et al., 2008; Shim et al., 2012):

r =
2

(Na )
1
d

where r is the Nyquist resolution, N is the number of localizations, a is the area
of the structures of interest and d = 1, 2, 3 is the dimension. In this case N

a is the
density of localizations. If the localization precision is not significantly smaller than
the mean localization spacing, this formula underestimates the resolution. In this
case, it has been additionally proposed to approximate the image resolution by the
following formula (Legant et al., 2016):

R =
√
σ2 + r2

where R is the overall resolution and σ is the localization precision.
These formulas do not account for additional errors, such as the linker size, the

non-uniform density or the stochasticity of the blinking. Therefore, obtaining such
resolution might require a higher sampling of the structure, and it constitutes mainly
a lower bond. The resolution is often approximated by a line cut through a known
structure, for instance nuclear pore complex or more commonly microtubules. This
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approach, however, does not work with unknown structure. The best show case
in the field of view is usually chosen, thus constituting a local measure and in
no means an overall constant. Such measures are also prone to artefact from low
labelling density. Finally, an approach originating from electron microscopy has been
applied to localization microscopy called Fourier ring correlation (FRC, Banterle
et al., 2013; Nieuwenhuizen et al., 2013). In FRC, two independent datasets are
extracted from the localization table are used to reconstruct two images. These
images are subsequently compared in Fourier space and a criterion determines a
spatial frequency cut-off beyond which the images lack similarity. The resolution of
the image is then the inverse of the threshold frequency. A useful discussion on the
definition of resolution in SMLM can be found in the supplementary of Legant et al.,
2016, and in the following review: Demmerle et al., 2015.

Different approaches to SMLM A great number of “blinking” mechanisms, com-
patible with the concept of localization microscopy, have been exploited. Two of
the original papers, termed (f)PALM (Betzig et al., 2006; Hess et al., 2006), used
a photoactivatable fluorescent protein (PA-FP). Upon low irradiation at a specific
wavelength, few of the PA-FPs become fluorescently active. By increasing the laser
intensity, a higher number of activated molecules is present in the image. The laser
intensity therefore controls the density of fluorescing proteins. The imaging process
then cycles between exciting the activated proteins, bleaching them and photoactivat-
ing the next subset of molecules. The same principle was exploited in STORM (Rust
et al., 2006), albeit with a pair of organic dyes, Cy5 and Cy3. Previous work from the
authors demonstrated that Cy5 can be converted from a dark state to a fluorescent
state by proximity to another cyanine dye, Cy3, and irradiation with a wavelength
different from its excitation wavelength (Bates et al., 2005). Thereon, the initial
STORM experiments alternated between imaging of fluorescent Cy5 molecules
until they stabilized in their dark state and reactivation of sparse molecules with
low light. Shortly after the publication of (f)PALM and STORM, a blinking mech-
anism based on diffusing molecules termed points accumulation for imaging in
nanoscale topography (PAINT) was presented (Sharonov and Hochstrasser, 2006).
In PAINT, the fluorescence state is triggered by interaction of the probe with its
environment, here the structure of interest. While Nile red (as used in the PAINT
paper) is not fluorescent in solutions, it starts emitting light as soon as it finds itself
in a hydrophobic environment such as a vesicle membrane. The kinetics of collision
between the probe and the vesicle then dictates the on and off switching of the
signal and the density of emitters. Other processes include the fast blinking at a
single wavelength of a fluorescent protein in PALM with independently running
acquisition (PALMIRA, Geisler et al., 2007), the switching of organic dyes without
an activator fluorophore in direct STORM (dSTORM, Heilemann et al., 2008), dyes
transition to a metastable dark states in ground-state depletion and single-molecule
return (GSDIM, Fölling et al., 2008), the fluorescence upon binding of DNA-binding



1.6. Localization microscopy 23

probes in binding-activated localization microscopy (BALM, Schoen et al., 2011).
Interestingly enough, the principle of localization microscopy can be extended to
other area than optical imaging, such as acoustic microscopy (Errico et al., 2015).

Localization microscopy owes its rapid success to several aspects of the method.
The first and foremost is its capacity to resolve very small features, much smaller
than the diffraction limit. Additionally, the vast choice of fluorescent labels and
techniques has made the application of localization microscopy to various fields
of biology possible. Besides the lower requirements for a complex microscope, the
growing number of users has prompted the publication of a large number of open-
source analysis solutions, making SMLM particularly accessible to the imaging
community. In the next sections, I will describe different facets of localization
microscopy and their shortcomings.

1.6.2 The choice of fluorescent labels and labelling strategies

A large number of such blinking mechanisms have been identified that allow switch-
ing between an on (fluorescent) and an off (dark) state (see figure 1.8-a). Among
this vast palette, one can classify the fluorescent probes in three main groups: pho-
toswitchable (reversible conversion between a dark state and a fluorescent state),
photoactivatable (irreversible transition from an off state to an on state) and bind-
ing probes. While the latter category mainly relies on the binding kinetics and
photophysical changes upon binding and unbinding, photoswitching and photoac-
tivatable probes stay bound to the structure of interest.

Important photophysical parameters In the case of photoswitchable and photoac-
tivatable molecules, the on/off behaviour is intrinsic to the probe. Care must then
be taken to choose a suitable fluorescent molecule. In both cases, three important
characteristics prevail: the brightness of the on state, the on/off contrast ratio and
the duty cycle (Dempsey et al., 2011; Chozinski et al., 2014). Since the precision at
which the fluorescent molecules can be located depends mostly on the number of
photons emitted (photon budget), bright molecules are preferred. The contrast ratio
of the dark and fluorescent state is the ratio of the intensity measured in both states.
Therefore, fluorescent molecules with a poor contrast ratio will exhibit strong back-
ground during the experiment, which in turn will degrade the resulting localization
precision. A good localization precision is not sufficient to obtain high resolution
in the final image. In the case of a high labelling ratio and high localization preci-
sion, an experiment can be unsuccessful if the fluorescent molecules have a large
duty cycle value, defined as the amount of time the probe remains in its on state.
Fluorescent molecules with low duty cycle will allow a higher number of molecules
to be detected over time in a diffraction-limited spot. At higher duty cycle, if the
density of molecules is too high, the fluorescent signals will often overlap and the
structures will not be sufficiently sampled in order to reconstruct a superresolution
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image. Other important characteristics to consider are the resistance to photobleach-
ing (recovering rate after switching off), spontaneous activation rate or the light
intensity dependence of the blinking rate. The most successful fluorescent labels are
organic dyes and fluorescent proteins, due to their advantageous labelling scheme
and controlled on/off switching.

Photoactivation

Photoswitching

Photoconversion

Caging

PAINT/BALM

BleachingONOFF

Dark state

UV

Fluorescent state

Ground state

(a) (b)

(c)

FIGURE 1.8: Blinking mechanisms. a) Several mechanisms are exploited in order
to produce “blinking” in SMLM. The molecule can be activated and then bleached
(photoactivation), or switch back and forth between a dark state and a bright state
(photoswitching). The off state is sometimes also a fluorescent state, albeit at a
difference wavelength than the on state (photoconversion). The fluorescence can
also be quenched by caging in the off state, the on state is reached by a mechanism
that removes the caging agent. Finally, fluorescent probes can mimic blinking
simply by binding and unbinding a target (PAINT/BALM). This figure was inspired
from http://aicblog.janelia.org/. b) Jablonski diagram illustrating the blinking
of organic fluorophores. Upon absorption of light at a certain wavelength, the
molecules will cycle between the fluorescent state and the ground state by emitting
a photon and absorbing another one. Some molecules will stochastically reach and
remain in a dark state. Illumination with UV light can activate the molecule by
pushing them back into the ground state. c) DNA-PAINT principle. The imaging
strand in the buffer constitutes a diffuse background. When a probe attaches to
a docking strand, a localization event is captured. The dynamics of binding and

unbinding produces a blinking at the target structure.

Organic dyes Organic dyes have been very successful in localization microscopy
as they are able to emit thousands of photons per switching cycle, orders of magni-
tude higher than fluorescent proteins. They additionally usually exhibit superior
resistance to photobleaching. Popular organic dye families include cyanine (Rust
et al., 2006; Bates et al., 2007; Heilemann et al., 2008), oxazyne (Vogelsang et al., 2009;
Heilemann et al., 2009) and rhodamine dyes (Fölling et al., 2007; Fölling et al., 2008).
The photoswitching of organic dyes relies on a variety of phenomena (Chozinski et
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al., 2014), including conversion to non-fluorescent radical species upon illumination
at a particular wavelength (Linde et al., 2011) and more commonly by reaction with
thiols (Dempsey et al., 2009). Switching can be triggered by the excitation light (as
in the case of Alexa Fluor 647 Zhuang, 2009) or by light of another wavelength (in
particular UV light, as shown in figure 1.8-b). An interesting observation is that the
switching dynamics is often dependent on the local light intensity. Organic dyes
can also be used in a photoconvertible fashion, by quenching their fluorescence
with a photolabile group and breaking the bond with the group using UV light
(Vaughan et al., 2012; Minoshima and Kikuchi, 2017), as illustrated in figure 1.8-a.
In order to prevent photobleaching, the use of an oxygen scavenger system is often
necessary to stabilize the triplet state (Rust et al., 2006). Additionally, other buffer
conditions can be introduced to maximize the dye performances (Vogelsang et al.,
2009; Dempsey et al., 2011; Olivier et al., 2013a; Olivier et al., 2013b; Nahidiazar
et al., 2016). The use of a specific imaging buffer complicates live-cell and mul-
ticolour imaging, as the buffer can be toxic to the cells and not compatible with
other types of fluorescent molecules. Comparative studies are helpful to identify
the most advantageous dyes (Dempsey et al., 2011; Zheng et al., 2014), especially
in the case of multicolour imaging (Lehmann et al., 2015). Organic dyes are often
conjugated to secondary antibodies in order to decorate the structure of interest. In
particular, anti-GFP antibodies allow the imaging of many existing strain libraries.
Immunodetection has the advantage that antibodies bind the target with high speci-
ficity and affinity. Because antibodies are large molecules, cumulating primary and
secondary antibodies lead in localization microscopy to linkage errors arising from
the displacement of the fluorescent molecule with respect to the target protein. The
linkage error can be superior to 10 nm (Mund et al., 2014). In order to avoid linkage
error, single-domain antibodies, called nanobodies, have been used to place the
probe as close as possible to the target (Ries et al., 2012). Another alternative is the
use of direct protein tagging by bio-orthogonal reactions such as SNAP-tag (Keppler
et al., 2004), CLIP-tag (Gautier et al., 2008) or HALO-tag (Los et al., 2008).

Fluorescent proteins Because fluorescent proteins are rather small compared to
antibodies and can be genetically fused with a protein of interest, they display
lower linkage error and better labelling efficiency than organic dyes. However,
fluorescent proteins are less bright than the latter, with a photon budget one order of
magnitude smaller. While their labelling efficiency is much higher than organic dyes,
low maturation rate might lead to non-fluorescent misfolded proteins. Fluorescent
proteins can also exhibit photoswitchable and photoactivatable behaviours. In
particular, some proteins can be reversibly switched between a fluorescent cis and
a dark trans forms (Chozinski et al., 2014). Photoconversion, a shift of emission
wavelength upon irradiation with UV (see figure 1.8-a), is often exploited to switch
the proteins from a dark state (filtered out fluorescence) to a bright state (fluorescence
selected for). A certain degree of switching can also be present in photoconvertible
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proteins such as mEos2 (Annibale et al., 2010) or be induced by caging with a
chemical (as for mCherry Cloin et al., 2017). Several reviews and comparative
studies are also available to help selecting fluorescent proteins for localization
microscopy (Lippincott-Schwartz and Patterson, 2009; Chozinski et al., 2014; Wang
et al., 2014).

Other types of labels Another class of fluorescent labels is related to PAINT
(Sharonov and Hochstrasser, 2006) and BALM (Schoen et al., 2011) approaches.
In these methods, the buffer contains the probes and the blinking originates from
the binding/unbinding or bleaching of the probes onto the structure of interest.
The fluorescence can be increased or triggered by the binding. Alternatively, fluo-
rescent probes in the buffer create a diffuse background while short bindings are
seen as a blinking event. This is the basis for DNA-PAINT (Jungmann et al., 2014).
There, DNA strands (called docking strands) are bound to the target (for instance
via immunolabeling) and complementary strands are coupled with a fluorophore
(imaging strands). The imaging strands are added to the imaging buffer and bind-
ing/unbinding leads to a blinking event, as illustrated in figure 1.8-c. The length of
the common sequence between imaging and docking strand dictates the kinetics of
the binding/unbinding. DNA-PAINT can be used with any type of fluorophores
and leads to extremely bright localization events. In addition, photobleaching is not
a limiting factor as the buffer contains an excess of fluorescent probes. Furthermore,
the sequence specificity allows for easy multicolour imaging by washing the probes
and injecting new ones having a different target (Schnitzbauer et al., 2017).

Finally, because localization microscopy is mostly performed on fixed cells (Allen
et al., 2013), attention should be paid during sample preparation to avoid fixation
artefacts. In addition, as opposed to live imaging (see corresponding section), fixed
cells allow for a much higher effective labelling density.

1.6.3 Conducting SMLM experiments: microscope and analysis

A peculiarity of localization microscopy among superresolution methods is the
simple optical requirement of its microscope (figure 1.9-a). A SMLM microscope
must obey mainly three criterion: high stability, sufficient laser power and efficient
photon collection.

Stability Since the localization precision is in the order of few to tens of nanometers
and the imaging time of minutes to hours, microscopes need to undergo minimal
drift in all three dimensions. Any drift would smear the rendered image. However,
thermal expansion and mechanical relaxation cannot be totally suppressed. Multiple
drift correction methods have been published, including using the localization
positions in post-processing (Dlasková et al., 2011) or live (Elmokadem and Yu,
2015), real-time correction with bright-field images (McGorty et al., 2013), fiducial
markers (Grover et al., 2015; Seo et al., 2016; Ma et al., 2017b) or an electrically
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tunable lens (Seo et al., 2016). A particularly popular method for live axial correction
uses an infra-red laser reflected in TIR (total internal reflection) at the coverslip and
measured with a photo-detector in closed-loop with the objective stage (Jones et al.,
2011). An open-source implementation of the latter system is available online under
the name “PgFocus” (Bellve et al., 2014).

Sample

Objective

Camera

Tube lens

Dichroic mirror

Filter

Excitation
Fluorescence

BFP
BFP

single-mode �ber

Sample

TIR

Evanescent wave

~200nm

(a) (b)

FIGURE 1.9: Localization microscope. a) The simplest form of a microscope for
localization microscopy includes an objective, a tube lens, a dichroic mirror, an
emission filter and a camera. b) In order to achieve TIR illumination, the laser
light must be focused on the edge of the BFP (above the critical angle delimited
by the red circle). As a consequence, the beam emerges with an angle larger than
the critical angle and is totally reflected at the interface. In the sample, only an
evanescent wave is generated, that exponentially decays with the distance to the

interface.

Illumination The laser power used for a SMLM experiment depends mainly on
the type of fluorescent label used. Optimization must be performed beforehand in
order to maximize the number of photons measured per localization event and to
match the speed of the switching cycles with the camera exposure time. Both of
those quantities are intensity dependent. Typically, a flexible microscope should be
able to deliver tens of kW/cm2 at several wavelengths (488, 560 and 640 nm, the
UV activation necessitating much lower intensity), which corresponds to high laser
power in microscopy. A recent way around the high laser cost is to use cheap laser
diodes capable of emitting hundreds of mW (Kwakwa et al., 2016). Additionally,
a useful illumination system includes the possibility to image in total internal
reflection (TIR, Axelrod et al., 1984). A common illumination scheme transmits the
laser light through a single-mode optical fiber, such as built-on fibers in commercial
laser boxes. The laser light is then focused at the edge of the objective BFP, allowing
the beam to emerge from the lens in parallel fashion and with an angle larger than the
critical angle. All of the energy will be reflected at the interface between the coverslip
and the specimen, leaving only an evanescent wave illuminating the specimen close
to the interface (figure 1.9-b). TIR illumination restricts the laser intensity to ∼200



28 Chapter 1. Introduction

nm above the coverslip, thus reducing dramatically the background from out-of-
focus fluorescence. In order to implement TIR, the objective must have a large
collection angle (NA>1.33 for a water solution). Since the analysis procedure in
SMLM is very sensitive to background, TIR has been used extensively (Betzig et al.,
2006; Hess et al., 2006; Sharonov and Hochstrasser, 2006). However, the low laser
intensity at the periphery of the evanescent wave introduces a background haze.
Indeed, there the intensity is not sufficient to switch off or bleach the emitters. TIR
is therefore used only when structures are well separated axially and that efficient
background reduction can be achieved. As an alternative, the focus of the laser can
be shifted in the BFP to image in epi-fluorescence. In both cases, the illumination
resulting from focusing in the BFP has a Gaussian profile. Such illumination leads
to position-dependent photophysics of the molecules. I discuss this limitation and
present an optics-based solution in chapter 3.

Objective High NA objectives are also beneficial to localization microscopy in that
their large collection angle yields a higher number of collected photons, improving
the localization precision. Attention should be paid to choose objectives with low
auto-fluorescence, as it is a source of strong background and is scarcely removed by
the imaging filters. Additionally, the objective used in a SMLM microscope should
be able to sustain the high laser power focused in the BFP. It is often observed that a
tight focus of high intensity laser light can burn holes in the lenses coating within
the objective.

Camera The microscope must be sensitive enough to image single-molecules at
low light. The images are commonly formed on an electron multiplying charge-
coupled device (EMCCD), due to their high quantum efficiency (capacity to trans-
form incident photons into electrons that can then be measured). Recent work has
pushed forwards scientific complementary metal-oxide-semiconductor (sCMOS) as
an alternative type of camera sensor (Long et al., 2011; Huang et al., 2013). Thanks
to technological advances, sCMOS cameras now offer lower noise, large sensors and
high quantum efficiency. In addition, the sCMOS architecture allows for a much
faster frame rate than with an EMCCD. Since the readout noise is pixel-dependent,
more complex noise modelling must be undertaken to properly estimates the num-
ber of photons during analyses of the localization microscopy images (Huang et al.,
2013).

Aberrations correction The quality of a microscope can be ultimately judged by
the shape of the PSF. Aberrations are unavoidable in microscopy due to imperfect
optical components but can be minimized by careful alignment. Residual aberrations
nonetheless degrade the PSF and consequently the localization precision (Coles et
al., 2016). The sample itself is a source of aberrations since it often displays a non-
homogeneous refractive index. In addition, index mismatch between the immersion
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medium and the sample are also a source of aberrations (Hell et al., 1993). Methods
to correct for aberrations have been used in astronomy (Merckle et al., 1989; Rousset
et al., 1990) and can be applied in microscopy as well (Booth, 2007). Aberration
correction relies on two devices: a wavefront sensor and a correction element.
The wavefront sensor (e.g. a Shack-Hartman sensor) measures the departure of the
wavefront from a perfect one by imaging a single “bright star”, typically a fluorescent
bead in the sample or the focus of a laser. The correction element manipulates the
local phase of the wavefront and a closed-loop between the wavefront sensor and
the correction element guides the correction towards a perfect wavefront. In the
so-called indirect sensing scheme, an image-based metrics can be used instead
of the wavefront sensor. The closed-loop with the correction device maximizes
this metric iteratively. Correction elements are usually liquid-crystal spatial light
modulators (SLM) or deformable mirrors (DM). A SLM is based on the electrical
control of a pixel array. Each pixel can change in a controlled manner its different
refractive index value, enabling manipulation of the light reflecting on its back
surface. The most common type of DM consists of a highly reflective membrane
sitting on top of an array of actuators. By changing the height of the actuators, the
distance the light travels before reflection can be changed, imprinting a different
phase to a specific portion of the wavefront. DMs are usually preferred over SLMs
in applications where light intensity is critical. As opposed to SLMs, they are non-
polarization dependent, high reflective and have a faster refreshment rate (kHz
versus hundreds of Hz for SLM). Recently, adaptive optics has been successfully
applied to localization microscopy to correct for both optics-induced (Izeddin et al.,
2012b) and sample-induced aberrations (Burke et al., 2015).

Rotational freedom of the molecules Another source of localization errors is the
rotational freedom of the fluorescent molecules. The emission pattern of an emitter
depends on its rotational mobility and has been shown to lead to large localization
error when its orientation is constrained (Engelhardt et al., 2011; Lew et al., 2013).
While it has been shown that for typical sample, with flexible linkers, that non-freely
rotating molecule constitute a negligible population (Backlund et al., 2013), care
should be taken to image samples without orientation-induced bias. A promising
all-optical solution to the orientation problem is to image only the azimuthally
polarized light (Lew and Moerner, 2014; Backlund et al., 2016), as it does not carry
any bias, as opposed to radially polarized light.

Acquisition The specific steps of a localization microscopy acquisition are label-
dependent, especially in multicolour imaging. However, a rough experiment back-
bone can be defined. Samples are often tagged with a signal specific to some features
of interest in order to get a diffraction-limited overview. This is particularly easy
when the label for the SMLM experiment is conjugated with an antibody against
GFP. There, a GFP image can be obtained to get a rough location of the structures of
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interest. The microscope is subsequently switched to the proper channel where the
blinking of the label can be observed. The experiment consists of acquiring enough
frames to sample the structure. Laser power and buffer need to be optimized to
obtain maximum brightness of the fluorescent molecules and slow bleaching. In the
case of high labelling it is sometimes necessary to pre-bleach the sample with high
laser power to reach a density regime where only single-molecules are observed. As
the experiment progresses, the number of available fluorescent molecules decreases
due to irreversible bleaching. At constant activation rate (for instant constant in-
tensity of the activating laser, generally in the UV), the density per frame is then
declining. In order to speed up the experiment, the density of molecules visible
per frame must be maintained constant while remaining in a non-overlapping
regime. To do so, the pulse-length or the power of the activation laser must be
slowly increased over time. Further increase in the imaging speed can be realized
by resorting to a high density of molecules per frame. This necessitates the use of
special multi-emitter fitting algorithms (Huang et al., 2011; Holden et al., 2011; Cox
et al., 2012). However, such algorithms are usually slow and yield low localization
precisions. Another approach makes use of a fast camera and intensity-dependent
blinking rate (Huang et al., 2013). The latter however is not applicable to most
fluorescent molecules. Aimed at performing live-cell imaging, this method leads to
high phototoxicity.

Analysis While the quality of the labelling, of the probes and of the microscope
are fundamental to a successful localization microscopy experiment, the analysis of
the images should not be disregarded. Many reviews have been published to guide
the users (Rees et al., 2013; Deschout et al., 2014; Small and Parthasarathy, 2014;
Rieger et al., 2014). Many steps of the analysis can introduce artefacts or decrease
the resolution of the final image. The complete process can be described in four
stages: detection of candidate localization events, fitting of the localization positions,
rendering of the localizations and analysis of the statistics/spatial distribution. The
detection step is aimed at identifying local maxima in each image. This step must
be fast and allow for the user to set a threshold to minimize the false-positive
identification of noise or background. Then, small ROIs centred on the candidate
localizations are cut out and run through a fitting algorithm. A variety of fitting
routines have been implemented (Smith et al., 2010; Cox et al., 2012; Parthasarathy,
2012; Babcock and Zhuang, 2017). Preference should go to fast algorithms, such as
those running on graphic cards (GPU) instead of processors (CPU). Care should
be taken that the algorithm reaches the theoretical limit of the Cramér-Rao lower
bound (Chao et al., 2016). Understanding the limitations of the algorithms is of great
importance in order to avoid working outside of their application range. The output
of the fitting routine is often a list of localizations, consisting of the (estimated)
lateral positions, the number of emitted photons, of background photons and the
localization precision. The localization precision is a first approximation for the
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quality of the experiment. It represents the uncertainty at which the positions are
estimated. Since the molecule is usually only seen a few times, the localization
precision is often theoretically calculated according to the number of estimated
photons and background (Thompson et al., 2002; Mortensen et al., 2010). It is
important to make sure that together, detection and fitting, minimize the number of
false positive (adding spurious localization to the final image) and false negative
(reducing the effective labelling density) localizations. Once the fitting is done, a
table of localization has been compiled. Rendering of the final image is done by
representing each localization by a point or a Gaussian at their measure position
(Baddeley et al., 2010). In order to represent the data with fidelity, the intensity
of the Gaussian and its spread can be weighted by the localization precision. To
reconstruct an image with highest resolution, the localizations can be filtered to
only draw the localizations fitted with high precision (low localization precision).
Several softwares have been published, allowing non-expert users to perform these
steps easily (Henriques et al., 2010; Wolter et al., 2010; Köthe et al., 2014; Ovesný
et al., 2014). Several reviews have described the artefacts that can arise throughout
localization microscopy analyses, examples can be found in the following references:
Rees et al., 2013; Durisic et al., 2014; Rieger et al., 2014; Burgert et al., 2015; Erdélyi
et al., 2015.

Quantitative experiments A particularly interesting aspect of localization mi-
croscopy is that the final data is not the rendered image but the localization table.
A vast number of analyses can be performed to extract meaningful information
from such list. Important examples includes implementing schemes to measures the
stoichiometry of proteins (Gunzenhauser et al., 2012; Durisic et al., 2012; Lee et al.,
2012; Puchner et al., 2013; Rollins et al., 2015; Finan et al., 2015; Zanacchi et al., 2017;
Karathanasis et al., 2017), cluster analysis (Sengupta et al., 2011; Veatch et al., 2012;
Sengupta et al., 2013; Rubin-Delanchy et al., 2015; Baumgart et al., 2016; Pageon
et al., 2016; Jiang et al., 2017; Griffié et al., 2016) or spatial averaging to decipher
the organization of protein complexes (Dani et al., 2010; Löschberger et al., 2012;
Szymborska et al., 2013; Holden et al., 2014; Laine et al., 2015). A small discussion of
the impact of the illumination scheme on quantitative studies is present in chapter 3.

1.6.4 Multicolour imaging

The performances of SMLM enable the localization of proteins within cells at the
nanoscale. However, the distribution of a certain protein is often not sufficient to
understand its function or the effect of a certain perturbation on its organization.
Rather, it is sometimes of fundamental importance to image the change in distri-
bution with respect to a protein or a structure of reference. By using a fluorophore
of distinct colour and the proper optical filters, one can easily overlay a normal
wide-field image of a particular structure with a localization microscopy experiment.
In this case, the two images, diffraction-limited and superresolved, can be combined
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to obtain more information. Yet the diffraction-limited image has a much poorer
resolution and precise nanometer-scale distances or clustering of the two proteins
is out-of-reach. The straightforward manner for obtaining multiple colour images
is simply to use fluorescent molecules of distinct emission wavelengths and the
respective filters to separate them. Since localization microscopy relies on a photo-
chemical trick, finding two different molecules with compatible blinking modalities
is difficult. In addition, maximum brightness must be achieved in all colours to
ensure high localization precision.

Alternating and sequential imaging The first two-colour localization microscopy
image was obtained by combining a photo-switchable protein and an organic dye
(Bock et al., 2007). Using sequential imaging, the images of microtubules were
recorded in each colour and then manually aligned. The fluorescent protein led to a
maximum of 200 photons per blinking event, while the dyes emitted as much as 700
photons. Shortly after, the original STORM pairing of cyanine dyes was extended
to multicolour (Bates et al., 2007). Different activator dyes paired with the same
reporter fluorophore can be activated independently using different wavelengths.
By alternatively activating the different pairs, a two-colour composite image of
microtubules and clathrin-coated pits was obtained with small cross-talk. Using the
same reporter dye has the advantage that the exact same optical path is used for
detection and therefore no error is introduced by chromatic aberration or channel
registration. This approach was further extended to the chromatic discrimination
of the reporter, achieving six-colour imaging on an artificial in vitro sample (Bates
et al., 2012). This method suffers however from cross-talk, as organic dyes often
undergo spontaneous activation. Photoactivatable and photoswitchable proteins
were also used together to obtain two-colour images of adhesion proteins and the
actin cytoskeleton with sequential acquisitions (Shroff et al., 2007). The recording
of the photoactivatable protein signal first was a key element of the method as
both proteins were activated at the same wavelength but the photoswitchable probe
could be reversed to a dark state in between the two acquisitions. Image registration
was realized by localization of fiducials emitting in both channels. Such registration
can lead to errors on the order of ten nanometers (Churchman and Spudich, 2012).
Multicolour SMLM has been achieved while imaging two photoswitchable proteins
(Andresen et al., 2008), two photoactivatable proteins (Subach et al., 2009) or two
organic dyes without pairing (dSTORM, Linde et al., 2009).

Ratiometric multicolour imaging Instead of alternating or sequential imaging
(figure 1.10-a), chromatically separated fluorescence can be acquired simultaneously
and split by a dichroic mirror for separate imaging. As in the case of sequential
imaging and subsequent registration, inherent registration errors are present. An
interesting alternative is to image fluorescent molecules with close but slightly
shifted emission spectra (Bossi et al., 2008), as in figure 1.10-b. In this case, the
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FIGURE 1.10: Multicolour imaging. a) Two chromatically separated fluorescent
molecules can be imaged by alternating the activation/excitation, by sequentially
or simultaneously imaging them. b) An alternative scheme, called ratiometric
multicolour imaging, makes use of two very close species and images them both
in two channels simultaneously. c) In ratiometric multicolour imaging, each local-
ization event is identified in both channels and the ratio of the number of photons

measured in each channel allows identifying the species.

fluorescence is also split by a dichroic mirror and imaged on several channels,
typically two. Because the spectra are very similar, the localizations appear in both
channels. By plotting the number of photons measured in the first channel versus the
number of photons in the second channel, one can identify the fluorescent species
by clustering (figure 1.10-c). Indeed, each fluorescent molecule has a different ratio
of transmitted to reflected number of photons with respect to the splitting dichroic.
Therefore, each population will appear in the 2D photon histogram as a cloud
following a linear trend defined by the photon ratio. After identification, rendering
of the final image can be done by using only one channel, circumventing the need
for channel registration and therefore avoiding the subsequent registration error.
Additionally, as the wavelength of the different emitters are close to each other,
chromatic aberrations are minimal. Such a method has been applied to organic dyes
(Bossi et al., 2008; Testa et al., 2010; Baddeley et al., 2011a; Winterflood et al., 2015)
and fluorescent proteins (Gunewardene et al., 2011).

Bottlenecks of multicolour imaging In spite of the high number of publications
presenting pairs or triplets of fluorescent molecules to be used, the multicolour
images remain in most cases of lower quality than single-colour ones. The difficulty
lies in finding a pair of molecules that exhibit similar photoswitching dynamics, duty
cycle and maximum brightness in the same conditions. For instance, imaging of two
fluorescent proteins with distinct emission wavelengths can be prevented by the fact
that, for one protein, the non-activated state is fluorescent at a similar wavelength
than the activate state of the other protein. Furthermore, the excitation wavelength
of one protein can entail activation and subsequent bleaching of the second one,
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effectively decreasing the density of probes and the resolution of the final image.
The buffer used in dSTORM can also induce blinking of fluorescent proteins, in
addition to their laser-controlled switching or activation. The proteins will then
present a different on-off duty cycle period, which can lead to a lower number of
photons per blinking event. Using organic dyes only has some shortcomings. For
instance, chromatically separated dyes can still absorb a non-negligible amount of
light at each other’s excitation wavelength, due to the very high laser power used in
SMLM experiments, increasing photobleaching. In some cases, using alternating
or sequential acquisition circumvents such problems at the cost of substantially
longer imaging times and limited choice of fluorescent molecules. Multicolour is
also scarcely applicable to live imaging in localization microscopy, due to multiple
lasers excitation and blinking buffers. Finally, few fluorophores exhibit exceptional
brightness and fast blinking. They are often in the same chromatic range or require
different buffer for optimal performances (Nahidiazar et al., 2016). Reviews and
articles compiling available probes for multicolour imaging can be found in the
following references: Lehmann et al., 2015; Nahidiazar et al., 2016; Shcherbakova
et al., 2014; Dempsey et al., 2011.

Other approaches Similar methods have been developed that do not suffer from
these shortcomings. A first approach is to image the same fluorescent species conju-
gated with different antibodies. After each round of labelling, a SMLM experiment
is performed until all the fluorophores are bleached, then the next fluorescently
labelled antibody can be introduced. This method has been demonstrated with
primary and secondary antibodies and a pair of organic dyes (Tam et al., 2014) and
the use of a single dye with direct primary antibody labelling (Valley et al., 2015).
While this avoids chromatic aberrations, registration errors and the downsides of
using different fluorescent molecules, the imaging time is very long. The success of
the experiment then relies on the labelling performances of the antibodies and low
drift. The idea of sequential labelling was first demonstrated using fluorescently
labelled oligonucleotides in DNA-PAINT (Jungmann et al., 2010) and exchange-
PAINT (Jungmann et al., 2014). The synthesis and labelling of the imaging and
docking strands is expensive, but DNA-PAINT can lead to high quality images
thanks to its almost infinite probe reservoir. A similar approach, using barcoding
and single-molecule FISH has led to the localization of thousands of RNA species
(Chen et al., 2015; Moffitt et al., 2016b; Moffitt et al., 2016a). Finally, some methods
directly encoded the wavelength in the shape of the molecule’s PSF by using a
spatial light modulator (Broeken et al., 2014; Shechtman et al., 2016) or by imaging
the emission spectrum directly with a prism (Zhang et al., 2015; Dong et al., 2016).
Such optical modalities are fast, since they do not require sequential labelling or
acquisition, but require complex microscopes.

Although cumbersome to achieve, multicolour localization microscopy has
proven precious in studying the organization of mammalian podosomes (Dries
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et al., 2013), the clustering of genomic regions (Boettiger et al., 2016; Wang et al.,
2011) or sub-100 nanometers organization of cell features (Legant et al., 2016).

1.6.5 Extension to the third dimension

Imaging samples in 2D limits the understanding of the structures organization in
space. In localization microscopy, the fluorescent labels are seen as single-molecule
and their image is therefore described by the PSF of the microscope. The increasing
spread of the PSF along z can be used to infer the position, but, to a large extent,
the enlargement is symmetrical with respect to the focus plane. In addition, the
PSF shape changes only slowly with z. If used for 3D imaging, the PSF would thus
yield a very low axial resolution. Therefore, other solutions need to be pursued.
The need to infer the axial position of single-molecules was an early concern in
single-molecule tracking and localization microscopy benefited directly from the
solutions explored, such as the use of an astigmatic lens (Kao and Verkman, 1994) or
bi-plane imaging (Watanabe et al., 2007). The first methods to extract 3D information
in localization microscopy were rapidly published and a vast choice of techniques
is now available. We shall classify them in several categories: PSF engineering,
multifocus imaging and interferometric approaches.

PSF engineering Astigmatism (Huang et al., 2008a) is a simple method as it only
requires the insertion of a cylindrical lens in the detection path. Such a lens focuses
the light in the x and y directions in different planes. As a consequence, while the
PSF remains symmetrical when in focus, it extends in two different directions above
and below the focus plane (see figure 1.11-a, blue). The use of such an astigmatic lens
thereby breaks the symmetry of the PSF with respect to the focus plane. Molecules
at various heights then display different lateral elongations. Fitting of an elliptical
Gaussian gives PSF x and y size estimations. These quantities are then compared
with a calibration curve to infer the axial position well below the diffraction-limit.

Because the axial information is encoded in the shape of the PSF (see figure
1.11-a), such methods are often referred to as PSF-engineering. While the use of
an astigmatic lens is simple and cost-effective, more complex approaches have
been developed. In order to modify the PSF in a controlled manner, a spatial
light modulator (SLM) or a deformable mirror (DM) can be placed in a plane
conjugated with the BFP of the objective in the detection path (see figure 1.11-
b). The local wavefront phase in the BFP plane can be altered by changing the
distance the light is travelling (in the case of DMs) or changing the refractive index
along the path (phase masks and SLMs). The pattern displayed on the modulator
will change the wavefront phase and lead to a new interference pattern, that is to
say a different PSF. Phase changes in the BFP are translation invariant. In other
words, each point in the field of view will appear with the same PSF. Modifying
the wavefront requires precise alignment of the modulator, adding complexity to
the microscope. Furthermore, the use of a modulation element increases the costs.
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While phase-masks are non-adaptive, SLMs and DMs are able to additionally correct
for aberrations and allow for different patterns to be implemented.

A great number of engineered PSFs have been published using such devices.
Because DMs have a low number of pixels, they can only produce simple phase
patterns. DMs were used to implements astigmatic (Izeddin et al., 2012b) and the
so-called tetrapod (Gustavsson et al., 2017) PSFs. Various PSF models were obtained
using SLMs, such as the double-helix (figure 1.11-a, Pavani et al., 2009), the corkscrew
(Lew et al., 2011a), the phase-ramp (Baddeley et al., 2011b), the self-bending (Jia
et al., 2014) or the tetrapod (figure 1.11-a, Shechtman et al., 2014; Shechtman et al.,
2015). In addition, PSF engineering can be used to extract information other than the
axial position, such as wavelength (Broeken et al., 2014; Shechtman et al., 2016) or
dipole orientation (Backlund et al., 2012; Backer et al., 2013; Backer et al., 2014). Since
SLMs are polarization dependent, half of the light must be discarded, decreasing the
localization precision. This polarization dependency can be overcome by complex
optical arrangements (Backlund et al., 2012; Jesacher et al., 2014).

The different published PSFs vary in localization precision, depth and complex-
ity. For instance the astigmatic lens can be chosen to maximize the localization
precision over a short range or to extend this range to a micrometer while decreasing
the overall precision. Analysis of the astigmatic PSF is a simple extension of the
commonly used algorithm, as the PSF remains Gaussian. The tetrapod PSF, how-
ever, is a complex looking PSF (see figure 1.11-a, green), designed to maximize the
information content over large depths, and must therefore be analysed by fitting
a theoretical model or an experimental measure of the PSF. Point spread functions
that are designed to work over a large range tend to have a larger spatial extent.
The main consequence of this is that the density of emitters in each frame must
be accordingly decreased in order to avoid overlapping. This in turns increases
the imaging time. Complex patterns also tend to decrease the lateral localization
precision. The precision with which the molecules can be axially localized using PSF
shaping depends mainly on the information content of the PSF (Badieirostami et al.,
2010). In order to compare the different PSF, one then needs to calculate the so-called
Cramér-Rao lower bound (CRLB). The CRLB corresponds to the lowest value the
localization precision can reach. Comparison of the CRLB for the astigmatic, doulbe-
helix and 6µm tetrapod is shown in figure 1.11-c. Astigmatism (blue) achieves
a good resolution (∼ 20 nm), but has a limited depth as illustrated by the rapid
increase of the precision value. While around the focus the DH-PSF localization
precision (purple) is more homogeneous, it decreases rapidly beyond 1 µm away
from the focus plane. Finally, the 6µm tetrapod PSF performs slightly worse around
the focal plane than the DH-PSF, but displays a constant localization precision over
a large range. Several experimental and theoretical studies have been published in
that respect (Middendorff et al., 2008; Mlodzianoski et al., 2009; Badieirostami et al.,
2010). While the CRLB is a good comparison readout, other parameters should also
be considered such as the optical, experimental and analytical complexities. Since
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FIGURE 1.11: 3D imaging. a) PSF engineering with astigmatism (blue, 0.5 µm
scale bar, 0.8 µm range), double-helix (purple, 2 µm scale bar, 3 µm range) and 6
µm tetrapod (green, 2 µm scale bar, 6 µm range). b) PSF engineering in the BFP.
A pair of relay lenses are used to create an image of the objective BFP directly
onto a wavefront modulator. A lens then re-images the sample onto the camera.
Modifications in the BFP can introduce controlled deformation of the PSF. c) CRLB
comparison between astigmatism (blue), DH-PSF (purple) and 3 µm tetrapod
(green). d) Multiplane imaging is achieved by forming images of the sample
at different height on the detector. This can be achieved with a beam splitter
and different path lengths (Juette et al., 2008, left) or using a multifocal grating
(MFG) and a chromatic correction grating (CCM, Hajj et al., 2014, right). e) Simple
schematic showing the principle of interferometric localization microscopy. Two
objectives focus on the same plane of the sample. The light is collected on both
sides and combined in a three-way beam splitter (Shtengel et al., 2009). The beams
exit the beam-splitter in three directions whose respective intensities, I1, I2 and I3,
are axially dependent. f) Intensities I1, I2 and I3 dependence on the axial position
of the emitter. Each channel intensity is periodical with z. Within an axial slice
of one wavelength, the axial position is uniquely determined by the value of the
three intensities, as illustrated by the horizontal dashed lines. Figure a and c were
adapted with permission from von Diezmann et al., copyright 2017 American
Chemical Society. The original data from figure a was adapted with permission
from Huang et al., copyright 2008 AAS (astigmatism), from Pavani et al., copyright
2009 National Academy of Science (double-helix) and Shechtman et al., copyright

2015 American Chemical Society (tetrapod).
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PSF engineering methods must rely on calibration curves, careful attention should be
paid to depth-induced (McGorty et al., 2014; Carlini et al., 2015) or field-dependent
(Diezmann et al., 2015) aberrations.

Astigmatic imaging encountered a vast success in biological applications owing
to its simplicity. Given good imaging conditions, bright localizations and low
background, the achievable resolution can be sufficient to resolve many biological
systems. Striking examples includes imaging of synapses in brain tissue (Dani et al.,
2010), periodic actin and spectrin structures along axons (Xu et al., 2013; Zhong
et al., 2015) or subdiffraction clustering of genomic regions (Boettiger et al., 2016).
Other PSF have been less used for biological applications, to the exception of the
double-helix PSF in localization microscopy (Lew et al., 2011b) and single-molecule
tracking (Thompson et al., 2010) for instance.

Multiplane imaging Another approach to 3D localization microscopy is to sample
the PSF at different planes in the sample, called multifocus or multiplane imaging.
Instead of focusing through the sample, one can design a microscope capable of
observing the sample at several heights at the same time. The simplest realization
of such scheme is simply a two-channel microscope, where one arm is slightly
longer that the other one, thus introducing defocus (figure 1.11-d, left, Juette et al.,
2008; Ram et al., 2008). In this configuration, the light is split equally between
the two channels. Since the two channels are observing the sample in different
planes, the uncertainty on the molecule position with respect to the reference plane
is lifted. Fitting procedures are identical to 2D imaging to the exception that they
must include two images at the same time. Biplane imaging has been shown to
yield an analogous theoretical resolution as astigmatism by comparison of CRLB
(Middendorff et al., 2008). Multifocus has also been implemented using four planes
in a similar arrangement as biplane using beam splitters (Prabhat et al., 2006) and
a single camera per arm. A different biplane arrangement was realized using two
objectives (Ram et al., 2009), further increasing the complexity of the microscope.
However, focusing by increasing the optical length with high NA objective intro-
duces spherical aberrations (Botcherby et al., 2007). An alternative scheme was
proposed using diffraction gratings to create nine images on a single camera (figure
1.11-d, right, Abrahamsson et al., 2013; Hajj et al., 2014), free of aberrations and
chromatically corrected. Diffraction gratings are responsible for a substantial loss
of light (∼25%) and require precise alignment. Increased depth was realized by
coupling the latter method with astigmatism (Hajj et al., 2016). While biplane with a
single objective is a simple method, extension to a higher number of planes leads
to complex microscope and analysis. Furthermore, the redistribution of light to a
certain number of planes decreases the number of photons per localization events
by the same quantity. Since the axial localization derives from the presence of the
molecule signal in two of the planes, the axial precision is not improved by the
addition of new planes. The depth of imaging is on the other hand extended.



1.6. Localization microscopy 39

Interferometric imaging An impressive development in 3D SMLM is the axial lo-
calization of molecules using interferences. By exploiting a 4Pi optical arrangement,
light from both objectives can be combined and subsequently separated in paths
by a three-way beam splitter (figure 1.11-eShtengel et al., 2009) or by polarization
(Aquino et al., 2011; Huang et al., 2016). In all cases, the light from a single molecule
interferes with itself to give rise to images with different intensities in each arm
(figure 1.11-e). If the molecule is moved axially, the path lengths in each arm change
and so does the ratio of intensities on the different images. Measuring the intensity
on each detector yields the axial position of the emitter, but within axial slice only
(figure 1.11-f). Indeed, because the interferences are periodical, phase unwrapping
must be performed to determine to which axial slice does the molecule belong to.
Then only, is the molecule unambiguously located. In the most recent example, a
DM was placed in each arm of a 4Pi microscope and introduced a certain level of
astigmatism (Huang et al., 2016). The change in lateral size of the PSF then indicates
in which slice of the periodical intensity pattern the emitter is to be found. Mea-
surements lead to the localization in 3D of the molecule within a depth of nearly
10 µm. Interferometric approaches require extremely complex microscopes and
are difficult to operate and maintain. Because the interferences are very sensitive
to distances, the axial localization precision achieved is better than the lateral one
and can be lower than 10 nm. A simpler, single objective, solution has been ex-
plored (Schnitzbauer et al., 2013), albeit with poorer resolution. The exceptional
resolution reached by 4Pi interferometric microscopes has been used to decipher the
axial nanoscale organization of focal adhesions (Kanchanawong et al., 2010; Case
et al., 2015), the mitochondrial nucleoids membrane interactions (Brown et al., 2011;
Kopek et al., 2012) or the distribution of proteins around clathrin invaginations in
mammalian cells (Sochacki et al., 2017).

Three-dimensional imaging has been extensively explored and has proved to
be one of the major axis of development in localization microscopy. Readers will
find an excellent review in Diezmann et al., 2017. Interferometric approaches have
yielded an unprecedented resolution in light microscopy and are a precious tool in
structural studies. However, the complex instruments and analysis required are a
serious drawback to its application, limiting the number of accessible microscopes.
Multiplane and PSF engineering modalities are usually implemented using simpler
microscopes. In particular, biplane and astigmatism are easy to introduce. In theory,
they achieve an axial resolution about three times worse than laterally. Multifocus
imaging with more than two planes is a useful implementation for extended depth
but deteriorates the lateral resolution without gain in axial resolution. PSF engineer-
ing with SLM suffer from a similar drawback due to the polarization dependence of
the phase patterns on the liquid crystal screen. Additionally, while most engineered
PSF have a better range and localization precision than the astigmatic PSF, their axial
precision remains poorer than the lateral one (when the latter is not deteriorated).
In chapter 5, I introduce a new and simple approach to 3D localization.
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1.6.6 Live imaging

Ignoring phototoxicity, SIM and STED microscopy are inherently live-cell compat-
ible. In SIM, imaging occurs at the sub-second time scale, while it can take few
seconds in STED (Minoshima and Kikuchi, 2017). Therefore, many cellular pro-
cesses can be resolved by both methods, imaging length being mostly limited by
the bleaching of the fluorescent molecules. Localization microscopy, on the other
hand, requires the acquisition of thousands to hundreds of thousands of frames.
Sample movement during acquisition will blur the final rendered image and it
will thus lose its resolving power. Each time-slice must be acquired with sufficient
density to resolve nanometer-scale features while imaging at fast enough scales to
maintain a sufficient time resolution. As in the case of STED, SMLM experiments
require high laser power and are therefore subject to phototoxicity (Wäldchen et al.,
2015). Fixed-cell localization microscopy makes extensive use of organic dyes due
to their brightness. The buffer used with organic dyes is often not live-cell com-
patible. Additionally, the proteins are often rapidly exchanged, limiting the use of
immunodetection. A more straightforward approach is to image fusion proteins.
Leaving recovering time in between SMLM frames allows for lower photodamages
and recycling of the fluorescent proteins, increasing the total imaging time. Live-cell
localization microscopy thus requires slowly varying features of interest, high la-
belling densities and photon-tolerant cells. This was first realized to image domains
of the cell membrane (Hess et al., 2007) and adhesion complexes (Shroff et al., 2008),
reaching a reported 60 nm resolution with a frame rate of 25 s. Live-cell PALM has
been applied to single-molecule tracking (Manley et al., 2008), membrane probes
(Shim et al., 2012) and a various number of biological systems such as bacteria
(Biteen et al., 2008; Fu et al., 2010; Wang et al., 2011; Biteen et al., 2012) and yeast
(Laplante et al., 2016).

1.6.7 Application to biological questions

Localization microscopy relies on the combination of carefully optimized factors,
for example a high labelling efficiency and small linker size to image the structure
of interest with fidelity, the use of bright fluorescent molecules in low background
to maximize the localization precision, a microscope with minimal drift, free of
aberrations, and an artefact-free analysis. This does not come together easily and
necessitates good expertise, on the bench side as well as during analysis. Not
every biological question would benefit from imaging in SMLM. An increase in
resolution obtained using SIM or STED might be sufficient and avoids months of
selecting for the right labelling scheme or fluorescent probe. In the case where the
observation of nanoscale features is the missing piece of the puzzle, then localization
microscopy has proven to be extremely valuable, providing access to details beyond
the reach of any other existing method. It is particularly true for protein complexes.
The interaction between a large number of proteins in time and space allows the
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execution of complicated tasks in cells, such as assembling contacts between the
extracellular matrix and the cell cytoskeleton, the mediation of transport between the
cytoplasm and the nucleus, or the internalization of receptors through remodelling
of the membrane. Such macromolecular assemblies can contain hundreds of proteins
while remaining as small as a hundred nanometers. Often, the signal of the entire
complex is contained within few pixels. The ability to resolve the details of the
architecture of such complexes provides invaluable information on the underlying
mechanisms.

Application examples Focal adhesion complexes, for instance, can cover µm2

surfaces but have an axial extent that is smaller than 200 nm. Kanchanawong and
colleagues exploited the extraordinary resolution of 3D interferometry localization
microscopy (iPALM) to image nine of the most prominent proteins of focal adhe-
sions (Kanchanawong et al., 2010). Surprisingly, the core of focal adhesions seems
to be composed of partially overlapping strata. Actin regulatory functions were
hypothesized following the organization of certain proteins.

Using astigmatism and multicolour localization microscopy, Dani et al. have
determined the axial position of ten proteins throughout the synaptic region.

Studying the nuclear pore, Szymborska et al. (Szymborska et al., 2013) real-
ized a tour-de-force by single-particle averaging of the ring-shape distribution of
several proteins within a nuclear pore sub-complex. While the orientation of this
subcomplex was debated, their nanometer measurement of the radial distances of
the imaged proteins helped discriminate between the different models.

Observing what was previously hidden within the diffraction limit has led to
other striking images, such as the periodic structure formed by actin, spectrin and
other interacting proteins along axons (Xu et al., 2013). Such scaffold could provide
axons with a mechanism for large elastic extension capable of sustaining mechanical
strain.

Localization microscopy is also not limited to proteins, but has also been success-
fully applied to the localizations of thousands of RNA species (Chen et al., 2015) or
the organization of chromatin domains (Wang et al., 2016).

The previous examples were cherry-picked among the most impactful appli-
cations of localization microscopy. Many other studies have used this method to
unravel unknown functional and structural details in cell biology and the scope of
application remains wide. SMLM has achieved unprecedented resolution in light
microscopy and benefit from an abundant literature. However, limitations are still
faced. Labelling efficiency is the first and foremost, as immunodetection leads to
partial labelling and unspecific binding, while endogenous overexpression does not
exclude the presence of untagged proteins. While multicolour imaging has been
achieved with different modalities, it is not yet straightforward to perform with high
resolution. Besides labelling, the main obstacles in the way to routine structural
studies are the limited throughput and axial resolution.
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2 | Aim of the study

Localization microscopy is now widely applied in biology, allowing the observation
of the nanoscale organization of sub-cellular structures and protein complexes.
While continuous efforts are being made to develop better fluorescent probes and
labelling schemes, some limitations of localization microscopy can still be overcome
by improving the microscopes themselves. During my PhD studies, I extended
the typical localization microscope toolbox to overcome three of these limitations:
inhomogeneous illumination, low throughput and the lack of a simple and isotropic
3D approach.

In section 3, I describe a new illumination scheme for localization microscopy
that achieves a highly homogeneous intensity across the field of view. Quantification
studies in localization microscopy rely on the hypothesis that all the fluorescent
molecules have similar brightness, blinking and bleaching rates. These quantities,
however, are intensity dependent. The common illumination system that is found in
localization microscopes displays a Gaussian profile and therefore does not provide
a constant power density in the illuminated region. This can lead to serious artefacts
in quantitative studies such as clustering or molecular counting. In order to avoid
such a bias, the field of view is often restricted to the central area. I developed an
illumination system based on a multi-mode fiber and a speckle reducer, achieving
a highly uniform illumination across the field of view. Comparisons of blinking
rates and brightness are shown highlighting the advantages of this new illumina-
tion modality. Finally, I demonstrate the possibility to use total internal reflection
activation together with homogeneous excitation to obtain optical sectioning. This
work has been published in Deschamps et al., 2016.

To increase the throughput of localization microscopy experiments, one can
image faster using sCMOS cameras and high laser power. Unfortunately, this is
not applicable to all fluorescent labels. Another possibility is to increase the density
of single-molecules per frame and to make use of multiemitter fitting routines.
However, the complexity of these algorithms leads to very slow analysis time and
low resolution. Together with Markus Mund, another PhD student in the lab, we
increased the throughput of the microscope by enabling automated acquisition. By
abolishing the need for human intervention, the rate of data acquisition was vastly
improved. This microscope was used to decipher the radial organization of the
endocytic machinery in yeast, in a study to be published on which I am a co-author.
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In section 4, I present my work on the automation of the microscope using advanced
electronic control and a tailored interface within Micro-manager (Edelstein et al.,
2010). A brief summary of the result of our study on endocytosis is provided, in
order to demonstrate the impact of automated localization microscopy.

A vast choice of 3D methods is available in SMLM. Most of the users turn to
astigmatism for its simplicity (a single additional lens in the beam path). Such a
method achieves in practice a much poorer localization precision along the axial di-
rection than laterally. Other methods require a higher level of optical complexity, but
achieve a better precision or a larger depth. In particular, interferometric approaches
reach a better localization precision axially than laterally. Such improvement in reso-
lution comes at the cost of expensive, complex to build and maintain microscopes.
During my PhD, I explored a fundamentally new method to perform 3D localiza-
tion microscopy based on the principle of surface-generated fluorescence. Termed
supercritical angle localization microscopy (SALM), this approach has the potential
to achieve isotropic localization precision in a range of few hundreds of nanometers
above the coverslip. In section 4, I describe the theory of surface-generated fluores-
cence and the simple optical system necessary to implement SALM. I present the
proof-of-principle experiments using DNA-origamis and biological samples. This
work was published in Deschamps et al., 2014. Due to strong diffraction at one of
the optical components, SALM has not achieved its full potential yet. I detail a new
microscope aimed at optimizing SALM using a very high NA objective (NA 1.7)
and adaptive optics.
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3 | Homogeneous illumination

3.1 Introduction

Quantitative fluorescence microscopy is a prime tool to measure the spatial distri-
bution and molecular abundance of proteins. Biases induced by background, noise
or aberrations are important aspects to consider when evaluating the accuracy and
the precision of the measurement (Waters, 2009). Since fluorescence is linear with
the illumination intensity (before reaching saturation), non-uniform illumination
should be avoided or corrected (Zwier et al., 2004). Non-uniform illumination can
indeed cause conflicting measurement outcomes at similar protein concentration
across the field of view, introducing large errors in quantitative studies. In order
to maximize the uniformity of the illumination field, wide-field microscopes are
aligned according to Köhler’s principles (Köhler, 1893). As opposed to critical illumi-
nation where the image of the source is formed in the sample, Köhler illumination
focuses the light in the back-focal plane (BFP) of the objective. This scheme prevents
the inner structure of the light source from appearing in the sample.

In localization microscopy, the laser light is often conveyed through a single-
mode optical fiber. Such fibers have a core size of a few micrometers (<10 µm)
and their output can produce small foci. The light is then focused into the BFP of
the objective, to image either in epi-fluorescence (focus in the undercritical region
of the BFP) or TIR (focus in the supercritical region of the BFP). Because of the
small core size, only one laser mode propagates through the fiber. This mode is
called the fundamental mode and has a Gaussian profile. This property ensures that
whatever the profile of the laser light at the entrance of the fiber and the torsion
of the fiber, the output has a stable Gaussian profile. When the sample is imaged
in epi-fluorescence, the intensity across the field of view is then Gaussian as well.
In TIR, the illumination presents a Gaussian lateral profile (Axelrod et al., 1984) in
addition to its exponential decay along the axial direction. Consequently, both TIR
and epi-fluorescence illumination exhibit a non-uniform intensity profile.

Illumination schemes in localization microscopy are almost always inhomoge-
neous. The effect of non-uniform illumination must be taken into account when
performing quantitative experiments.
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3.1.1 Quantitative studies in SMLM

Because localization microscopy deals with single molecules, the data gathered is a
list of estimated parameters for each localization event. In particular, the data can
be exploited beyond the sole reconstruction of an image for quantitative purposes.

Clustering Localization microscopy can probe the nanoscale organization of pro-
teins, facilitating clustering studies. Several methods have been developed in
order to quantify the degree of clustering, using for instance Ripley’s functions
(Williamson et al., 2011; Rossy et al., 2012; Muranyi et al., 2013; Scarselli et al., 2012),
pair-correlation (Sengupta et al., 2011; Veatch et al., 2012), Bayesian analysis (Rubin-
Delanchy et al., 2015; Griffié et al., 2017), density-based approaches (Nan et al.,
2013; Endesfelder and Heilemann, 2014), Voronoï segmentation (Levet et al., 2015;
Andronov et al., 2016) and nearest-neighbour algorithms (Jiang et al., 2017). Such
analyses are not free from artefacts. In particular, it was shown that the reactivation
of proteins fluorescence mimic nanoscale clusters (Annibale et al., 2011b). Indeed,
blinking molecules can appear several times throughout the experiment and be
identified as different molecules arranged in a small cluster. This leads to severe
overestimation artefacts. To a certain extent, these clusters can be discriminated
from real clusters by analysing the localizations proximity in time (Annibale et al.,
2011a; Spahn et al., 2016) or the spatial distribution profile (Sengupta et al., 2011).
These methods have limitations when the molecules have long-lived dark states
(and therefore reappear after many frames) or when the clusters size is on the order
of the localization precision.

Counting Inferring the number of molecules from the number of localizations is
also made difficult by reactivation. In vitro measurements of distribution of on-times
(number of consecutive frames where the molecule appears) have been proposed
to identify localizations (Annibale et al., 2011b; Gunzenhauser et al., 2012; Puchner
et al., 2013). Other approaches to molecular counting include kinetic models of the
fluorescent molecule (Lee et al., 2012) or of probe attachment dynamics (Jungmann
et al., 2016), stochastic analysis of in vivo traces (Rollins et al., 2015) or model-
independent fitting of the blinking statistics (Hummer et al., 2016; Karathanasis et
al., 2017; Fricke et al., 2015). However, the kinetics of many fluorescent proteins are
unknown and in vivo measurements can strongly differ from those in vitro. Kinetic
models, on the other hand, might be incomplete or not applicable to proteins with
unknown photophysical behaviours. An additional type of method makes use of
constructs with known stoichiometry (Finan et al., 2015) or DNA origami platforms
(Zanacchi et al., 2017) to calibrate the number of localizations per molecule.

Effect of photophysics In all cases, the photophysics of the fluorescent molecules,
in particular the brightness and the blinking rate, has a deep impact on the final
quantitative measurement. Molecules emitting a low amount of photons will have a
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lower probability of being detected, an increased uncertainty on their position and
larger cluster size. Long-lived dark states will cause molecules to reappear later
during the experiment and escape the grouping of localizations in time, leading to
overestimation of molecular counts and cluster size. Slower blinking will cause the
molecules to appear in several consecutive frames, effectively decreasing the number
of measured photons per frame. This will also increase the density of emitters per
frame, leading to overlapping signals. Obtaining uniform photophysics across the
field of view should therefore be a primary concern in quantitative localization
microscopy.

Impact of the illumination intensity The photodynamics of fluorescent molecules
is largely dependent on the local intensity of the excitation light. Since illumination
in localization microscopy usually exhibits a Gaussian intensity profile, uneven
photophysical behaviour across the field of view is encountered. The solution
commonly applied to overcome this problem is to restrict the field of view to the
centre of the illuminated area, obtaining moderate homogeneity. A substantial
portion of the light is then rejected out of the considered area. For instance, the area
defined by an intensity equal to 80% of the peak power contains only 20% of the
total light intensity. Unless the microscope is equipped with lasers of very high
power, which come at a high cost, the field-of-view is restricted to a very small area.

In summary, uneven illumination poses a serious limitation to quantitative
studies in localization microscopy. In this section, I detail a new illumination system
for localization microscopy that achieves a highly uniform illumination, while
preserving all the light at low cost and complexity. Two master students, Andreas
Rowald and Daniel Gerz, assisted me in this project. Andreas made preliminary
tests with the optical path while Daniel joined me in the optimization of the system.
The localization and reconstruction of the data were performed in a custom Matlab
software written by Jonas Ries. Finally, the biological samples have been prepared
by Ulf Matti and Mai Baalbaki. This project has been published in Deschamps et al.,
2016.

3.2 Results

3.2.1 Multi-mode and single-mode fibers

Single-mode optical fibers are not compatible with highly uniform illumination
due to their Gaussian output profile. A straightforward alternative to obtain better
homogeneity is to use a multi-mode fiber (MM). Multi-mode fibers have a much
larger core (>50 µm) than single-mode fibers (SM, <10 µm), as illustrated in figure
3.1-a and 1-b. Regardless of the physical arrangement of a SM fiber, looped or
straight, the output will have a Gaussian profile (see LP01, the fundamental mode,
in figure 3.1-c). In the case of MM fibers, their large core allows the excitation
of many modes (few examples can be found in figure 3.1-c). Consequently, the
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intensity profile along the fiber is the superposition of the profiles of all different
excited modes. However, each mode is propagating at a different velocity (modal
dispersion) and the output profile is not stable. In particular, it varies depending
on the torsions, bending or stretching that the MM fiber undergoes. Changing the
bending of the fiber causes the light to excite the modes with different amplitudes,
resulting in a new output profile. However, the superposition of a high number
of modes results in a profile that is more homogeneous than in the case of a SM
fiber. Furthermore, an important advantage of MM fibers over SM ones is the higher
coupling efficiency. The small core size of SM fibers makes the coupling difficult
and commonly results in a maximum laser coupling efficiency of ∼65%. MM fibers,
on the other hand, reach coupling efficiency values above 90%. In addition, the easy
coupling with MM fibers leads to a higher stability.

(a)

(b)

(c)

Cladding

Core

Input Output

Modes

LP01 LP02 LP11 LP12

FIGURE 3.1: Single-mode vs multi-mode fibers. a) A single-mode optical fiber has
a core size <10 µm. The main property of such a fiber is that only the fundamental
mode can be excited and always results in a Gaussian output. b) A multi-mode
fiber has a much larger core, resulting in the excitation of several modes. The output
is then a superposition of many different modes. c) Examples of several modes
present in round waveguides. The LP01 mode is the fundamental Gaussian mode
observed in circular single-mode fibers, while the others are higher order examples
that can be encountered in multi-mode fibers. The modes were computed using a

code written by Lucian Bojor.

The high laser spatial coherence causes inter-modal interferences, which gives
rise to a pattern of constructive and destructive interferences in the beam profile. This
pattern is commonly referred to as a speckle pattern. Speckles create rapid and small-
scale changes of intensity and would therefore be detrimental to single-molecule
studies. Since MM fibers are used in many different fields, from communication to
microscopy, a large spectrum of reduction strategies have been explored. Examples
include agitation and vibration of a fiber (Inoué et al., 2001; Ha et al., 2009; Fujimaki
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and Taniguchi, 2014; Almada et al., 2015; Kwakwa et al., 2016) or a fiber bundle
(Metha et al., 2012), introducing moving diffusers (Kubota and Goodman, 2010;
Kuratomi et al., 2010; Graetzel et al., 2015) or digital micromirror devices (Akram
et al., 2010). In localization microscopy, agitation has been able to produce a better
homogeneity with the common illumination system (Kwakwa et al., 2016), while
remaining nonetheless far from a uniform illumination.

3.2.2 Optical path

In order to achieve a highly homogeneous illumination, I built an optical system
based on the use of a multi-mode fiber and of a commercial diffusive speckle reducer.
A schematic of the optical arrangement is shown in figure 3.2-a. The illumination
system is composed of two arms; the first arm (figure 3.2-a1) is the multi-mode
homogeneous illumination path, while the second arm (see figure 3.2-a2) is the
commonly used epi-fluorescence/TIR illumination (referred to in this manuscript
as the single-mode path). The MM path makes use of a free-space emitting laser
combiner focused onto the speckle reducer. A lens relay system (two lenses in 4f
configuration, i.e. separated by the sum of their focal length) is used to image the
previous focus onto the entrance of a MM fiber (105 µm core and 0.22 NA). The fiber
is coiled around a post in order to homogenize the output profile. Finding a bending
arrangement that results in a profile as flat as possible, regardless of the speckles,
is an important aspect of this illumination system. A lens at the fiber exit forms an
image of the output at the object plane of another pair of relay lenses. The position
of the fiber exit and the first lens are adjusted to ultimately change the illuminated
area in the sample. The pair of relay lenses after the fiber is used to remove spurious
rays with the help of an iris. The position of the relay lenses is fixed so that the
image of the fiber output is formed once again at the object plane of the last lens.
Since the back focal plane of the last lens is a plane conjugated to the sample, the
image of the fiber output is projected directly in the focus plane of the objective. The
choice of the multi-mode fiber, as well as of the lenses focal length, was done by
calculating the size and divergence of the laser focus on the entrance of the fiber.
The calculation was carried out in WinLens (Qioptik) and took into account the
increase in divergence due to the speckle reducer. The size of the illuminated area
was chosen as to allow for two channels simultaneous illumination on the camera
chip. Because the pixel size is 125 nm, and the chip 512 pixels large, we chose to
illuminate a circular region of 30 µm diameter. The SM path (figure 3.2-a2) consists
simply of a single-mode fiber connected either to the same laser box, or to a single
UV laser, and of a lens placed in order to image the fiber exit to infinity. The last
lens is shared by the two paths, and in the case of the SM illumination, it focuses
the single-mode fiber output onto the BFP of the objective. The fiber exit is placed
on a linear stage, allowing to either illuminate in TIR or in epi-fluorescence. The
illumination arm can be selected by placing or removing a mirror at the intersection.
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Additionally, a dichroic mirror can be placed to use both arms at the same time
using different colours. Details of the components are available in the Methods 7.1.1.
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FIGURE 3.2: A new system for homogeneous illumination. a) This new system
for homogeneous illumination is composed of two arms. The first path (a1), uses
free-emitting lasers focused on a speckle reducer (SR) and coupled into a multi-
mode (MM) fiber to create a uniform intensity profile in the sample. The fiber is
coiled around a post to increase mode-mixing. A 4f relay lenses system is used to
form the image of the fiber output in a plane conjugated to the image plane (IP).
An iris is placed in a plane conjugated to the objective back-focal plane (BFP) to
remove spurious rays. The second arm (a2) is the widely used epi-fluorescence/TIR
illumination system. A single-mode (SM) fiber conveys the laser light that is then
focused on the BFP. The SM fiber can be attached to either a single laser source
or a laser combiner. A dichroic or a fully reflective mirror can be placed at the
intersection of the two paths. b) Intensity profiles obtained with the typical SM
illumination (b1), the multi-mode illumination without speckle reduction (b2) or
the multi-mode illumination with speckle reduction (b3). c) Line profiles averaged
over a thickness of 4 pixels (yellow box in (b)) of the three previous illuminations.
The intensity is normalized for comparison purposes. Reprinted with permission
from Deschamps et al., 2016, Optics Express, manuscript of which I am first author.

3.2.3 Illumination profile

To compare the two illumination modes, I imaged a layer of fluorescent molecules
compressed between two coverslips (<2 µm thickness). As expected, the profile
in the sample of the SM path in epi-fluorescence mode displays a Gaussian shape
(see figure 3.2-b1). The rings present in the image are Newton rings, and arise from
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the interference of the multiple reflections on the coverslips. The profile of the MM
illumination is shown in figure 3.2-b2. Imaging the fiber output directly into the
sample results in a sharp boundary of the illumination, the fiber coiling ensuring a
somewhat homogeneous intensity in the illuminated area. However, laser speckles
appear in the image as small-scale heterogeneous structures. In figure 3.2-b2, the
speckle reducer has been placed in the beam path but has not been activated. This
device holds diffusers in a polymer membrane that is contracting or expanding
following the current applied between electrodes (Graetzel et al., 2015). The resulting
movement is a rapid oscillation (300 Hz) of the diffusers. Placed before the MM
fiber, this speckle-reducer causes fast random changes in the speckle pattern. If the
speckle pattern fluctuates much faster than the imaging speed of the camera (>5
ms), then the pattern averages out. The effective intensity across the field of view,
integrated over one exposure, is then uniform (see figure 3.2-b3). Comparing the
line profile (averaged over four pixels delimited by the dashed box in figure 3.2-b) of
the three illuminations reveals the difference in uniformity between the single-mode
and the multi-mode illumination (see figure 3.2-c). Even without speckle reduction,
imaging the output of a multi-mode fiber in the sample leads to a top-hat intensity
distribution that achieves a much better homogeneity than the Gaussian profile of
the SM illumination. It should be noted that the SM illumination presented here is
the very same that was used previously on this microscope. Finally, the line profiles
of figure 3.2-c clearly demonstrate the effectiveness of the speckle reduction. A
measure of the illumination profiles inhomogeneity can be computed by calculating
the coefficient of variation:

cv =
σ

µ
(3.1)

where σ is the standard deviation of the pixel values and µ is the mean. A
low cv value means that the profile is highly uniform, and inversely. The calcula-
tion yields a value of 34% for the SM illumination, indicating a low homogeneity.
Speckle-reduced MM illumination on the other hand displays a cv value of 2.5%.
Achieve a similar homogeneity with a Gaussian illumination would necessitate to
dramatically increase the size of the illumination, reducing the mean power intensity.
Disregarding the eventual use of strong lasers to compensate for the decreased peak
power, restricting the field-of-view to an area of identical cv value would lead to a
loss of 92% of the total intensity.

This analysis incontestably demonstrates the superiority of the MM illumination
system in terms of homogeneity. However, the speckle reducer induces an increase
of the beam divergence of about 17◦ in total. Such small increase is sufficient to
complicate light coupling with the multi-mode fiber. The coupling efficiency of the
single-mode fiber for each wavelength is about 60 to 65%. Multi-mode fibers are
generally able to transmit >90% of the light at an optimized wavelength. In this case,
the coupling efficiency ranged from 50% (405 nm) to 65% (638 nm, wavelength for
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which the coupling was optimized). The maximal power output obtained with two
638 nm lasers together was 165 mW, which corresponds to a power density (area
of π × 152 µm2) of 23 kW/cm2. Such power density is sufficient to perform fast
imaging with an EMCCD and organic dyes such as Alexa Fluor 647.

3.2.4 Application to localization microscopy

The importance of illumination uniformity depends on the response of several photo-
physical parameters of the fluorescent molecules to the local light intensity. In order
to compare the two illumination modalities, I imaged in localization microscopy
the same cell region sequentially with both illumination profiles. The laser power
was matched at the exit of both MM and SM fibers to allow for fair comparisons.
The cells were fixed and their microtubule cytoskeleton was immunodetected with
antibodies conjugated to Alexa Fluor 647, and imaged in a dSTORM buffer. Micro-
tubules can be densely labelled while Alexa Fluor 647 is bright and blinks multiple
times, allowing for long experiments. I imaged first the microtubules with the MM
illumination, as the uniform intensity profile ensures an equal depletion throughout
the field of view, then with the SM epi-fluorescence mode. Another MM illumination
was finally performed to confirm the results of the first multi-mode experiment.
Each experiment ran for 40000 frames, yielding enough localization events (∼ 106

ungrouped localizations) to draw statistically significant results. The analysis was
carried out on a custom made Matlab software, including: detection of the blinking
events, fitting of the localizations, filtering of spurious localizations and rendering of
the image. Several parameters can be investigated to compare the two illumination
schemes. The first one I examined is an estimation of the blinking rate: the frame
on-time, which is the number of consecutive frames a molecule appears. To identify
the molecules across frames, the localizations are grouped according to a spatial (50
nm) and temporal (consecutive frames) cluster. A molecule that spends a substantial
amount of time in its bright state will appear in multiple frames, while the exposure
time of the camera is usually set in order to have the molecules appearing in average
in 1.5 frames only. In figure 3.3-a, the superresolved image of the region of interest
is shown for SM illumination. The localizations are colour-coded according to the
median of the on-time in their neighbourhood (defined by a 50 nm square). The
intensity profile in figure 3.2-b1 nicely translates into the spatial distribution of the
on-time (figure 3.3-a). The periphery of the field-of-view, where the intensity is
low, contains slow blinking localizations (more than 6 consecutive frames), while
the peak intensity region in the centre is composed of fast blinking molecules (<2
consecutive frames). The region of homogeneous on-time in this image is about
half the size of the field-of-view, with a 6-fold increase in on-time throughout the
illuminated area. In the case of the MM illumination, the same analysis leads to
the image displayed in figure 3.3-b. Because the intensity profile has a very sharp
boundary, the illuminated area is well defined. Here, the on-time is uniform across
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the field-of-view, spanning an effective area twice the size of the one obtained with
SM illumination.
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FIGURE 3.3: Effect of the illumination on the molecules photophysics. a) Super-
resolved image of the microtubule cytoskeleton in a U2OS cell, immunodetected
with Alexa Fluor 647 conjugated anti-tubulin antibodies, and imaged with the SM
illumination. The localizations are colour-coded according to the median of the
localization on-times in their 50 nm neighbourhood. The colour-coding ranges
from a on-time of 1 to 6. b) Same as a), albeit using the MM illumination. c) The
mean photon count along the x-direction in the yellow box drawn in a) and b),
averaged over the y-direction, for both illumination systems. The standard de-
viation is illustrated as a transparent surface. d) Same as c) for the localization
precision. Reprinted with permission from Deschamps et al., 2016, Optics Express,

manuscript of which I am first author.

Another quantity to consider is obtained directly from the fitting algorithm:
the brightness of the localization events. A slow blinking distributes the total
number of photons over several frames, and a lower number of photons reduces the
probability to be detected as well as the localization precision. The mean photon
counts across the field of view of the previous images, averaged over the thickness
of the boxes drawn on figure 3.3-a and 3-b, are compared in figure 3.3-c. The spatial
dependency of the brightness follows once again the intensity profiles of figure 3.2-b.
Localizations in the periphery of the SM illuminated area have half the photon count
of the localizations located in the centre. This drop in brightness is not observed
with the MM illumination. Since brightness is one of the major contributions to
the localization precision, the same tendency is observed in this case (figure 3.3-d).
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The localization precision value increases from the centre to the outermost region
by about 20% with SM illumination. It remains roughly constant with uniform
illumination.

Such analyses clearly highlight the effect of the local light intensity on pho-
tophysical parameters. In particular, the blinking rate and the photon count are
heavily impacted by uneven illumination. Quantitative approaches in localization
microscopy rely on the measurement of such parameters and can be biased by the
discrepancy between sub-regions. For instance, counting analyses are very sensitive
to the number of frames molecules appear in. In such measurement, the SM illumi-
nation would lead to different results in the outermost region than in the centre of
the field of view. Clustering measurements also depend on the localization precision
and larger clusters might be measured in the periphery of the SM illumination. The
highly homogeneous illumination presented here is not subjected to such bias. This
system is therefore a necessary addition to any microscope dedicated to quantitative
localization microscopy. One major drawback, however, is that TIR illumination is
not possible with the current MM illumination path only.

3.2.5 Optical sectioning with homogeneous excitation

The optical system I built consists of two different arms: a homogeneous illumination
using a multi-mode fiber and an epi-fluorescence/TIR illumination path. Since
the two systems coexist, they can be used simultaneously by inserting a dichroic
mirror at the intersection and using light of different wavelengths. I reasoned
that activating in TIR could be sufficient to obtain axial sectioning of fluorescent
molecules with low self-activation rates. This is the case for photoactivatable proteins
such as EosFP variants, e.g. the dimeric tdEOS (Wiedenmann et al., 2004) or the
monomeric mEos3.2 (Zhang et al., 2012), as opposed to most organic dyes. The
low self-activation rate ensures that the molecules fluorescence will be observed
as a result of the activation light only. Therefore, exciting the molecules with the
MM path (561 nm) should give the benefits of homogeneous illumination (uniform
photophysics across the field of view) while activating (UV) with the SM illumination
in TIR should lead to optical sectioning. The feasibility of confined activation was
previously exploited with a light-sheet illumination in York et al., 2011.

To test this scheme, I imaged two different mammalian cell samples: clathrin
light-chain fused with mEos3.2 (Huang et al., 2013) and an actin-binding peptide
(LifeAct, Riedl et al., 2008) fused to tdEOS. Both samples were imaged in D20 buffer
(Ong et al., 2015). The experiments compared [MM activation; MM excitation] with
[TIR activation; MM excitation] on the same region of interest. Once again, the
MM activation was carried out before the TIR activation, as to not introduce bias
due to the uneven activation of TIR. I switched from MM activation to SM-TIR
activation halfway through depletion to obtain a comparable density of fluorescent
molecules. Figure 3.4-a is a superresolved image obtained by overlaying the result
of the MM and the SM activation experiments. Several clathrin-coated pits are
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present with the characteristic ring-like projection of the invaginations. The two
experiments, MM excitation with either MM or SM-TIR activation, are colour-coded
in red and cyan respectively. A magnified image of the boxed region of figure 3.4-a
is shown in figure 3.4-b1. The signal from each pit colocalizes well between the two
colours, sometimes completing each other. Figure 3.4-b2 and 3.4-b3 are the single
colour images from the same sub-region. It becomes clear by comparing the two
single-colour images that the clathrin-coated pits of the lower side of the plasma
membrane are present in both images (stars), while the sites belonging to the upper
membrane are only seen in the MM activated image (arrows). This observation
confirms the prediction that SM-TIR activation alone can lead to optical sectioning.
Some localizations are present in sites of the upper membrane with TIR activation.
These residual events are the consequence of self-activation and are unavoidable.
However, these localizations do not hamper any analysis of the region of interest
due to their negligible weight in the image.
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FIGURE 3.4: Recovering TIR capabilities with homogeneous excitation. a) Super-
resolved image of a U2OS cell expressing clathrin light chain fused with mEos3.2.
The image is the superposition of the localization collected with the SM-TIR activa-
tion (cyan) and the MM activation (red). In both cases, the excitation was carried
out with MM illumination. b) Magnified image of the sub-region highlighted by
the yellow box in a), for the overlay of the two activation modalities (b1), the MM
activation alone (b2) or the SM-TIR activation (b3). Arrows indicate features that are
observed only with the MM activation, while the stars denote features appearing
with both activation. c) Same as in a), albeit with U2OS cells expressing LifeAct
fused to tdEOS. d) Same as in b). Reprinted with permission from Deschamps et al.,

2016, Optics Express, manuscript of which I am first author.
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I repeated this experimental result by carrying out a similar study with the actin
cytoskeleton. Figure 3.4-c shows an overview of an actin region in two-colour, once
again with the MM activation in red and the SM-TIR in cyan. The two colours
colocalize strongly in patches of actin close to the coverslip. Signal collected with
MM activation appears in between the patches, indicating fibers away from the TIR
range. The MM activated image gives a more complete picture of the cytoskeleton,
while the SM-TIR is limited to the vicinity of the coverslip. Magnified images (figure
3.4-d) confirm the analysis by examining a small sub-region. The patchy zones of
the SM-TIR activated image can also be seen in the MM activated one (stars), which
is not the case for the signal located further away from the coverslip and therefore
only seen using MM activation (arrows).

The comparisons of biological structures imaged with either MM or SM-TIR
activation showed strong evidence that TIR activation is sufficient to realize optical
sectioning. This was achieved with two different samples, clathrin-coated pits and
actin. Exciting the molecules with the MM illumination scheme has the advantage
that a uniform intensity is delivered across the field of view, and consequently leads
to a homogeneous photophysical behaviour over the entire illuminated area. In
addition, all the light intensity is used for excitation, as opposed to the need for a
restricted area in the case of SM excitation.

Furthermore, TIR excitation exhibits an exponential decay in the axial direction.
Such intensity decrease implies that the low light levels at the periphery of the
evanescent field will prevent the bleaching of fluorophores, resulting in a strong
background haze. Using MM excitation, bleaching occurs at the same rate, regardless
of the axial and lateral position of the molecules. While the MM path presented in
the previous section cannot yield optical sectioning, coupling it with activation in
TIR using the SM path recovers the sectioning capabilities of TIR. It should be noted,
however, that such a scheme is only applicable to fluorescent molecules that have a
low self-activation rate.

3.3 Discussion

Since localization microscopy provides direct access to the single molecules compos-
ing the sample, quantitative studies can in principle extract precious information
about the stoichiometry and nanoscale organization of protein complexes. A large
number of tools has been developed to count molecules, decipher the organization
of structures smaller than hundred nanometers or analyse cluster sizes. All these
methods ultimately rely on the photophysical behaviour of the molecules during
the experiments. As was shown here, the illumination scheme widely used in local-
ization microscopy leads to position-dependent photophysical behaviours across
the field of view, which needs to be taken into account in any quantitative analysis.



3.3. Discussion 57

New homogeneous illumination system In this section, I detailed a new illumi-
nation scheme that achieves a highly homogeneous illumination across the field
of view. The main components are a multi-mode fiber and a commercial mode-
scrambler. The output profile of multi-mode fibers is largely dependent on the
spatial arrangement of the fiber itself, and bending the fiber can help maximize its
homogeneity. However, the interference between the different modes causes the
apparition of granular pattern called speckles. The speckle pattern is very sensitive
to movements of the fiber or changes in the light input profile. Therefore, it can be
averaged out over the time of an exposure by inducing fast fluctuations. I used a
speckle-reducer composed of diffusers, bound to a polymer membrane and oscillat-
ing at 300 Hz, to scramble the light before the fiber input. As a result, the speckle
pattern fluctuates much faster than the time it takes the camera to record an image
(>5 ms). Effectively, the averaged intensity is then uniform across the illuminated
area. An additional novelty of this system is that the MM fiber output is imaged
directly into the sample. This has several advantages: sharp boundaries of the illumi-
nated area, use of all the available light in the field of view and no risk of damage to
the objective. I have shown that this system is superior to the common illumination
scheme by analysing the profile of the intensity in the sample. I analysed as well as
the distribution of several important photophysical parameters: on-times, photon
counts and localization precision. In each cases, my illumination system displays a
far better homogeneity than the other one. However, this new illumination scheme
does not allow for optical sectioning. To overcome this limitation, I implemented
the MM illumination system in parallel to the common TIR optical path. The two
systems are not optically exclusive and a dichroic mirror can be placed at the in-
tersection of the two paths. I exploited this possibility and carried-out, to the best
of my knowledge, the first experiments achieving homogeneous photophysics and
optical sectioning. This was achieved by using in parallel MM excitation and SM-
TIR activation. The homogeneous illumination system is composed of inexpensive
optical components and can easily be implemented on commercial and custom-built
microscopes. Nonetheless, it suffers from a moderate coupling efficiency caused by
the divergence increase at the speckle reducer. This limits the output intensity to
about 65% of the input (a value similar to a single-mode fiber). One way around
this is to use higher laser power sources, such as cheap high power laser diodes (∼
1 W for 100 euros). I am currently investigating the possibility to add them to the
current scheme. In addition, the speckle reducer has a limited lifetime if used too
frequently. Here, the illumination system has been used in high-throughput studies
(see Chapter 4), which led to a change of the speckle-reducing component every six
months. Yet, it should be noted that in such study the microscope ran continuously
for extended periods of time (days, nights and weekends). Finally, the imaging
speed is limited to 5-10 ms by the speckle reducer.
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Other approaches During the writing process and after publication of our article
(Deschamps et al., 2016), several related studies have been published. Georgiades
and colleagues (Georgiades et al., 2016) used the same speckle-reducer, albeit with-
out a multi-mode fiber. Their illumination displays an improved homogeneity of the
common Gaussian profile, reducing small-scale intensity variations. Nonetheless,
it suffers from the drawbacks related to Gaussian illumination, in terms of overall
uniformity and its consequences for quantitative analyses. A similar work, aimed
at describing a simple and cheap microscope, made use of a rotating diffuser for
the same effect (Ma et al., 2017a). Kwakwa and co-workers (Kwakwa et al., 2016)
presented a low-cost TIR illumination scheme comprising cheap, yet powerful, laser
diodes and multi-mode fibers. The use of cost-efficient laser sources is facilitated by
the multi-mode fiber. The speckle pattern was reduced by vibrating the fiber, and
since the image of the multi-mode fiber output was formed in the BFP, it achieved
relative homogeneity (see supplementary figure 2, Kwakwa et al., 2016). The laser
light cannot be focused as tightly with a multi-mode fiber as with a single-mode fiber.
Consequently obtaining TIR illumination requires shifting the multi-mode output
image to the very boundary of the BFP. A substantial portion of the light is then
sacrificed, as it is not transmitted to the sample. Zhao and co-workers (Zhao et al.,
2017) used a custom-made multi-mode fiber combiner coiled around a vibration
motor to deliver a highly homogeneous illumination over the entire chip of a sCMOS
camera. Since sCMOS are capable of much faster frame rate than EMCCD, they used
Alexa Fluor 647 dye combined with high laser power to reach 0.5 ms exposure time.
In their study, the output of the fiber was also focused in the sample. An earlier
study achieved homogeneous illumination with sCMOS using a different approach
(Douglass et al., 2016). Douglass and colleagues exploited a rotating diffuser and
two consecutive microlens arrays. While this system requires more expert alignment,
a software was provided to guide the user. Such a system has already been used for
biological studies (Vancevska et al., 2017). Expanding the illuminated area mapped
on the camera chip can increase the throughput of localization microscopy, at the
cost of the mean laser intensity. The laser power can be increased to compensate for
this loss. However, cheap laser diode sources are not widely used, while commercial
lasers designed for microscopy and able to deliver 1 to 2 W laser power come at a
high cost. In this respect, Douglass and colleagues imaged a 100× 100 µm2 region
using 1 W laser power (10 kW/cm2), while Zhao and co-workers delivered 1.5 W
on an area of 200 × 200 µm2 (3.75 kW/cm2). The power density in both cases is
much lower than what I obtained with a small field of view and maximum power
(23 kW/cm2). Obtaining comparable power density would require more than 2
W laser intensity in the case of a rectangular illumination area of 100 × 100 µm2.
Such density is not required for every experiment, but should be available in or-
der to not be limiting. A drawback of using very high laser power, is the strong
objective autofluorescence that can arise. In turns, this autofluorescence increases
background and degrades the final image. In addition, Zhao and colleagues used a
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water-dipping objective with low NA (1.2) in order to image a large field of view.
The use of low NA objective leads to a lower localization precision than the one ob-
tained with high NA. In all cases, a compromise must be found between illuminated
area and total delivered power. Finally, another interesting approach employed a
waveguide to create a half-millimetre wide TIR-illuminated area (Diekmann et al.,
2016). For the moment, this method is limited in its localization precision by the use
of a water objective, an illumination degraded by speckles and detection from the
non-illuminated side of the cells.

In conclusion, quantitative approaches in localization microscopy are limited by
the uneven intensity profile resulting from the widely used Gaussian illumination.
Here, I presented a new illumination scheme capable of achieving high uniformity
of the laser intensity across the field-of-view. This system is easy to build and
based on inexpensive optical components. In particular, its homogeneous profile
overcomes the limitation pertaining to illumination-induced bias in quantitative
studies. Current efforts in the lab are focused on improving the coupling efficiency by
substituting the speckle reducer by a vibrating motor and using cheap, yet powerful,
laser diodes. Nevertheless, homogeneous illumination systems are an important
step in the development of the next generation of localization microscopes, and
should in the near future be a standard feature of any custom-built or commercial
instrument.
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4 | High-throughput superresolu-
tion microscopy

4.1 Introduction

Technological developments have deeply impacted the field of light microscopy.
Computer control, fast cameras, ever-increasing computational power and storage
capacity have led scientists to produce an unprecedented amount of data. Auto-
mated microscopy is a promising direction of further developments, as it avoids the
tedious and repetitive tasks of setting-up similar experiments in a row. Advances in
automation are not limited to the experimental procedure alone, but also encompass
sorting, analysing and storing the accumulated data (Pepperkok and Ellenberg,
2006; Wollman and Stuurman, 2007). Carrying-out experiments automatically gen-
erates large volumes of data and bottlenecks in image analysis and data transfer
are rapidly reached. By recording a large number of experiments, high-throughput
microscopy presents numerous advantages. For instance, by sampling the biological
variability, better models can be built. The statistical power of large-scale imaging
can determine if an observation is significant or analyse a vast number of experi-
mental conditions at once. Likewise, capturing rare events is facilitated by the shear
number of recorded experiments. Particularly, feedback between the microscope
and an image-based algorithm helps speeding-up imaging by limiting acquisitions
to regions displaying the features of interest. Finally, removing manual intervention
dramatically improves the amount of data acquired and analysed per user hour.
Hindrances to successful high-throughput applications are found at every step of
the process: samples need to be stable over long times, flexible experimental de-
sign must be available, precise analyses and sorting of the data must be applied to
prevent the accumulation of worthless statistics, and so forth.

The need for automation in localization microscopy As opposed to wide-field,
localization microscopy requires thousands of images to create one final reconstruc-
tion. Consequently, experiments can range from fifteen minutes to several hours.
Efforts to increase the acquisition speed have prompted the use of faster cameras
(sCMOS) and high laser power, obtaining rapid imaging (Huang et al., 2013). How-
ever, such experimental conditions are not applicable to most fluorescent labels.
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Automation of localization microscopy experiments is therefore an attractive way to
increase the effective throughput. Beyond the improved data acquisition speed, the
accumulation of a larger number of experiments is particularly relevant to SMLM.
Since stochasticity plays a central role in the method, a single image often does not
contain enough information to infer structural organizations. At the scale of tens of
nanometers, labelling efficiency, misfolding of the fluorescent molecules, biological
variability and photophysical processes give rise to random samplings of the real
structure. As a consequence, structural studies cannot be performed on the basis of
a few images, especially when combined with particle averaging.

Studying clathrin-mediated endocytosis in yeast One of the main systems stud-
ied in our group is clathrin-mediated endocytosis (CME) in yeast. CME is an
essential cellular mechanism for the uptake of molecules at the membrane and
subsequent signalling. It involves more than 50 proteins in yeast and occurs at a
scale smaller than the diffraction limit. Since the structural organization of CME is
not known and macromolecular machines are inherently stochastic, a large number
of proteins must be imaged in order to infer its spatial arrangement. High resolution
imaging of a CME site requires to maximize the labelling efficiency, prompting the
use of fused fluorescent proteins. Since the endocytic process occurs at a time-scale
too fast for live-cell localization microscopy, fixation is required. A typical field of
view (30× 30 µm2) can contain up to 30 cells. However, the large curvature of yeast
cells means that only very few sites are visible per cell. Depending on the specific
protein abundance, the result of one experiment can consist of a single CME site in
focus. Additionally, CME is a highly dynamic process. A consequence of its rapid ex-
ecution is that the various sites are imaged at different stages of endocytosis and are
thus in distinct spatial arrangements. In order to sample al the time points equally
and to draw an accurate picture of the CME organization by radial averaging, thou-
sands of sites need to be collected for each protein. Gathering such a large amount
of data would require hundreds of experiments per protein, performed in the same
conditions, far beyond the capacity of a single experimenter. To nevertheless gather
such large sample, we decided to develop high-throughput imaging for localization
microscopy. Unsupervised imaging and automated analyses reduce the user time
per experiment, enable collection of an abundant number of experiments, ensure
equal imaging conditions if properly controlled and allow studies at a much larger
scale.

Automating localization microscopy While many aspects of automation can be
directly transferred from wide-field microscopy or confocal imaging, some peculiar-
ities of localization microscopy require specific attention. The success of a SMLM
experiment relies particularly on the choice of labels, the fixation protocol and the
buffer. The blinking conditions of the fluorescent molecules must be stable enough
to perform equally throughout the many experiments. This is for instance difficult
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to achieve for more than two hours with dSTORM buffers. Additionally, localization
microscopy is very sensitive to drift at the tens of nanometers scale. The microscope
must then be optimized for minimal drift and incorporate focus stabilization. Flexi-
ble imaging is achieved with microscopes that grant access to all their devices and a
computer program allowing the user to design different types of experiments. One
specificity of localization microscopy is the use of an activation laser (often in the
UV range). The activation laser power must be gradually increased throughout the
experiment in order to maintain a sufficient emitters density per frame. Its power
must then be reset in between every experiments, imposing a particular requirement
on the control software. In addition to the localization microscopy experiments,
other types of images can bring precious information, such as GFP channel images
or z-stacks. Finally, the amount of data expected from high-throughput localization
microscopy is such that data analysis must be automated as well, preferentially
using GPU-accelerated algorithms to localize the emitters (Smith et al., 2010), and
care must be taken to establish compression and storing pipelines.

In this chapter, I describe my work as part of a collaborative effort with Markus
Mund, another PhD student, to establish a high-throughput localization microscopy
pipeline. The unsupervised acquisitions and semi-automated analysis have permit-
ted the quantitative study of the radial organization of 23 CME-involved proteins in
yeast. This work is the subject of Markus Mund’s PhD thesis. He established the
strains and optimized the sample preparation and imaging conditions. Together, we
defined and tested the instrumentation requirements for the project. The microscope
was designed by Jonas Ries, and built by Jonas, Markus and me. In particular, the
microscope includes the homogeneous illumination I implemented and presented
in the previous chapter. I wrote the control interface and the algorithms as a Micro-
manager plug-in (Edelstein et al., 2010), in addition to the adapters required to
communicate with the various devices. I designed and wrote the electronic system
and its firmwares. The sample preparation and imaging was performed by Markus,
helped by Jan van der Beek and Jooske Monster, two interns in the lab. The analysis
pipeline was established by Jonas and Markus. Finally, I developed a scheme for
data compression, sorting and storing. The script for data storage was tested by
Markus, and later refined together. Bálint Balázs, another PhD student at EMBL,
developed the B3D compression algorithm which I helped optimizing by analysing
the effect of the compression on localization microscopy data (Balázs, Deschamps et
al., submitted, 2017).

4.2 Results

The acquisition, analysis and storage of microscopy images results in a complex
interaction between several distinct units: the microscope, the electronics, the com-
puter, the server and of course the user (see figure 4.1). The user oversees the various
processes through interfaces hosted by the computer. The latter communicates with
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the microscope devices directly, or through the electronics. The electronic layer
can fulfil different functions, such as monitoring parameters or triggering devices,
independently of the computer. Analyses are carried out within the computer, in
most cases the same one used for microscope control, before being stored on a server.

Microscope
Computer

Server

Electronic layer
User Retrieve data

Interface

Trigger &
measure

Control &
feedback

Control & feedback

Compress &
store dataAnalyse

data

FIGURE 4.1: The different layers of communication and data exchange involved in
modern microscopy.

Establishing a high-throughput pipeline in microscopy requires to automate
most of the communication and tasks of the different units. The computer must con-
trol the microscope without the user involvement beyond the initial configuration.
Continuous feedback and synchronization between the microscope, the electronics
and the computer help carrying-out the experiments according to a certain design
automatically. Because of the humongous amount of generated data, automated
compression and storing must often be set-up. Therefore, several complementary
layers must be engineered: computer control of the microscope devices and electron-
ics, user interface allowing design and oversight of the measurements, an application
capable of carrying-out flexible experimentations and an effective storage pipeline.
In the next sections, I will describe my work in building efficient and robust systems
for each of these categories. An additional layer required is automated analyses,
which are usually tailored to the investigated system. I will only briefly mention
what was established in the lab in the case of the study of yeast CME.

4.2.1 Hardware control

Computer control of the microscope devices is the first step towards automation.
Motorizing certain aspects, such as filter insertion, increases its flexibility and pos-
sibilities to adapt its state to the experimental need. A typical microscope in lo-
calization microscopy is rather simple and only few devices need to be computer
controlled (see figure 4.2). The most obvious device interfaced with the computer
is the camera, which gets triggered, records frames and subsequently streams the
images directly to the computer hard drive. The power of the lasers is in most cases
regulated through a computer interface as well. While the position of the stages can
be adjusted manually through a controller, they can also be set via communication
with the computer. Electronic filter wheels are a useful addition to any microscope,
allowing for automatic imaging of different channels. Several elements can be
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coupled to servomotors in order to change their position or trigger their insertion.
This is the case for instance for the cylindrical lens for 3D imaging in localization
microscopy, the Bertrand lens to image the objective BFP or beam blockers to stop
residual laser light. Another example is the TIR lens: lateral movements of the lens
permit to switch from epi-fluorescence to TIR illumination and inversely. Communi-
cation with electronic devices can also help monitoring certain parameters, as in the
case of the widely used focus stabilization in localization microscopy: the signal of
the quadrant photo-diode (QPD) is directly translated into focus position. Computer
control of device properties and motorized elements enables precise tailoring of the
microscope state to the need of the experiments, and thus more flexible experimental
design.

Lasers BFP lens

Filter wheel

Camera

XY stage

Z stage

QPD

Beam stops

3D lens

TIR lens

FIGURE 4.2: Computer controlled elements of a microscope. Dash lines indicate
lateral movements. The device control can take the shape of a simple feedback
(QPD signal, stages positions), data streaming (camera) or positioning (lenses, filter

wheel, beam stops).

Micro-manager Devices are often shipped with their own user interface, allow-
ing the adjustment of a wide range of properties. This is the case for instance
with lasers. However, automation of the microscope requires the devices to be
controlled by the same program. Fortunately, communication protocols are usu-
ally also delivered by the manufacturers, allowing experienced users to build their
own program for device control. Communication usually takes the shape of an
exchange of serial commands (RS232 or USB). Several existing software includes
ready-made adapters for a large range of devices. Commercial solutions, which are
usually expensive, include LabVIEW (National Instruments) or MetaMorph (Molec-
ular Devices). Micro-Manager (µM, Open Imaging) has emerged as a successful
open-source alternative (Edelstein et al., 2010). Device adapters for µM are mostly
contributed by the community, giving rise to an increasing device support. For the
compatible devices, µM is usable right away and does not require any coding skill.
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It includes in particular an acquisition engine for multiplexed acquisitions in time,
z-stacks, channels and different positions. The images can be streamed directly to
the hard-drive or a server. Several plug-ins are present, allowing for stage control or
tiling. Furthermore, experienced users can write their own plug-ins or design their
own experiments thanks to a scripting panel. In order to have access to the devices
on the microscope, I programmed several device adapters for µM, and modified
others to exploit the full potential of the corresponding instruments. In particular, I
wrote an adapter for the SmarAct HCU-3D stage, that has been included in the µM
source-code and is used by several other groups. I also extended existing adapters
such as PI GCS (objective stage) to include an option for focus stabilization, the
Omicron laser to add safety check preventing crashes and I largely extended the
Aladdin syringe pump adapter to make use of a wider range of possibilities (e.g.
more than one pump, custom pumping programs, synchronization between pumps).
The Omicron and Aladdin device adapters will be submitted for inclusion in µM in
the near future, due to their potential usefulness to the community. The Aladdin
adapter has already been intensively used by Thomas Chartier, another PhD student,
to investigate sensory responses of annelid worms in a microfluidic system.

Electronic layer Another important aspects of microscope control is the electronic
layer. Preferentially constituted of a single electronic board, the microscope elec-
tronics has several functions. An important task is to update the computer on the
evolution of sensors feedback. In localization microscopy, the focus stabilization
often makes use of a quadrant photo-diode (QPD). The electronics can monitor the
value of the QPD signals and inform the user about the live axial drift correction.
Electronic boards can also be used as a bridge between motorized devices, that are
not equipped with their own controller, and the computer. This is exploited for
example to move optical elements with cost-efficient actuators such as servomotors.
Finally, the electronics can carry-out rapid tasks without the intervention of the
computer, as in the case of laser triggering. In localization microscopy, care must
be taken to not expose unnecessarily the sample to laser light. For that reason, the
lasers are often directly triggered by the camera. In this case, the camera sends a
digital trigger that is high when the camera records the frame and low when it reads
out the pixel values. Additionally, it might be required to pulse the lasers in order to
deliver a low and controlled intensity to the sample, in particular in the case of acti-
vation laser light. This task cannot be carried out by the computer without the help
of an additional electronic device. Data acquisition devices, such as the National
Instruments DAQ, are of wide use but come at a high price. Microcontrollers are
an affordable and powerful alternative, as they are easy to program and exhibit a
sufficiently high number of input and outputs. A prime example is the open-source
Arduino board, that benefits from a large community and can be programmed using
a simplified high level language. However, microcontrollers are usually based on a
single processor unit and are therefore not capable of carrying-out several tasks at
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once. This becomes a bottleneck when the application requires fast processing of the
camera signal to pulse lasers. To a certain extent, an Arduino can perform this task
but the temporal resolution will be low (compared to the clock frequency) and will
not be able to handle many lasers at the same time.

Micro-Mojo In order to integrate the entire microscope electronic control into a
single board, while achieving a high temporal resolution and the capacity to perform
complex tasks in parallel, I turned to field-programmable gate arrays (FPGA). FPGA
are reprogrammable integrated circuits that can be found in the control unit of
many modern devices, such as cameras. Based on an array of logic blocks that can
be bridged together, they can implement complex processes without the help of a
processor (as opposed to microcontrollers). This allows FPGAs to be extremely fast
and able to perform a large amount of tasks independently. They are becoming very
popular in microscopy, in particular due to the LabVIEW FPGA module (National
Instruments). In spite of its cost of several thousands euros, the LabVIEW module
has the advantage that the FPGA can be configured using its LabVIEW visual
language. Natively, FPGA are programmed using hardware description language
(HDL), which requires solid electronic knowledge and strong programming skills.
I turned to an affordable FPGA called the Mojo (Embedded Micro). The Mojo is
based on a freely available software (as opposed to LabVIEW) and is programmed
using a friendlier HDL language. I developed a program for the Mojo, called Micro-
Mojo, aimed at offering the typical inputs and outputs necessary to control movable
elements of the microscope, read-out signals and trigger the lasers in a flexible
manner. Additionally, the programmed Mojo is made compatible with µM via a
device adapter. Micro-Mojo allows complex triggering of several lasers thanks to
three parameters: behaviour (follow the camera signal, pulse on rising or falling
edge, on or off), pulse length (if pulsing) and a sequence pattern (16 bits, 0 or 1,
describing if the laser should be triggered or not during the frame). Although FPGA
programming is more challenging than microcontroller programming, Micro-Mojo
presents a clear superiority over Arduino in terms of speed and multi-threading.
Figure 4.3-a shows a reproducible response time of the laser trigger of about 60 ns
to a rising edge of the camera signal. The pulse length resolution was set to 1 µs,
artificially increasing the minimum pulse time by a factor 50, as illustrated in figure
4.3-b. In addition, the triggering of the laser is made highly flexible by the possibility
to introduce a pattern enabling sequential illumination. Figure 4.3-c is an example
of two lasers triggered by Micro-Mojo. The first laser is pulsed (pulse length 100 µs)
once every four images (on the falling edge of the signal). The second laser repeats
the camera signal, albeit with the following pattern: 0111011101110111 (0 the laser
will not be triggered). These figures illustrate the tight and precise control of the
FPGA over the laser triggering. In addition to the laser triggering, Micro-Mojo offers
various inputs/outputs (see figure 4.4): eight analog input read-outs (e.g. signals
from the QPD or various sensors), several TTL outputs (e.g. for flip mirrors or any
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device that can be turned on and off with a digital signal), PWM signals (coupled
with a low pass filter electronic circuit, this can be used to produced an analog
signal, e.g. for an acousto-optic modulator) and servo controllers (to move elements
on the microscope). Care should be taken to not input voltage larger than 3.3 V.
For this purpose, a 5 V to 3 V converter was used for the camera and the sensor
signals. The number of each type of output can be set upon compilation or chosen
within the arbitrary maximum in µM. The source-code and compiled versions are
freely available on github (https://github.com/jdeschamps), together with the µM
device adapter. A flexible interface will soon be available as well. Micro-Mojo offers
an out-of-the box solution for electronic control of lasers and various devices, at
extremely fast speed and parallel processing. The computational capacity of the
Mojo FPGA being not fully exploited by Micro-Mojo, the number of inputs/outputs
will be increased.

-4 -2 0

time (μs)
2 4-1 10

time (μs)
0.2-0.2-0.4-0.6-0.8 0.4 0.6 0.8 -200 200
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(a) (b) (c)

Pixel read-out

Exposure
Camera
FPGA laser 1
FPGA laser 2

FIGURE 4.3: Laser triggering with a FPGA. a) Response of the Micro-Mojo laser
trigger to the camera signal rising edge. The FPGA signals rises and stabilizes
in 60 ns. b) The temporal resolution of the Micro-Mojo laser triggering is set on
purpose to µs resolution. Example of two lasers triggered at the same time on a
rising edge with pulse lengths of 1 and 2 µs. c) Sequential triggering of two lasers,
one following the camera signal with the pattern 0111011101110111, the second one
pulsing with a pulse length of 100 µs on the falling edge following the sequence

1000100010001000.

In conclusion, in order to allow maximum flexibility in the design of experiments,
I interfaced many aspects of the microscope with µM. The code is freely available
online. I also developed a FPGA program to integrate the entire electronic layer
into a single board, called Micro-Mojo. Currently, Micro-Mojo controls essentially
the lasers on two microscopes. On the AO-SALM microscope (see chapter 5 and
Methods) in particular, Micro-Mojo not only handles the lasers, but also one flip
mirror, a filter-wheel, a BFP lens on a servomotor and reads out three analog inputs
from the QPD.

4.2.2 User interface

In Micro-manager, the user can interact with the devices through the property
browser. The latter lists all the properties that were implemented by the programmer
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Sensors

Computer

Camera
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TTL
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FIGURE 4.4: Current inputs/outputs present in the Micro-Mojo. Since the Mojo
FPGA runs with 3.3 V, the inputs must be scaled down to the correct voltage using a
5 V to 3 V converter. Communication with the computer allows the user to change
parameters regarding the outputs and to retrieve information on the input values.
Micro-Mojo currently offers 4-laser triggering, 4 servomotors control, 4 PWM (0%
to 100% signal) and 4 TTL signals (On/Off). The Mojo FPGA design was adapted

with permission from Embedded Micro, embeddedmicro.com.

of the device adapters used. For instance, lasers often have an on/off and a power
percentage property. The property browser is useful to set directly the state of a
device, but becomes slow and tedious during repetitive use, in particular with a
large number of devices. One way to rapidly change properties, regardless of the
number of devices involved, is to define groups of properties with preset values.
Switching between the different preset allows for fast switching of the microscope
state. The property groups appear in a small list in the µM interface. Using presets is
very advantageous for devices used in a limited number of states. One such example
is an EMCCD camera, where the user can define presets related to imaging with or
without electron-multiplying gain. Because each experiment will be carried-out in
either one of these presets, the camera can be configured by the click of one button.
Each preset contains several camera properties at specific values that the user need
not to set one by one every time. However, in the case of a custom-built microscope
with many devices and tunable elements, one cannot define a small number of
presets encompassing all the possible microscope states. Ultimately, the user will be
required to modify some properties directly in the property browser.

User interface To operate our custom-built microscopes, I implemented a user-
friendly interface (UI) as a µM plug-in, which I refer to here as Micro-Interface.
Written in Java, the interface is shown in figure 4.5. It is tailored to the type of
elements that user must interact with when using the microscope. The UI grants
straightforward access to the most commonly modified features of the microscope,
such as the UV pulse length (figure 4.5-a), the laser intensities (figure 4.5-b), the filter
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(a) (b)

(c)
(d)

(e)
(f )

(g)

FIGURE 4.5: Micro-Interface: a UI developed to control the microscope. a) UV
pulse length in µs, the text fields allow to set the value of the pulse and a maximum
that automatic UV adjustment cannot cross. b) Laser panel. Each laser power
percentage and on/off can be set. c) Filter wheel panel. d) Focus monitoring. The
user can track the evolution of the objective stage position and set its value. Locking
triggers live focus stabilization thanks to a direct electronic feedback from a QPD
(perfect focus system). e) Different tabs are available. The activation and acquisition
tabs are shown in the next figures. The lasers tab allows the user to change the
behaviour, pulse length and sequence pattern of the lasers (see Micro-Mojo). f)
Focus stabilization monitoring with the X-Y and Sum signals from the QPD. Buttons
allow moving the objective stage or the QPD stage depending whether the focus
stabilization is on or not. g) Lens panel. The BFP and 3D lenses can be inserted into

the beam path thanks to servomotors.

wheel (figure 4.5-c), the focus position (figure 4.5-d) and motorized lenses (figure
4.5-g). A tab menu (figure 4.5-e) includes more specialised aspects of the microscope
to be monitored or changed. In particular, the focus stabilization and positioning can
be tuned in the QPD tab (figure 4.5-f). The lasers tab is not shown here but allows
the user to set the laser triggering as desired within the framework of Micro-Mojo.
The other tabs are described in the next section.

While interacting with the device properties through the property browser is
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slow and cumbersome, the UI makes modifications of the microscope state con-
venient, intuitive and swift. Operating the microscope is thus greatly simplified,
whether the user is performing experiments or just exploring the sample. For the
moment the devices used by Micro-Interface are set in a configuration file, which
requires manual input of the property names. A configuration menu is currently
being tested to allow rapid exchange of the device properties name directly within
the interface, improving the ease to transfer the interface to another microscope or
to exchange devices without programming.

4.2.3 Automatic SMLM acquisitions

Stable focus Several specificities of localization microscopy require a particular
attention when automating the imaging. A necessary condition is the stability of
the focus over time and space. A SMLM experiment can last hours and any drift
on the nanometre scale, especially along the axial direction, will cause a blurring
of the reconstructed structure. The focus must also be maintained when moving to
different regions of the coverslip. Perfect focus systems (such as PGfocus, Bellve
et al., 2014) are therefore a necessity in localization microscopy (details about the
focus stabilization in our microscopes can be found in the methods). Figure 4.6
shows two regions of the same coverslips containing fluorescent beads. The two
images were taken with focus stabilization and are separated from each other by 2
mm, which represents about 60 regions of interest. The in-focus PSF displayed by
the beads in each image attests of the spatial stability of the focus.

x = x0 - 1 mm x = x0 +1 mm

FIGURE 4.6: Focus stability over a 2 mm distance on the coverslip. The beads
stay in focus without manual intervention. The insets are magnified view of the
dashed rectangles. The distance between the two images is larger than 60 field of

views.

Automatic adjustment of emitter density An additional requirement for auto-
mated localization microscopy is the possibility to adaptively control the density of
emitters over the course of each experiment. In most cases, molecular blinking is
achieved by illuminating the sample with very low doses of UV laser. Because of
the sensitivity of the molecules to the activation, the laser is preferentially pulsed
to reduce the total intensity. Pulsing the laser has the advantage of a long dynamic
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range, as opposed to modulating the laser intensity only. Throughout the exper-
iment, the pool of molecules that can be activated decreases and maintaining a
constant density per frames implies increasing the UV pulse length. I implemented
an algorithm for automatic and live adjustment of the UV pulse length (see figure
4.7-a). The algorithm extracts two frames from the µM circular buffer. The last frame
is used and one imaged 15 frames before. This ensures that the two frames were
imaged with the same lasers, as Micro-Mojo is capable of 16 frames long patterned
triggering of the lasers. The past frame is subtracted from the most recent one and
the resulting image is Gaussian blurred. Then, an efficient and fast non-maximum
suppression algorithm (NMS, Neubeck and Van Gool, 2006) is run on the blurred
image to estimate the number of local maxima (see figure 4.7-b). A cut-off is applied
to discriminate between signal and background local maxima. The cut-off can be
fixed by the user, calculated once or computed each time. The calculation of the
cut-off is a cumulative moving average of the mean of the Gaussian blurred image,
∆Img, to which the standard deviation, σ∆Img is added, weighted by a user defined
parameter Sd. The output of the NMS algorithm is then the number N of peaks. The
new UV pulse, pi+1, is computed according to pi+1 = pi + aUV × (1− N

N0
), where pi

is the previous pulse value, N0 is the number of peaks per frame the user wishes to
obtain and aUV is a parameter dictating how fast should the pulse values change.
Every user input can be set in the activation tab of Micro-interface (see figure 4.7-c).
The 2D graph displays the evolution of the estimated number of emitters per frame.
The user can retrieve the last number and set it as the aimed N0 by pressing the get
N button. Since over-activation can render the experiment unusable, the algorithm
can be run without updating the UV pulse length (by unchecking the checkbox
highlighted in figure 4.7-c). This allows the user to tune the parameters such as
the cut-off, the averaging window size dT and the aSd coefficient. In particular, the
result of the NMS (see figure 4.7-b) can be displayed by checking the NMS checkbox.
Once the user is satisfied with the result of the NMS, the activation algorithm can be
set to modify the UV pulse length. This algorithm is in daily use on the microscope,
with various sample such as dim fluorescent proteins and bright organic dyes. The
robustness of the algorithm is exemplified by the fact that in most cases the parame-
ters do not need to be changed between experiments with similar sample as well as
in between different experiments. In the case where tailored parameters must be
used, the assessment of the parameter values is effortless.

µM acquisitions With stable focus and automatic adjustment of the emitter den-
sity, the only requirement left is to be able to design and perform the various
experiments in a flexible manner. The user interface of µM includes a tool for de-
signing experiments to be carried out, the so-called multi-dimensional acquisition
(MDA). This powerful interface allows the user to select different experiments to be
performed in a multiplexed manner. However, the fixed framework of the MDA
does not allow for different types of experiments to be carried-out one after the
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FIGURE 4.7: Activation automation. a) Algorithm for automatic activation of the
emitters in order to maintain a constant number of localizations per frame. The
process tunes the pulse length of the UV laser depending on the density of emitters
per frame. Two images are extracted from µM circular buffer, then subtracted and
Gaussian blurred. A non-maximum suppression (NMS) algorithm runs for fast
detection of the number of emitters on the frame. NMS requires a threshold that
can either be fixed by the user or calculated according to a cumulative moving
average. The threshold calculation has two inputs: the averaging length in frames
and a parameter for the weight of the Gaussian blurred image standard deviation.
The NMS algorithm returns a number of emitters found in the Gaussian blurred
image. The new pulse is calculated according to two parameters, the expected
number of emitters N0 and a coefficient UV dictating how fast should the pulse
increase or decrease. b) Example of a NMS detection on the Gaussian blurred
image. c) Activation tab from figure 4.5-5. The parameters can be set on the left (Sd,
UV, dT and N0). The get N button replaces N0 by the last measured N. The NMS
cut-off can also be set by the user at the bottom of the tab, calculated once (with
the get cut-off button) or automatically updated. The NMS checkbox allows the
user to visualize the results of the NMS runs, allowing for tuning of the different
parameters. The algorithm runs when the activate button is toggled, but the UV
pulse is only changed when the checkbox above the button is selected (highlighted
checkbox). This allows the user to monitor the algorithm without any effect on
the sample. Finally, the 2D plots shows the evolution of the measured number of

emitters.

other. Additionally, resetting the automatic UV adjustment algorithm is a complex
task when both the algorithm and the acquisition are run by different processes.
To allow more flexibility, µM gives access to its acquisition engine either via the
scripting interface or the implementation of a plug-in. Many groups resolve to built
complex scripts to abide their experimental need. This permits tailored acquisitions,
easily controlled and reproducible. However, modifying the experiment requires
profound knowledge of the script and of the scripting language.
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Unsupervised acquisition tool I integrated in Micro-Interface a tab that exploits
the µM acquisition engine to perform localization microscopy experiments in an
unsupervised manner. The user must use the µM position list to define a set of
positions. Then, a set of experiments can be designed from within the acquisition
tab of Micro-Interface. Figure 4.8-a shows the unsupervised acquisitions pipeline.
Experiments in the list are performed sequentially at every position. Once the stage
has moved to one position, the various devices are set according to the experiment
parameters. This includes the lasers, the filter wheel, the motorized lenses and the
camera. Three types of experiments are currently used: time, BFP and z experiments.
Time experiments can be used to take a snapshot or to perform localization mi-
croscopy acquisitions. In particular, the activation algorithm can be set to run during
the time experiment and is reset when it ends, which avoids compromising the next
experiment. A useful feature available is the interruption of the experiment when
the UV pulse length reaches a maximum set by the user. When one experiment ends,
the microscope devices are prepared for the next one. Once all the experiments have
been carried out at a certain position, the stage is moved again. Figure 4.8-b shows
the acquisition tab of figure 4.5-e. The user can either perform the same experiment
on all positions without change in the microscope states or define a more complex
set of experiments by checking the advanced acquisition checkbox and clicking on
configure (highlighted box, figure 4.8-b). A new window appears (figure 4.8-c),
where the user can add experiments, define their type (time, BFP image or z-stack)
and choose the microscope state (filters, laser triggering with Micro-Mojo, exposure
time, number of frames, 3D lens on and automatic activation).

Altogether, the stable focus, the automatic adjustment of the UV pulse length and
the advanced acquisition feature are capable of performing localization microscopy
experiments and complementary acquisitions over the course of days in a totally
unsupervised manner, accumulating several hundreds regions of interest. Besides
SMLM, the z-stack experiments can be used to segment the cells outline, and the BFP
experiments serve as quality control (e.g. presence of bubbles in the oil). Having
a user interface simplifies the setting up of experiments, as opposed to scripts. In
addition, the user has the possibility to save and load the experimental design,
saving time when running an established pipeline. Finally, the object-oriented
paradigm applied by Java allows for easy extension of the advanced acquisition
features.

4.2.4 Data storage

Localization microscopy generates a large amount of raw data, which can be greater
than 180 GB/h, due to the many frames required to reconstruct one image. Unsu-
pervised acquisitions of many regions of interest is bound to rapidly fill the physical
memory of any computer. Therefore, the data is often streamed or transferred
to a server with much larger capacity than a single computer. In addition to the
accessibility of the server beyond one computer, this can allow backing-up of the
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FIGURE 4.8: Unsupervised acquisitions pipeline. a) Pipeline for unsupervised
acquisitions. The users design a set of experiments to be carried-out (via the
interface) and a set of positions (through µM position lists). One experiment is
defined as a list of properties including the value of the devices parameters and the
acquisition settings. At each position, the experiments are performed one after the
other. Before every experiment, the state of the microscope is configured according
to the list of properties. In the case of time experiments requiring automatic UV
pulse adjustment, the user can set a maximum for the UV pulse length. When the
maximum is reached, the experiment is stopped. The automatic UV adjustment is
reset and the next experiment is carried out. b) Acquisition tab. The user can set the
path to the experiment on the hard drive and its name. A waiting time is possible
to give time to the sample to equilibrate after a movement of the stage. "Stop on
max" UV enables the interruption of the experiments when the UV pulse length
reaches a maximum. UV waiting time indicates the time the experiment spends
at the maximum UV pulse (when applicable). While time experiments at many
positions without changes in the microscope device can be carried-out, the user
can also design more complex experimental procedures by ticking the "advanced
acquisition" checkbox and click on configure. c) Advanced acquisition window
that opens when the user presses the "configure" button in b). The user can add or
remove experiments to the tab list. Each experiment will be performed in the order
of the tabs. In each experiment tab, the user can configure 4.the type of experiment
(time, BFP or z-stack), some parameters related to the experiment (e.g. the number
of frames in a time experiment), the states of the lasers, the exposure time, the filter
wheel position, whether the 3D lens should be inserted and if the activation should

be adjusted automatically.

data as part of the service. However, server space is expensive and often limited.
Compression can decrease sizes without loss of information up to a certain point.
While the gain of lossless compression is marginal for the localization tables, it can
be significant for the raw images. Figure 4.9-a illustrates a typical, although rather
small, experimental folder. It contains three experiments of various sizes, constituted
exclusively of images. The localization data is obtained by analysis of the images
(here with Matlab) and is often stored in the same folder. Other files are present,
such as single images or text files. In order to transfer the experiments to the server,
it is necessary to compress the heavy folder containing images (highlighted folders
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in figure 4.9-a). Once the experiments have been fitted, the rest of the analysis is
performed on the localization tables and not on the images itself.
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FIGURE 4.9: Data transfer and compression. a) Example of an experimental folder
with the size of each element. b) Data back-up pipeline. c) B3D algorithm effect
on localization microscopy simulated data (1000 signal photons, 20 background
photons). d) Comparison of uncompressed localized images of microtubules (red
localizations) and the same images compressed then localized with a B3D compres-
sion level of 1 (cyan, d1) or 3 (cyan, d2). The overlapping localizations are shown

in white.

Compression and streaming to the server To automate the saving of the data
to the server, I wrote a powershell script that scans the experimental folders on
the microscope computers, compresses the folders containing large experiments
(>500 MB) and copies the files to a server (see figure 4.9-b). The script is able to
discriminate between experiments that have already been backed-up and new ones.
It also identifies the new files, experiments or localization tables in the backed-up
folders in order to avoid losing them. This script is responsible for the reliable
transfer of more than 30 TB of experimental data per year in the group.

A new algorithm for image compression Lossless compression only achieves a
limited compression ratio (compressed size divided by original size). Although
compression algorithms with information loss are widely used (for instance in
compressed TIFF or JPEG2000), they are usually avoided for critical scientific data.
A partial reason is that the loss of information is not controlled at the pixel level,
as the lossy steps are not performed in the pixel space but for instance in Fourier
space. Bálint Balázs, a PhD student at EMBL, developed B3D, a GPU-accelerated
compression algorithm for microscopy (Balazs et al., 2017). B3D can apply both
lossless and lossy compression. A major difference to the common lossy algorithm
is that the compression is realised directly on a single pixel basis. Images contain a
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certain level of noise due to the photons themselves (shot noise) and to the camera
(e.g. read-out noise). B3D quantifies the information loss by comparison to the
inherent image noise. The user can specify the amount of error tolerated as an
input to the algorithm. Another advantage of B3D is its remarkable compression
and decompression speed, thanks to an implementation on graphic processing
unit (GPU). The algorithm is perfectly suitable for integration in high-throughput
imaging pipeline as it is able to compress images faster than they are acquired.
Together with Bálint, we investigated the effect of the compression on the localization
precision in SMLM. Using simulated data, an array of single-emitters with variable
spacing and realistic signal to noise ratio, we measured the localization error with
respect to the compression level (see figure 4.9-c). In particular, a compression level
of 1 induces errors not bigger than the noise present in the image. Compression
within the noise level (compression level 1) accounts for a localization precision
loss of only 5% while leading to a compression ratio twice as big as the lossless
compression. With real data, the effect of the precision loss can be visualised by
comparing the localizations obtained with the uncompressed and the compressed
images (figure 4.9-d). In the case of compression within the noise level (figure
4.9-d1), the errors are negligible and the structure remains very similar as illustrated
by the overlay colour (white). When the compression is increased (level 3), on the
other hand, the colocalizations are rarer and the microtubules become wider.

Localization microscopy raw images are in general kept for safety once they have
been fitted. The major part of the analysis is done on the localization table itself. Well
established analysis pipelines rarely require to fit again the raw data. Additionally,
losses of localization precision inferior to 10% are acceptable for most analyses.
Lossy compression can play an important role in high-throughput by reducing the
weight of the experiments and therefore the cost of data storage, while maintaining
the integrity of the data. In this respect, B3D, as opposed to most algorithms, offers
the possibility to tune the error introduced to the experimental need. Furthermore,
its extremely fast execution time, regardless of the compression level, makes it a
perfect tool for the handling of high-throughput data.

4.2.5 High-throughput localization microscopy

The various aspects of the work presented in this chapter are different steps of
the same pipeline aimed at establishing high-throughput imaging in the lab. The
original motivation stemmed from the problem faced in structural studies with
localization microscopy. Studying the spatial organization of a dynamic processes
such as clathrin-mediated endocytosis in yeast requires a resolution that, for the
moment, only localization microscopy is able to approach. However, since cells must
be fixed to obtain a high enough resolution, the various CME sites are stopped at
different stages of endocytosis. The difference of spatial arrangements between sites
thus comes on top of the already present biological variability and stochasticity of the
labelling efficiency. In order to perform meaningful averaging, the microscope focus
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can be placed at the bottom of the yeast cells, where the endocytic sites are not tilted.
The reconstructed images are then two-dimensional projections of the endocytic
structures, and radial information can be extracted. Due to the low number of
CME sites per field of view, obtaining valuable information by radial averaging
necessitates thousands of sites. The only approach able to collect such a colossal
amount of data in a reasonable time is high-throughput imaging.

In addition to my contributions in automated imaging and data transfer, Markus
Mund and Jonas Ries implemented a semi-automated pipeline of data sorting and
analysis (see figure 4.10-a). The experiments are fitted automatically in parallel
to the image acquisition by the Matlab software used in the lab. The algorithm
processes the frames as soon as they are saved to the hard-drive. Consequently, the
first steps of the analyses have already been performed when the last experiment in
the unsupervised acquisition is done. Quality control is carried out by looking at the
BFP acquired at every position (figure 4.10-b) or at the localization table statistics
for each field of view (figure 4.10-c). The localization tables are then processed for
semi-automated cells and CME sites segmentation. The various endocytic sites are
geometrically analysed and averaged to yield the mean radial distribution.
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FIGURE 4.10: High-throughput localization microscopy. a) High-throughput
pipeline established to study clathrin-mediated endocytosis. b) Quality control can
be performed by discarding experiments with non-uniform back-focal planes. c) An
additional control post-fitting follows the evolution of statistics such as localization
precision, background or number of localizations, in order to identify experiments
where contamination or buffer ageing occurred. This figure has been made by

Markus Mund and is reprinted from his PhD thesis (Mund, 2016).

Within this study, the nanoscale radial organization of 23 endocytic proteins was
determined (figure 4.11), amounting to more than 100000 CME sites from 20000 cells.
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The data gathered is equivalent to more than 3 months of continuous imaging on
the microscope. This superresolution dataset is of unprecedented size and scope.
Beyond the attractive numbers, precious insights into the biology of endocytosis can
be extracted from the radial profiles of the different proteins. In particular, we found
that the assembly of the endocytic machinery initiates stochastically from irregular
structures. The proteins subsequently recruited to the invagination are radially
ordered according to their function within the complex, as figure 4.11 illustrates.
Strikingly, actin nucleation promoters (WASP family) form a ring structure that con-
strains actin polymerization close to the membrane. Modelling showed that the actin
nucleated at this nano-template can create the necessary force for invagination. This
nano-patterning of actin nucleation could therefore be a general design-principle for
actin-mediated membrane remodelling. This project is currently being prepared for
publication (Mund, van der Beek, Deschamps et al., in preparation).
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FIGURE 4.11: Radial distribution profiles of endocytic proteins. Proteins with
related function are distributed similarly, which indicates that the nanoscale orga-
nization of proteins is predictive of their functional role during endocytosis. This
figure has been made by Markus Mund and is reprinted from his PhD thesis (Mund,

2016).

4.3 Discussion

Conducting high-throughput microscopy requires computer control of the devices,
an interface for complex experimental design and unsupervised imaging, automated
analysis and storing of the large amount of data generated. Establishing high-
throughput localization microscopy poses additional challenges and constraints on
the imaging, such as control of emitter density, extreme drift stability and possibility
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to juggle between different modalities (e.g. 3D or two-colours). In this chapter,
I presented my work on the automation of multiple steps of a high-throughput
pipeline.

Open-source microscopy with µM The control of the microscope devices was
integrated in Micro-manager (Edelstein et al., 2010). This software presents several
advantages over commercial solutions: its freely available, it already encompasses
the control of many devices, it is based on a large community of users and is
integrated within ImageJ (Collins, 2007). Notably, the latter enables the application
of the various ImageJ features to the analysis of images directly from the camera.
Plug-ins and device adapters developed for specific projects can be shared with the
community and grant easy transfer to other researchers. I developed several device
adapters to communicate with instruments installed on the microscope (stages,
lasers, syringe pumps, electronics). One of the device adapter I wrote is now part of
µM. I also implemented a FPGA firmware and the corresponding device adapter
for µM, called Micro-Mojo. While programming for a FPGA is much more complex
than for devices such as an Arduino, they present crucial advantages in terms of
speed and parallel computation. Micro-Mojo allows for fast and flexible triggering
of several lasers given a camera exposure signal. It also encompasses multiple
inputs and outputs that can be used to control motorized elements or trigger devices.
Micro-Mojo provides the user with a simple and straightforward way to integrate
the entire electronic layer of the microscope within a single board interfaced with
µM. I am currently developing an interface plug-in for Micro-Mojo, within µM. The
scope of application of such electronics is not limited to localization microscopy and
could benefit any custom-built or modified commercial microscope.

Compressing microscopy images As microscopy evolves, data is generated at
an ever-increasing rate. Faster cameras such as sCMOS are becoming the norm in
light-sheet or localization microscopy. Research labs must then deal with larger
amount of data than in the past. Considering the cost of storage that comes with
the use of servers and high number of hard drives, compression of microscopy
images is a necessity. I participated in the optimization of a new algorithm for
rapid and controlled compression of microscopy images, called B3D and written
by Bálint Balázs (Balázs, Deschamps et al., 2017). Most of the analysis in localiza-
tion microscopy is carried out on the localizations table and not on the raw data.
Therefore, images are usually fitted only once before being stored in case of need.
Well established localization procedures are unlikely to be performed twice on the
same sample. The size of the raw data can be dramatically reduced using lossy
compression. Besides its remarkable speed due to GPU-based implementation, B3D
provides a net benefit compared to established algorithms: because the compression
is performed on a pixel basis, the information loss can be tuned by the user. In
particular, the errors introduced can be set to be smaller than the inherent noise
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variability of the images. While this would not dramatically change the analysis of
the images after decompression, it allows for higher compression ratios.

High-throughput localization microscopy for CME Localization microscopy is
a powerful tool for structural studies as it reaches a precision of few nanometers.
However, between the labelling efficiency and the biological variability, collecting
few superresolved images is often not sufficient to draw conclusions the distribution
of one protein within a complex. Averaging structures is in theory a straightforward
way to get conclusive information. Several studies in localization microscopy have
used averaging to infer meaningful spatial arrangements. For instance, Dani and
colleagues imaged ten synapse scaffold proteins from few hundreds synapses to
infer their position relative to the synaptic cleft (Dani et al., 2010). The nuclear
pore is another example of a system in which localization microscopy can decipher
crucial information (Löschberger et al., 2012; Szymborska et al., 2013; Löschberger
et al., 2014). Notably, Szymborska and co-workers carried out a large-scale study
of the radial position of seven proteins present in the y-shaped subcomplex of the
nuclear pore. For each protein, they averaged between 1500 and 10000 pores to
obtain the mean radius with great precision. This allowed them to discriminate
between different models of the y-complex positioning within the mammalian
nuclear pore. Other structural studies have been conducted with virus such as HIV
(Van Engelenburg et al., 2014) or herpes HSV-1 (Laine et al., 2015).

However, these studies benefited from fields of view containing many sites of
interest, allowing rapid collection of large statistical samples. Depending on the
structure of interest, only very few sites might be present in each field of view. In the
case where the imaged structure is highly dynamic, fixing the cells for maximum
resolution leads to the addition of another source of variability: the fixation of the
sites at different time points of the process. Therefore, an even higher number of
statistical points is necessary. A solution is to turn towards high-throughput imaging.
To automate the acquisition of localization microscopy images, I developed a µM
plug-in that allows the user to design a set of experiments to be performed on a
large number of positions. Each localization microscopy experiment is acquired in
an unsupervised manner owing to a stable focus and an automatic adjustment of
the UV intensity to control the density of emitters. Furthermore, the acquisition
process is embedded in a user-friendly microscope control interface. Additionally, it
takes advantage of the various features of the microscope, such as a cylindrical lens
for 3D imaging or the Micro-Mojo laser triggering capacities.

This acquisition platform has permitted the study of the radial organization
of clathrin-mediated endocytosis in yeast, as part of a collaboration with Markus
Mund. Within the study, 23 proteins were imaged, and more than 100000 CME sites
were averaged. The total acquisition time, performed without user intervention,
accounts for more than 3 months of continuous imaging. The size of the data
gathered, as well as the decisive information inferred, constitutes an unprecedented
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tour-de-force in localization microscopy. Such a study would not be possible without
high-throughput capacity.

During our study, another high-throughput paper has been published (Holden
et al., 2014). The authors carried out unsupervised imaging of 300 live cells to study
the organization of a single protein throughout the cell cycle. A strong point of the
study is the use of an image analysis algorithm to decide if each position should be
imaged or not, based on features detection. Additionally, they developed their own
µM plug-in and an automatic UV intensity adjustment that has been integrated in
Micro-manager (Autolase). The automated UV algorithm lacked robustness, and
was not used in our work. Live studies in localization microscopy are complex and
often yield a low resolution. The FtsZ ring imaged by Holden and colleagues is
about 500 nm wide, a scale at which poorer resolution is not an obstacle. In our
study, the structures are five times narrower and maximum resolution is necessary.
Following their example, our high-throughput imaging pipeline could be extended
to feedback analysis. Another promising direction is the development of automated
buffer exchange to use organic dyes for longer periods of time.

The establishment of high-throughput localization microscopy has the potential
to fulfil an old dream of light microscopy: solving the nanoscale organization of
protein complexes. Our study of yeast CME showed the path to data acquisition at
a much larger scale. From the automation of imaging facilitated by an open-source
software to new algorithm for data compression, the work presented here paves the
way to many other applications of high-throughput imaging.
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5 | Supercritical angle localization
microscopy

5.1 Introduction

Direct access to single molecules one at a time allows probing certain quantities
that are not accessible to diffraction-limited microscopy. One such quantity is
the axial position of the emitters. In confocal-based methods the illumination
volume encompasses a substantial number of molecules. In dealing with a unique
emitter, single-molecule studies can exploit optical tricks and fluorescence properties
to extract the axial information of each molecule. It is not surprising then, that
localization microscopy benefits from a large choice of methods for 3D imaging.

PSF engineering PSF engineering methods encode the z-position of the molecules
in the shape of their signal. The optical and analytical complexities required in
order to extract axial information from the PSF range from simple methods like
astigmatism (Huang et al., 2008a) to more involved processes such as the tetrapod
PSF (Shechtman et al., 2015). Astigmatism necessitates the insertion of a single
cylindrical lens in the optical path and a slight modification of the analysis algorithm,
as compared to 2D localization microscopy. Other methods modify the PSF using a
deformable mirror or a spatial light modulator (Pavani et al., 2009; Baddeley et al.,
2011b; Jia et al., 2014; Shechtman et al., 2014), both implying a more complex optical
path, sensitive alignment and expert hands to control the devices. An intermediate
solution is to imprint the phase pattern, usually displayed on the DM or SLM, on a
phase mask. The pattern can no longer be changed, but the optical path is simplified.
In most cases, the fitting routine has to be modified to deal with more complicated
PSF shapes, the imaging time is increased because of the PSF lateral extent and the
lateral localization precision can be degraded (e.g. because of the use of a SLM or
the difficulty to locate the centre of complex patterns).

Multiplane imaging Another approach to 3D localization microscopy is the si-
multaneous recording of multiple planes (Juette et al., 2008; Ram et al., 2012; Abra-
hamsson et al., 2013; Hajj et al., 2014; Hajj et al., 2016). The additional information
given by the presence of the molecules in the different planes allows sub-diffraction
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localization of the molecules. However, the total amount of light per plane is di-
vided by the number of planes. Therefore, the lateral localization precision suffers
from the decrease of photons per localization. While bi-plane (Juette et al., 2008)
remains optically simple, multiplane imaging with aberration-corrected gratings
(Abrahamsson et al., 2013; Hajj et al., 2014; Hajj et al., 2016) or with more than two
channels (Prabhat et al., 2006) are more challenging.

Interferometry The most complex and cumbersome methods to carry out are the
interferometric approaches: the iPALM (Shtengel et al., 2009), 4Pi-SMS (Aquino et al.,
2011) and W-4PiSMSN (Huang et al., 2016). Interferometric approaches make use of
two opposable objectives to guide the light, collected from both sides, towards beam
splitters. Multiple beams will be generated and form an image of the sample on
several cameras or different areas of the same camera chip. Each beam is the result
of the interference of the light from both objectives, albeit with different path lengths.
Because interferences are a very sensitive read-out of the distance travelled by the
light, the ratio of the intensity of the different images gives a precise measure of the
axial position. Such a method requires a complex microscope, extremely precise
alignment and involved analysis. In addition, the most recent implementation uses
two deformable mirrors (Huang et al., 2016), adding another layer of technical
complexity.

Resolution Interferometric approaches reach in general a better localization pre-
cision in z than laterally. PSF engineering and multiplane imaging, on the other
hand, lead in practice to an axial precision about three to five times worse than later-
ally. Additionally, index mismatch and various aberrations induce deformations,
preventing measurements to be an absolute measure of height. In spite of many
developments, astigmatism remains the method of choice owing to its simplicity.
However, its moderate axial resolution limits the imaged samples to rather large
complexes and structures. Interferometric microscopes have had successful applica-
tions to biological problems, but expert knowledge in optics is required to build and
operate the few microscopes currently existing. Designing a method with isotropic
precision and simple optical requirements is therefore still needed to reach the full
potential of localization microscopy in structural studies.

During my PhD, I explored a new approach to 3D localization microscopy called
supercritical angle localization microscopy (SALM). It exploits the axial dependency
of the angular emission pattern of fluorescent molecule close to the water-glass
interface. The analyses presented here have been carried out in a custom Matlab
software written by Jonas Ries, including the typical localization microscopy analy-
sis, SALM calibration, DNA origami analysis and 3D rendering. I was assisted in
the preparation of the calibration gels and the imaging of the biological samples by
Markus Mund. The latter samples were made by Ulf Matti. Jonas Ries planned and
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built the microscope used in the proof of concept, while I designed and aligned the
adaptive optics microscope.

5.2 Principle of surface-generated fluorescence

The environment of a molecule has strong effects on its photophysical behaviour, this
is in particular the case when fluorescent molecules are located above a metal layer
or a dielectric surface (e.g. glass). For instance, the lifetime of a fluorescent molecule
can be decreased in the vicinity of a metal surface (Drexhage, 1970; Lukosz and
Kunz, 1977b). Another interesting phenomenon pertains to the angular distribution
of the light emitted by the molecules above a water-glass interface. According to
the Snell-Descartes law of classical optics, the fluorescence emitted in the water and
transmitted through the glass will be entirely contained in a cone defined by the
critical angle θc:

θc = arcsine(
n1

n2
)

where n1 and n2 are the refractive indices of the upper medium and lower
medium respectively. In the case of n1 = 1.33 and n2 = 1.52, the calculation yields
θc = 61o. In figure 5.1-a, several coloured rays are shown, propagating at different
angles, illustrating the change in direction occurring at the interface due to refraction.
Fluorescence from single molecules is well described by the oscillating dipole model.
When considering only light emitted in the water by a single emitter, the expected
emission pattern in the glass is the profile displayed on figure 5.1-a as a polar plot.
In this representation, the curve’s distance to the origin is the intensity emitted by
the fluorescent molecule at this specific angle. The profile presents a maximum at
the critical angle and no light exists beyond this limit. In addition, this profile is
independent of the molecule axial position.

However, considering only propagating light in water fails to describe the emis-
sion pattern of fluorescent molecules close to the interface. The angular spectrum
representation of the field emitted by a fluorescent molecule is a continuous sum of
plane waves e−i~k.~r with a wavevector obeying:

k2
1 = k2

1,x + k2
1,y + k2

1,z =
n2

1ω
2

c2
(5.1)

where k1 is the wavevector amplitude, k1,x,y,z are the wavevector coordinates, n1

is the refractive index of the medium surrounding the molecule, ω is the frequency of
the emitted light and c is the speed of light in the vacuum. In the specific case where
k2

1,x+k2
1,y ≥ k2

1 , the expression of the wave has an exponentially decaying amplitude
stemming from the fact that k2

1,z < 0. Such a wave is therefore not propagating and
is referred to as inhomogeneous or evanescent.

When plane waves cross the interface with the glass, the refractive index changes
and the wavevector amplitude becomes k2. A similar relationship to equation 1,
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between k2 and n2, applies in the medium 2. The boundary conditions impose
that k1,x = k2,x, and similarly for ky. For propagating waves, relating the angles of
propagation in each medium to k1,z and k2,z leads to the Snell-Descartes law.

If the decay of an evanescent wave is long enough, then its tail crosses the
interface and the same rule applies. Evanescent waves with small kx,y have less
chances of crossing the interface because of the fast decay of their amplitude (large
k1,z). Furthermore, the same boundary conditions yield:

k2
2,z =

(n2
2 − n2

1)ω2

c2
+ k2

1,z

Remembering that k2
1,z is negative, large values of the imaginary part of k1,z

will lead to negative values of k2
2,z . This means that some inhomogeneous waves

will remain evanescent in the second medium. Other inhomogeneous fields, on
the other hand, will be transformed into propagative waves in the glass, giving
rise to a phenomenon called surface-generated fluorescence. This happens when
k2

2,z becomes positive. The larger the difference between the refractive indices at
the interface, the higher the number of evanescent waves coupling their emission
directly into the glass. One can show that the minimum angle of propagation of
surface-generated waves is none else than the critical angle θc. Such light is also
referred to as forbidden light (Novotny, 1996) as it violates the Snell-Descartes law. It
can also be seen as the inverse phenomenon of TIR illumination, albeit in emission.

Near-field conversion therefore yields to large propagation angles as shown in
the emission profile of figure 5.1-b (calculated from Enderlein et al., 1999; Ries et al.,
2008). There, as opposed to figure 5.1-a, the intensity profile is not null beyond
the critical angle. Because the evanescent fields decay exponentially with z, the
further the molecule is from the interface, the smaller the number of inhomogeneous
waves capable of coupling their emission into the glass. Figure 5.1-b compares the
emission profile of an emitter at two different heights, illustrating how strongly
the amount of supercritical light decreases with the axial position. Furthermore,
surface-generated fluorescence acts as an additional decay channel and can account
for a substantial portion of the total emitted light. As shown on the curve of figure
5.1-c, the amount of light in the supercritical channel can constitute more than 40%
of the total light collected in the glass when the emitter is directly located at the
interface. The exponential decay of the coupling defines a small volume above the
coverslip from where the surface-generated fluorescence originates. Yet, emission
in the glass does not necessary result in collection of the light by the objective. In
order to image supercritical light, the objective must have a sufficiently high NA.
Therefore, TIRF objectives must be employed to image surface-generate fluorescence.
As a result, the image of a high-NA objective’s BFP is similar to the one displayed in
figure 5.1-d1, given that the fluorescent molecules are close enough to the interface.
Since the BFP is the distribution by angles of the light propagating through the
objective, the critical angle appears as a circular ring, delimiting the boundary
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FIGURE 5.1: Supercritical angle fluorescence. a) Refraction at the interface be-
tween two media of different refractive indices (such as water and glass) causes
incident rays (in blue, purple and red) to change direction. The refracted rays
propagate further in the lower half-space within a cone delimited by the critical
angle θc. The solid line is a polar plot of the expected intensity profile in the glass
of the rays emitted in water by a fluorescent molecule and refracted at the interface.
The intensity of radiation at a certain angle is the distance of the curve from the
origin in the direction defined by this angle. b) Fluorescent molecules also possess a
near-field composed of evanescent waves. Evanescent waves are non-propagating,
but can be converted into propagating fields under certain conditions when the
molecule is close to the interface. In particular, this surface-generated fluorescence
propagates above the critical angle. The emission profile in the glass therefore
covers also high angles. The solid line is the radiation pattern of a molecule located
at the coverslip, while the dashed curve corresponds to the fluorescence emission of
a molecule 100 nm away from the interface. c) Dependency of the relative amount
of supercritical light on the distance of the emitter from the interface. This figure is
reprinted with permission from Deschamps et al., 2014, Optics Express, manuscript
of which I am first author. d) Back-focal plane images of a high-NA objective. The
total fluorescence exhibits signal outside and inside the critical angle ring (d1). By
placing an opaque disk (d2) or a ring aperture (d3), supercritical and undercritical

light can be selected, respectively.
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between undercritical and supercritical regions.
While surface-generated fluorescence has been known and studied for a long

time, few applications emerged beyond theoretical calculations (Lukosz and Kunz,
1977b; Lukosz and Kunz, 1977a; Lukosz, 1979; Hellen and Axelrod, 1987; Novotny,
1996; Enderlein, 1999; Mertz, 2000; Axelrod, 2012). One example is the use of super-
critical light to form images with enhanced contrast in NSOM (Hecht et al., 1995).
In this work, the authors used an elliptical mirror to collect the light propagating
at large angles. A similar system was also put in practice in sample-scanning mi-
croscopy with a glass paraboloid (Enderlein et al., 1999; Ruckstuhl et al., 2000), in a
method dubbed supercritical angle fluorescence (SAF). Thanks to the high collection
efficiency (>65%) of this custom-made optical component, single-molecules were im-
aged in a greatly reduced axial volume. Since SAF emission is highly sensitive to the
distance of the emitter from the interface, the ratio of supercritical and undercritical
angle fluorescence holds information about the emitter position. This was exploited
to measure the height of biological structures (Winterflood et al., 2010) or single-
molecules (Ruckstuhl et al., 2011) by computing the intensity ratio ISA/IUA for each
pixel. The optical sectioning capacities of surface-generated fluorescence detection
was then exploited in fluorescence correlation spectroscopy (Ries et al., 2008) with
the same optical collector. Axelrod proposed in 2001 (Axelrod, 2001) to block the
undercritical fluorescence, in a plane conjugated to the BFP of a high NA objective,
in order to select for the supercritical light only (resulting in the BFP of figure 5.1-d2).
Such a method is able to achieve a high quality optical sectioning of the same order
of magnitude than TIR, and can be used simultaneously with full-BFP imaging
(Barroca et al., 2011). Placing such a mask in the BFP results in strong diffraction
as the BFP is only slightly larger than the mask. Most of the PSF intensity is then
transferred to the side-lobes, increasing its width. In order to improve the lateral
resolution, another approach (called vSAF) imaged both total fluorescence (ITot) and
undercritical (IUA, with a circular mask similar to figure 5.1-d3), and obtained the
supercritical image by subtraction: ISA = ITot − IUA (Barroca et al., 2012; Brunstein
et al., 2014). This virtual supercritical image had a better lateral resolution while
maintaining a high quality optical sectioning. Finally, another application took
advantage of supercritical light to measure refractive indices of cellular organelles
(Brunstein et al., 2017).

5.3 Results

5.3.1 Supercritical angle localization microscopy

The intensity emitted in the supercritical domain depends on the axial position
of the emitter. However, the brightness per frame of blinking molecules depends
additionally on how long was the molecule in its bright state throughout the frame.
Indeed, molecules switch on and off at random times. In addition, the brightness
of a fluorescent molecule depends on its direct environment. In order to extract
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axial information from a single-molecule, it is therefore necessary to renormalize
the supercritical by the undercritical intensity: ISA(z)/IUA. To obtain 3D localization
microscopy, I developed a method called supercritical angle localization microscopy
(SALM) using a simple two-channel TIR microscope. This microscope was designed
for localization microscopy and the optical path can be seen in figure 5.2-a. I used
a 50/50 beam splitter to divide the light equally in both channels. The microscope
includes a pair of relay lenses after the first image plane (IP), allowing the propaga-
tion of a plane conjugated to the objective BFP. As mentioned previously, the BFP is
the distribution of light by angle. Placing a mask in a conjugated plane enables the
selection of the supercritical (disk mask) or the undercritical light (ring aperture),
as shown in figure 5.1-d2 and d3. The camera records an image of the sample in
each channel, side by side, albeit with a different angular content (see figure 5.2-b).
To achieve superresolution, the localizations are identified in each channel (figure
5.2-b), their intensity is fitted with a Gaussian and the ratio Ichannel 2/Ichannel 1 is
calculated.

Sample

Objective

BFP

TB lens IP

Mask
Camera

(a)

(b)

5 μm

Channel 1
Total BFP

Channel 2
Undercritical BFP

FIGURE 5.2: Microscope. a) Optical path of the microscope. The tube lens (TB)
focuses the light in an intermediate image plane (IP). A lens is placed afterwards in
order to form an image of the back-focal plane (BFP). A 50/50 beam splitter splits
the light before the plane conjugated to the BFP. Each channel contains therefore
a BFP image, in which a mask can be placed to select for an angular region of the
total intensity. Finally, each channel creates an image of the sample onto one half of
the camera chip. b) Image of a sample on the camera. Each channel contains the
image of the same region of interest, albeit with different BFP. In order to extract
the axial information, the molecules are identified in both channels (orange circle)

and the ratio of their intensities calculated.
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Three approaches to measure a z-dependent ratio are possible:

• Configuration 1, supercritical measure: total BFP in one channel, disk mask in
the other: f(z) = ISA(z)/(ITot(z)− ISA(z))

• Configuration 2, undercritical measure: total BFP in one channel, ring aperture
in the other: f(z) = ITot(z)/IUA = ISA(z)/IUA + 1

• Configuration 3, independent measures: disk mask in one channel, ring aper-
ture in the other: f(z) = ISA(z)/IUA

In essence, the third configuration is equivalent to the supercritical measure
(configuration 1) as the quantity holding axial information, ISA, is estimated directly.
Direct splitting with an elliptical mirror (instead of the beam splitter) can also
implement the independent measures of ISA and IUA, albeit without loss of light
and therefore a better precision in all three dimensions. The mask size must be
manufactured with care to fit the size of the critical angle in the magnified image
of the BFP. Configuration 1 and 2 require the use of a beam splitter, as done in
the present microscope. A consequence is that the lateral localization precision in
configuration 1 is degraded by a factor

√
2. For configuration 2, on the other hand,

the x-y position can be averaged between the two channels, recovering the full
lateral precision. Once f(z) is calculated, its value can be compared to a theoretical
model or a calibration curve to determine the axial position of each molecules.

5.3.2 Theoretical precision

What precision can we expect from such a method? A theoretical model has been
derived to calculate the relative emission intensities in both supercritical and un-
dercritical domains (Enderlein et al., 1999; Ries et al., 2008). Calculating the error
associated with the measure of the intensities in each channels and relating it to
the error in z by error propagation yields the theoretical localization precision (the
details of the calculation can be found in Annexe A). Figure 5.3 shows a comparison
of the axial localization precision obtained in the case where only the undercritical
mask is used (σz,UA), direct measurements (σz,SA) or when using 3D astigmatism. In
addition, the lateral localization precision is shown. Because the large angles hold
the axial information, an indirect measure of the supercritical intensity (as when
subtracting the intensity obtained with a ring aperture from the total intensity) is less
precise than the direct measurement. Indeed, the higher intensity in the undercritical
domain comes together with a higher shot noise, which degrades the precision in
determining the supercritical intensity. The direct estimation of the supercritical
intensity is better than isotropic in the first 150 nm, achieving a lower localization
precision value than astigmatism. As expected, the precision degrades rapidly with
z and this method is not beneficial above 200 nm. The expected localization precision
also depends on the NA of the objective. For instance, using a high NA objective
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with NA = 1.7 greatly improves the localization precision (compare the dashed and
solid lines in figure 5.3).
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FIGURE 5.3: Resolution. Theoretical localization precision along the axial direction
for the configuration with the direct measurements (configuration 3, red curve), the
ring mask (configuration 2, purple), astigmatism (blue) and the lateral localization
precision (black). The curves were calculated for a total number of photons N =
2000, 20 photons of background and NA = 1.49 (solid lines) or NA = 1.7 (dashed
lines). The astigmatism localization precision was obtained by approaching the

CRLB with a simulation.

These theoretical calculations do not take into account the effect of diffraction.
Yet, it has been shown that employing a disk mask, as in configurations 1 and 3,
leads to severe diffraction (Barroca et al., 2011). In practice, the loss of intensity and
the enlargement of the PSF make this configuration ineffective with the described
microscope. While the expected resolution obtained with the ring aperture is poor,
it can be used to prove the feasibility of supercritical angle localization microscopy.
Therefore, in the following sections, the second configuration will be employed: one
channel propagates the total fluorescence, while the other images the sample solely
with undercritical light (ring aperture).

5.3.3 Calibration

The direct calculation of the molecules’ distance to the coverslip from the theoret-
ical brightness ratio is compromised by aberrations in the microscope, imperfect
splitting of the light at the beam splitter and alignment of the undercritical aperture.
Altogether, these contributions lead to a systematic error in estimated intensity.
Therefore I decided to experimentally calibrate the SALM ratio with fluorescent
beads. In order to do so, I used agarose gels in which 40 nm fluorescent beads were
immobilized at different heights. The beads were imaged simultaneously in the
two channels (see figure 5.4-a), and their intensity was extracted. As expected, the
ratio of the intensity in both channels is a read-out of the beads axial position, as
shown in figure 5.4-b. In order to extract the beads absolute z-position precisely, a
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FIGURE 5.4: Calibration. a) In order to calibrate SALM, an image of beads embed-
ded in an agarose gel at different height is recorded in both channels. b) For each
bead in the field of view, the ratio of the intensities in both channels is calculated.
c) Then a cylindrical lens is inserted in the beam path, producing an astigmatic
PSF. A z-stack is recorded and for each bead in each frame, the size of the PSF in
the x and y directions is measured. d) The precise position of the beads can be
estimated by interpolating the size of their PSF in x and y along the axial direction
and calculating the intersection. e) The calibration curve is obtained by fitting a
decaying exponential function to the scatter plot of the SALM intensity ratio in
function of the bead height. Figure e) is reprinted with permission from Deschamps

et al., 2014, Optics Express, manuscript of which I am first author.
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cylindrical lens was then inserted in the beam path, introducing astigmatism in the
PSF. The widths in x (Sx) and y (Sy) of an astigmatic PSF change differently along
the axial direction (figure 5.4-c). Z-stacks were recorded and, for each bead, the
change in lateral width of their PSF was plotted. This allowed estimating precisely
their axial position from Sx = Sy, as shown in figure 5.4-d. Finally, the ratio of
the total fluorescence intensity by the undercritical intensity was plotted against
the axial position (see figure 5.4-e). The beads’ signal is well approximated by an
exponentially decreasing curve in function of the height, as predicted by the theory.
The calibration curve was obtained by fitting such an exponential decay to the scatter
plot, as exemplified in figure 5.4-e. The bead measurements from different fields of
view were aligned thanks to their exponential fit, and then fitted again all together.
The SALM ratio of the beads decays below 1, which seems to be in contradiction
with the intensity ratio formula: f(z) = ITot/IUA = ISA/IUA + 1. However, the
beam splitter used in the optical path was not splitting the light equally. Since the
calibration curve is valid as long as the same optical path is used, no correction was
applied.

5.3.4 Validation

A calibration does not imply that the method is capable of resolving meaningful
features in biological samples. To validate the capabilities of SALM, I imaged
commercial DNA origami tetrahedra (GATTAquant, Iinuma et al., 2014). Since DNA
origamis are artificial nanostructures designed to adopt a precise conformation, they
are the perfect calibration standard for 3D superresolution methods (Schmied et al.,
2013). In particular, the tetrahedra used here are 82 nm in height and 100 nm in
width (see figure 5.5-a), smaller than the diffraction limit. In addition, the tetrahedra
allowed employing localization microscopy using the PAINT method (see figure
5.5-b), yielding bright localizations.

Figure 5.5-c shows the overview of a region obtained by SALM containing a
dozen tetrahedra. For the following analyses, I selected manually only complete
tetrahedra exhibiting four corners. The localization precision measured as the
standard deviation of the localization precision for each tetrahedron’s corner was
found to be σx,y = 11.2 ± 4.7 nm in the lateral direction. Imaging with SALM
allowed to estimate the axial position of each localization event. Reconstructing
superresolved images of each tetrahedron yield not only the typical four corners
signal seen in the x-y views of figure 5.5-d, but it allows discriminating the corners
axially as shown on the x-z projections (figure 5.5-d). Using the calibration curve of
figure 5.4-e, the SALM ratio can be converted into a z position. The axial localization
precision was calculated to be σz = 26.4 ± 8.4 nm. For more than a hundred
tetrahedra, I analysed the height by clustering the localizations, identifying them
with one of the corner and measuring the axial distance between the uppermost
cluster and the average of the base.



94 Chapter 5. Supercritical angle localization microscopy

y

x

z

x

y

x

z

x

1 µm

100 nm

(a) (b)

(e)

(c) (d) 1 2 3 4

5 6 7 8

0 20 40 60 80 100 1200

5

10

15

height of tetraeder (nm)

co
un

ts

∆z = 80.5 ± 14.5 nm

z
x

y
x

82
 n

m

100 nm

FIGURE 5.5: Validation. a) DNA origami tetrahedra are nanostructures displaying
fluorescence at their corners only. b) Their fluorescence is based on PAINT imaging.
Each corner exhibits several docking strands. The buffer contains imaging strands
that are complementary to the docking strands, and are fused with a fluorescent
molecule. Upon binding, the diffuse fluorescence is immobilized for a certain time,
leading to a localization event. Figure a) and b) are reproduced with permission
from Iinuma et al., 2014. c) 2D images of the tetrahedra colour-coded according to
their height, obtained with SALM. d) Lateral (x-y) and axial (x-z) projections of the
tetrahedron localizations, colour-coded according to their estimated axial position.
e) Height distribution measured by SALM for 113 tetrahedra. The dotted line
corresponds to the theoretical height of the structure. Reprinted with permission
from Deschamps et al., 2014, Optics Express, manuscript of which I am first author.

Figure 5.5-e shows the distribution of heights measured with SALM. The average
tetrahedra height was ∆z = 80.5 ± 14.5, in close agreement with the theoretical
height. The distribution is however broad and several effects can contribute to this
result. First, electron microscopy images reveal that the tetrahedra do not have
an infinite rigidity (see figure 5.3 in Iinuma et al., 2014), consequently the distance
between corners varies. Secondly, the SALM images indicate that the origamis are
often tilted with respect to the coverslip, which was not taken into account in this
analysis. Yet, the imaging of nanostructures and comparison of the 3D rendering
with their theoretical architecture clearly demonstrates that SALM is applicable
to 3D localization microscopy. Finally, the observed axial precision proved to be
lower than the theoretical prediction of figure 5.3-a, effect than can be attributed to
aberrations and improper alignment.

5.3.5 Imaging of biological samples

I then proceeded to image biological samples with SALM. Cellular structures such
as clathrin-coated pits or microtubules are of great interest to evaluate 3D methods,
as their shape is well defined. Both samples were immunodetected with antibodies
conjugated to Alexa 647, allowing for dSTORM imaging.

Figure 5.6 demonstrates that SALM is capable to resolve smaller than diffraction-
limited structures within cells. As the number of emitted photons is lower than
in the case of the tetrahedra, the achieved precision is not as good as in figure 5.5.
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FIGURE 5.6: Resolving biological structures with SALM. a) Clathrin-coated pits
imaged in a U2OS cell with Alexa Fluor 647 conjugated antibodies. The insets
reveal the three-dimensional structure of the invagination in the white box. The
dashed line indicates the two planes (z=50 nm and z=150 nm) at which the x-y
profiles are taken. b) Microtubule network in a U2OS cell. The insets are the x-z
profiles of the microtubules in the corresponding numbered region. Reprinted with
permission from Deschamps et al., 2014, Optics Express, manuscript of which I am

first author.

However, I was able to observe the half-sphere shape of clathrin-coated pits (see
figure 5.6-a) and microtubules at different heights (figure 5.6-b). The resolution
achieved close to the coverslip is comparable to PSF engineering methods, but
degrades quickly with the height of the emitters, as expected from the theoretical
calculation. Additionally, the apparent localization precision reached in the bio-
logical experiments was worse than predicted (see figure 5.3). One cause can be
aberrations present in the microscope, which tend to be stronger at high angles. In
the next section, I explore several possible improvements to reach the theoretical
resolution of SALM.
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5.3.6 Improving SALM

SALM has the prospect of an isotropic localization precision over 150 nm above the
coverslip. However, experiments showed that in practice the theoretical prediction is
not reached. In the previous section, I used a ring aperture to image the undercritical
angles. The supercritical signal is recovered by dividing the total intensity ITot by
the undercritical intensity IUA. Since ISA is not directly measured, the precision in
estimating it is lowered. However, direct measurements with a disk (configuration 1)
are not possible due to diffraction at the edge of the mask. Diffraction causes an en-
largement of the PSF, which in turns increases the error in determining ISA. Besides
improving the brightness of the localizations, an increase of the objective NA also
enhances the expected localization precision in both supercritical and undercritical
measurements (configurations 1 and 2, as seen in figure 5.3). Another positive effect
of the use of a 1.7 NA objective is a foreseeable reduction of the diffraction at the
disk mask’s edge. Figure 5.7-a shows a comparison of two objectives BFP: Olympus
UAPON 100XOTIRF (NA = 1.49) and APON100XHOTIRF (NA = 1.7). Increasing
the NA of the objective (and of the mounting medium) decreases the critical angle,
in this case from 61o (NA = 1.49) to 52o (NA = 1.7). The higher collection angle for
NA 1.7 objective then results in a much larger area occupied by the supercritical
angles in the BFP (see figure 5.7-a). A diffraction calculation shows that the resulting
intensity profile of the PSF is less affected with higher NA, resulting in a brighter
central peak (see figure 5.7-b).
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FIGURE 5.7: Improving SALM with high NA. a) BFP images of two objectives
with different NA: 1.49 and 1.7 (upper panels). The lower panels show the profile of
the BFP when obstructed with a disk mask of size equal to the corresponding critical
angle. Dashed lines highlight the difference in surface occupied by the supercritical
angles in both objectives’ BFP. b) Intensity profile of the PSF obtained by calculating
the diffraction at an annulus, that is to say a circular aperture obstructed in its
centre by an opaque disk. The radius of the opaque disk was taken to match the

obstruction illustrated in a), for NA=1.49 (blue) and NA=1.7 (red).

Unfortunately, the use of such a very high NA for SALM is compromised by the
large angle aberrations present in the objective. Aberrations can be compensated



5.3. Results 97

by adaptive optics, to the detriment of the simplicity and cost of SALM. Several ap-
proaches to aberration correction exist. In all cases, a correcting element is necessary.
Spatial light modulators (SLM) are often preferred in the illumination path, rather
than for detection, since their polarization-dependent behaviour decreases the num-
ber of photons that can be collected. Deformable mirrors (DM) are perfectly suitable
for detection purposes, as they are largely wavelength and polarization independent.
Two main schemes are employed to drive the correction of aberrations: a wavefront
sensor can be used in closed-loop with the DM or an image-based algorithm can
optimize a certain metric by changing the shape of the mirror. In the next section, I
detail the adaptive optics (AO) microscope I built in order to increase the precision
of SALM, using a deformable mirror, a wavefront sensor and a commercial software
suite.

5.3.6.1 Adaptive optics SALM

Adaptive optics requires precise alignment of the microscope and several parameters
need to be taken into account. In particular, the deformable mirror must be placed
in a plane conjugated to the objective BFP to allow for space-invariant corrections
of the wavefront. The microscope optical path must then contain an intermediate
BFP plane. The relay lenses must be chosen as to maximize the size of the BFP
image on the mirror, without being cut by the mirror edge. Note that the effective
aperture of some deformable mirrors is smaller than the apparent reflective surface
due to edge effects induced by the peripheral actuators. A BFP image too small
for the DM aperture reduces the precision of the correction, while too big of an
image causes additional aberrations and loss of information. In addition, the angle
at which the light hits the deformable mirror increases the size of the BFP image on
the reflective membrane, and must therefore be minimized. The wavefront sensor
(Shack-Hartmann wavefront sensor, SH-WFS, in this case) should be placed in a 4f
configuration with the DM, an image of the mirror being formed onto the microlens
array. This can be achieved by placing a beam-splitter on the way. Because such
configuration causes a loss of light in the final image, I chose to use an electronic flip
mirror to either conjugate the DM and the SH-WFS or to image the sample. Since I
designed this microscope for SALM, another pair of relay lenses is used to form a
BFP image in which the undercritical or supercritical mask can be placed.

Figure 5.8 shows the optical path of the microscope I built for adaptive optics
SALM (AO-SALM). A feature of this microscope is the possibility to by-pass the
adaptive optics, resulting in a normal SALM microscope. The adaptive optics path
includes a DM and a SH-WFS. Manually placing or removing a mirror on a magnetic
base switches between the shortcut and the AO paths. The image formed by the
tube lens and the one formed at the exit of the AO path are of same magnification.
Therefore, switching between shortcut and AO arms enables the possibility of direct
comparison of the adaptive optics system performances.
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FIGURE 5.8: Optical path of the AO-SALM microscope. The tube lens forms an
image (image plane, IP) of the sample after the microscope body. After the image
plane, a magnetic base allows placing a mirror (flip mirror). When the mirror
is present, the microscope is equivalent to a normal two-channels localization
microscope and the adaptive optics path (dashed box) is by-passed. If the mirror is
removed, then a lens forms an image of the objective BFP on the deformable mirror
(DM). An electronic flip mirror permits, in its on state, to divert the light towards
a path conjugating the deformable mirror with the wavefront sensor (SH-WFS)
for direct aberration sensing and closed-loop correction. Once the correction has
been carried-out, the mirror can be removed from the path and a lens recreates
an image plane. The first flip mirror is located at equal distance from both image
planes, allowing for sequential comparisons between the short-cut path and the AO
path. A beam splitter gives rise to two channels. After the image plane, relay lenses
recreate the image on two halves of the camera chip. A mask can be placed in one
channel to select a specific angular region of the BFP (supercritical or undercritical).
The whole microscope is in 4f configuration, allowing for the BFP, the DM, the WS

microlens array and the mask to be conjugated.

5.3.6.2 Adaptive optics correction

The AO-SALM microscope includes both a wavefront sensor and a deformable
mirror. The working principle of a SH-WFS is illustrated on figure 5.9-a. An array
of identical microlenses is placed one focal length away from a CCD chip. To each
microlens corresponds a sub-region of the CCD chip. When a purely unaberrated
plane wavefront hits perpendicularly the microlenses array, each microlens will
focus a portion of the wavefront to the centre of its corresponding CCD sub-region.
In the case of an aberrated wavefront, local phase differences cause the wavefront to
effectively propagate at a certain angle. The resulting focus after the microlens will
be shifted compared to the unaberrated case. Since the aberrations are not constant
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FIGURE 5.9: Wavefront sensing and correction. a) Working principle of a Shack-
Hartmann wavefront sensor. It is composed of a microlenses array placed one
focal length away from an array of CCD pixels. Local phase differences in the
wavefront are translated into lateral shifts of the microlens foci on the CCD. b) Each
microlens corresponds to a sub-region of the CCD chip. The displacement in x and
y is measured and directly corresponds to a local wavefront phase difference. c)
A deformable mirror consists of a reflective membrane placed on top of an array
of actuators. Axial movements of the actuators change the shape of the mirror.
An aberrated wavefront can be corrected by inverting the optical path differences,

resulting in a flat wavefront.

across the field of view, each microlens will produce a different shift with respect
to the reference position. The distance in x and y from the unaberrated focus is a
read-out of the local phase difference and therefore of the local aberration (see figure
5.9-b). It is important to note that the SH-WFS returns meaningful information
only when it measures a single wavefront, that is to say a wavefront originating
from the same source, for instance a single fluorescent bead. In order to correct
for the measured aberrations, the SH-WFS can be combined with a deformable
mirror (figure 5.9-c) in a closed-loop setting. The DM simply inverts the local path
differences to remove the phase disparities from the wavefront by modulating the
shape of a highly reflective membrane sitting on an array of actuators.

For efficient correction, the commercial software suite (HASO and CasAO, Imag-
ine Optic) I used decomposes the measured wavefront on the Zernike polynomials
basis (examples of Zernike polynomials can be found in figure 5.10). Well defined
mathematically, Zernike polynomials form an orthogonal basis, which ensures a
unique decomposition of the wavefront in terms of Zernike modes. Defined on a
unit circle, they provide a good analogy with the microscope pupil and some iconic
aberrations encountered in microscopy (see figure 5.10). For instance, while tilt is
an inoffensive aberration causing a lateral displacement of the image, astigmatism
arises from imperfect lenses and induces a strong deformation of the PSF in 3D.
Other well known aberrations are for instance comatic aberration from coverslip tilt
or spherical aberrations due to refractive index mismatch. To correct for the aber-
rations, a calibration is performed between the DM and the SH-WFS. This allows
to define DM membrane shapes that correspond to each Zernike mode. Then, the
closed-loop operation is performed until the measured wavefront appears flat.

The bright-star used for wavefront correction, usually a single-bead of large size,
is not a perfect approximation for a single emitter due to its large size (e.g. 1 µm).
Correction with the SH-WFS is not enough to obtain a perfect PSF, in particular
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FIGURE 5.10: Example of four Zernike polynomials corresponding to well-
known aberrations in microscopy. The polynomials were computed using a code

by Paul Fricker.
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FIGURE 5.11: Sensorless PSF optimization. a) Image-based correction of aberra-
tions makes use of a merit function related to a property of the image. An aberration
is applied successively with three different amplitudes. In the mean time, the image
metric is calculated. Fitting a quadratic function to the measurements allows the
calculation of the optimum of the merit function. b) Aberration correction of the
Olympus UAPON 100XOTIRF NA = 1.49 objective. The two orthogonal (y-z)
views of the PSF are taken with the shortcut path of the AO-SALM microscope (b1)
and after sensor and sensorless corrections in the AO arm of the same microscope

(b2).

for a PSF-sensitive method like localization microscopy. Image-based correction
algorithms have already been used to correct for aberrations in SMLM (Izeddin et al.,
2012a; Tehrani et al., 2015; Burke et al., 2015). The core principle of these algorithms
is to rapidly apply aberration modes at different amplitudes to find the extrema of a
merit function, such as the maximum or the mean intensity within the image. The
merit function, related to the image of a single emitter (a sub-diffraction bead for
instance), is computed while a single aberration mode is applied by the DM. Three
different amplitudes of the aberration are successively applied. The merit function
value is approximatively quadratic with the mode amplitude. Three measurements
are enough to fit a quadratic function and infer the optimum of the merit function for
a single aberration (figure 5.11-a). This is repeated for several aberrations to optimize
the PSF. I used MicAO (Imagine Optic), a software linking the acquired image and
the DM, to perform sensorless correction. Preliminary results can be found in figure
5.11-b. In this figure, the y-z projection of the NA = 1.49 objective PSF with and
without AO correction from a single sub-diffraction bead are compared. In figure
5.11-b1, the PSF corresponds to the one obtained when imaging the bead with the
microscope in its shortcut configuration. The PSF appears comatic (banana-shape),
which is detrimental to localization microscopy (Coles et al., 2016). The second
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PSF (figure 5.11-b2) is the result of the wavefront correction followed by image-
based optimization. The correction results in a brighter signal in focus and a less
pronounced coma. While residual aberrations still appear, I will further optimize the
correction pipeline in the near future. The present improvement of the PSF shape
suggests that the AO system is well aligned and that optimization of the SALM PSF
is possible. In the next steps, I will attempt to measure and correct aberrations using
the NA = 1.7 objective and then turn to the optimization of the PSF with a disk
mask placed in the BFP.

5.4 Discussion

In this chapter, I introduced a new approach to 3D localization microscopy called
supercritical angle localization microscopy. Relying on the axial dependency of the
amount of light radiated at high angles, the z-position of the emitters is inferred by
measuring the ratio of the intensity emitted above and below the critical angle. In
order to do so, the light is split in half and a mask is placed in a plane conjugated
to the objective BFP. Since the back-focal plane represents the light distribution by
angles, the supercritical and undercritical regions can be selected by a disk mask or
an aperture ring respectively. The ratio measured for each localization is then related
to a calibration curve to estimate the axial position. Another group published
a very similar method, albeit without calibration (Bourg et al., 2015). Because
supercritical fluorescence stems from the proximity of the molecules to the water-
glass interface, it can provide absolute axial localization. In other approaches, the z
axis origin depends on the focus plane position and absolute measurements are not
possible. I determined that SALM can reach an isotropic localization precision over
a range of 150 nm above the coverslip in the case of the disk mask, according to a
theoretical calculation; a resolution comparable to what is achieved in interferometric
approaches with complex and expensive microscopes. However, diffraction at the
mask strongly degrades the PSF and makes the intensity estimation difficult. I
described a proof of principle of the method using the aperture ring, imaging
DNA origami tetrahedra as well as biological samples. The method achieves a
resolution good enough to observe the architecture of 100 nm tall origamis and the
organization of the clathrin coat around endocytic invaginations. A particularity
of SALM is its simplicity. It is based on a two-channel microscope equipped with a
TIR objective. The only additional requirement is a pair of relay lenses in order to
image the BFP.However, the localization precision was found to be lower than the
theoretical prediction. The resolution obtained in the undercritical configuration did
not surpass the localization precision reported with PSF engineering methods.

Improving SALM Using higher NA increases the amount of supercritical light,
while also collecting more photons, thereon improving the localization precision in
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all dimensions. Such gain is in particular beneficial when selecting for the supercriti-
cal angles. There, the main cause for the low experimental resolution is diffraction
at the disk mask. As the critical angle decreases with the NA of the objective, the
fraction of the BFP occupied by the mask becomes smaller. Notably, moving from a
NA 1.49 to 1.7 should double the peak intensity of the supercritical PSF. Yet, the in-
crease in NA comes with stronger aberrations at high angles. In order to implement
high NA SALM, an aberration correction scheme should be implemented. To this
purpose, I designed and built a new microscope dedicated to the optimization of
SALM. The microscope can accommodate an objective of NA = 1.7 and includes a
deformable mirror and a wavefront sensor. In the near future, I will test the correc-
tion capabilities of the adaptive optics system with the 1.7 NA objective, in particular
regarding the supercritical PSF. Since the latter configuration has a much higher
theoretical localization precision over a larger axial range, AO-SALM is a promising
approach. Furthermore, the localization precision can be increased by substituting
the beam splitter for an elliptical mirror. By doing so, direct measurement of the
supercritical and undercritical intensities is possible, while increasing the number
of photons in both channels. An additional technical source of imprecision is the
model used to extract the intensities. Throughout this work, I used a Gaussian
fit to extract the intensity in both channels. While this is a good approximation
for the total fluorescence, diffraction at the mask causes the PSF to deviate from it.
Using finer approaches, such as circular aperture estimation (Franke et al., 2016) or
experimental PSF fitting (Li et al., 2017), for intensity extraction should enhance the
overall quality of the measurements.

Limitations The main limitation of SALM is its limited axial depth. The resolution
rapidly deteriorates away from the coverslip. In practice, the range of advantageous
axial resolution is confined to 150 nm above the coverslip. While the original SALM
implementation is simple and inexpensive, the use of adaptive optics increases both
cost and complexity. Finally, the rotational mobility of the fluorescent molecule
is particularly impacting the emission angular profile (Novotny, 1996). Attention
should be paid to ensure that the fluorescent labels are freely rotating to avoid
dramatic localization biases. Measurements using a polarizing beam-splitter can
help estimating the degree of rotational freedom.

SALM is perfectly suitable for biological processes localized at the cell membrane
close to the coverslip, such as focal adhesions, endo- or exocytosis. It has, for in-
stance, already been applied to decipher the axial organization of several proteins in
mammalian podosomes (Bouissou et al., 2017). Developments in high NA objectives
and adaptive optics might help SALM reach its theoretical localization precision.
In such case, SALM will be a precious tool in structural approaches to localization
microscopy.
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6 | Conclusion

More than ten years after its emergence, localization microscopy is widely applied to
biological systems. Its resolving power, down to tens of nanometers, has proven it-
self crucial to many studies. Obtaining high quality images requires the convergence
of expertise in three domains: sample preparation, microscopy and image analysis.
in particular, without a high-end microscope, much of the information can be lost
during imaging. Years of development have expanded the microscopes toolbox but
limitations remain. In this thesis, I detailed several technical advances aimed at
overcoming illumination biases, slow throughput and limited 3D resolution.

In chapter 3, I developed a new illumination system achieving a highly homoge-
neous intensity profile in the sample using a multi-mode fiber and a speckle-reducer.
As opposed to the common illumination approach, this system provides uniform
photophysics of the molecules across the field of view. It is therefore a prerequisite to
any quantitative study in localization microscopy. Owing to its simple optical path
and cost-efficient components, it can easily be implemented on any commercial or
custom-built microscope. However, it suffers from a limited laser coupling efficiency
due to the speckle-reducer. In the future, substituting it by vibration motors should
lead to similar homogeneity with higher coupling efficiency, while maintaining its
simplicity.

In addition, I fully automated the microscope encompassing the homogeneous il-
lumination. As described in chapter 4, automating localization microscopy required
several developments such as electronic control of the devices, algorithmic solutions
for unsupervised acquisitions, automated analyses, data compressing and storing
routines. In particular, I developed a microscope control platform, using advanced
electronics and an interface plug-in within an open-source software, to enable the
automated acquisition of localization microscopy data over the course of weeks. The
system has been successfully applied to the study of clathrin-mediated endocytosis
in yeast. The dataset acquired in this particular study is of unprecedented size and
scope in localization microscopy. To further increase the potential of the acquisition
interface, extension to feedback microscopy should be developed, in particular
feature dependent acquisitions.

I detailed in chapter 5 a new approach to 3D localization microscopy called su-
percritical angle localization microscopy (SALM), based on the principle of surface-
generated fluorescence. As opposed to most 3D method, SALM does not require
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expensive optics and advanced analysis algorithms. So far, it has remained limited
in resolution due to diffraction and has not reached its prospect of an isotropic local-
ization precision over a 150 nm range above the coverslip. Advanced optics, such as
very high NA objectives and adaptive optics, can in theory be used to fulfil its poten-
tial, albeit at the cost of an increased complexity. If such approach is validated, an
elliptical mirror could be used instead of the current 50/50 beam splitter, improving
the localization precision in all three directions. In the future, development of very
high NA objective with low aberrations at high angles would eliminate the need
for adaptive optics, simplifying greatly this new approach to SALM. Since many
important biological processes occur close to the plasma membrane, SALM with
isotropic resolution could turn out to be an invaluable tool in the 3D study of these
phenomenon.

The diversity of approaches to localization microscopy and investigated systems
call for flexible microscopes, able to accommodate different methods. Cutting-
edge localization microscopes must then offer a wide range of features. The tools
developed during my PhD stand out by their technical simplicity compared to other
published systems and can easily be combined within the same microscope. As
illustrated by a new localization approach called MINFLUX (Balzarotti et al., 2016),
single-molecule based superresolution microscopy has not reached its limit yet.
The most advanced developments often involve highly complex optics, as in the
case of MINFLUX or interferometric approaches. However, simple concepts can
dramatically improve certain aspects of the microscope and have a broader impact
on the scientific community.

Undoubtedly, homogeneous illumination, automation and advanced 3D will
soon be features of any high-end microscope. My work made substantial progress
in that direction and provides a framework for the routine use of quantitative
high-throughput 3D localization microscopy.
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7 | Materials and methods

7.1 Microscopes

During my PhD, I used three custom-built microscopes. In this method section, I
detail the different elements composing each microscope. In particular, I describe
four beam paths:

• Homogeneous illumination (Chapter 3). This is the illumination beam path of
the high-throughput microscope.

• High-throughput microscope (Chapter 4).

• SALM microscope (Chapter 5). The proof of principle of 3D localization
microscopy with SALM was realised using this microscope.

• AO-SALM microscope (Chapter 5). I designed and built this microscope in
order to optimize SALM with a high NA objective and adaptive optics.

A figure illustrating each beam path is included with the focal length of the
lenses and the various elements, as well as a table listing the most crucial devices.

7.1.1 Homogeneous illumination system

As described in the chapter 3, I built an illumination system with two arms: an
optical path for homogeneous illumination, referred to as path 1, and an epi-
fluorescence/TIR path (path 2). Figure 7.1 shows the illumination beam path and
the different components. The polarization beam splitter, irises and lenses have
been purchased from Thorlabs. The main components of the first path are a speckle
reducer (LSR-3005, Optotune) and a multi-mode fiber (105 µm, NA 0.22, Thorlabs).
The output of the fiber is projected directly into the sample, resulting in a flat illumi-
nation with sharp boundaries. Multi-mode fibers often produce auto-fluorescence,
which can be discarded by placing a clean-up filter after the fiber exit. In order to
increase the power in the red, I added another 640 nm diode laser (iBeam Smart,
Toptica) to the system and combined its output to the laser emission of the laser
combiner (Omicron) using a polarization beam-splitter. The single-mode fiber can
be exchanged to connect either to the laser combiner or to an additional UV laser
(Oxxius). The XY stages are custom-built flexure stages. All the lenses and reflective
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mirrors were bought from Thorlabs. In particular, dielectric mirrors were chosen to
avoid UV losses. A mirror and a dichroic mirror on magnetic bases allow selecting
either one of the paths or both at the same time. Finally, the illuminated area can be
chosen by moving the multi-mode fiber output and the lens at its exit. The important
components are described in table 1.

TABLE 7.1: Illumination components

Component Name Manufacturer

Laser combiner LightHUB Omicron
LuxX 405 Omicron
LuxX 488 Omicron
LuxX 638 Omicron
Cobolt 561 Cobolt

Stand-alone lasers iBeam Smart 640 Toptica
LBX-HPE 405 Oxxius

Speckle reducer LSR-3005-17S-VIS Optotune
Multi-mode fiber M105L02S-A Thorlabs
Clean-up filter 390/482/563/640 HC Quad AHF
Dichroic mirror TechSpec 550 nm short pass Edmund Optics
Objective HCX PL APO 160x/1.43 Oil CORR GSD Leica

BFP

Sample

Iris

AC10

AC25

PBS

AC10

SR
MM �ber

SM �ber

AC19

XY stage

XY stage

AC100 AC100 AC150

AC40

Iris
CF

Iris

M or dM

Stand alone UV laser
 or Laser combiner

Laser combiner Obj

Path 2

Path 1

Stand alone
640 laser

FIGURE 7.1: Homogeneous illumination system. PBS: polarization beam splitter,
ACxxx: achromatic doublet of focal length xxx, SR: speckle reducer, MM: multi-
mode, SM: single-mode, CF: laser clean-up filter, M: mirror, dM: dichroic mirror,

BFP: back-focal plane and Obj: objective.

7.1.2 High-throughput microscope

The microscope used for homogeneous illumination and high-throughput local-
ization microscopy is shown in figure 7.2, where the illumination path (described
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TABLE 7.2: High-throughput microscope components

Component Name Manufacturer

Fluorescence TIRF Quad Line Beamsplitter AHF, Chroma
dichroic mirror zt405/488/561/640rpc
Perfect focus SP beam splitter T750SPXRXT AHF, Chroma
dichroic mirror
Filter wheel 525/50 AHF, Chroma

600/60 AHF, Chroma
676/37 BrightLine HC AHF, Semrock

Laser clean-up Quad-Notch Filter AHF, Semrock
400-410/488/561/631-640

Two-colour dichroic 680 LP AHF
Perfect-focus laser iBeam Smart 785 Toptica
Quadrant photodiode SD197-23-21-041 Laser components
XY stage controller HCU-3D SmarAct
Z stage P-726 PI
Objective HCX PL APO Leica

160x/1.43 Oil CORR GSD
Camera Evolve 512 Delta Photometrix

AC250

CL

AC200

AC200

F

AC50

Cam

FW

dM

TBL

Obj

M M

M

P

FdM

dM

QPD

XY stage

Z stage

Iris

FIGURE 7.2: High-throughput microscope. Obj: objective, FdM: fluorescence
dichroic mirror, QPD: quadrant photo-diode, M: mirror, TBL: tube lens, CL: cylin-
drical lens, ACxxx: achromatic doublet of focal length xxx, FW: filter-wheel, dM:

dichroic mirror, F: filter, P: right-angle reflective prism and Cam: camera.
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in figure 7.1) has been ignored. It has been designed by Jonas Ries, and built by
Jonas Ries, Markus Mund and myself. This microscope has a simple two-channels
optical path, with the lenses in 4f configuration. The laser light is coupled in the
custom-build microscope body by reflection on the fluorescence dichroic mirror. A
perfect-focus system for live axial drift correction has been implemented, based on
the TIR reflection of 785 nm laser (Toptica), detection of the laser light by a quadrant
photo-diode and direct feedback between the detector and the z stage. Two servos
can move in the beam path a cylindrical lens for 3D localization microscopy and
a Bertrand lens for BFP imaging. Another servo allows rotating the filter-wheel.
Finally, a dichroic mirror splits the light by wavelength in two channels that are
imaged each on a half of the camera chip. The dichroic is placed on a magnetic
base and can be removed for single-channel imaging. Lenses and dielectric mirrors
were bought from Thorlabs. Details of the main components are to be found in table
2. The control of the microscope was carried out through Micro-manager and a
custom-written interface (see the relevant section).

7.1.3 SALM microscope

The SALM study made use of an already existing TIR two-channels custom-build
microscope. It was designed and build by Jonas Ries. The illumination system is
equivalent to the second path of figure 7.1. A focus-lock (perfect focus) system is
also present in the microscope. A 50/50 beam splitter can be placed in the path to
image two channels equally. A custom-built mask or aperture was placed in one
of the channel in a plane conjugated to the objective BFP. The size of the disk mask
or ring apertures were matched to the size of the undercritical domain in the BFP
(∼8.6 mm). The achromatic doublets, mirrors and the beam splitter were purchased
from Thorlabs. A servo controls the movement of a Bertrand lens to image the BFP
and of a cylindrical lens (1 m) to perform 3D stacks or imaging. The microscope was
controlled with LabView and the camera by Micro-manager.

AC 400
FW

AC400

AC400

IrisdM

M

M M

MM

M

M

SALM mask

50/50 BS

Cam

Obj

XY stage

Z stage

AC50

CL

FIGURE 7.3: SALM microscope. Obj: objective, FdM: fluorescence dichroic mirror,
dM: dichroic mirror, QPD: quadrant photo-diode, M: mirror, ACxxx: achromatic
doublet of focal length xxx, FW: filter-wheel, BS: beam splitter, CL: cylindrical lens,

Cam: camera.
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TABLE 7.3: SALM microscope components

Component Name Manufacturer

Fluorescence TIRF Quad Line Beamsplitter AHF, Chroma
dichroic mirror zt405/488/561/640rpc
Perfect focus SP beam splitter T750SPXRXT AHF, Chroma
dichroic mirror
Filter wheel 525/50 AHF, Chroma

600/60 AHF, Chroma
700/100 AHF, Chroma

Laser clean-up Quad-Notch Filter AHF, Semrock
400-410/488/561/631-640

Perfect-focus laser iBeam Smart 785 Toptica
Quadrant photodiode SD197-23-21-041 Laser components
XY stage controller HCU-3D SmarAct
Z stage P-726 PI
Objective SR Apochromat TIRF 100x 1.49 Nikon
Camera iXon EMCCD Andor

7.1.4 SALM masks

In chapter 5, two types of masks were referred to: ring and disk masks. Both masks
were mounted on a 1" lens tube (Thorlabs) screwed to a XY translation mount
(Thorlabs) on a magnetic base. To precisely align the masks in the intermediate back-
focal plane, a Bertrand lens was inserted, giving access to the BFP image. Then, light
was shined on the mask and the whole system (mask and post holding the magnetic
base) was translated until markings on the mask appeared in focus. Translation
using the mount then helped placing the mask exactly at the supercritical region,
either selecting or blocking it.

Ring mask To manufacture the ring mask (figure 7.4-a), holes of various diameter
were drilled into 25 mm aluminium disks. To minimize diffraction, a linear thickness
gradient was created starting from minimum at the edge of the central hole. The ring
mask is then fixed within a 1" lens tube (Thorlabs) and screwed on the translation
stage.

Disk mask The disk mask is more complex to build as it must block only the
central part of the BFP. To do so, a magnetic rod was fitted in the centre of 38 mm
high quality optical window (Edmund Optics). The magnet was then glued to
ensure stability. It is important to use as less glue as possible, to avoid aberrations
in transmission. Disks were custom-made with diameters approximately equal to
the undercritical region of the BFP. A ring of inner diameter slightly bigger than the
magnetic rod was glued to the bask of the disk mask. The ring was thick enough
to allow the mask to rest on the magnetic rod. Additionally, the disk mask being
magnetic, interaction with the magnetic rod allowed reproducible placement of the
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Glued

(a)

(b)

FIGURE 7.4: SALM masks. a) The ring mask consists of a disk with a central hole of
size corresponding to the undercritical region of the BFP. A thickness gradient was
applied from the centre to reduce diffraction. b) The disk mask was manufactured
by placing a magnet within a high quality optical window and glueing a ring to
a disk of size approximately equal to the undercritical region of the BFP. The ring
size corresponds to the magnetic rod so that it can be easily fitted on it. The disk is

magnetic, leading to a stable positioning of the mask upon the window.

mask. Finally, the window was glued to a 1" lens tube (Thorlabs) and screwed onto
the translation stage.

7.1.5 AO-SALM microscope

Figure 7.4 shows the optical path of the AO-SALM microscope, which I designed and
aligned. This microscope is similar to the high-throughput microscope presented
above when a mirror on a magnetic base is placed right after the iris, by-passing
the adaptive optics arm. When the mirror is removed, the light propagates towards
deformable mirror (Mirao, Imagine Optic). An electronic flip mirror controls the
choice between wavefront-correction with a Shack-Hartmann wavefront sensor
(HASO, Imagine Optic) and imaging with the camera. The light can be split equally
by a beam-splitter to give rise to two channels. In one channel, a SALM mask can
be placed. For alignment purposes, I designed several lens holders, in particular a
tailored tube lens holder. Lenses and dielectric mirrors were bought from Thorlabs.

7.2 Microscope control

The control scheme I designed for the high-throughput and the AO-SALM micro-
scopes is based on Micro-manager. The source code of Micro-manager was cloned lo-
cally, either through svn (old versions) or git (https://github.com/micro-manager),
and subsequent additions and modifications were made within this framework.
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TABLE 7.4: AO-SALM microscope components

Component Name Manufacturer

Laser combiner iChrome MLE Toptica
Fluorescence TIRF Quad Line Beamsplitter AHF, Chroma
dichroic mirror zt405/488/561/640rpc
Perfect focus SP beam splitter T750SPXRXT AHF, Chroma
dichroic mirror
Filter wheel 525/50 AHF, Chroma

600/60 AHF, Chroma
676/37 BrightLine HC AHF, Semrock

Laser clean-up Quad-Notch Filter AHF, Semrock
400-410/488/561/631-640

Objectives APON 100XHOTIRF Olympus
UAPON 100XOTIRF Olympus

Tube lens U-TLU Olympus
Deformable mirror MIRAO 52E Imagine Optic
Wavefront sensor HASO3 Imagine Optic
XY stage controller HCU-3D SmarAct
Z stage P-726 PI
Camera Evolve 512 Photometrix

AC250

SALM mask

AC400

AC400

AC500

AC200

AC200

AC100

TBL FW

FdM

dM

M

M

MB-M

Iris

M

M

M

M

P

Cam

50/50 BS

M

M

FM

M

SH-WFS

Adaptive optics arm

M

DM

Obj

XY stage

Z stage

AC50

QPD

FIGURE 7.5: AO-SALM microscope. Obj: objective, FdM: fluorescence dichroic
mirror, dM: dichroic mirror, QPD: quadrant photo-diode, M: mirror, TBL: tube lens,
ACxxx: achromatic doublet of focal length xxx, FW: filter-wheel, MB-M: mirror on a
magnetic base, BS: beam splitter, FM: flip mirror, DM: deformable mirror, SH-WFS:
Shack-Hartman wavefront sensor, P: right-angle reflective prism and Cam: camera.
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7.2.1 Micro-manager device adapters

All Micro-manager device adapters were written following the guidelines available
on Micro-manager’s wiki. Each one of them was either written from scratch or
modified from existing versions within Visual Studio (Microsoft). One device
adapter has been integrated in Micro-manager’s distribution, while those that are of
interest for the community are freely available on https://github.com/jdeschamps.
Table 7.5 sums up the device adapters I have worked with.

TABLE 7.5: Custom device adapters

Device Modifications Availability

SmarAct HCU-3D Wrote new Integrated in µM
Micro-Mojo Wrote new Available on github
PI Focus-lock system Available on github
Omicron Sanity checks Available on github
Cobolt Change of class Available on github
Aladdin Multiple pumps Available on github

Functions properties

7.2.2 Micro-Mojo

Micro-Mojo is based on the Mojo FPGA (Embedded Micro) and was developed
within the Mojo IDE, freely available for download on the manufacturer website.
The Mojo FPGA contains a Xilinx FPGA and therefore requires Xilinx’ ISE to function.
Mojo IDE allows two languages for the projects: Verilog and Lucid. Micro-Mojo
was entirely written in Lucid, a friendlier version of Verilog. Reference guide and
tutorials are available on Embedded Micro’s website. The Micro-Mojo source code
is available on github.com/jdeschamps.

7.2.3 Interface plug-in

Micro-Interface was written in Java within the Eclipse IDE. Conceived as a Micro-
manager plug-in, it is subdivided in several packages:

• Micro-manager: classes used to load the interface as a plug-in and build the
rest of the classes.

• Swing related classes: all the graphical elements, panels and windows.

• Threads: all the classes running independent processes, such as the auto-
mated UV activation, the monitoring of the focus position or the unsupervised
acquisitions.

• Devices: the definition class of all the devices on the microscope, e.g. lasers,
filters, camera, servos.



7.3. Sample preparation 113

• Other packages with some utility class definitions and functions.

Figure 7.6 shows a simplified schematic of the plug-in organisation. In brief,
upon calling within Micro-Manager, the Plug-in class reads the configuration file
(.txt) and instantiates the System and UI classes. The System holds a list of all
the devices defined in the configuration file and is able to modify their properties.
The UI class creates the interface the user can interact with. In addition, the UI
also contains a list of processes, the Threads. Through the panels and tabs, the
user can modify the properties of the devices (via a callback to the Plug-in class)
or of the threads. The Threads run on the background and perform calculations
related to their function. They in turn can modify the user interface (feedback to
the UI class) or the device properties (callback to the Plug-in class). In order to not
freeze the interface, the threads (Monitor, Acquisition and Activation) are defined
as SwingWorkers and are run independently from the event dispatch thread (EDT)
according to the Java guidelines.

src/micromanager
src/devices

src/gui

src/threader

Plugin
System

<Devices>

UI
<Panels>
<Threads>

Con�guration

Device names
Device props
Initial values

Micro-manager

con�guration.txt

Monitor Activation

Laser panel Filters panel

Focus panel

Tabs

UV

Acq Engine

Laser

Stage QPD

Camera

FIGURE 7.6: Micro-interface simplified organization.

7.3 Sample preparation

Fluorescent dyes layer (figure 3.2) The fluorescent layer imaged in chapter 3 was
created by depositing 0.2 µL of diluted Alexa Fluor 647 (Thermo Fisher Scientific)
onto a 24 mm coverslip. An 11 mm coverslip was then put on top of the Alexa Fluor
647 drop and then moved around while pressed against the other coverslip. Once
the layer thin enough, the 11 mm coverslip was then glued to the 24 mm coverslip
using nail polish.

Microtubules (figure 3.3 and 5.6) In both chapters 3 and 5, U2OS cells were used
to image microtubules. In order to prefix and permeabilize the cells, they were
incubated in 3% glutaraldehyde in cytoskeleton buffer (10 mM MES pH 6.1, 150
mM NaCl, 5 mM EGTA, 5 mM glucose, 5 mM MgCl2) with 0.25% TX-100 for 1-
2 minutes. Then, the cells were fixed with 2% glutaraldehyde in cytoskeleton
buffer for 10 minutes. They were subsequently washed with PBS, reduced with
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0.1% NaBH4/PBS for 7 minutes, and washed again three times. Labelling was
accomplished by incubating the cells with 1:500 mouse anti-alpha tubulin primary
antibody (Neomarker, MS581) in 3% BSA/PBS for 30 min, PBS washing and staining
with 1:500 of a secondary goat anti-mouse antibody conjugated to Alexa Fluor 647
(A21236 Molecular Probes) in 3% BSA/PBS for 2-3 hours. The imaging buffer was
composed of 50 mM Tris pH 8, 10 mM NaCl, 10% glucose, 35 mM cysteamine, 0.5
mg/mL glucose oxidase and 40 µg/mL catalase.

Actin (figure 3.4) To image actin filaments (chapter 3), U2OS cells were transfected
with a lifeAct-tdEOS plasmid using Lipofectamin in optiMEM buffer (Thermo
Fisher) for 12 h. After washing, the cells were fixed using 4% Formaldehyde in PBS
for 10 min, then quenched with 50 mM NH4Cl for 5 min. The sample were imaged
in a D2O buffer.

Clathrin (figure 3.4 and 5.6) The clathrin-coated pits of chapter 3 were prepared
following the same protocol than the actin sample. The plasmid mEos3.2-Clathrin-15
was a gift from Michael Davidson (Addgene plasmid # 57452, Huang et al., 2013).

In the case of the clathrin sample of chapter 5, the cells were fixed with 3%
Formaldehyde/PBS at room temperature for 10 minutes, washed in PBS and sub-
sequently reduced by 0.1% NaBH4/PBS for 7 minutes. The permeabilization was
realised using a 3% BSA/PBS solution containing 0.5% Triton X- 100 for 30 minutes.
Then, the cells were stained with 1:300 mouse anti-clathrin heavy chain (cloneX22,
ab2731, abcam), 1:300 rabbit anti-clathrin light chain (sc-28276, Santa Cruz Biotech-
nology) and 1:300 mouse anti-clathrin heavy chain (msCHC5.9, BM295, Acris) in
2% BSA/PBS overnight. After incubation, the cells were washed and stained with
1:200 anti- mouse (A21236, Molecular Probes) and anti-rabbit secondary antibodies
conjugated to Alexa Fluor 647 (A31573, Molecular Probes) in 2% BSA/PBS for 2-3
hours. The sample was imaged in the same buffer than used for the microtubules.

Beads in agarose gel (figure 5.4) In order to obtain beads at different heights in a
very thin gel (chapter 5), a 1% low melting point agarose (A9414, Sigma-Aldrich)
solution was prepared in water by heating up the mix in a microwave. 1 µL of
1:400 diluted 0.1 µm fluorescent beads (TetraSpeck, T7279, Thermo Fisher Scientific)
was added to 49 µL of warm agarose solution and deposited onto a coverslip.
The coverslip was then centrifuged at room temperature and 2500 g, leading to a
thickness of about 1 µm. The sample was then mounted in water in the microscope
sample holder.

DNA origami tetrahedra (figure 5.5) The DNA origami tetrahedra (chapter 5)
were graciously offered by GATTAquant. The tetrahedra were biotinylated and
attached to BSA-biotin-neutravidin coated coverslips. Each corner contained 16
docking strands, each consisting of 10 nucleotides binding sequence and 1 nucleotide
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spacer (TTAAATGCCCG). The immobilized origamis were imaged in a buffer
composed of 5 mM Tris pH 8, 10 mM MgCl2, 1 mM EDTA, 0.05% Tween20 to which
3 nM of imaging strands (CGGGCATTTA-Atto655) were added.

Clathrin-mediated endocytosis related proteins All the sample preparation, as
well as the imaging and analysis are available in Markus Mund thesis, "Superresolu-
tion imaging of clathrin-mediated endocytosis in yeast", 2016.

7.4 Imaging

Fluorescent dyes layer (figure 3.2) To image the intensity profiles of both single-
mode and multi-mode illumination schemes, I looked for residual dirt at the bottom
coverslip interface with the fluorescent dyes layer, allowing for precise focusing. I
then moved to regions free of any structure. Using ImageJ live profile plot, I tuned
down the 638 laser power in order to minimize bleaching. Once in a regime where
the intensity profile was stable, I moved to another region and acquired one image.
I repeated the same procedure for the other modality. Given that the coupling
efficiency is different for single-mode and multi-mode illumination scheme, the
laser was set to different power. In the analysis, only the normalized profiles were
compared.

Microtubules (figure 3.3) The microtubules network in figure 3.3 was imaged on
the high-throughput microscope using both single-mode and multi-mode illumina-
tion schemes, combining each time excitation and activation within the same fiber.
The sample was excited using the LuxX638 laser from the LightHUB laser combiner
and an additional "booster" laser (Toptica iBeamSmart 640), resulting in 14 kW/cm2

(diameter of the circular illumination of 35 µm). The activation was performed
with a UV laser. The power at the exit of the multi-mode fiber was measured to
be about 150 mW by a powermeter (Thorlabs). An experiment was first acquired
using the multi-mode illumination with 10 ms exposure time for 40000 frames.
Since the intensity profile is homogeneous by design, no spatial bias is induced by
imaging with the multi-mode scheme first. Then, illumination was switched to the
single-mode path, without changing the region of interest. The power at the exit
of the single-mode fiber was matched with the power measured in the previous
experiment and another 40000 frames experiment were recorded. An additional
multi-mode experiment was acquired afterwards to confirm the first experiment
results. The camera EM gain was set to 100.

Actin (figure 3.4) The actin experiments of figure 3.4 were aimed at comparing
multi-mode and single-mode activation: first a multi-mode activation experiment
(activation + excitation within the multi-mode fiber) was recorded, then a TIR single-
mode one (activation using single-mode fiber in TIR + multi-mode excitation). To do
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so, a dichroic mirror was placed at the intersection of the beam paths (see figure 7.1).
The TIR adjustment was realised thanks to a flexure stage holding the single-mode
fiber exit. The UV power at the exit of the single-mode fiber was matched to the
power measured after the multi-mode fiber. The acquisitions were conducted with
25 ms exposure time and a 561 nm laser power density of 12 kW/cm2. In both
cases, the UV power was only few mW and was pulsed automatically according
to a desired emitter density (see chapter 4). The imaging was performed in high
density regime in order to minimize self-activation. The multi-mode experiment was
stopped when the automated UV activation reached a pulse length corresponding
to half depletion of the molecules (given by previous experiments with the same
conditions and parameters), resulting in about 60000 frames. The single-mode
experiments was then performed until depletion (30000 frames), leading to a similar
number of localizations. The camera EM gain was set to 200.

Clathrin (figure 3.4) The experiments with mEos3.2-clathrin were carried-out
following the same procedure detailed in the previous paragraph. In this case,
the exposure time was 30 ms and the power density with the 561 nm laser was 5
kW/cm2.

Beads in agarose gel (figure 5.4) Multiple regions of the same gel were imaged
using the two-channels SALM microscope (figure 7.3). First, 50 identical two-
channel images were acquired with a mask placed in the BFP intermediate image
of one channel. Then, a cylindrical lens (f=1 mm, Thorlabs) was inserted and a
single-channel z-stack was acquired with a step size of 50 µm.

DNA origami tetrahedra (figure 5.5) Imaging of the DNA origamis was per-
formed in TIR with an exposure time of 400 ms.

Microtubules and clathrin (figure 5.6) Both samples were imaged in the SALM
microscope with an exposure time of 30 ms and an EM gain of 200. The power
density was 2-5 kW/cm2 using the combined laser light from the 640 nm laser from
the iChrome-MLE laser combiner (Toptica) and a 640 iBeamSmart (Toptica). In total,
about 100000 frames were recorded for both samples.

7.5 Localization analysis and rendering

Single-molecule localization and subsequent analysis of the localizations have been
performed in a Matlab software custom-written by Jonas Ries. This comprehensive
package allows for live fitting of ongoing experiments, rendering, filtering and
various analysis of the results.

Localization pipeline All localization microscopy experiments have been fitted
and rendered according to similar pipelines. First, the background of the images
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was estimated using either wavelet (chapter 3, Izeddin et al., 2012a) or median
filtering (chapter 5). The background subtracted image was used for peak detection
using a fast non-maximum suppression algorithm (Neubeck and Van Gool, 2006). A
probabilistic cut-off was then applied (p<0.01, Köthe et al., 2014) to select specifically
the signal corresponding to molecules. Region of interests centred on the detected
peaks were cut-out from the raw images (non background subtracted) and a GPU-
based maximum-likelihood estimator fitting routine (Smith et al., 2010) was used to
estimate the molecules’ position, number of signal and background photons, as well
as the theoretical localization precision. A filtering on the likelihood and the local-
ization precision was applied to remove spurious localization, e.g. non-converging
localizations. Rendering of the localizations was carried-out representing them as
symmetrical Gaussian with a standard deviation equal to the localization precision
and an amplitude equal to the number of estimated photons. Drift correction was
performed in the case of long experiments by adding all localizations from a time
windows and cross-correlating the time windows (Dlasková et al., 2011). Localiza-
tions were usually filtered out when their localization precision was larger than 30
nm and their PSF size larger than 150 nm.

On-times distribution Figure 3.3 was obtained by calculating the median on-time
in a neighbourhood of 50 nm around the localization for each one of them. The
localizations were then colour-coded according to this median value, with the look-
up table stretching from 1 to 6.

Intensity and precision profiles The photon count and localization precision plots
of figure 3.3 were calculated by setting a spatial window centred on the localizations
centroid. The window size was spanning the entire region of interest’s length in
x (sx) and was half the region’s size in y (sy). The mean parameter (photon count
or localization precision) was averaged over entire tranches of sx

100 × sy. The plots
shows the average and the standard deviation for each window.

Astigmatic axial position determination To infer the axial position of beads, a
z-stack acquired with a cylindrical lens was localized using an elliptical Gaussian
(Smith et al., 2010). The PSF widths in x and y were fitted with a quadratic function
and the axial position was extracted by calculating the intersection points of the two
curves, after correction for the refractive index mismatch (Huang et al., 2008b).

SALM intensity ratio To estimate the relative intensity in the two channels, an
approximate shift between the channels was estimated by cross-correlation of the
raw images. The brightest molecules in each frame were identified using the cross-
correlation result and were used to compute an affine transformation between the
two channels. After identification of the localizations, a region of interest centred on
each of them was cut-out from the raw data and fitted again with a Gaussian function
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of constant width to estimate the total number of photons per localization. The
intensity ratio was then determined by dividing the number of photons measured
in one channel by the number obtained in the other one.

SALM calibration Immobilized beads in an agarose gel were imaged with the
SALM microscope in two-channels mode, with one channel containing a mask in the
BFP for supercritical or undercritical angles selection. After fitting of a symmetrical
Gaussian, the localizations were identified between the two channels and intensity
ratios calculated. The same region of interests was imaged with cylindrical lens and
the beads axial position extracted. The intensity ratio was plotted against the axial
position. An decaying exponential function was then fitted to the data set. Multiple
region of interests were imaged and their exponential fit aligned along z to correct
for the axial offset. Then the cloud of points containing each dataset was fitted again
with a decaying exponential function using non-linear least square.

SALM analysis For each localization, the axial position was determined by cal-
culating the SALM intensity ration and inferring the z-position using a calibration
curve. The experiment was performed with the microscope in the same optical state
than the calibration.

Tetrahedra The tetrahedra of figure 5.5 were manually selected in the rendered
image according to their completeness (4 corners). For each tetrahedron, the local-
izations were identified to one of the corners automatically by k-means clustering in
3D. The centroid of each corner was then calculated, as well as the lateral and axial
standard deviations. The height of the tetrahedron was obtained by subtracting the
average z-position of the bottom three corners from the z-position of the top one.
This analysis did not include tilt correction.

7.6 Adaptive optics correction

Bead sample In order to perform both wavefront and sensorless corrections, dif-
ferently sized beads are necessary. Large beads are used for wavefront correction
as they provide the contrast ratio necessary to obtain reliable wavefront measure-
ments with the SH-WFS. Beads smaller than the diffraction limit provide a good
approximation of the PSF, a prerequisite for image-based correction. Such beads are
not suitable for wavefront correction as they bleach too fast to allow calibration and
subsequent closed-loop correction. Therefore, 0.5 and 0.1 µm fluorescent beads were
mixed together and deposited on a coverslip. The sample is left at room tempera-
ture for few minutes to allow time for the large beads to stick to the glass. Several
washing are necessary to remove any unbound bead. The density of beads was
arbitrarily chosen and based on previous results using the available, already diluted,
stocks in the lab. The beads density should be sparse enough that one can easily
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single out a bead. Every time a bead is chosen, a field iris is closed to prevent light
from other beads to perturb the measurement. Out of focus beads can in particular
degrade the wavefront measures.

Wavefront correction To perform wavefront correction, a single 0.5 µm bead was
placed in the centre of the field of view. The shortcut mirror was removed and
the flip mirror was inserted on the path as to send light to the wavefront sensor.
Alignment of the light beam with the HASO was carried out thanks to two mirrors.
Once the tip and tilt measured by the HASO low enough, the CASAO software
(Imagine Optic) was used. Within CASAO, the HASO exposure time was set to
about 50 ms and the laser adjusted to a non-bleaching regime while maintaining
sufficient brightness. CASAO allows for the measurement of an interaction matrix
(16 averaged measurements) calibrating the effect of the DM on the wavefront. The
matrix is then inverted and a closed-loop operation between the HASO and the
mirror is run to correct for aberrations. The tip and tilt aberrations were excluded
from the correction and only the first 32 Zernike modes were targeted. The closed-
loop correction was stopped when the wavefront remained stable.

Sensorless correction For sensorless correction, a 0.1 µm bead was single-out in
the field of view. Continuous acquisition of images was performed within µM,
using 500 ms intervals between images. Image-based correction was realised with
MICAO (Imagine Optic) and a 3N algorithm (Facomprez et al., 2012). The algorithm
reads the continuously-acquired images and modifies the DM shape to minimize
the merit function (here maximum intensity). First, the lower modes were targeted
(astigmatism 0o to trefoil 90o) a couple of times, then higher modes were corrected.
The merit function was chosen to be the maximum intensity. Subsequent correction,
in particular spherical aberrations, was realised manually.

7.7 Theoretical and experimental calculations

Optical fiber resonant modes The fiber modes shown in figure 3.1 were computed
using the analytical expressions of the Laguerre-Gaussian polynomials in a Matlab
code written by Lucian Bojor (Matlab file exchange, Fiber modes, version 1.0).

Illumination intensity profile The illumination intensity profiles displayed in
figure 3.2 were obtained by averaging a 4 pixels large window along the central line
of the illumination pattern (see figure 3.2-b) using ImageJ line profile tool.

Micro-Mojo laser triggering The FPGA response time, µs triggering and sequen-
tial patterns (figure 4.3) were recorded using an oscilloscope (TDS 3034B, Tektronix)
with one channel receiving the actual trigger from the camera (10 ms exposure time)
and the others the laser trigger signals. The cables were selected to be as short as the
ones used for triggering on the microscope.
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B3B The B3B algorithm has been written by Bálint Bálazs. Details can be found in
Balazs et al., 2017. The curves in figure 4.9 were obtained by simulating an array
of molecules (1000 photons of signal) on a grid with 0.1 pixel cumulating offset in
both x and y directions. The pixel size was set to 100 nm. A constant illumination
background was added (20 photons) before application of Poisson noise (shot noise).
The simulation was repeated 1000 times. Then the images were compressed at
different compression level, then uncompressed. Each image was fitted according
to the localization pipeline described in the previous section. Next, the average
localization error was calculated for the different compression level.

Radiation profile at an interface The radiation profiles of figure 5.1 were calcu-
lated according to previous publications (Enderlein et al., 1999; Ries et al., 2008).

Astigmatism localization precision The Cramér-Rao lower bound (CRLB) of
Astigmatism with z (figure 5.3) was obtained by first fitting an experimental astig-
matic calibration curve with a quadratic function (Huang et al., 2008a; Smith et al.,
2010), then using the resulting curve to simulate a thousand PSF (2000 photons of
signal and 20 photons of background) at different axial positions and subsequently
localize them. The average CRLB calculated according to Smith et al., 2010 was then
plotted.

SALM localization precision The theoretical SALM localization precision (figure
5.3) can be found in Annexe A.

Obscured Airy pattern The PSF profile obtained by diffraction of the light at a ring
aperture (figure 5.7), also called obscured Airy pattern, was calculated according to
Rivolta, 1986.

Zernike modes The Zernike modes displayed in figure 5.10 were computed di-
rectly from their mathematical expression using a Matlab code written by Paul
Fricker (Matlab file exchange: Zernike polynomials, version 1.3.0.1 ).
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A | Supercritical angle localization
precision

In SALM, the axial position of the fluorescent molecules is inferred from an intensity
ratio. The theoretical axial localization precision can therefore be derived from the
Cramer-Rao Lower Bound (CRLB) corresponding to the precision in determining
the number of photon (Rieger and Stallinga, 2013). The following calculation is
reproduced with permission from Deschamps et al., 2014, Optics Express.

Let us define f(z), the intensity ratio from which z can be inferred for a single-
molecule. The uncertainty in determining z relates to the error in measuring f :

δz =
∂z

∂f
δf =

(
∂f

∂z

)−1

δf (A.1)

Depending on the masks placed in the channels, f can have different forms.
Configuration 2 (see Chapter 5), for instance, yields:

f(z) =
ITot(z)

IUA
=
ISA(z)

IUA
+ 1 (A.2)

Where one channel measures the total intensity, ITot(z), and in the other channel
the undercritical intensity, IUA. If the disk mask and the ring mask are each placed
in one channel, then f becomes:

f(z) =
ISA(z)

IUA
(A.3)

For freely rotating molecules, the intensity emitted in the supercritical and
undercritical domains can be calculated numerically from expressions derived in
previous work (Enderlein et al., 1999; Ries et al., 2008):

IrSA(z) =

∫ νNA

0

2(n2
1 + n2

2)νλ̄
√
n2

2 − n2
1 − ν2λ̄2(n2

1 + ν2λ̄2)

3(n2
2 − n2

1)(n4
1 + (n2

1 + n2
2)ν2λ̄2)

e−2νzdν (A.4)

Where λ is the wavelength of the emitted light, considered monochromatic,
and λ̄ = λ/2π, n1 and n2 are the refractive indices of the buffer and of the glass
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coverslip respectively, νNA = λ̄−1(NA2−n2
1)1/2, with the numerical aperture defined

as NA = n2sinθc.

IrUA =

∫ w0

0

2Qλ̄w

3

(
1

(wλ̄+Q)2
+

n2
1n

2
2

(n2
1Q+ n2

2wλ̄)2

)
dw (A.5)

with Q = (n2
2 − n2

1 + w2λ̄2)1/2 and w0 = n1/λ̄.
From equation (A.4) and (A.5), ∂f/∂z can be numerically computed:

∂f

∂z
=

1

IrUA

∂IrSA(z)

∂z
(A.6)

One still need to calculate δf to obtain δz from equation (A.1). Error propagation
can be applied to equation (A.2), using the errors in intensity determination δITot

and δIUA:

δf2 =

(
∂f

∂ITot
δITot

)2

+

(
∂f

∂IUA
δIUA

)2

=

(
δITot

IUA

)2

+

(
ITot

IUA2

δIUA

)2

(A.7)

If measured in photons, the uncertainties δITot and δIUA can be approximated by
(Thompson et al., 2002):

δI2
Tot = ITot + 4πIBG

s2

a2
, δI2

UA = IUA + 4πIBG
s2

a2
(A.8)

Where s is the standard deviation of the PSF, a the pixel size and δIBG is the
number of background photons.

In the case of a fluorescent molecule with low quantum yield, supercritical and
undercritical angle emissions do not compete. Having N the number of photons
detected when the molecule is far from the interface and accounting for the 50/50
beam splitter, we obtain:

IUA =
N

2
, ITot =

N

2

(
1 +

IrSA
IrUA

)
(A.9)

In the limit of high quantum yield, the total number of observed photons does not
change, and the undercritical intensity is decreased by the amount of supercritical
light.

IUA =
N

2

(
1−

IrSA
IrSA + IrUA

)
, ITot =

N

2
(A.10)

Together (A.9) or (A.10) and (A.8) allows calculating δf from (A.7). Then, using
(A.6), one can obtain the value of δz from (A.1). Equation (A.7) was derived follow-
ing configuration 2. A similar expression can be obtained for configuration 3. In
particular, taking N = 2000 and IBG = 20 photons, as well as NA = 1.49 and 1.7,
the curves of figure 5.3 can be computed for configurations 2 and 3.
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LATEX

I composed this thesis with TeXstudio, and used a custom document structure based
on the ’Masters/Doctoral Thesis’ LATEXtemplate (www.latextemplates.com, authors
Steve Gunn, Sunil Patel, vel@latextemplates), modified by Markus Mund, which is
available under CC BY-NC-SA 3.0 (http://creativecommons.org/licenses/by-nc-
sa/3.0/).
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