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Zusammenfassung

Das Ziel dieser Arbeit bestand in der Überprüfung der Umsetzbarkeit eines Auslese-
ASICs, der die ambitionierten Anforderungen des X-Ray Integrating Detector (XIDer)
Projekts erfüllt. XIDer befasst sich mit der Entwicklung eines hybriden 2D-Pixeldetektors
für Röntgenbeugungsexperimente an Synchrotrons der vierten Generation wie die Eu-
ropean Synchrotron Radiation Facility (ESRF) in Frankreich. Zu den Anforderungen
zählt ein großer dynamischer Zählbereich bis zu 1× 1011 ph s−1mm−2, während der Detek-
tor gleichzeitig einzelne Photonen auflösen können soll. Hinzu kommt eine hohe nötige
Anpassungsfähigkeit an Experimente mit unterschiedlichen Voraussetzungen. Der geplan-
te Energiebereich von 30 keV bis 100 keV erfordert außerdem den Einsatz von Verbin-
dungshalbleitern wie Cadmiumtellurid und Cadmiumzinktellurid, die eine hohe mittlere
Kernladungszahl aufweisen.

Der entwickelte ASIC erlaubt die parallele Auslese von Sensor-Pixelmatrizen mit inte-
grierter Analog-zu-Digital-Umsetzung (ADU), Datenvorverarbeitung und -speicherung.
Dabei setzt er auf neue Konzepte wie die digitale Integration, das Telegramm-Protokoll
und ein zweistufiges Frontend, in dem eine kontinuierliche ADU implementiert ist.

Mit Fokus auf das analoge Frontend gibt diese Arbeit Einblicke in die Entwicklung des
Auslese-ASICs, angefangen bei der Motivation gewählter Konzepte, bis hin zur Charakteri-
sierung gefertigter Prototypen und daraus gezogener Schlussfolgerungen. Des Weiteren wer-
den mehrere, an ESRF-Beamlines durchgeführte Messungen mit ASIC-Sensor-Prototypen
vorgestellt und analysiert.

Abstract

The aim of this thesis was to verify the feasibility of a readout ASIC which fulfills
the challenging requirements of the X-ray Integrating Detector (XIDer) project. XIDer is
committed to the design of a 2D hybrid pixelated detector for X-ray diffraction experi-
ments at accelerator-based fourth-generation X-ray sources like the European Synchrotron
Radiation Facility (ESRF). The requirements include a wide dynamic photon counting
range up to 1 × 1011 ph s−1mm−2 with single photon sensitivity and a high versatility
for many different measurement conditions. In addition, the energy range of 30 keV to
100 keV demands for the use of high-Z compound semiconductor sensor materials like
cadmium telluride and cadmium zinc telluride. The proposed and implemented readout
ASIC design follows a modularized approach to read out large sensor pixel matrices in
parallel performing on-chip analog-to-digital conversion, data pre-processing and storage.
It explores novel concepts like a pipelined continuous conversion front-end, the digital
integration scheme and the telegram protocol.

This thesis presents the ASIC’s design process from drafts to actual implementations.
Design concepts, simulations and characterisation measurements of ASIC and ASIC-sensor
assembly prototypes are explained, analyzed and discussed with an emphasis on the
performance of the analog front-end.
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1 Introduction

All over the world, accelerator-based X-ray light sources are being developed, built and
maintained to push the boundaries of imaging condensed and living matter. In this
endeavour, scientists seek to gain further insight into the structure of materials and
organisms. Not only the static structure is of interest, but also its evolution over time as
it undergoes changes in chemical reactions, phase transitions or other physical processes
such as deformation due to mechanical stress. Modern facilities allow resolving structures
down to the nanometer scale while illuminating the sample under study every few 100 ns.
An example for such a facility is the European Synchrotron Radiation Facility (ESRF) in
Grenoble, France. Under the name EBS, the ESRF completed the upgrade of its storage
ring in August 2020 to become the world’s first high-energy fourth-generation synchrotron
radiation source with a brilliance unprecedented by any other facility of this type [1,
2]. Other facilities around the world such as APS in Lemont, USA [3], the SPring-8 in
Sayo, Japan [4], PETRA-IV in Hamburg, Germany [5] or HEPS in Beijing, China [6] are
following its example by implementing similar accelerator upgrades or by constructing new
light sources based on the same concepts.

As the properties and capabilities of these X-ray light sources improve and grow, so do
the requirements placed on instrumentation used to detect this radiation. Subsequently,
new detectors have to be developed to surpass the performance of current systems. As a
collaboration between Heidelberg University and the European Synchrotron Radiation
Facility, the XIDer project (see chapter 5) is committed to the design of such an instrument.
Its goal is to implement a versatile 2D detector for cutting edge high-energy X-ray diffraction
experiments to be performed by scientists at the ESRF in the near future. As such, the
detector must provide a very high dynamic range to sustain and process X-ray photon
fluxes up to 1× 1011 phmm−2 s−1 while still providing single photon sensitivity [7]. This
requires a detector with sufficiently low readout noise, not exceeding an equivalent noise
charge (ENC) of a few hundred electrons. At the same time, the detector has to provide
time resolving capabilities to follow the temporal structure of the X-ray beam down to a
few 100 ns. And with a target X-ray energy range from 30 keV to 100 keV [8], the use of
unconventional sensor materials is necessary. Last but not least, the system needs to be as
versatile as possible to cater for many different experiments. To address this issue, it has
to provide a high degree of flexibility in terms of image acquisition, data pre- processing
and data readout capabilities. Innovative signal and data processing concepts like the
custom-designed data flow control protocol telegram which is described in section 6.1.3
and 6.3.3.2 are essential for the success of this project.

The detector must be conceived as a modular device to allow building full systems of
variable active detection areas of up to more than 40 cm× 40 cm. Each module is based on
a 2D hybrid assembly consisting of a pixelated high-Z semiconductor sensor bump-bonded
pixel-by-pixel to a small number of readout ASICs. In this architecture, each pixel has
a corresponding on-ASIC channel counterpart such that the whole sensor matrix can be
read out and processed in parallel. Resulting from experimental requirements, the pixel
pitch in XIDer has been chosen as 100µm. This choice not only results in an incident flux
capability of 1× 109 ph s−1 pix−1 but it also imposes a challenging space constraint on the
readout electronics. As a result, the ASIC is implemented in the TSMC 65 nm technology
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which provides a reasonable compromise between good analog features and low space and
power consumption.

The basic idea of the XIDer ASIC front-end is to use a concept that operates in between
the two most used schemes for X-ray detection – photon counting and charge integration.
We call this approach continuous conversion in which the signal charge is integrated
and continuously converted to a digital value while the integration is still ongoing. This
approach is similar to that chosen by projects like the MM-PAD [9]. Section 6.1.1 explains
the procedure in detail. In addition, a novel idea called digital integration ([10]) as
explained in section 5.4 is implemented.

This thesis aims to introduce the XIDer project and concentrates on the aspects which
Heidelberg University and the author of this thesis have been and will be responsible for:
the design and characterisation of XIDer’s readout ASIC. With a focus on the analog
front-end, it discusses the project feasibility from the ASIC point of view, presents chosen
concepts and weighs them against different approaches. In addition, first prototypes that
have been manufactured over the course of this thesis are presented. These range from
bare ASICs to prototype assemblies with CdTe/CdZnTe (CZT) sensors that have been
used in beamtime characterisation measurements at an ESRF beamline. Besides, the used
test environment including software, firmware and PCBs as well as necessary protocols
and stimuli to operate the ASIC are demonstrated and explained. At the end of this thesis,
there is a conclusion providing a summary of the current state of the project, the author’s
contributions as well as an outlook of XIDer’s future.

2



2 The European Synchrotron Radiation Facility

In order to provide a context for the XIDer project, this chapter includes a general
introduction to synchrotron radiation with a focus on its application at the ESRF. It
presents a few fundamentals of synchrotron light generation, discusses science with X-rays
and gives an overview of the synchrotron light source community. The last sections of
this chapter provide a closer look at the ESRF and its particular requirements. Since
the XIDer project is dedicated to storage ring based synchrotron radiation facilities, this
chapter excludes the discussion of sources based on free electron lasers.

2.1 Synchrotron Radiation Light Sources
When a charged particle that is moving at a velocity close to the speed of light is deflected
from its trajectory by an external force, it radiates electromagnetic radiation. In nature,
this so-called synchrotron radiation can, for instance, be found in space where relativistic
electrons face strong potential fields generated by objects like black holes [11] or pulsars
[12].

While synchrotron radiation was considered a nuisance in early particle accelerators,
in the mid of the 20th century, scientists found out that this kind of radiation offers a
great potential for many different scientific areas that can profit from the production of
intense and precise X-ray beams [13]. This revelation started a completely new research
area committed to the design and construction of synchrotron light sources. With ever-
improving new technologies, the boundaries of experimental techniques have been pushed
further and further down to nanometer scales. The highly brilliant X-ray radiation
generated in these facilities opens up new possibilities in research fields like condensed
matter studies, medical physics and diagnostics, chemistry or biology among others. The
applications range from analyzing atomic lattices to watching a protein change its structure
in a biochemical reaction to investigating fossils and materials for their inner structure in
a non-destructive way [14, 15]. If not mentioned otherwise, the following subsections are
based on the sources [12], [13] and [16].

2.1.1 Basic Synchrotron Operation Principle

Since the construction of the first synchrotron radiation facility, their basic structure has
not changed. Synchrotrons consist of two parts: an electron accelerator to provide electrons
with velocities close to the speed of light as well as a storage ring to keep these electrons
and force them on a circular trajectory via bending magnets to generate synchrotron light.
This structure is drawn in figure 2.1a. The electron acceleration starts with an electron
gun and a linear accelerator (LINAC). It acts as a pre stage for the booster, increasing
the energy of the electrons up to a few MeV. In the booster, the electrons are accelerated
further to reach their final energy of a few GeV. At this point, they are injected into the
storage ring, an evacuated metal pipe in circular shape. Beamlines around the storage
ring make use of the synchrotron light which is mainly radiated in a tangential direction
to the electrons’ trajectory. Then, after conditioning the X-ray beam with suitable optics,
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Fig. 1.2 Schematic planar
view of a synchrotron radia-
tion facility

of circular evacuated pipes where the electrons are forced to follow circular paths
under the action of magnets placed along the circumference (bending magnets). The
electrons enter the storage ring only after they have been accelerated by a linear
accelerator or ‘linac’ until their energy reaches several millions of electron volts
(MeV) and then by a booster ring that gives them a boost in energy from millions
to billions or giga electron volts (GeV); at that point they are transferred to the final
circular accelerator as shown in Fig. 1.2.

Here the electrons, if needed, may be further accelerated to higher energies by the
radio frequency (RF) electric fields. When the electrons reach the expected energy
they are in a quasi-stationary situation; forced to follow circular paths by the mag-
netic field of the bending magnets, they loose, during each turn, part of their energy,
emitting synchrotron radiation. The energy lost in this way is fully regained in pass-
ing through the RF cavities. More precisely, storage rings consist of an array of
magnets for focusing and bending the beam, connected by straight linear sections
(see Fig. 1.3). In one or more of these linear sections, RF cavities are installed in
order to accelerate the particles.

After its discovery in 1947, during the 1960s and early 70s pioneering use of
the light was made in the so called first generation synchrotron radiation facilities;
these machines were not dedicated to synchrotron radiation studies, but were used
in a parasitic way, during high energy physics experiments. In the mid-70s facilities
totally dedicated to synchrotron light, were built. These early-dedicated facilities, in
which synchrotron light was mainly produced by bending magnets, are called second
generation sources; also the use of high magnetic field devices, known as wigglers,
started in this period. Afterwards, the optimization of magnetic structures, like wig-
glers and undulators, placed in straight sections made possible the realization of new
synchrotron radiation sources the so called third generation sources like the European
Synchrotron Radiation Facility (E.S.R.F. Grenoble France) and many other [2].

(a) Basic synchrotron structure [12]

6 A. Balerna and S. Mobilio

Fig. 1.3 Schematic view of a storage ring where some main elements like bending magnets,
focusing and de-focusing magnets (quadrupoles), insertion devices (undulator, wigglers) and the
RF (radio frequency) cavity are visible; the injection system is not shown (courtesy of S. Tomassini
INFN-LNF)

Due to the advanced designs and beam control of third generation light sources,
source size and divergence have been greatly improved. Nowadays for many exper-
iments, like the ones involving imaging or microscopy, the beam has to be focused
down to very small spots and so a relevant synchrotron radiation property becomes
its spectral brightness1 or flux per unit source area and per unit solid angle [3].

Undulators are excellent sources of high brightness radiation. This is shown
in Fig. 1.4, where the gain in brightness achieved by the new synchrotron radi-
ation sources, as a function of time, is shown; its increase of many orders of
magnitude gives an idea of the spectacular progress obtained in beam quality by
third generation sources.

While improvements in third generation synchrotron radiation sources are still
possible, fourth generation sources are being developed, based on free electron lasers
(FELs) able to produce very short coherent light pulses of very high peak intensity and
brightness (FEL sources characteristics and applications are described in Chaps. 2
and 30).

1 Brightness or brilliance? Several authors give different definitions while other authors use both
terms to define the same quantity. The best thing to do, is to look to units to be sure of what you are
dealing with. In any case in this lecture we will use the conclusions of [3] and define the spectral
brightness as photons per second, per unit source size and divergence in a given bandwidth.

(b) Detailed view of a synchrotron storage ring
with linear sections including wigglers and
undulators [12]

Figure 2.1: Schematic views of a synchrotron

scientists illuminate the sample under study to conduct their experiment. Figure 2.1b
provides a more detailed view of modern synchrotron storage rings. As depicted, modern
facilities incorporate linear sections with wigglers and undulators. Their function will be
explained over the course of this section. The radio-frequency (RF) cavities are used to
recover the electrons’ energy that is lost as they radiate synchrotron light along their orbit
in the storage ring.

2.1.1.1 Electron Energy Preservation with RF Cavities

Applying Schwinger’s formula [17], the radiated power P of a relativistic charged particle
with mass m and energy E in a synchrotron with storage ring radius R is given as

P =
2

3

e2c

R2

(
E

mc2

)4

(2.1)

where e is the elementary charge and c is the speed of light. As shown in this equation,
this power is proportional to 1/m4 of the charged particle which explains why electrons
are the best choice for building a synchrotron light source. Their rest mass energy of
511 keV is e.g. about 200 times smaller than that of a muon and about 1800 times smaller
than that of a proton. As a result, muons and protons of the same energy radiate less
power by a factor of 1.6 × 109 and 1 × 1013 respectively. The equation also shows an
inverse proportionality to the radius of the storage ring. Thus, smaller rings lead to higher
radiated power by the charged particle. However, they also require stronger magnetic
fields to keep the electrons on the beam trajectory. With the revolution frequency 2πR/c
taken into account, the charged particle’s energy loss per turn can be calculated as

∆E =
4π

3

e2

R

(
E

mc2

)4

(2.2)
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2.1 Synchrotron Radiation Light Sources

(a) RF voltage applied to an RF cavity. [16]

Electron bunches

Storage ring

(b) Electron beam bunching

Figure 2.2: RF cavities and electron beam bunches

This corresponds to the amount of energy that has to be restored by the RF cavities.

2.1.1.2 Electron Orbit Stability and Bunching

On top of restoring the electron energy, the RF cavities in the storage ring also play
an important role in ensuring the stability of the electron orbit. The RF cavities keep
the electrons at the correct energy by establishing a stationary wave with an oscillating
longitudinal electric field in the direction of the electron beam. The voltage applied to
the RF cavity is depicted in figure 2.2a. There are three highlighted spots on the curve
representing three different points in time at which the electron could traverse the cavity.
The sweet spot is the point marked as synchronous electron. The oscillating electric field
is parameterized such that in this case, its amplitude is just at the correct level to fully
restore the energy ∆E lost by the emission of synchrotron radiation. If the electron enters
the cavity at this phase of the electric field consistently, it is considered a synchronous
electron. This stable condition can only be met if the electron’s energy and phase are just
right. If the electron is too fast, i.e. its energy is too high, it will enter the cavity earlier
than a synchronous electron. In this case, it will experience a lower electric field which
will not fully restore the energy lost by radiation emission. As a result, the electron loses
energy and its velocity decreases. This process will continue until the electron has just
the right energy and phase synchronous to the RF cavity. In the third depicted case, the
electron’s energy is too low. Electrons in this condition are slower than a synchronous
electron and enter the RF cavity slightly later. As a result, they experience a larger electric
field which causes an overall increase of their energy. Again, this process repeats until
the electrons become synchronous to the RF cavity. Figure 2.2a also indicates that the
cavity can only fulfill its purpose in one half of the oscillation’s period which starts at one
maximum and ends at the next minimum. If the phase of an electron is too far off, it
passes the cavity in the other half of the period and it can not reach the stable condition.
In this ideal image, the RF cavity thus manages to capture and lead electrons to the stable
condition which end up in 50% of its oscillation period. Real RF cavities however usually
only lead electrons to the stable condition in about 5% to 10% of the oscillation period.
Electrons with a larger phase shift are inevitably lost.
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As a consequence of the phase requirement of RF cavities, there is no continuous stream
of electrons in a storage ring. Electrons are always organized in so-called bunches as
depicted in figure 2.2b. The time interval in between consecutive bunches is necessarily an
integer multiple of the period of the RF cavity’s electric field. There are two extremes
for this interval. It can be as long as a whole ring orbit period. In this case there’s is
only a single bunch of electrons in the storage ring. In the other extreme case, the time
interval is as low as a single RF period and the storage ring hosts the maximum possible
amount of electron bunches. Obviously, in order for this to work, the RF frequency must
be chosen to be an integer multiple of the electrons’ orbit frequency. The filling pattern of
the storage ring, i.e. the bunch-mode is a well-controlled machine parameter. The actual
setting of this parameter has a big impact on the experiments that can be conducted at a
given time.

2.1.2 Synchrotron Light Generation Properties

Due to the electron’s relativistic velocity, the synchrotron light is radiated in a cone in the
forward direction, i.e. tangentially to the electron’s bent trajectory. The spread of this
cone is proportional to 1/γ in which γ is the Lorentz factor defined as γ = 1/

√
1− (v/c)2

Here, v is the electron’s velocity and c is the speed of light. Thus, the faster the electron
is, the smaller the divergence of the emitted radiation is. Due to this, beamlines and
experiments are always placed tangentially to the storage ring as shown in figure 2.1a.

The radiation generated by a charged particle under the influence of a simple bending
magnet has a continuous spectrum with a rapid drop below the critical wavelength

λc =
4π

3

R

γ3
(2.3)

where R is the radius of the charged particle’s trajectory. With the Planck constant h,
this translates to a critical photon energy of

Ec =
3h

4π

cγ3

R
(2.4)

which cuts the spectrum of the emitted radiation in two parts both including half of
the total radiated power. As depicted in figure 2.3, the intensity of emitted photons
continuously rises from low energies until Ec and then shows a sudden drop above Ec.
This drop limits the maximum usable energy of photons emitted by the electrons in
the storage ring. Since Ec depends on the electron energy via its proportionality to γ3,
tuning the electron energy allows changing the high-energy cut-off of emitted synchrotron
light photons. Another parameter to tune the high-energy cut-off is the bending radius
R. The smaller the radius, the higher the critical energy. As the photon energies of
synchrotron light sources are well within the hard X-ray regime, this thesis will use the
terms synchrotron light/radiation and X-rays synonymously.

The y-axis in figure 2.3 is the so-called brilliance B which is the leading figure of merit in
characterising the performance of synchrotron light sources. The brilliance is a parameter
that, in most experiments and regardless of the optical setup and the particular beam
conditioning of the beamline, is in some way proportional to the number of X-ray photons
than can be effectively used for a particular experiment. The brilliance of a photon beam
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Fig. 1.12 Spectral distribution of synchrotron radiation as a function of the value of critical energy,
εc, of the storage ring

N(λ) = 31/2 e
hc
γ IG1

∆λ

λ
∆θ

that in practical units [8], assuming∆λ/λ= 10−3 and∆θ = 1 mrad can be written as:

N(λ) = 2.457 × 1013E[GeV ]I[A]G1

[
photons

s · 0.1 % BW · mrad θ

]
. (1.3)

The spectral distribution of the emitted photons, given by (1.3), is that shown in
Fig. 1.10. Forλ#λc the spectral distribution falls off exponentially while for λ $ λc
it decreases slowly, it is practically independent of the energy of the electrons and it
is mainly determined by the current of the machine.

The photon flux is frequently expressed as a function of energy (Fig. 1.12); in
order to do this, y = λc/λmust be replaced by y = ε/εc where εc = hc/λc represents
the critical energy given by:

εc = 3hcγ 3/(4πR)

or in practical units

εc(keV) = 2.218E3(GeV)/R(m). (1.4)

As shown in Fig. 1.12, the maximum photon energy achievable with a storage ring
is few times its critical energy, εc.
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Figure 2.3: Synchrotron light spectrum radiated from a relativistic electron under the
influence of a bending magnet’s magnetic field. The plot shows a set of curves
for different electron energies Ee at a fixed storage ring radius. Above the
critical energy Ec, the brilliance drops rapidly. For higher electron energies,
the drop shifts to higher emission energies. [12].

is given by

B =
Φ

4π2ΣxΣθxΣyΣθy∆E
, [B] =

photons

s ·mm2 ·mrad2 · 0.1%BW
(2.5)

in which Φ is the photon flux, i.e. photon rate per area, and Σx,y and Σθx,y are a measure
for the electron beam cross section and angular divergence that are usually combined into
the beam emittances ϵx and ϵy. ∆E denotes the photon energy range of interest which
is usually taken as 0.1% of the working energy. As indicated by the brilliance’s units,
it measures the amount of photons emitted per second, solid angle, unit source size and
photon energy bandwidth. Its maximization can be achieved by increasing the photon
rate in a given energy band while minimizing electron beam emittance that translates into
the photon source size and divergence. The following sections provide insight into how
this is achieved from a technical point of view.

2.1.3 Third-Generation Synchrotron Light Sources

In the 1990s, linear sections with so-called insertion devices, i.e. undulators and wigglers,
were introduced in storage rings of synchrotron light sources. Figure 2.4 shows a sketch of
a insertion device and its working principle. The basic idea is to pass the electron beam
through a spatially oscillating magnetic field which is produced by a consecutive set of
dipole magnets with alternating polarity. The wavelength of the periodic magnetic field
which is perpendicular to the motion of the electron is given by the pitch λu of two dipole
magnets with identical polarity.

The main property to classify the performance of insertion devices is given by the
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Figure 2.4: Basic structure of an insertion device as implemented in third-generation
synchrotron light sources. [18].

undulator parameter K which is defined as

K =
eBλu

2πmec
(2.6)

in which e is the elementary charge, B is the amplitude of the oscillating magnetic field,
me is the electron mass and c is the speed of light. For weak magnetic fields, K < 1 and
the device is considered an undulator. In this case, the electrons travel across the insertion
device immersed in their own radiated field and the photon beams generated at individual
magnetic poles show constructive interference. As a result, the spectrum is a sequence of
high brilliance resonances at frequencies which are characteristic for the chosen undulator
parameters like λu or K. In the forward direction, the wavelength resonance condition is
given by:

λR =
λu

2nγ2

(
1 +

K2

2

)
(2.7)

With a strong magnetic field such that K > 1, the insertion device is considered a wiggler.
In this case, the peaks broaden and overlap forming a continuous spectrum [18].

In actual applications, undulators are most often preferred due to their high brilliance
gain. Compared to the conventional storage ring bending magnets, the brilliance of
undulators can reach values three or four orders of magnitude higher [19].

2.1.4 Fourth-Generation Synchrotron Light Sources
The main performance boost in fourth generation facilities comes from the significant
increase of X-ray brilliance achieved by reducing the emittance of the electron beam in the
new storage rings. In order to understand technological advances made to minimize the
emittance, one has to start by clarifying the meaning of the word lattice which is often
used by the synchrotron community in this context: A storage ring lattice the particular
arrangement of consecutive bending and focussing magnets that are used to keep the
electron beam circulating in the storage ring while minimizing its cross-section. In the
most common lattices, there are two types of magnets used to execute these tasks. Dipole
magnets take care of forcing the electron beam on the path given by the storage ring. And
quadrupole magnets are used to focus the beam, reducing its size. The following section
has been compiled from the sources [21, 23, 22, 20].
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Figure 2: Dispersion correction by quadrupole magnet.
Electrons of all momenta exit second dipole on design or-
bit.

SYSTEM DESIGN
The original model proposed by Chasman and Green

used a single quadrupole placed at the center of the drift
section separating two identical dipoles. As the beam trav-
els through the first bend, particles having a momentum
p 6= p0, where p0 is the momentum of the design orbit, exit
the dipole magnet off-axis and off-angle (see Fig. 1). This
leads to a beam expansion, horizontal separation of elec-
trons according to their energy, and an effective growth in
the beam’s emittance. The quadrupole located at the sym-
metry point of the cell midway between the dipoles, is op-
erated such that it is focusing in the bend plane, and when
set correctly, re-images the off-energy electrons back onto
the design orbit at the exit of the second dipole (see Fig.
2). The DBA cell is a key tool for compensating for the
dispersion induced by bending magnets.

Figure 3: Chasman-Green DBA lattice for traditional ring
configuration.

Figure 4: Chasman-Green DBA lattice for UH linear trans-
port Diagnostic Chicane adaptation.

The momentum dependence of the transport system can
be characterized by the dispersion vector D, which tracks
a particle that has a fractional momentum difference of
� ⌘ p�p0

p0
= 1. In the language of general first or-

der transport [7, 8], the 6-D dispersion vector is given by
D = (Dx, D0

x, 0, 0, 0, 1) ⌘ (D, D0, 1), neglecting path
length differences and assuming only horizontal bending.
In this case [5, 6], the components of the dispersion vector
obey the inhomogeneous differential equation:

D00(s) +
1

⇢2
D(s) =

1

⇢
(1)

where s is the longitudinal coordinate, ⇢ is the bend ra-
dius, and corresponding total deflection angle ↵ = s/⇢. If
the dispersion function and its derivative are zero at the en-
trance of a bending magnet, at the output of the bend these
functions are given by:

Dout = ⇢(1 � cos↵) (2)
D0

out = sin↵ (3)

which are determined completely by the geometry of the
bend.

In the drift separating the first dipole and the central
quadrupole, the dispersion ray travels at an angle from the
design orbit of ✓ = D0

out. From the symmetry of the
system, the quadrupole must deflect this ray by an angle
�✓ = �2D0

out. This is the condition for the dispersion ray
to exit the second dipole along the design orbit. For a thin-
lens, the required focal length f for a given drift length L
between the dipole exit and the quadrupole center is:

f =
⇢(1 � cos↵) + L sin↵

2 sin↵
(4)

For small bending angles, this reduces to [6]:

f ⇡ Lbend

4
+

L

2
(5)

with Lbend the arc-length in the dipole.
Although first developed for circular machines where all

the bends are in the same direction and have a sum of 360�,
the analysis is equally valid in the case of alternating bends
as in a chicane. Figure 5 shows the dispersion function and
its derivative for the Diagnostic Chicane. The qualitative
difference between this plot and a similar plot for a syn-
chrotron ring is that the sign of the dispersion alternates
with each Double Bend Achromat section.

The bend angles and drift lengths of the DBA sections of
the DC are determined by many factors, including the ori-
entation angle of the focusing sections, the availability of
space in the lab, and the as-built x-ray extraction hole bored
through the radiation shielding. With the geometry for the
Diagnostic Chicane determined by these constraints, the
dispersion correcting quadrupole focal lengths (and hence
gradients and drive currents) can be calculated by equation
(4). Alternatively, the quadrupole gradient can be found us-
ing the exact version of equation (4), as calculated by sim-
ulation software package PBOLab [9] using TRANSPORT
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Figure 2.5: Schematic drawing of a Chasman-Green lattice also known as double bend
achromat (DBA) lattice [20].

2.1.4.1 Double Bend Achromat Lattices

For third-generation synchrotron light sources, the most commonly used lattice is the
Chasman-Green lattice, also known as double bend achromat (DBA) lattice. It is depicted
in figure 2.5. With the simplest DBA lattice, each sector of the storage ring consists
of two bending magnets with a focussing quadrupole centered between them. When an
electron bunch enters the lattice from the left hand side it passes through the first bending
magnet. Due to slight momentum mismatches of electrons in the bunch, the bending angle
of every electron in the bunch that passes the bending magnet is slightly different. As
a result, the electron beam expands horizontally and with it, the beam’s horizontal size
increases. With no countermeasures, this beam expansion would add up at every trajectory
bend, resulting in a loss of electrons and an unstable orbit. In order to counteract this, a
quadrupole magnet is used as a focussing lens as shown in figure 2.5. A second bending
magnet acts exactly the same as the first one, again applying a slightly different bending
angle to electrons in the bunch with a slightly different momentum. However, due to
the quadrupole’s re-focussing of the beam on the second bending magnet, the resulting
electron beam’s horizontal size is reduced. There are many different variations of this
simple design, always consisting of two bending magnets but with a different combination
of quadrupole magnets focussing and defocussing the electron beam. Due to its simplicity
and effectivity at the same time, the DBA has been widely used in many different machines
like the ESRF, ELETTRA or SPring-8. However, the minimum achievable emittance with
a DBA lattice is limited and in order to further reduce it, more and more quadrupole
magnets have to be added which is the source of other problems. The most obvious one is
an increased size and cost. Another one is the increased chromaticity which acts analogous
to chromatic aberrations with optical lenses. The array of quadrupole focussing magnets
has slightly different focal points for different electron beam energies. In order to perform
chromaticity corrections, complex sextupole magnets have to be used which introduce
even more optical aberrations and further increase the cost, size and complexity of the
storage ring lattice.

2.1.4.2 Multi Bend Achromat Lattices

But there is another way to further decrease the emittance ϵ which becomes obvious when
taking a look at the lattice emittance formula [24]

ϵ =
CE2

N3
d

(2.8)
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detailed design is presently being completed [16].
Construction of the facility is scheduled to begin in 2010.
User operation should commence in 2015.

This paper will highlight the MAX IV 3 GeV storage-
ring lattice and the beam dynamics considerations of the
detailed design study. The following section presents the
lattice, nonlinear optimizations and damping wigglers.
Section III touches on related magnet, vacuum, and rf
technology issues. Finally, Sec. IV demonstrates the ex-
pected dynamic performance of the lattice but also of the
entire machine as a high-brightness source of synchrotron
radiation. A summary and conclusions are given in Sec. V.

II. LATTICE

A. Multibend achromat

The figure of merit of a modern synchrotron radiation
facility is a small emittance of the electron beam. The
magnet lattice defines the emittance as " ¼ CE2=N3

d,
where E is the beam energy, Nd is the number of dipole
magnets, and C is a constant given by the lattice. The bare
lattice emittance is then further reduced by strong IDs.
MinimizingC by appropriate choice of the lattice functions
is the theoretical minimum emittance design approach
[17]. This approach however is hampered by problems of
nonlinear optics design and high sensitivity to lattice im-
perfections resulting from overstrained optical functions.
Instead, the MAX IV 3 GeV storage ring is based on a very
simple but robust design approach: ultralow emittance is
achieved by increasing the number of dipoles Nd. In order
to prevent the ring from becoming large and costly, the
number of magnets is increased by shortening the magnet
cells. However, shorter magnet cells require stronger fo-
cusing gradients to keep the electron optics optimized. The
strong gradients required for the MAX IV 3 GeV storage
ring are achieved by a reduction of the transverse dimen-
sions of the magnet elements (see Sec. III B for associated
vacuum issues).

The storage ring is composed of 20 achromats (super-
cells) which each contain seven magnet cells: five unit cells
plus two matching cells. The matching cells are separated
from the unit cells by a 1.3 m short straight section where rf
cavities can be installed [18]. The achromats are connected

by 5 m long straight sections. The matching cells closely
resemble the unit cell, but with only half a dipole (similar
to a missing magnet dispersion suppressor). A schematic of
one MAX IV 3 GeV achromat is given in Fig. 1. The unit
cells contain 3" bending magnets with a gradient for
vertical focusing. Focusing quadrupoles are interleaved
between the dipoles [19]. The matching cells contain short
1.5" gradient bends with a soft end (that is, a longitudinally
varying dipole field with field strength reducing towards
the long straight) to reduce synchrotron radiation heat load
on the downstream ID [20]. A quadrupole doublet in the
matching section allows matching of the achromat optics
to the ID in the long straight section.
The optical functions for one achromat are displayed in

Fig. 2 and the main parameters of the 3 GeV storage ring
are given in Table I. The strong gradient in the bending
magnets yields a very compact lattice (12.5 m horizontal
betatron wavelength). A summary of the dipole and quad-
rupole strengths is given in Table II. The optics in the
achromat have been tuned in such a way that the vertical
beam size in the straight section is below the diffraction
limit even for modest values of coupling. At a radiated
wavelength of !rad ¼ 1 !A, the photon diffraction limit is
"rad ¼ !rad=4" ¼ 8 pm rad. This is 2.4% of the horizontal

x [m]

y [m]

5 10 15 20 25

2.0

FIG. 1. (Color) Schematic of one of the 20 achromats in the 3 GeV storage ring. Magnets indicated are gradient dipoles (blue),
focusing quadrupoles (red), sextupoles (green), and octupoles (brown).
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FIG. 2. Beta functions #x, #y and dispersion $x for one
achromat of the 3 GeV storage ring. The position of the dipoles,
quadrupoles, and sextupoles are indicated at the bottom.

S. C. LEEMANN et al. Phys. Rev. ST Accel. Beams 12, 120701 (2009)

120701-2

Figure 2.6: Schematic drawing of MAX IV’s 7-bend multi bend achromat lattice. The
shown colored building blocks are dipole bending magnets (blue), focusing
quadrupole magnets (red), sextupoles (green) and octupoles (brown) for chro-
maticity correction. [24].

in which E is the beam energy, Nd is the number of dipole/bending magnets in each sector
of the lattice and C is a lattice constant which is defined by the optical lattice functions,
e.g. quadrupole magnet(s). Instead of minimizing C and keeping Nd = 2 one could also
increase the number of bends Nd to reach lower emittance. With more bending magnets,
one can choose lower bending angles with weaker dipole magnetic fields per magnet which
reduces the equilibrium emittance. This is the approach that multi bend achromat lattices
(MBA) take. In 2015, MAX IV in Lund, Sweden was the first synchrotron facility to
implement functional MBAs. This made them the first fourth-generation synchrotron at
3GeV electron beam energy. A schematic drawing of MAX IV’s lattice is shown in figure
2.6. The ESRF then found a way to adjust MBAs to high beam energies with the hybrid
achromat lattice approach. The result is the Extremely Brilliant Source (ESRF-EBS)
which is the world’s first high-energy fourth-generation synchrotron running at a beam
energy of 6GeV.

Figure 2.7: World-wide comparison of synchrotron light source emittances from 2019 [25].
The y-axis shows the natural emittance which is the actual emittance divided
by the square of the electron gamma factor, i.e. the electron energy. The x-axis
depicts the synchrotron’s circumference. The blue color shows operational
machines, while red shows planned light sources as well as sources under
construction at that time.
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2.2 Applications of X-rays in Science
J. Phys.: Condens. Matter 33 (2021) 274003 V Cerantola et al

Figure 1. Historical evolution of x-ray brilliance over time and development of new x-ray sources. FELs values are given for the peak
brilliance, during one pulse (table 1).

Table 1. Generalized x-ray beam properties and parameters at ESRF extreme conditions
beamlines and HED instrument at the EuXFEL.

Parameter ESRF EBS European XFEL (HED)

Energy 2–60 keV 5–25 keV
Pulse length 100 ps <100 fs
Brilliance 1021 1033 (peak value)
(phot/s/(mm2/mrad2/0.1%) 1025 (average value)
Flux (varies with ph. energy) 109 ph/pulse (max)a 1011 –1012 ph/pulse

1013 –1014 ph/s (on target) (on target)b

Bandwidth 1%–3% of the central energy value ∼0.3% for SASE
∼0.01% (seeded beam)

aEstimated !ux on target for EBS beamlines ID24 HPLF and ID19. Attenuation from monochromators (Si
111), de!ecting and focusing mirrors are taken into account. Note that for shock wave propagation
measurements at ID19 the !ux on the sample is ∼ 108 ph mm−2 (in 16-bunch mode operation).
bMeasured SASE !ux on target at HED instrument with 100% beam transmission (i.e. no attenuating "lters
along the beampath). Transmissions of CRLs and de!ecting mirrors are taken into account. These values are
given for one pulse per train. At the EuXFEL in 1 s 10 trains are produced with a maximal capacity to
accommodate up to 2700 pulses per train (the nominal capacity is lower, ca 300 pulses/train).

Other examples are the experimental proof of chemical reac-
tivity and compound formation of xenon (a noble gas, chemi-
cally inert at ambient conditions [28]), with oxygen at 90 GPa
and 3000 K, the discovery of complex carbon chemistry (e.g.
[19, 23, 119]) and molecular to atomic dissociation in high
energy density (HED) systems (e.g. [62]). A further milestone
in applied materials is the capability of synchrotron x-rays to
reveal superconductivity at extreme conditions, for example
the direct observation of the Meissner effect, i.e. the expulsion
of an external magnetic "eld, in H2S at 150 GPa and tempera-
tures up to 140 K [131]—or the disclosure of cavity collapse
in model systems in relation to hot spot formation and ignition
mechanisms in energetic materials [36].

‘Matter at extreme conditions’ was one of the scien-
ti"c drivers for the construction of low emittance 4th gen-
eration high-energy synchrotron sources and of hard x-ray

free electron lasers. These facilities deliver an unprecedented
brilliance, over 105 to 1015 times that of 3rd generation syn-
chrotrons for the European Synchrotron Radiation Facility
Extremely Brilliant Source (ESRF-EBS) and the European x-
ray free electron laser (EuXFEL) respectively ("gure 1), and
offer optimized compression setups on the beamlines, enabling
to bridge the gap between two initially independent commu-
nities of extreme conditions scientists: those using static and
dynamic compression.

This contribution aims at de"ning the current state-of-the-
art at high-energy x-ray user facilities and at discussing the
new research opportunities that will emerge from the com-
plementarity of these large instruments. We focus here on
two new, outstanding user facilities: the "rst high-energy x-
ray diffraction-limited storage ring: the ESRF-EBS and the

2

Figure 2.8: Improvement of synchrotron light source peak brilliance throughout the different
generations (from 2021) [26].

2.1.4.3 Performance Comparison of Synchrotron Light Facilities

In order to summarize this section, figures 2.71 and 2.8 show plots of the emittances and
brilliances of different synchrotron light source generations. In this world-wide comparison,
one can clearly see the step in emittance between third- and fourth-generation synchrotron
radiation sources. For the ESRF, the emittance has been reduced by almost two orders of
magnitude. Figure 2.8 depicts the progress made throughout the generations of synchrotron
light sources in terms of brilliance. It also provides a comparison to free electron lasers
which offer much higher peak brilliance.

2.2 Applications of X-rays in Science
Since their discovery in 1895, X-rays have become a valuable tool utilized in medical,
scientific and industrial applications. The following summary introduces a few examples of
experimental techniques widely used in the synchrotron science community and has been
compiled from the references [12] and [27]. It is by no means an exhaustive list.

• X-ray Imaging: Used in many scientific areas, especially medical applications. The
most well-known method is X-ray computer tomography (CT) in which a sample is
irradiated with X-rays from different angles. Depending on the material’s attenuation
coefficient and thickness, the X-rays are attenuated while passing through the sample.
Detectors measure the attenuation to reconstruct an image of the sample’s contents.
Combining CT with the high intensity and brilliance of synchrotron light sources
enables rapid 3D image acquisition at unprecedented spatial resolutions [28].

• X-ray Spectroscopy: Spectroscopic methods seek to study the chemical compo-
sition of material compounds as well as their electronic states. There is a wide
field of different techniques based on x-ray absorption and emission methods. X-ray
fluorescence spectroscopy, for instance, is based on the photoelectric effect where

1This figure is from 2019 and denotes the ESRF-EBS (ESRF-II in the plot) as under construction and in
commissioning which is no longer true today. The facility is fully functional and open to users since
August 2020.
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electrons within the sampled material are excited via incident photons to reach
energies beyond their binding energy. Via evaluation of the ejected electron’s binding
energy, researchers can determine the discrete, characteristic binding energies of
materials in the probed sample. In this way, a compound’s constituents can be
identified [29].

• X-Ray Diffraction: Based on Bragg’s law, diffraction takes place when a periodic
structure with a periodicity p is hit by an incident wave with a wavelength λ where p
and λ have the same order of magnitude. Bragg X-ray diffraction is the particular case
when atomic structures are illuminated with X-rays and it is the main experimental
technique foreseen for XIDer. Since X-rays exhibit a typical wavelength in the range
of 0.01 nm to 1 nm, they fulfill this condition for the distance of atoms in atomic
lattices and crystals. For this reason, X-rays are well-suited to study the physical
properties of crystalline structures via x-ray diffraction experiments. Methods like
x-ray powder diffraction (XRPD) also known as Debye-Scherrer method expand the
field of x-ray diffraction to polycrystalline structures [30, 31].

• Elastic X-ray Scattering: One of the most well-known elastic x-ray scattering
techniques apart from Bragg diffraction is small angle x-ray scattering (SAXS). In
contrast to x-ray diffraction that is sensitive to structures as the atomic level, SAXS
is suitable for the study of non-homogeneous distributions of atom aggregates and
molecules. With its capability of resolving structures down to nm scales, it allows
studying nanoparticles in terms of their individual size, shape and surface structure.
On top, SAXS also allows studying the structure and shape of macromolecules
such as viruses or proteins rendering it very valuable for biological and chemical
applications. A detailed summary of this method can be found in [32] and [33].

2.3 The ESRF – the World’s First 4th Generation
Synchrotron at High Energies

As a joint research facility, the European Synchrotron Radiation Facility (ESRF) operates
on of the world’s largest electron storage rings dedicated to research with synchrotron
radiation. It is funded by 21 countries with France, Germany, Italy as the main contributors
among them and shares a site with the Institut Laue-Langevin (ILL) in Grenoble, France.
Figure 2.9 shows an image of this site and the facility’s distinctly visible storage ring.
With a circumference of about 844m, the ESRF hosts and stores the 6GeV electron beam
which generates X-ray beams with energies of up to 100 keV.

Electron synchrotrons like the ESRF advertise themselves as user facilities. The ESRF
staff is in charge of the operation and improvement of the facility, including the acceler-
ator complex, the beamlines and their experimental stations. Actual research with the
synchrotron radiation itself is mainly conducted by external researchers who apply for
time slots at the beamlines distributed around the storage ring.

2.3.1 The Extremely Brilliant Source Storage Ring

In 2015, the ESRF started the Extremely Brilliant Source (EBS) upgrade program which
aimed to upgrade the storage ring in use. The intention was to increase the brilliance
of the X-ray beams by a factor of two orders of magnitudes by reducing the electron
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Figure 2.9: Image of the European Synchrotron Radiation Facility (ESRF) in Grenoble,
France. [34]

beam emittance. As explained in section 2.1, the ring had to be rebuilt with a hybrid
multi-bend achromat (HMBA) lattice to achieve this goal. With the start in user operation
in August 2020, the ESRF proved to be able to achieve the expected emittance reduction
as shown in the comparison of synchrotron sources plotted in figure 2.7. With this, the
ESRF-EBS became the world’s first fourth generation high-energy storage ring synchrotron
light source.

Alongside the storage accelerator upgrade, the ESRF has started a detector development
plan (DDP) to develop and build a new generation of x-ray detectors to fully exploit the
properties of the EBS source and similar facilities. The requirements such a detector has
to meet are discussed in section 5.1.

2.3.2 Beamlines
Figure 2.10 shows a schematic top view of the ESRF storage ring with close to 45 bealmines
currently in operation. Every beamline is tailored to a specific research area or experimental
technique such as those presented in section 2.2. For example, ID31 is dedicated to hard
x-ray diffraction while BM29 offers a platform for SAXS. The wide variety of available
options attracts scientists from research areas like condensed matter physics, medicine,
structural biology, chemistry, environmental & cultural heritage studies, many others to
the ESRF. As shown, most of the beamlines are for fully public use, while others are
partially reserved for collaborating research groups. Some beamlines, dedicated to testing
beamline and accelerator instrumentation, are where the ESRF studies and characterises
new technologies and detector systems for future beamline implementations. Among these
is BM05 where past and future beamline tests of the XIDer detector have been and will
be conducted. Examples of these characterisation measurements can be found in section
8.3.2.

2.3.3 Accelerator and Booster
Besides the beamlines, figure 2.10 also illustrates the facility’s accelerator complex schemat-
ically. An electron gun (not depicted) generates the elctrons by heating a tungsten filament
to high enough temparatures so that the energy of electrons inside the filament exceeds
their work function. As a result, the filament emits electrons. The ESRF employs a triode
electron gun as explained in [36] which focusses and accelerates the freed electrons to
energies up to 100 keV. After the triode gun, electrons enter the depicted linear accelerator
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Figure 2.10: Schematic top view of the currently available beamlines at the ESRF. The
beamline colour indicates its type as public (red), collaborating research group
(blue) or instrumentation test (yellow) beamlines [35].

(LINAC) which uses sections of electromagnetic cavities operated by RF fields to increase
the electron energy up to 200MeV. With this energy, the electrons are guided to the
booster synchrotron via a transfer line. With a circumference of about 300m, this booster
accelerates the electrons up to their final energy of 6GeV. Upon reaching this energy,
another transfer line guides the electrons into the storage ring.

2.3.4 Filling Patterns

As explained in section 2.1, the stable operation of a synchrotron requires the electrons to
travel in the ring grouped in bunches. The bunches are a result of the operation mode of
the RF acceleration cavities stability and can be understood as a grid of "buckets" that
can be filled with electrons. Particular configuration of filled and empty buckets is known
as the filling pattern of the ring. The minimum granularity of this pattern is given by the
period of the RF cavities.

As depicted in figure 2.11, an important consequence of the electron filling pattern is
that the generated synchrotron light that reaches the beamlines is pulsed with a time
structure given by the filling pattern. And the choice of the actual pulse pattern determines
the kind of experiments that can be conducted at a given time. As a result, synchrotrons
usually offer time periods with different patterns throughout the year which allows for a
wider coverage of a variety of experiments.

The filling patterns most frequently used at the ESRF, which at the same time are the
most challenging from a detector point of view, are shown in figure 2.12. The corresponding
numbers have been taken from [25] and [37]. As illustrated, the orbit period of the ESRF
storage ring is about 2.8 µs. With an RF frequency of roughly 352MHz, there are 992
slots in the electron bunch grid which, if they are all filled, generate X-ray pulses with a
repetition period of roughly 2.8 ns. The 7/8 + 1 mode exploits this high repetition rate to
generate a quasi-continuous illumination for 7/8 of the storage ring orbit. An additional,
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(a) Electron bunches in a storage ring. The
black dots show the free, unoccupied
bunches while the red dots indicate
bunches filled with electrons.

(b) X-ray pulses as seen by the experiment at the
beamline depending on different bunch filling pat-
terns. The top most pattern corresponds to the
case depicted in figure 2.11a

Figure 2.11: Schematic demonstration of pulsed illumination which is a result of the
bunching of electrons in the storage ring.

single, isolated pulse provides a distinct time structure for synchronization purposes.
In contrast to this, in the 16-bunch mode only 16 equally spaced electron bunches along

the storage ring orbit are populated with electrons. The result is a repetition of X-ray
pulses at a frequency of roughly 5.7MHz, i.e. a spacing of about 175 ns making it the
pulsed mode with the highest repetition frequency the ESRF has to offer. It is envisaged
to be used for time-resolved measurements and, in order to be fully exploited, the detector
needs to be able to resolve every single pulse in time, which means that it has to be able
to record and process full images in 175 ns.

In between these two extremes, there are other intermediate filling modes with different
foci, depending on the needs of the experiments at the beamlines. However, these two
can be considered the benchmark for any detector that is to be used at or designed for
optimum operation at the ESRF.

(a) 7/8 + 1 bunch mode: For 7/8 of a storage ring
period, the ring is filled with electron bunches
with 2.8 ns spacing, the shortest possible at
the ESRF.

(b) 16-bunch mode: The storage ring is filled
with 16 electron bunches. As a result, there
are 16 x-ray pulses per storage ring period.

Figure 2.12: Most extreme bunch filling modes at the ESRF.
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For the requirements defined by the XIDer project, high-Z compound semiconductors are
the most attractive choice as an X-ray photon detecting sensor material. This chapter gives
a brief introduction to the properties of sensors based on high-Z compound semiconductor
materials and uses the references [38], [39], [40], [41] and [42] in addition to those provided
in the text.

3.1 Photon Detection & Signal Generation
For the detection of photons, their fundamental interaction mechanisms with matter are
exploited. The three dominant mechanisms are the Compton effect, the photoelectric
effect or photoelectric absorption, as well as the electron-positron pair production. Out
of these, the photoelectric effect is the process with the highest cross-section in XIDer’s
aimed for energy range from 30 keV to 100 keV.

The photoelectric effect1 denotes a process in which a photon is absorbed by an atomic
electron to excite it from the semiconductor’s valence to the conductance band. The
cross-section σpe of this effect depends strongly on the nuclear charge Z of the absorbing
material, such that

σpe ∝ Zn (3.1)

where n depends on the photon energy and varies between 4 and 5. Subsequently, materials
with higher atomic numbers are more efficient at absorbing and detecting photons via the
photoelectric effect.

The electron that has been excited to the conductance band leaves behind a vacancy or
hole in the valence band. Both the excited electron and the hole are so-called free charge
carriers, which can move freely in the semiconductor. With the application of an electric
field to the semiconductor, the electron-hole pair can be seperated. Their movement in
the material induces a signal on the electrodes through which the electric field has been
applied.

The number of electrons excited to the conduction band is proportional to the energy of
the incident photon. Consequently, also the signal induced exhibits this same proportion-
ality. As a result, by reading out the signal on one or both of the electrodes, the number
of photons absorbed by the sensor can be reconstructed.

3.2 Sensor Material Choice
When a sensor is irradiated with a beam of many photons, for each photon there is a
probability to be absorbed per distance travelled through the material. Thus, the beam is
attenuated more and more, the further it travels through the material. This process is
described by the Lambert-Beer law, which predicts the remaining beam intensity I after a
given material depth x

I(x) = I0e
−µx (3.2)

1In this context, only the internal photoelectric effect is dicussed.
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Figure 3.1: Absorption plot at an incident photon energy of 100 keV for different semicon-
ductors. The dashed line shows the thickness of a CdTe sensor at which 99%
of the incident photons are absorbed on average. The underlying data for this
plot has been taken from [43].

where I0 is the initial intensity and µ is the attenuation coefficient which, because it
considers effects like the photoelectric absorption, depends on both the material and
the photon energy. The attenuation coefficient can be interpreted as the inverse of an
attenuation length λ = 1/µ. Then, λ denotes the average distance after which the beam’s
intensity has dropped to 1/e of the initial value. Subsequently, the smaller the value of λ,
the higher the material’s so-called stopping power.

For the choice of a detector’s sensor material, its stopping power has a decisive impact.
In case of XIDer, the X-ray energy range of 30 keV to 100 keV rules out one of the most
common semiconductor sensor materials which is silicon. This is evident from figure
3.1. Here, the average absorption of an incident beam is plotted vs. the thickness of the
material for a photon energy of 100 keV. Even after 10mm of silicon, only roughly 35%
of the incident photons have been absorbed on average. In addition, a thick detector is
undesirable, because of its reduced spatial resolution. The longer the travel time of the
generated charge carrier cloud in the material, the larger its perpendicular spread due to
diffusion.

Thanks to their high atomic numbers, both cadmium telluride (CdTe) and gallium
arsenide (GaAs) are popular choices for X-ray detectors. However, as is evident from the
plot, CdTe offers the highest stopping power in the XIDer’s aimed for photon energy range
which is why it has been chosen as the material of interest. In addition to the standard
CdTe compound, there is another variation with cadmium zinc telluride (CdZnTe or CZT)
which introduces a zinc component to the compound. With the right composition, CZT
exhibits favourable properties to CdTe that are further discussed in the following sections.
While the improved properties would make CZT the obvious choice for XIDer, its low
availability make it difficult to obtain in large quantities.
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with acceptor-like states near the LUMO edge and donor-like
states near the HOMO edge representing trap states for holes
and electrons, respectively. A trap can capture and restrain a
charge carrier temporarily until it is released back into the band
by an external stimulus such as electric field, thermal energy or
a photon. For example, in the multiple-trap and release (MTR)
model, charges moving within delocalized states are trapped by
a localized shallow trap state in the band gap, then released
back into the energy band by thermal energy as depicted by the
blue arrows in Fig. 2.29,30 A band-like motion (which occurs
within delocalized states) is also illustrated in Fig. 2, in black
arrows, for comparison. If the trap densities are high, trapped
charge carriers can participate in transport through thermally-
activated hopping or tunneling from one localized state to another
(orange arrows in Fig. 2).31 Thermal detrapping of charge carriers is
possible if the trap depth is sufficiently low (BkT); charge carriers
residing in shallow traps at a given temperature are more likely to
get thermally excited back into the band, while those in a deep trap
have a negligible probability of being thermally excited.32 Such

deep states often act as recombination centers for charge
carriers reducing their overall lifetime.

A DOS function to represent localized electronic states
within the band gap of an OSC can be defined. Such a function
is referred to as trap DOS. Traps can have discrete energy levels or
a quasi-continuous energy distribution that is often described
using an exponential or a Gaussian function.33–36 The left panel
of Fig. 2 illustrates a Gaussian distribution of trap states deep in
the band gap (red curve) in addition to the disorder-induced tail
states (black curve) extending into the band gap, and which act as
shallow traps.

3. Sources of traps in organic
semiconductors
Electronic traps in OSCs can originate from varying sources, as
summarized in the scheme in Fig. 3. The main source of traps
in OSCs is disorder. Structural defects and chemical impurities
cause static disorder and are considered intrinsic sources of
traps in OSCs. They form during or after crystal/film formation
and can be minimized through careful control of the growth
process. In addition, dynamic disorder is an intrinsic source of
traps. Extrinsic traps can be intentionally or unintentionally
introduced by either exposure to gases, electromagnetic radiation,
temperature gradients, bias stress, dopants, or by interfacing with
other materials such as a metal, dielectric or another OSCs. Since
the energetic landscape involved in the presence of inadvertent
chemical impurities and deliberately added dopants is similar,
dopants will be discussed in the context of chemical impurities. In
this section, we will discuss each type of traps included in the
scheme and will provide examples on how they impact material
and device properties.

3.1. Disorder

Perturbations or imperfections in the crystal structure, existing
either in a single unit cell or extending over several unit cells,
can locally destroy the crystal and translational symmetry, thereby

Fig. 2 (left) The trap DOS function represents shallow traps resulting from tail
states (black) and deep traps (red) in the band gap. (right) Schematic spatial and
energy diagram of an OSC containing localized trap states in the bad gap. Tail
states forming acceptor-like and donor-like shallow traps are shown in black,
while deep traps are shown in red. Arrows represent different transport
regimes possible in an OSC; band-like transport (black), MTR (blue) and
thermally-activated hopping transport between localized states (orange).

Fig. 3 Sources of charge carrier traps in OSCs.
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Figure 3.2: Schematic illustration of the different deep (red) and shallow (black) trap
energy levels in a compound semiconductor. The schematic has been taken
from [46] and modified.

Another advantage of CdTe and CZT is the large band gap energy Eg. While published
measurements provide contradicting results, they vary in a range of 1.39 eV to 1.54 eV [44]
for CdTe at room temperature.2 For comparison, the bandgaps of silicon and germanium
are 1.12 eV [38] and 0.67 eV [41], respectively. Subsequently, especially in the case of
germanium, sensors have to be actively cooled to reduce noise contributions originating
from thermal excitation across the bandgap.

3.3 Properties of High-Z Semiconductor Sensors
Independent of the actual material choice, all of the available high-Z compound semi-
conductors exhibit similar properties. On the one hand, their high absorption efficiency
for X-rays and their high bandgap energy makes them desirable for room-temperature
X-ray detectors. On the other hand, however, the compound nature of available materials
imposes challenges in the production of homogeneous crystal lattices. Impurities emerging
from the crystal growth, such as vacancies in the lattice, act as trap centres that can
capture and release mobile charge carriers. These impurities give rise to complicated
trapping and detrapping sensor dynamics [45].

In semiconductor physics, traps are associated with additional energy levels between
the semiconductor’s valence and conductance bands. Figure 3.2 provides an illustration
of the abundance of trap energy states in a compound semiconductor. In CdTe, a vast
amount of different trap energies has been measured with contradicting results. A detailed
summary and discussion of the measured trap energies of CdTe can be found in [47]. This
reflects the complicated nature of high-Z compound semiconductors and illustrates that
there is no clear consensus on their behaviour in the science community. As a theoretical
construct to describe the statistics of trapping and detrapping, the Shockley-Read-Hall
(SRH) theory is applied. For more information the reader is referred to [45], [48] and [49].

2The addition of zinc usually leads to a slightly higher bandgap energy for CZT. The actual value,
however, depends on the composition.
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The following subsections focus on the effects of the trapping and detrapping dynamics.

3.3.1 Afterglow

As soon as a mobile charge carrier occupies one of these additional energy states, it can
no longer contribute to the signal generation until it is released again which can occur on
various timescales. Due to this effect, measured signals suffer from less steep rising edges
and lower peak amplitudes. At the same time, trapped charge carriers which are released
with a delay give rise to a long signal tail, the so-called afterglow or aftersignal.

The trapping process in a given material is often associated with the mobility-lifetime
product of its charge carriers µτ . This product gives a measure for the mean distance
a charge carrier can travel through the material before it occupies a trap state. In
general, µτ differs for holes (h) and electrons (e), such that µhτh < µeτe. In CdTe, for
example, depending on the crystal purity, typical electron and hole mobility-lifetime
products can be in the range of 1×10−4 cm2 V−1 to 2×10−3 cm2 V−1 and 1×10−5 cm2 V−1

to 1 × 10−4 cm2V−1[50], respectively. In CZT, the disparity can be even larger with
8 × 10−4 cm2V−1 to 9 × 10−3 cm2V−1 and 3 × 10−6 cm2V−1 to 6 × 10−5 cm2V−1[50],
respectively. Due to the largely reduced mobility-lifetime product of holes, XIDer, as per
usual for detectors with CdTe/CZT sensors, has chosen to only read out the electron
signal.

In contrast, the detrapping process is described with time constants τd,i, each concerned
with an individual trap energy state. The size of each τd,i depends on the difference of
the trap energy and the conductance (electrons) or valence band (holes). The larger the
energy difference, the longer the corresponding time constant. Subsequently, on average,
charge carriers trapped in deep trap states take longer to be released than those trapped
in shallow states. Typical time constants for CdTe are in the order of ns to hrs [51].

A direct consequence of the trapping and detrapping dependencies is that the signal
read out by the sensor not only depends on the current illumination, but also on the
illumination history. After a large signal, a lot of traps are filled that slowly release their
stored charge. Any measurement during this release will be affected by charge stored in
previous measurements. For XIDer, measurements with subsequent images spaced by
several hundreds of ns are planned. In such a situation, the actual course of the afterglow
dynamics is impossible to predict due to the number of overlapping signals. At the same
time, waiting several tens of minutes after each measurement for the sensor to stabilize
is not practically feasible. Subsequently, a proposal to measure the leakage in between
measurements with dark frames has been made (see section 6.1.5) which, if implemented,
will be unique to the XIDer detector.

As a side note: Prototype measurements with CdTe sensors presented in section 8 are
performed with an initial stabilisation phase after biassing the sensor with the high voltage.
In this stabilisation period, the sensor is given enough time to reach an equlibrium state
in terms of trapping and detrapping dynamics.

3.3.2 Polarisation

The term polarisation is concerned with the unintended formation of local space charge
clouds in the sensor. In Cd(Zn)Te, there are two kinds of polarisation, namely dark or
low-flux polarisation and high-flux polarisation. Both phenomenons are bound to the low
hole mobility-lifetime product, which is the cause of large local positive charge clouds
that disrupt the electric field configuration. The result of these local electric field changes
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CdZnTe. The electrons, on the other hand, are fast and only
weakly trapped, so the density of trapped electrons is smaller
and more spatially uniform. An idealized cartoon of the re-
sulting total charge density is shown in Fig. 1!b". The solid
curve represents the total charge density that results from a
spatially uniform density of trapped electrons !dashed line"
and an exponentially decreasing density of trapped holes
!dot-dashed curve".

Such a massive amount of space charge in the detector
has an effect on the electric field as shown in Fig. 2!a". In
this plot, we show the steady state electric field resulting
from the charge density shown in Fig. 1!a". The horizontal
dashed line at e=−1 in the plot represents the reference un-
perturbed value of the electric field. Note that near the cath-
ode, the field strength in high-flux steady state is increased
approximately four to five times its unperturbed value. Away
from the cathode, however, there is a point at which the
electric field strength is reduced to a fraction of its unper-
turbed value. We denote this point of reduced field strength
z=z* and call it the field pinch point. On the anode side of
the pinch point, the field strength recovers.

The development of the pinch point in the electric field is
easily explained by considering a density of space charge
distributed as shown in Fig. 1!b" and large enough to exert

electrostatic forces equal in magnitude to those generated by
the operating bias. Consider the cartoon in Fig. 2!b", where
the bias voltage is depicted by a negative surface charge
density on the cathode and a positive charge density on the
anode. The exponential distribution of trapped holes and the
uniform density of trapped electrons are also depicted as
positive and negative charges. A free electron that is gener-
ated near the cathode will be accelerated toward the anode
not only by the bias field but also by the electrostatic force of
the positive charge it has in front of it. This results in an
increased electric field near the cathode as shown in Fig.
2!a". At the pinch point, z=z*, however, there is enough posi-
tive charge behind the electron to generate a force toward the
cathode that very nearly balances the force on the electron in
the direction of the anode due to the bias voltage. This force
balance is manifested as a vanishing electric field strength at
the pinch point, z=z*. Electrons generated on the anode side
of the pinch are once again dominated by the bias voltage,
resulting in a field strength that recovers.

The pinch in the electric field has consequences for the
electron transport within the crystal. Figure 3!a" shows
the resulting transit times for electron clouds as a function
of the depth of interaction for steady state electric fields
that result from the four x-ray tube currents I
= #1040,1120,1200,1280$ !A. The dotted line in this plot
represents the low-flux limit of the electron transit times. In
units of the transit time, it has unit value at the cathode and
linearly goes to zero at the anode. As the photon flux is
increased, Fig. 3!a" shows that the transit time is dramati-
cally increased for electrons generated on the cathode side of
the pinch point. In fact, at I=1280 !A, the transit time is
nearly 60 times what it is under low-flux conditions.

At the same time the electron transit time is increased, the
large concentration of both free and trapped charges near the
cathode increases the local band-to-band recombination tran-
sition rate. This results in a reduced electron lifetime that is
dominated by recombination processes instead of trapping to
the deep donor. Figure 3!b" shows the steady state electron
lifetime together with its constituents as a function of Z for
the highest x-ray tube current I=1280 !A. The dashed line
shows the uniform low-flux lifetime that is typically domi-
nated in CdZnTe by electron trapping to the deep donor. The
steady state lifetime, shown in Fig. 3!b" as a solid curve, is
dominated by band-to-band recombination of free electrons
with free holes. In fact, the plot shows that the lifetime has
been reduced by an order of magnitude near the cathode
where the transit times are the longest.

Longer transit times coupled together with a reduced life-
time for the electrons results in a lower charge collection
efficiency for events that occur on the cathode side of the
pinch, namely, z"z*. The induction map for a parallel plate
CdZnTe detector in low-flux conditions is shown as a dotted
line in Fig. 4!a". The figure also shows the collection effi-
ciency as a function of interaction depth at the same four
x-ray tube currents I= #1040,1120,1200,1280$ !A. It is
clear that as the photon flux is increased, the collection effi-
ciency decreases on the cathode side of the pinch point. The
reduced efficiency is due to the fact that electrons are likely
to recombine while moving slowly through the pinch point in
the field.

(a)Steady state electric field

(b)Cartoon of the field strength

FIG. 2. !Color online" !a" Steady state profile of the electric field
strength !solid curve" after 14.88 ms of evolution. !b" Cartoon of
the charge distribution necessary to set up such a steady state for the
electric field.
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(a) Sketch of the charge carrier concentrations
in the sensor after a long (∝ ms) high-flux
irradiation [53].

CdZnTe. The electrons, on the other hand, are fast and only
weakly trapped, so the density of trapped electrons is smaller
and more spatially uniform. An idealized cartoon of the re-
sulting total charge density is shown in Fig. 1!b". The solid
curve represents the total charge density that results from a
spatially uniform density of trapped electrons !dashed line"
and an exponentially decreasing density of trapped holes
!dot-dashed curve".

Such a massive amount of space charge in the detector
has an effect on the electric field as shown in Fig. 2!a". In
this plot, we show the steady state electric field resulting
from the charge density shown in Fig. 1!a". The horizontal
dashed line at e=−1 in the plot represents the reference un-
perturbed value of the electric field. Note that near the cath-
ode, the field strength in high-flux steady state is increased
approximately four to five times its unperturbed value. Away
from the cathode, however, there is a point at which the
electric field strength is reduced to a fraction of its unper-
turbed value. We denote this point of reduced field strength
z=z* and call it the field pinch point. On the anode side of
the pinch point, the field strength recovers.

The development of the pinch point in the electric field is
easily explained by considering a density of space charge
distributed as shown in Fig. 1!b" and large enough to exert

electrostatic forces equal in magnitude to those generated by
the operating bias. Consider the cartoon in Fig. 2!b", where
the bias voltage is depicted by a negative surface charge
density on the cathode and a positive charge density on the
anode. The exponential distribution of trapped holes and the
uniform density of trapped electrons are also depicted as
positive and negative charges. A free electron that is gener-
ated near the cathode will be accelerated toward the anode
not only by the bias field but also by the electrostatic force of
the positive charge it has in front of it. This results in an
increased electric field near the cathode as shown in Fig.
2!a". At the pinch point, z=z*, however, there is enough posi-
tive charge behind the electron to generate a force toward the
cathode that very nearly balances the force on the electron in
the direction of the anode due to the bias voltage. This force
balance is manifested as a vanishing electric field strength at
the pinch point, z=z*. Electrons generated on the anode side
of the pinch are once again dominated by the bias voltage,
resulting in a field strength that recovers.

The pinch in the electric field has consequences for the
electron transport within the crystal. Figure 3!a" shows
the resulting transit times for electron clouds as a function
of the depth of interaction for steady state electric fields
that result from the four x-ray tube currents I
= #1040,1120,1200,1280$ !A. The dotted line in this plot
represents the low-flux limit of the electron transit times. In
units of the transit time, it has unit value at the cathode and
linearly goes to zero at the anode. As the photon flux is
increased, Fig. 3!a" shows that the transit time is dramati-
cally increased for electrons generated on the cathode side of
the pinch point. In fact, at I=1280 !A, the transit time is
nearly 60 times what it is under low-flux conditions.

At the same time the electron transit time is increased, the
large concentration of both free and trapped charges near the
cathode increases the local band-to-band recombination tran-
sition rate. This results in a reduced electron lifetime that is
dominated by recombination processes instead of trapping to
the deep donor. Figure 3!b" shows the steady state electron
lifetime together with its constituents as a function of Z for
the highest x-ray tube current I=1280 !A. The dashed line
shows the uniform low-flux lifetime that is typically domi-
nated in CdZnTe by electron trapping to the deep donor. The
steady state lifetime, shown in Fig. 3!b" as a solid curve, is
dominated by band-to-band recombination of free electrons
with free holes. In fact, the plot shows that the lifetime has
been reduced by an order of magnitude near the cathode
where the transit times are the longest.

Longer transit times coupled together with a reduced life-
time for the electrons results in a lower charge collection
efficiency for events that occur on the cathode side of the
pinch, namely, z"z*. The induction map for a parallel plate
CdZnTe detector in low-flux conditions is shown as a dotted
line in Fig. 4!a". The figure also shows the collection effi-
ciency as a function of interaction depth at the same four
x-ray tube currents I= #1040,1120,1200,1280$ !A. It is
clear that as the photon flux is increased, the collection effi-
ciency decreases on the cathode side of the pinch point. The
reduced efficiency is due to the fact that electrons are likely
to recombine while moving slowly through the pinch point in
the field.
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(b)Cartoon of the field strength

FIG. 2. !Color online" !a" Steady state profile of the electric field
strength !solid curve" after 14.88 ms of evolution. !b" Cartoon of
the charge distribution necessary to set up such a steady state for the
electric field.
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(b) Pinch-off of the electric field underneath
the cathode due to the formation of the
large positive charge cloud [53].

Figure 3.3: High-flux polarisation of Cd(Zn)Te sensors.

is a reduced signal charge collection efficiency which in turn results in reduced signal
amplitudes [45].

Dark polarisation mainly occurs in so-called Schottky contact configurations that intro-
duce a diode structure at the sensor electrodes. Depending on the applied field, one of
the diodes is biassed in reverse-mode, which greatly reduces the sensor’s leakage current.
However, it has been observed that applying a voltage to a blocking diode structure in
CdTe can cause a deterioration of the electric field around the diode interface. This effect
is caused by the formation of a charge cloud with a large concentration of detrapped holes
in the vicinity of the blocking diode and is directly correlated to the contact interface
design [52]. Since dark polarisation causes Schottky CdTe sensors to behave unreliably
at room temperatue, XIDer mainly focusses on ohmic contact configurations that do not
implement diode structures.

High-flux polarisation occurs at high incident photon fluxes, or more precisely, when the
photoelectric absorption causes the formation of large charge clouds in the sensor. In order
to understand this effect, figure 3.3a shows an illustration. In the usual configuration, the
sensor is illuminated from the cathode-side. Upon absorbing incident photons, electron-hole
pairs are generated. In this process, localized clouds of free charge carriers form. The mean
distance of these charge clouds to the cathode depends on the incident photon energy
which dictates the mean travel distance of a photon through the material, before it is
absorbed.

Due to the electric field applied through the sensor electrodes, electrons drift to the
anode and holes drift to the cathode. As a result of the low hole mobility-lifetime product,
holes are much more susceptible to being trapped, i.e. held in place, than electrons.
Subsequently, the electrons moving to the anode leave behind a large concentration of
holes underneath the cathode. This hole cloud locally disrupts the electric field and can
eventually cause a pinch-off, i.e. a collapse, as depicted in figure 3.3b [53].

Recently, with modifications to the crystal growth process, promising high flux variations
of CdZnTe have been manufactured. These variations trade the electron mobility-lifetime
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product for an increased hole mobility-lifetime product to decrease the charge cloud
formation via trapped holes. In measurements presented in [54], two materials with hole
mobility-lifetime products of 5× 10−6 cm2V−1 and 2× 10−5 cm2V−1 are compared. The
increase by an order of magnitude leads to a higher measured flux counting rate by at least
two orders of magnitude with 1 × 108 phmm−2 s−1. An even more promising variation
called HFCdZnTe3 manufactured by Redlen Technology [55] has been characterised to
reach hole mobility-lifetime products of 3× 10−4 cmV−2 [56].

3where HF stands for high flux
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4 Introduction to Electronic Circuits

In order to design and implement sensor readout ASICs, a fundamental understanding of
electronic circuits is necessary. This chapter gives a brief overview of the most important
underlying concepts. It includes an introduction to system theory as a tool for the
prediction of the behaviour of electronic circuits and an explanation of the working
principle of MOSFETs combined with their small-signal description. In addition, chapter
B in the appendix provides examples on how to apply system theory to actual circuits.

4.1 Introduction to System Theory
System theory is concerned with the mathematical description of dynamic systems. As such,
it addresses the question of how characteristic parameters of a system change depending
on provided input stimuli. In this regard, the term system describes a functional unit of
compartments interacting with each other as well as their surroundings.

Due to its abstract nature, system theory is used in many different fields such as biology,
physics or electronics. In the context of this thesis, it has been applied exclusively to the
description of electronic ciruits. As the first step in the design process of analog circuitry,
system theoretical calculations usually form the fundament. Thanks to the insights and
predictions these calculations provide, they prove to be an essential toolkit for sophisticated
designs with demanding constraints. For this reason, this section aims to introduce the
necessary basics to understand the discussions provided in chapter 6. In order to compile
the provided introduction, the references [57], [58] and [59] have been used.

4.1.1 Linear Time Invariant (LTI) Systems
Figure 4.1 shows a simplified illustration of how a system is treated in system theory. It is
understood as a transformation that maps an input function s(t) on an output function
g(t):

g(t) = T{s(t)}. (4.1)

In analog electronics, these input and output functions are described by signals, time-
dependent representations of the amplitude of physical quantities like, for instance, voltages,
currents or field strengths. Due to this, signals are assumed to be real-valued and smooth
time-domain functions. Simply put, this means that signals do not have abrupt or
instantaneous changes or jumps. There are a few exceptions to the smoothness criterium

System g(t)s(t)

Figure 4.1: System theoretical understanding of a system with an input function s(t) and
an output function g(t).
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like the rectangular pulse function. However, these exceptions are solely employed in
theoretical calculations. In real-world electronic circuits, even rectangular pulses are
expected to be smooth due to their finite rise time. In addition to these criteria, another
property of signals is that they tend to zero for t → −∞. For simplicity, functions will be
associated with such signals from this point on.

In the wide range of systems described via 4.1, electronic circuits usually belong to a
subset called linear time-invariant, henceforth denoted as LTI systems. These exhibit a
specific set of properties. As the name implies, LTI systems are linear which means that a
linear combination of input signals si(t) results in a linear combination of output signals
gi(t) such that

T

{∑
i

aisi(t)

}
=
∑
i

aiT{si(t)} =
∑
i

aigi(t) (4.2)

with ai being arbitrary constants.
The second important property of LTI systems is their time-invariance. For an input

signal which has been shifted in time by an arbitrary amount t0, the equation

T{s(t− t0)} = g(t− t0) (4.3)

holds. This means that the actual shape of a circuit’s output signal does not change with
a time shift in the input signal. The output signal is simply shifted in time by the same
amount.

4.1.2 The Laplace Transform
In the time domain, a system theoretical analysis of electronic circuits can be complicated
and extensive. Even in passive circuits with capacitors, inductors and resistors, employing
Kirchhoff’s laws can lead to a set of differential equations. In more complex systems
with more compartments as well as more complicated components like transistors the
differential equations easily expand to unmanageable extents.

Instead of finding a solution in the time domain, it turns out that treating the system in
the frequency domain is a much easier task. This is due to the properties of transformations
which are employed to transfer equations from one domain to the other. The most widely
known transformation of this kind is the Fourier transform. It provides a frequency domain
representation F (jω) to the time domain representation f(t) of a given signal. The Fourier
transform of f(t) is defined via

F(f(t)) = F (jω) =

∫ ∞

−∞
f(t)e−jωtdt (4.4)

and divides the signal into its spectral constituents. While in general, F (jω) itself is a
complex function, the variable ω = 2πf is real-valued.

In order to guarantee that the integral in equation 4.4 is finite and exists, the weak
Dirichlet condition ∫ ∞

−∞
|f(t)|dt < ∞ (4.5)

has to be met. In simple terms, this means that the amplitude of the signal’s time domain
representation has to approach 0 for t → ±∞. However, unstable systems tend to oscillate
with a fixed or even increasing amplitude after stimulating them with an input signal. As
a result, they do not meet this condition and a finite frequency domain representation
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4.1 Introduction to System Theory

F (jω) can not be obtained with equation 4.4. With the Laplace transform, though, this
problem is fixed by the introduction of an additional factor e−σt in which σ ∈ R and σ ≥ 0.
The modified signal

f̃(t) = f(t)e−σt (4.6)

then fulfills the Dirichlet condition∫ ∞

−∞
|f̃(t)|dt =

∫ ∞

−∞
|f(t)|e−σtdt < ∞ (4.7)

as long as σ is chosen big enough such that the growth of f(t) does not exceed the decay
of e−σt.

The Laplace transform is obtained by applying the Fourier transform on f̃(t) instead of
f(t):

F(f̃(t)) =

∫ ∞

−∞
f(t)e−(σ+jω)tdt = F (σ + jω).

Instead of the real-valued angular frequency ω, F (σ + jω) acts on the variable σ + jω
which will henceforth be denoted as s. Subsituting s = σ + jω, the two-sided Laplace
transform of a signal’s time domain representation f(t) is defined as

L2(f(t)) = F (s) =

∫ ∞

−∞
f(t)e−stdt. (4.8)

As before, at the beginning of this chapter, actual real-world signals are expected to be
zero for t < 0. Subsequently, circuit analysis usually uses the one-sided Laplace transform:

L1(f(t)) = F (s) =

∫ ∞

0

f(t)e−stdt. (4.9)

After solving the system of equations for the circuit at hand in the s-domain, the inverse
Laplace transform can be used to transfer signals back to the time domain. It is defined as

L−1(F (s)) = f(t) =
1

2πj

∫ σ+j·∞

σ−j·∞
F (s)estds. (4.10)

As a side note: The Laplace transform can be understood as a Fourier transform with an
additional weighting factor e−σt. If the integral converges even for σ = 0, which is the case
for signals of stable LTI systems, the Fourier and Laplace transforms are linked via the
substitution s = jω. Due to this, the variable s can be interpreted as a complex frequency.
As a consequence, the terms s-domain and frequency domain will be used synonymously
henceforth.

The main advantage of analysing a circuit in the frequency domain compared to the
time domain is that the system of equations is easier to solve. Among other simplifications
that happen during the transformation, this is mainly due to how time related differential
operators act in the frequency domain. After the application of Kirchhoff’s laws to a
circuit, the general shape of the system of equations describing the circuit signals in the
time domain is given by

m∑
k=0

bk
∂kx(t)

∂tk
=

n∑
i=0

ai
∂iy(t)

∂ti
. (4.11)

Here, x(t) and y(t) are the circuit’s input and output signals. The coefficients ai and bk
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4 Introduction to Electronic Circuits

contain information about the parameters of components present in the circuit as well as
how they are arranged. Applying the Laplace transform to the derivative of an arbitrary
signal f(t) yields:

L
(
∂if(t)

∂t

)
= siF (s) (4.12)

As a result, the system of equations transforms to the general shape of

m∑
k=0

bks
kX(s) =

n∑
i=0

ais
iY (s) (4.13)

with polynomials instead of differential operators. While x(t) and y(t) are transformed
into their s-domain counterparts X(s) and Y (s), the coefficients ai and bk are unaffected.

As an aside: Another important property of the Laplace transform is its action on
convolutions. The convolution theorem says

L(c(t) ∗ d(t)) = L(c(t)) · L(d(t)) (4.14)

for the arbitrary signals c(t) and d(t).

4.1.3 Transfer Function

Every LTI system can be described both in the time and frequency domains. The
corresponding functions are the impulse response h(t) and its Laplace transform, the
transfer function H(s). For brevity, explanations regarding their deviation are skipped at
this point. A more detailed description can be found in chapter A.1 in the appendix.

For a system with the input X(s) and the output Y (s), the transfer function is given via

H(s) =
Y (s)

X(s)
. (4.15)

In the case of several chained LTI systems with the impulse responses h1(t), h2(t), . . . , the
output response y(t) to an arbitrary input signal x(t) is given as y(t) = x(t)∗h1(t)∗h2(t)∗. . . .
Here, the operator ∗ denotes a convolution. Due to the convolution theorem, this simplifies
to Y (s) = X(s) ·H1(s) ·H2(s) · . . . in the s-domain. Subsequently, the transfer function
Htot(s) of a chain of n circuits can be calculated via:

Htot(s) =
n∏

i=0

Hi(s). (4.16)

4.1.3.1 Poles & Zeroes

When H(s) has been obtained, an inverse Laplace transform allows the determination of
the impulse response and with it the circuit’s time domain behaviour. However, instead
of transforming H(s) back to the time domain, experienced analog designers analyse the
transfer function in the s-domain. This is due to the fact that transfer functions of different
systems contain reoccuring constituents. With the knowledge of how these are transformed,
one can predict the circuit’s behaviour without performing the actual transformation. Due
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Vin(s)
R

C

Vout(s)

Figure 4.2: Schematics of an RC circuit.

to the polynomial structure of X(s) and Y (s), H(s) can be rewritten such that

H(s) = H0

∏n
i=0(s− Zi)∏m
k=0(s− Pk)

, H0 ∈ R; {Zi}, {Pk} ∈ C. (4.17)

In this context, Zi are called zeroes of H(s) because the transfer function equals zero,
if s = Zi. Pk, on the other hand, are called poles, because H(s) approaches infinity for
s → Pk. The positions of both zeroes and poles give insight into the frequency dependant
response of the analysed circuit. For example, Ha(s) is assumed to be the transfer function
of a simple circuit that has a single pole at s = a

Ha(s) =
a

s− a

In this case, the inverse Laplace transform yields the impulse response

ha(t) = L−1(Ha(s)) = aeat. (4.18)

This leads to the conclusion, that the circuit can only be stable, if the real part of a is
smaller than 0. This is a general rule which is also true for more complicated circuits.
A circuit can only be stable, if the real parts of poles are smaller than 0. And in the
given example, only if a < 0, ha(t) shows an exponential decay. A very prominent
example for such a circuit is the RC low-pass filter as depicted in figure 4.2. Deriving
HRC(s) = Vout(s)/Vin(s) can easily be performed by using Kirchhoff’s laws as well as the
s-domain impedance representations for resistors ZR = R and capacitors ZC = 1/sC. The
circuit can be treated as a voltage divider such that

HRC(s) =
Vout(s)

Vin(s)
=

ZC

ZR + ZC

=
1/sC

R + 1/sC
=

1/RC

s+ 1/RC
(4.19)

Subsequently, for the RC low-pass filter, the pole is located at sP = −1/RC and its time
domain impulse response is given as

hRC(t) =
1

RC
· e− t

RC (4.20)

Since resistances and capacitances are always real-valued and positive, the pole sP of an
RC low-pass filter is always a negative real value. Thus, on its own, this circuit always
exhibits stable operation. As a more general note: It turns out that the existence of poles
and zeroes in systems allows an immediate prediction of constituents of the time domain
impulse response. As a matter of fact, the existence of a pole at sP = σ + jωP always
implies the existence of at least one exponential function of the shape esP t in the time
domain impulse response.

In more complicated circuits, poles can reveal even more information about the system’s
frequency and time dependent properties. The transfer function of an RLC circuit as
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Figure 4.3: Schematics of an RLC circuit with an ac input signal [57].

depicted in figure 4.3 for example is given by

HRLC(s) =
U2(t)

U1(t)
=

1/LC

s2 + (R/L)s+ 1/LC
(4.21)

with its poles at

sP1,2 = − R

2L
±
√

R2

4L2
− 1

LC
. (4.22)

For further reference, the consituents of sP1,2 are denoted as a = − R
2L

and b =
√

R2

4L2 − 1
LC

.
An inverse Laplace transform of HRLC(s) yields

hRLC(t) = L−1(HRLC(s)) =
1

bL
eat
(
ebt − e−bt

2

)
(4.23)

Here, the values of a and b determine the actual shape of hRLC(t). Especially for b, this is
due to the fact that the argument of its square root can either be positive or negative. As
a result, b itself and thus the poles can either be real or imaginary numbers. In the case
that b is real, i.e. 1

LC
< R2

4L2 , the impulse response hRLC(t) simplifies to

hRLC,r(t) =
1

bL
eatsinh(bt) (4.24)

As shown in figure 4.4a for a negative a, hRLC,r(t) shows a quick rise followed by an
exponential decay. However, if b is imaginary, i.e. 1

LC
> R2

4L2 , the impulse response features
a sine wave

hRLC,i(t) =
1

βL
eatsin(βt), b = jβ. (4.25)

as depicted in figure 4.4b. As a result, the circuit is subject to an oscillation with the
angular frequency β enveloped by the exponential function eat. As for the RC low-pass,
whether the circuit is stable is dictated by the size of the poles’ real part a. If a < 0 which
is the depicted case, the oscillation is damped and its amplitude disappears over time.
Since R and L can only be real-valued and positive, a can only have a real, negative value
in this case. Thus, eat can only act as an exponential decay ensuring the circuit’s stability.
The following list is supposed to summarize the most important properties of poles and
their implications for a system’s time domain behaviour:

• In general, poles of transfer functions are complex numbers.

• The existence of a pole sP in the transfer function dictates the existence of at least
one exponential function esP t in the impulse response.
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(a) Real b: No oscillation (b) Imaginary b: u2(t) reacts with an oscilla-
tion to a δ distribution at the input

Figure 4.4: Impulse responses of a stable RLC system, i.e. a > 0 [57]

• If the imaginary part of sP is unequal to 0, the circuit performs an oscillation in the
time domain.

• The polarity of sP ’s real part determines whether the corresponding circuit is stable.
Only if it is negative, the amplitude of the respective output quantity decays over
time.

In addition, zeroes can be used to get rid of undesired poles in a circuit. This is evident
from the general shape of a transfer function illustrated in equation 4.17. If a zero has
the same value as a pole Zi = Pk, the term (s− Zi) cancels out (s− Pk). Designers can
exploit this by introducing a zero into a circuit to improve its performance, e.g. by getting
rid of a pole that causes an instability. This method is called zero-pole-cancellation. More
details on this can, for instance, be found in [41].

Due to the reoccurence of similar terms in transfer functions, designers started compiling
and employing tables listing transformations of common functions. Such a table is attached
in chapter A.2 in the appendix.

4.1.3.2 Gain, Phase & Bode Plots

Since the value of a system’s transfer function H(s) at a given s is a complex quantity

H(s) = Re[H(s)] + jIm[H(s)], (4.26)

it can also be described via its absolute value and phase in the complex plane:

H(s) = |H(s)|ejϕ(s). (4.27)

|H(s)| describes the gain between the input and output signals depending the variable s.
Its value is calculated via

|H(s)| =
√

(Re[H(s)])2 + (Im[H(s)])2 =
√

H(s)H∗(s). (4.28)
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Figure 4.5: Bode plot for an RC low-pass with a pole at ωP = 1× 104 s−1.

The phase ϕ(s) can be determined with

ϕ(s) = arctan

(
Im[H(s)]

Re[H(s)]

)
. (4.29)

The meaning of ϕ(s) is more obvious when considering the transfer function’s definition in
equation 4.27. With X(s) and Y (s) as the input and output signals respectively, H(s)
can also be written as

H(s) =
Y (s)

X(s)
=

|Y (s)|
|X(s)| · e

j(ϕY (s)−ϕX(s)). (4.30)

Here, X(s) and Y (s) have been split into absolute values and phases ϕY (s) and ϕX(s)
just like H(s) in equation 4.27. As can be seen ϕ(s) = ϕY (s)− ϕX(s) which means that it
contains the phase difference of the output signal to the input signal at a given value of s.

With the substitution s = jω, the gain |H(jω)| and phase ϕ(jω) can be analysed and
plotted vs. the frequency of an input signal. In this approach, the circuit is stimulated
with a sine wave with the constant angular frequency ω. The analyzed output quantity
oscillates at the same frequency, but with an amplitude and a phase shift given by |H(jω)|
and ϕ(jω). A corresponding graph visualizing this for a wide range of frequencies is called
Bode plot.

Figure 4.5 illustrates such a Bode plot at the example of an RC low-pass filter with
frequency axes in logarithmic scale. As derived in equation 4.19, this circuit’s transfer
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function is HRC(s) =
1/RC

s+1/RC
. The substitution leads to

HRC(jω) =
1/RC

jω + 1/RC
(4.31)

and its gain and phase are:

|HRC(jω)| =
1

RC

√
1

1 + ω2(RC)2
(4.32)

ϕRC(jω) = arctan(−ωRC) (4.33)

For ω = 0 there is no phase shift and the gain is equal to 1. As soon as the frequency
approaches the circuit’s pole ωP = 1

RC
, these values start changing. Here, the gain starts

to drop. At exactly ω = ωP , the gain is at |HRC(jω)| = 1√
2
. This is the famous 3 dB- or

cut-off frequency. Its name stems from the fact that Bode plots tend to use the decibel unit
for the gain’s y-axis which is defined via y(ω) = 20log|H(jω)|[dB]. Hence, if H(jωP ) =

1√
2
,

then y(ωP ) = −3dB. Consequently, at the frequency ωP the gain has reduced to -3 dB
which means that the output signal is damped in relation to the input. For frequencies
bigger than the cut-off frequency, the gain keeps dropping with a 1/ω dependency. Since
both axes in a Bode plot use a logarithmic scale, this dependency is depicted by a line in
the gain plot.

Due to the fact that above the cut-off frequency the gain starts to drop, ωP can be
interpreted the bandwidth of the RC low-pass. And since the gain of many circuits actually
acts similar to that of the RC low-pass, the 3 dB- or cut-off frequency has become a broadly
used quantity to characterize a circuit’s frequency response. In more complicated circuits
however, there can be multiple poles and the cut-off frequency is not necessarily at a pole
frequency. But every pole causes a bend as the one shown in figure 4.5, each decreasing
the slope of the depicted line by 20 dB per frequency decade. As a side note: The depicted
RC low-pass employs unity gain for low frequencies. For amplifying circuits, the gain at
low frequencies is usually much higher than unity before it starts dropping just like for
the RC low-pass. In this case, an alternative way to define the circuit’s bandwidth is
the frequency at which its gain has dropped to unity gain. Fittingly, this is the so-called
unity-gain bandwidth.

As shown in the phase plot, a pole in the transfer function also causes a phase shift
between the output and input signal. While for low frequencies this shift is not yet present,
it reaches a value of −45◦ at ω = ωP . Subsequently, the sine wave at the circuit’s output is
delayed by 1/8 of its period in relation to the input. If ω → ∞, the phase shift approaches
−90◦. As a side note: zeroes create bends that increase the gain’s slope by 20 dB per
frequency decade. They also cause phase shifts that behave in the same way as for poles
but with opposite polarity such that for ω → ∞: ϕ(jω) → +90°.

4.2 The MOSFET
The metal-oxide semiconductor field effect transistor (MOSFET) has become the foun-
dation for the implementation of digital and analog circuits in CMOS technology1. This
section is supposed to give an introduction to its operation principle with a focus on

1CMOS stands for complementary metal-oxide semiconductor
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Figure 4.6: Sketches of an n-MOSFET

analog features and behaviour. It starts with an overview of the topology, continues with
a presentation of its basic physical properties and mathematical description and ends with
insights into its noise behaviour. All of the provided descriptions and explanations are
based on the references [38], [60] and [61]. Basic knowledge about semiconductor physics,
the process of doping and pn junctions is required. For an introduction to these topics, the
reader is referred either to the references [38] or [40] for a more fundamental discussion.

4.2.1 Topology & Large Signal Properties

Among many slightly different variations, CMOS technologies provide two basic, com-
plementary MOSFET types. Both n-type and p-type MOS transistors follow the same
operation principle but with different polarities in their control voltages and currents. For
clarity, the following explanations focus on the n-MOS.

Figure 4.6a shows the schematic symbol of an n-MOS transistor. The voltages and
currents applied to its four terminals, the gate (G), source (S), drain (D) and bulk (B),
dictate its behaviour. As far as source and drain terminals go, the MOSFET is symmetric
which means that they are interchangeable. In actual operation, the source terminal is
defined as the node with the lowest voltage and acts as a voltage reference for the other
terminals. Since the bulk has a rather special function and is best shorted to the source
terminal for basic operation, it will be treated as such throughout this section, if not
mentioned otherwise.

In the most simple view – and this is how the transistor is used in digital electronics –
the MOSFET acts as a switch. If the gate terminal is at a logic "high", source and drain
are shorted. And they are isolated, if the gate terminal is held at a logic "low". In an
analog view however, this simplified description is far from sufficient.

A more detailed illustration is provided in figure 4.6b. It shows a simplified cross section
of the physical structure of an n-MOS transistor. A slightly p-doped substrate forms the
foundation. The substrate is biased via a strongly p-doped contact with a metal contact on
top which is the aforementioned bulk terminal. In this substrate, there are two n+-doped,
i.e. strongly n-doped, regions with a metal contact each. These are the source and drain
terminals. And in between source and drain, there is a thin oxide layer usually made of
SiO2 covered by a poly-silicon sheet which implements the gate terminal. The drawing
also defines the voltages necessary for the operation of an n-MOS transistor in reference
to the source potential. The corresponding notation is chosen such that the voltage of
terminal X in reference to the source voltage is given by VXS = VX − VS.
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Figure 4.7: Illustration of the effect of the gate-source voltage VGS on the mobile charge
carrier densities at the substrate’s surface underneath the gate of an n-MOS
transistor. a) No gate voltage applied: p-substrate is unchanged. b) VGS = Vth:
Electron and hole densities at substrate surface are equal. The conductive
channel is starting to form. c) VGS > Vth: Electron density is bigger than hole
density at substrate surface. The transistor is in the inversion region and a
conductive channel has been formed.

The n+ regions of the source and drain form two diodes with the p-substrate. The dark
grey halos around the n+ implantations illustrate the respective depletion regions formed
in the substrate. From a drain-to-source perspective, these diodes are placed in series but
in opposite direction. If there are no voltages applied, as in the depicted case, there is no
current flowing between the source and drain contacts except the diode leakage current.
This can be changed with the gate-source voltage VGS: the unit of gate, insulator and bulk
can be seen as a capacitor. Increasing the gate voltage in relation to the bulk (which is
shorted to the source) causes a repelling force on holes in the p-substrate. Subsequently,
holes at the surface are pushed deeper into the substrate. If the gate voltage is increased
even further, electrons are attracted from the bulk to the surface. And at some point,
the electron density equals the hole density at the substrate’s surface right underneath
the gate. The corresponding gate source voltage for this state which is depicted in figure
4.7b is the so-called threshold voltage Vth. Increasing VGS from this point on drives the
transistor into inversion and a conductive channel of electrons is formed. In this state, the
minority charge carriers, i.e. electrons in p-doped silicon, now form the actual majority
at the substrate surface. Correspondingly, the region of gate-source voltages for which
VGS > Vth is denoted as inversion region. This state is illustrated in figure 4.7c.

As soon as the conductive channel of electrons is intact, a current can flow between
source and drain. In order to achieve an actual flow, a voltage drain-source voltage VDS > 0
has to be applied. As before, the source potential is held at the same voltage. An increase
in VDS is actually achieved by only increasing VD. For a fixed VGS > Vth, figure 4.8 displays
different states and tipping points in the transistor’s characteristic behaviour depending
on the value of VDS. The first depicted state in which VDS = 0 has already been discussed.
Here, the conductive channel has been formed, but there is no current flow. By increasing
VDS from this point on, the flowing drain-source current ID follows:

ID,tr = µnCox
W

L

(
(VGS − Vth)VDS − V 2

DS

2

)
. (4.34)

µn is the electron mobility, Cox is the gate capacitance per area and W and L are the
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Figure 4.8: N-MOS transistor cross-sections in different operating regions.

width and length of the transistor. In this voltage region, the so-called triode region, ID is
highly dependant on both VGS and VDS. The corresponding state is depicted in figure 4.8b.
While the actual dependency of ID on VDS is parabolic, the MOSFET is often considered
a linear device with ID ∝ VDS at low VDS. This is due to the fact that for low enough
voltages VDS < 2(VGS − Vth), in the so-called deep triode region, equation 4.34 can be
simplified to

ID,tr ≈ µnCox
W

L
(VGS − Vth)VDS. (4.35)

As a result of this linear relation, one can attribute a resistance to the transistor’s
drain-source channel:

Ron =
1

µnCox
W/L(VGS − Vth)

. (4.36)

Subsequently, the MOSFET acts like a controllable resistor which explains aforementioned
use as a switch.

When increasing the drain-source voltage VDS, the potential difference between the gate
and drain VGD decreases. Since this is the voltage that forms the conductive channel at
the drain contact, the inversion at the drain is getting weaker. As soon as VGD is too small
to generate the inversion at the drain, the conductive channel is pinched-off. This state is
depicted in figure 4.8c. The pinch-off value of

VDS,Sat = VGS − Vth (4.37)

marks an important point in the MOSFET’s IV-characterstic. For VDS ≥ VDS,Sat, the
transistor enters the saturation region. In the first order approximation, the drain current
ID of transistors in saturation no longer depends on the drain-source voltage. The
corresponding equation describing ID for this condition is given by

ID,Sat =
1

2
µnCox

W

L
(VGS − Vth)

2. (4.38)
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(a) Without channel length modulation and
at different values of VGS > Vth.

(b) With channel length modulation at dif-
ferent transistors lengths L.

Figure 4.9: N-MOS transistor IV-characteristic [60].

From this equation, one can derive a relation between a transistor’s saturation voltage
and its drain current:

VDS,Sat =

√
2ID,SatL

µnCoxW
(4.39)

Beyond the behaviour described by the first-order approximation, second-order effects
often play an important role in the performance of a circuit. One of these effects is the
channel-length modulation. By increasing VDS even further above VDS,Sat, the point at
which the channel is pinched off moves closer to the source terminal. As a result, the
length of the channel decreases and with it the effective transistor length L. In order to
describe this effect, an additional factor has to be added:

ID,Sat,cl =
1

2
µnCox

W

L
(VGS − Vth)

2(1 + λVDS) (4.40)

in which λ is the channel length modulation coefficient. So, in reality, ID still shows a
slight VDS dependency. This effect is often referred to as the Early effect.

Figure 4.9a shows a set of curves of the typical IV-characteristic of the MOSFET
neglecting the Early effect. The x-axis shows the applied drain-source voltage VDS with
the resulting current ID on the y-axis. The different curves are the result of different
gate-source voltages VGS. At low VDS, the deep triode region is visible via the linear rise
of ID. Moving closer to the saturation voltage, the parabolic nature becomes evident. And
as soon as VDS reaches the saturation voltage, ID saturates as indicated by equation 4.38.
In the graph, this is illustrated by the grey region.

With a higher gate-source voltage, the transition from the triode to the saturation
region shifts to higher VDS. This is obvious from equation 4.37 because the saturation
voltage VDS,Sat depends on VGS. And since ID is proportional to V 2

GS, it shows the same
proportionality to VDS,Sat in the plot.

Figure 4.9b shows the effect of the channel length modulation. Instead of saturating at a
fixed value, ID shows a linear rise with VDS in the transistor’s saturation region, matching
with equation 4.40. As indicated in the graph, the slope is proportional to 1/L of the
transistor. This is due to the fact that the relative change of the transistor’s effective
channel length has a larger relative effect for short transistors compared to long ones.

Among many others, there are a two more second-order of the MOSFET worth men-
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Figure 4.10: Parasitic capacitances of an n-MOS in inversion mode.

tioning before moving on: Firstly, up to this point, the transistor has been considered off
or not conductive in the subthreshold region, i.e. VGS < Vth. In reality, this is not the case.
With ever-decreasing supply voltages and low power demands, the importance of this
region for analog design keeps increasing. Since it has not yet been relevant in the analog
design of XIDer’s readout ASIC, though, this section does not discuss the subthreshold
region. The interested reader is referred to [62].

Secondly, in the discussions above, the bulk contact has been shorted to the MOSFET’s
source contact. This is due to the body or back-gate effect which influences the threshold
voltage Vth. By decreasing the bulk voltage such that VBS < 0, holes move to the bulk
contact, leaving more negative charge underneath the gate oxide. As a result, the gate
contact has to accumulate more positive charge to match the negative charge at the
substrate surface. Subsequently, the effective threshold voltage is increased. In large
designs however, many transistors share the same substrate, i.e. the bulk contact is
shorted. As a result, it is not possible to simply adjust the bulk voltage for each individual
transistor. In order to achieve this, special precautions such as the placement of extra wells
(see below) have to be made. Due to this complication, the manipulation of threshold
voltages via the body effect can be rather tedious in the real world.

As a side note: Due to the fact that the individual transistors of a standard design share
the same bulk voltage, most of them are subject to the body effect unintentionally. This
is because of the different source bias voltage of each MOSFET in the circuit. Most of
the time however, it turns out that the body effect can be neglected or that it is actually
less complicated to put up with its influence than trying to eliminate it. Due to this, the
body effect is neglected for the rest of this section and the bulk contact is assumed to be
shorted to the source contact.

Parasitic Capacitances

Due to its physical implementation, the MOSFET contains parasitic capacitances which
gain importance when operating it at high frequencies. Some of them are illustrated
in figure 4.10. While there are parasitic capacitances between every two of the four
terminals, their values greatly depend on the MOSFET’s operating region. The drain-bulk
as well as source-bulk capacitances CDB and CSB for example are given by the depletion
layer capacitances of the corresponding diodes between the source/drain contact and the
substrate. Their sizes depend on the voltages VDB and VSB.

The most important capacitances for operation, however, are the those associated with
the gate. These are the gate-source and the gate-drain capacitances CGS and CGD. Both
CGS and CGD split up into two parts: A constant contribution Cov which is associated
with the overlap area of the gate and the n+-regions in the p-substrate. It is given by
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Cov = WLovCox, where W is the transistor width, Lov is the length of their overlap area
and Cox is the capacitance per unit area of the gate-insulator-substrate interface. The
second contribution comes from the gate’s capacitance to the conductive channel which
depends on the operating region of the transistor. Since in deep triode mode, the channel
has not yet been pinched off, the total values of CGS and CGD are equal and given by

CGS,tr = CGD,tr =
1

2
WLCox + Cov. (4.41)

In saturation, CGD’s channel contribution vanishes due to the pinch-off. The corresponding
total parasitic capacitances can be calculated via

CGS,sat =
2

3
WLCox + Cov, (4.42)

CGD,sat = Cov. (4.43)

4.2.2 Small Signal Model

In the previous section, the MOSFET’s so-called large signal-signal model has been derived.
The equations 4.34 and 4.40 describe its IV-characteristic for large perturbations in the
bias conditions such as wide VGS- or VDS-sweeps. While large-signal analysis is a useful
tool to analyze a circuit in terms of dc characteristics and bias conditions, it has its
short-comings in detailed ac-analysis. This is due to the fact that the quadratic nature of
the derived IV-characteristics proves to cause complicated and hard-to-solve equations.
Actual circuits however, are usually designed to operate at a specified operation point with
only slight deviations. For this reason, the small signal model aims to linearize the circuit
at this operation point by only allowing small perturbations that do not substantially
change the bias conditions. In this way, it acts as an approximation of the large-signal
model in a small area around a specified set of large-signal parameters. For the MOSFET,
these large-signal parameters are set by the operation region it is operated in, i.e. the
gate-source and gate-drain voltages VGS and VDS. The two most common ones are the
already discussed triode and saturation regions.

In deep triode mode, the transistor’s defining property is its ability to act like a
switch with a linear characteristic between ID and VDS. Equation 4.35 shows this linear
proportionality which is equal to that of a resistor. Thus, in the triode region, the small
signal model substitutes the transistor with the resistance ron derived in equation 4.36:

ron =

(
∂ID
∂VDS

∣∣∣∣
OP=tr

)−1

=
1

µnCox
W/L(VGS − Vth)

(4.44)

where OP=tr denotes that the transistor is in deep triode mode. The actual value of ron
can be controlled via W , L and VGS. In circuit diagrams, the transistor is replaced with
the corresponding small signal equivalent as depicted in figure 4.11.

In saturation region, the transistor acts like a current source controlled via the gate-source
voltage VGS. As a result, the small signal model introduces the transconductance

gm =
∂ID
∂VGS

∣∣∣∣
OP=sat

= µnCox
W

L
(VGS − Vth)(1 + λVDS) =

√
2µnCox

W

L
ID (4.45)
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Figure 4.11: Small signal model replacement of the n-MOSFET in deep triode region
(VDS << VDS,Sat) as illustrated in [60].
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Figure 4.12: Small signal model replacement of the n-MOSFET in saturation region
(VDS > VDS,Sat).

which can be derived from equation 4.40. Due to the aforementioned channel-length
modulation, even in saturation, there is a linear relation of ID and VDS. Subsequently,
ID slightly varies with the applied drain-source voltage VDS. The small signal model
handles this by introducing a resistor rout in parallel to the voltage controlled current
source between the drain and the source. This is depicted in figure 4.12. Just like ron in
the triode region, its value is defined as

rout =

(
∂ID
∂VDS

∣∣∣∣
OP=sat

)−1

=
1

λID,sat

≈ 1

λID
≈ L

ID
(4.46)

where ID,sat is the drain current at VDS = VDS,Sat. Throughout this work, rout will also be
denoted as the drain-source resistance rDS.

Figure 4.13 shows the presented MOSFET small signal models with the most relevant
parasitic capacitors in deep triode and saturation region. Throughout this work, these
models are used for analog circuit analysis and system theoretical calculations.

4.2.3 P-Type and Deep N-Well N-Type MOSFETs

The name-giving feature of CMOS-technologies is the availability of two complementary
transistor types. Besides the already discussed n-type MOSFET, designers have access

ron

CGDCGS
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G

(a) n-MOSFET as a voltage controlled resis-
tor ron in deep triode region

gmVGS rout
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D

S

G

(b) n-MOSFET in saturation region as a
voltage controlled current source with
the channel-length modulation resis-
tance rout in parallel.

Figure 4.13: Small signal model equivalents for n-type MOSFETs in inversion (VGS > Vth)
including the most important parasitic capacitances CGS and CGD.
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Figure 4.14: Sketches of a p-MOSFET

to the p-type MOSFET which is illustrated in figure 4.14. As hinted at by the arrow2 in
the corresponding circuit diagram symbol, the p-MOSFET acts just like the n-MOSFET
but with voltages and currents of opposite polarity. The cross-section of the on-silicon
implementation shows that the p-MOSFET is embedded in an n-doped substrate, in
contrast to the p-doped substrate of the n-MOSFET. Its drain and source are realized via
p+-doped regions and the bulk bias contact is n+-doped. Again, the p+-doped source and
drain regions form two back-to-back diodes with the n-substrate which prevent a current
flow between source and drain. But, instead of increasing VGS to cause the formation of a
conductive channel underneath the gate, it actually has to be decreased for the p-MOSFET.
The same goes for the drain-source voltage VDS where VDS,Sat < 0. In analogy to the
n-MOSFET, the source terminal acts as a voltage reference for all the other terminals. In
this case however, the source is the terminal with the highest voltage. As a result, the
derived equations in the previous section as well as the small signal model can also be
applied to the p-MOSFET.

As a result from inverting the doping polarities, holes are now the minority carriers
in the substrate. And due to this, the conductive channel is formed by holes instead
of electrons. Since holes usually suffer from lower charge carrier mobility µp < µn in
silicon, p-MOSFETs are known to be inferior to n-MOSFETs in terms of current drive
and transconductance. Subsequently, amplifiers for example exhibit lower gain or lower
bandwidth when their input transistor is a p- instead of an n-MOSFET with equal W/L
ratios. However, as section 4.3 shows, p-MOSFETs usually have better noise performance.
In the end, the actual choice of the MOSFET type depends on the application and the
design constraints. Often, there are far more parameters to take into account.

In the actual implementation, the n-substrate of p-MOSFETs is placed as a so called
n-well in the p-doped silicon. This is achieved by local n-doping. The interface of this
n-doped region with the surrounding p-substrate forms a pn-junction, i.e. a diode. While
the p-substrate is usually pinned to the ground potential for large designs, the n-well
of p-MOSFETs is shorted to the supply voltage. Due to this, the interface diode is
biassed in reverse-mode and there is no current flowing between the p-substrate and the
n-well. Subsequently, p-MOSFETs are intrinsically shielded from noise and cross-talk of
surrounding circuits which could propagate through the p-substrate.

2The arrow in the schematics symbols of both the n- and the p-MOSFET (figures 4.6a and 4.14a)
indicates the conventional current flow direction of the drain-source current.
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Figure 4.15: Cross section sketch of an n-MOSFET surrounded and shielded by a deep
n-well.

Deep n-wells are used to apply this shielding behaviour to n-MOSFETs. A cross-
section of their on-silicon implementation is shown in figure 4.15. Instead of embedding
the transistor in the global p-substrate, the deep n-well acts like a trench between the
MOSFET and its surroundings. With this n-doped region below as well as around the
transistor, a local p-substrate is formed. This is due to the p-n-p structure of the deep
n-well which causes the formation of two back-to-back diodes. When biassing the n-well to
the supply and the p-substrates to the ground potential, both these diodes are in reverse
mode. As a result, the local p-substrate is shielded from its surroundings.

In mixed-signal ASICs which host both analog and digital circuitry, deep n-wells find
excessive use. Without any shielding, the analog circuits are embedded into the same
global p-substrate as the noisy digital circuits which keep switching their outputs in
between the ground and supply voltage. Depending on the time constant as well as the
rate, these switching processes can couple into noise sensitive nodes of analog circuits. This
phenomenon is called cross-talk. In order to prevent this, analog circuits are embedded
into deep n-wells to shield them from said cross-talk.

Due to their isolating nature, both the shallow n-well of the p-MOSFETs as well as the
deep n-well allow tuning the bulk voltages for devices embedded in them. As a result,
n-wells do not only shield components from noise, but they also allow compensating or
exploiting the body effect.

4.3 Noise in Analog Circuits

Components in circuits generate noisy voltages and currents. In system theory, noise
signals are described via their power spectral density (PSD) which is a measure for the
average power a signal carries at a given frequency. As such it is usually given in V 2/Hz
or A2/Hz.

When analysing a circuit’s noise performance, designers are interested in how the power
spectral density of the device components transfer to the circuit’s output. This can be
achieved with the system’s transfer function. The propagation of an input signal with the
spectral density sin(f) through a linear time-invariant system with the transfer function
H(f) is given as

sout(f) = sin(f)|H(f)|2. (4.47)

Here, sout(f) is the spectral density of the output signal.
In general, noise from different components is uncorrelated. Subsequently, the power

spectral density s1(f), s2(f), . . . , sN(f) of the noise generated by different components
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can be added up such that

sout(f) = |H(f)|2
N∑
k=1

sk(f). (4.48)

Power Spectral Densities of MOSFETs

There are two equivalent ways to describe the noise generated by a transistor. It can
either be understood as a current noise in the transistor’s drain-source channel or as a
corresponding voltage noise at the transistor’s gate. Besides these two views, the MOSFET
transistor inherits two sources of noise with different frequency dependence. The first
one is thermal noise which stems from the random movement of charge carriers in the
transistor’s channel. Its channel current PSD is described via

⟨i2n,therm⟩
df

=
8

3
kBTgm, (4.49)

while the equivalent PSD of the gate votage is given via

⟨v2n,therm⟩
df

=
8

3

kBT

gm
, (4.50)

where kB is the Boltzmann constant and T is the temperature.
The second noise source is the so-called flicker noise and is related to defects in the

silicon lattice which introduce trap states for charge carriers. The trapping and releasing
mechanism from these trap states is a statistical process which can best be modeled by a
gate voltage referred PSD of

⟨v2n,therm⟩
df

=
K

CoxWL

1

f
. (4.51)

Here, K is a technology-dependent constant. Due to its 1/f -dependence, it only plays a
role at low frequencies. It can be minimized by increasing the transistor width and length.
In the noise calculations provided in this work, flicker noise is usually neglected due to its
small contribution.
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The XIDer project is an R&D collaboration between the European Synchrotron Radiation
Facility (ESRF) and Heidelberg University for a multi-purpose detector for time-resolved
X-ray diffraction experiments. It is a part of the ESRF’s detector development plan (DDP)
which has been initiated alongside the EBS upgrade program. In this context, XIDer’s goal
is to evaluate the feasibility of a detector that fulfills the demanding requirements imposed
by the properties of fourth generation storage ring-based synchrotron light sources.

In 2018, the collaboration has been initiated as a 4-year project and has later been
prolonged until the end of 2023. While the sensor research and design is performed by the
Detector & Electronics Group of the ESRF, the corresponding readout ASIC is designed
by the research group Schaltungstechnik und Simulation at Heidelberg University. The
project’s inital focus has been put on potential future experiments conducted at the ESRF.
However, feedback of the synchrotron light community hints at the fact that XIDer’s novel
concepts are also applicable to other machines.

This chapter gives a short overview of the XIDer’s target specifications and the design
concepts to reach said specifications. Additionally, it provides an overview over existing
X-ray photon detection systems and compares them to XIDer’s requirements.

5.1 Requirements
With time-resolved X-ray diffraction experiments at storage ring based fourth-generation
synchrotron light sources in mind, the following list of requirements has been defined at
the beginning of the XIDer collaboration:

• Energy range: The XIDer detector is aimed to cover a photon energy range of
30 keV to 100 keV. Subsequently, high-Z compound semiconductor sensors like CdTe
or CZT have to be employed (see chapter 3).

• Pixel pitch: A pixel size of 100µm to 200µm has been chosen. The detector shouls
also provide the option to read out the matrix with 2x2 pixel clusters.

• Dynamic flux range: In diffraction and scattering experiments, the intensity
recorded by 2D detectors usually varies over several orders of magnitude within the
same image. In the most intense areas, usually close to the projection of the incident
beam to the sample, the detectors may be exposed to photon fluxes of the order of
1× 1011 ph s−1mm−2 and above. And at the same time, in other regions, where the
intensity of the scattered signal is greatly reduced, detectors must be able to provide
single photon sensitivity.

• Time resolution: In order to resolve each of the bunches in the ESRF’s 16-bunch
mode1, a time resolution of 175 ns is required. During this short time, the analog
sensor signal has to be read out, analog values have to be digitized, processed and
stored and the front-end has to be prepared for the next incoming X-ray pulse. Just

1see section 2.3
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like the wide dynamic flux range, this is one of the most challenging requirements
for the XIDer detector.

• Frame readout rates: There is a great interest in the X-ray diffraction community
to record time dependent, irreversible processes and structural changes on a few
microsecond or even sub-microsecond scale [63]. In order to achieve this with a
continuous frame readout, XIDer needs to be able to provide a frame readout rate of
100 kHz and above.

• Flexibility in terms of data acquisition and readout: The multi-purpose
nature of XIDer requires adaptability to different exposure times, data readout
rates, data acquisition patterns, triggering as well as spatial and time resolution to
name but a few measurement parameters. Subsequently, flexible but accessible and
easy-to-use ways to adapt the detector to the conditions and requirements of the
different experiments are mandatory.

• Data handling: With a detector area of just a few 10 cm2, a pixel size in the order
of 100µm and 16 bit of data per pixel, the expected data rates rise to the order of
TB s−1. Thus, the detector needs to be equipped with sophisticated ways to deal
with very high raw data rates, either via on-chip pre-processing or fast output data
serializers.

For further reading on the background of these requirements, references like [10], [12] and
[64] are recommended.

5.2 Concept

As illustrated in figure 5.1, XIDer uses a 2D hybrid pixelated approach. The top-side of
the sensor is biassed to a negative high voltage with a single cathode contact shared by
all of the pixels. On the sensor’s bottom-side there is a pixelated anode grid structure.
With a bump-bond connection, each of these anodes is connected to an input pixel pad
on the readout ASIC. Subsequently, the ASIC only reads out electrons and neglects the
hole-contributions to the signal. In order to enable a parallel readout of the whole pixel
matrix, this concept choice imposes a modularized approach on the ASIC featuring a
readout channel counterpart for each sensor pixel. Each channel is concerned with the
charge signal readout of its corresponding pixel followed by the digitization and storage
of the processed input. For this purpose it employs novel concepts like the pipelined
continuous conversion approach, the digital integration and the telegram protocol. Besides
the signal processing, the ASIC channel is also concerned with biassing the anode of its
corresponding pixel. An in-depth description is provided in chapter 6.

5.3 Photon Counting Scheme

XIDer is meant to count single photons with a fixed, pre-defined energy. There are several
approaches on how to achieve this. This section provides a brief overview of existing
schemes with advantages and disadvantages as well as state-of-the-art references. In the
end, it provides a brief introduction to XIDer’s chosen approach.
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Figure 5.1: Sketch of the 2D hybrid pixelated detector approach chosen for the concept of
XIDer.

5.3.1 Conventional Approaches

For counting X-ray photons with pixelated hybrid detectors, there are two major readout
schemes, namely the photon-counting2 and the charge integrating approaches. Both
approaches only work with monochromatic irradiation, i.e. photons with a fixed energy.
The following elaborations are based on [65] and [66]. Additional references are provided
where necessary.

The photon-counting approach uses a preamplifier and signal shapers to transform the
charge signals generated by incident photons in the sensor pixel into short voltage pulses.
As depicted in figure 5.2a, the result of this shaping is a train of pulses where each pulse
is interpreted as a single photon. In order to detect each individual pulse, a threshold
voltage is applied. As soon as the signal crosses the threshold, a counter is incremented
which counts the total amount of photons. Since the signal amplitude depends on the
photon energy, the threshold can be tuned to only detect photons above a given energy.

The advantage of the photon-counting approach is its single photon sensitivity. And
thanks to the intrinsic discrimination, it also exhibits good noise performance and sensor
leakage suppression. However, the maximum photon count rate that can be achieved with
this approach is intrinsically limited by the bandwidth of the readout electronics. As long
as the shaper output voltage is above the threshold, the detector is blind to additional
incident photons. At higher incident photon rates, additional voltage pulses keep adding
up above the threshold, while the detector only counts a single photon from the initial
threshold crossing. This effect is known pile-up and limits the upper photon count rate
capability. Available state-of-the-art detectors with the photon counting approach like the
DECTRIS EIGER2 XE CdTe 16M report a maximum count rate of 1.7× 109 ph s−1mm−2

[67]. As a reminder: XIDer’s requirement is to reach 1× 1011 ph s−1mm−2 which is two
orders of magnitude higher. Subsequently, the XIDer collaboration has decided against
using a photon-counting approach.

In contrast, the conventional charge integrating approach uses readout electronics which
integrate incident charge on a feedback capacitor. Incoming charge is thus transformed to
a DC output voltage level. This is depicted in figure 5.2b. At the end of an integration
window, the voltage level is digitized by an analog-to-digital converter (ADC) and the
integrator is reset. In order to extract the amount of photons that were absorbed by the
pixel, the ADC needs to know the output voltage generated by a single photon. This is
usually achieved via calibration with well-defined input signals.

2Unfortunately, the name that literature uses for this approach leads to confusion with other approaches
which also count photons. For clarity, this work denotes the actual method with photon-counting,
while the process of counting photons does not use a hyphen.
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Figure 5.2: Working principle sketches of the two most commonly used approaches to
count photons in the pixels of hybrid pixelated X-ray detectors.

The great advantage of the charge integrating compared to the photon-counting approach
is that it has no intrinsical photon count rate limitation. Even if N photons hit the sensor
pixel at the exact same instant of time, a charge integrating detector can correctly
reconstruct the number N . However, there is an upper limit to the maximum total amount
of charge that these circuits can integrate, i.e. to the dynamic photon count range. As
soon as the output voltage of the integrator reaches the supply voltage level, no additional
charge can be integrated for the rest of the integration window.

By adjusting the gain of the charge-to-voltage conversion, designers can trade measure-
ment resolution for a larger dynamic range. Implemented detectors usually allow switching
between different gain settings depending on the expected photon fluxes. State-of-the-art
iterations implement an automated in-pixel gain switching which dynamically changes the
gain in on-going measurements depending on the already integrated charge amount. This
approach is widely used in X-ray detectors at free electron lasers like the European XFEL
[68]. Examples are AGIPD [69], JUNGFRAU [70] and ePix10k [71].

However, it turns out that even with the automated gain switching, the conventional
charge integration scheme does not provide the necessary flexibility in terms of dynamic
photon counting range needed for XIDer. This is due to the fact that, compared to systems
like AGPID, XIDer will be operated at storage ring based facilities like the ESRF. Here,
the detector has to cover a wide range of different experimental conditions and integration
time windows.

Another disadvantage of the conventional charge integrating approach is that it also
integrates sensor leakage. Combining this property with high-Z sensors and possible large
integration windows poses several complications for its application in the XIDer detector.
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5.3.2 XIDer’s Approach

For the reasons stated above, XIDer’s readout ASIC uses neither a photon-counting nor a
convential charge integrating approach. Instead it uses a pipelined implementation of an
approach similar to that of the MM-PAD detector [72]. The basic structure is still a charge
integrating procedure. But instead of converting the integrated charge to a digital value
at the end of the integration window, the conversion is performed while the integration
is still on-going. By subtracting charge packages of well-defined size from the already
integrated charge, the output voltage of the charge integrator is decreased before it hits
the supply voltage level. By remembering the amount of charge packages used, one can
thus reconstruct the total incident charge. Subsequently, if the conversion is performed
quickly enough to keep up with the incident photon flux, the amount of photons that can
be counted per integration window is no longer limited. For future reference, this approach
is called continuous conversion. Section 6.1.1 provides a detailed explanation.

While the continuous conversion vastly increases the upper limit of the dynamic photon
count range per integration window, it does not fix the problem of integrated sensor
leakage. For this reason, XIDer is operated with the digital integration scheme which is
explained in the following section.

5.4 Operation: Digital Integration & Subframes

Developed at the ESRF, the digital integration works as depicted in figure 5.3. Instead of
using a conventional readout scheme in which the charge signal of a frame is integrated
in a single long exposure interval, the digital integration splits the frame into subframes.
In each subframe, the integrated charge is converted to an equivalent digital number. In
the simplest case, this digital number corresponds to the amount of counted photons, but
other operation modes with half or quarter photons are discussed. At the end of the total
exposure time, the sum of all of these digital values forms the resulting amount of counted
photons for the total frame.
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5 XIDer - The X-Ray Integrating Detector

In addition to splitting up the frame, a discriminator is applied to the final charge value
measured in each subframe. This discriminator discards excess charge beyond the chosen
counting granularity. For example, if the detector is calibrated to count single photons and
the integrated charge in one subframe corresponds to 2.6 photons, then, the final count
for this subframe is 2 photons. As indicated in the illustration, with the correct choice of
subframe length, this readout scheme allows a suppression of sensor leakage. Additionally,
it prevents the accumulation of noise charge. More details on the digital integration can
be found in [10].

With the choice of the digital integration as the readout scheme, there are two major
consequences for the actual implementation of the readout ASIC. First of all, the subframe
plays a fundamental role which is why it is referenced throughout this work in both the
ASIC design as well as measurement chapters. It is mostly denoted as (sub)frame to
indicate the validity of statements for both subframes and individual frames.

Additionally, the detector has to be designed to run through repeating cycles, i.e.
(sub)frames, of charge integration, signal processing, digitization, adding photon counts,
data storage and readout. For this reason, the ASIC features an on-chip sequencer as well
as the custom-designed telegram interface which allow the definition of (sub)frame cycles
that are repeatedly executed by the ASIC channels.
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6 Readout ASIC Design

This thesis aims to give an overview of the research work that went into the design of the
readout ASIC for the XIDer detector. Over the course of the last five years, this ASIC
has gone through several iterations integrating more and more novel concepts to handle
the challenges imposed by the very demanding set of requirements. Starting from simple
prototypes with simplified test structures, the chip has matured into a pixelated scalable
matrix of readout channels. Currently, it is on its way to become a large scale chip for the
readout of high-Z compound semiconductor sensors with thousands of pixels. The design’s
functionality and ability to achieve the required performance has not only been tested in
lab characterisation measurements but also in many on-site beamline measurements at the
ESRF. Alongside performance tests of the detector concepts, the beamline measurements
also include characterisation measurements of the time- and signal-dependant behaviour
of high-Z sensor materials like CdTe and CZT.

This chapter provides detailed insights into the chosen design with choices and tradeoffs
that have been made to tailor this ASIC to the requirements listed in 5.1. In the first part,
a broad overview is provided which contains the concepts of analog signal processing and
digital data management implemented in the ASIC’s channels. In addition, it features
a top-level description of the chip’s global digital control and floorplan. This is followed
by a detailed discussion of the design’s parts starting with the analog domain for signal
processing and moving on to digital circuitry for chip configuration, operation, data
handling and data readout. Besides detailed explanations about the integrated circuitry,
system theoretical calculations and simulations are provided to motivate, justify and
reinforce design choices. In the end, a design verification section focusses on verifying
the performance of the analog signal processing circuitry with respect to the project
requirements followed by a list of manufactured prototypes.

For the design execution, implementation and simulation, Cadence [74] tools like Virtuoso
[75], Innovus [76] and Xcelium [77] have been used. System theoretical calculations have
been carried out by hand supported by the use of Wolfram Mathematica [78]. The ASIC
has been implemented in the TSMC 65 nm process technology [79].

6.1 Overview

As noted above, the requirements placed on XIDer’s readout ASIC demand solutions
both in the analog and the digital domain. On the one hand, the analog output signals
provided by the sensor pixels have to be received and processed by an analog front-end.
This front-end has to convert the pixel’s output charge into a signal that can be digitized
for further processing, storage or readout. On the other hand, the required flexibility
in terms of different readout and operation modes asks for the implementation of many
different features in a very limited area. In order to control and adapt the analog front-end
to different bunch mode conditions and measurement procedures, store data on-chip in
different ways or send out data in different patterns at high speed, a versatile digital block
is essential. As a result, the ASIC has to be designed in a mixed-signal fashion.

The compartments that make up XIDer’s readout ASIC are shown in figure 6.1. As
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Figure 6.1: Schematic overview of the circuit blocks on XIDer’s readout ASIC and their
interaction with each other.

depicted, the chip is divided into several domains. There are the readout channels which are
instances of the same circuit module with the same functionality designed for the parallel
readout of all the sensor pixels. In each channel, the employed front-end is split up into a
coarse and a fine stage which use a charge integrating concept with a continuous conversion
add-on that largely increases their dynamic range. In combination with counters, this
add-on allows a dynamic conversion of the incident charge to a digital value while the
charge integration is still ongoing. Ultimately, the merger combines the photons counted
by both stages into a final result.

In addition, each channel features a RAM module for on-chip data storage. Read and
write accesses are issued by the global telegram interface which is based on the custom-
designed telegram protocol. At the end of each channel, there is a shift register which
is loaded with output data as soon as a readout command is issued in the data readout
control unit. The actual size of the detector has not yet been decided on but the final
ASIC version will at least have a few ten-thousand channels.

On the global level, there is the ASIC’s global control block. It is instantiated once per
chip and contains all the necessary circuitry to operate the matrix of channels like a JTAG
interface for slow-control, a sequencer and the telegram interface for dynamic control and
a serializer for data readout. The following subsections give a general overview of the
concepts and compartments used in the ASIC channels and the digital control block. This
overview is followed by a more detailed discussion of the design of single components and
modules in sections 6.2 and 6.3.

6.1.1 The Analog Front-End Concept

The task of the analog front-end is to count the amount of monochromatic photons that
hit a sensor pixel. An important point to reiterate here is that the energy of photons
incident to the sensor pixel is well-known. Synchrotron beamlines employ monochromators
to tune the X-ray energy to the desired value. For the proposed front-end architecture
presented in the following, this is a necessary requirement.

In order to count photons at high rates and with low dead times, XIDer’s design uses a
pipelined, two-stage approach. Before discussing the full structure, this section starts by
explaining the operation principle of a single stage.
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Figure 6.2: Explanatory illustrations of a single stage in the analog front-end of XIDer’s
readout channel.

The Front-End Stage & Continuous Conversion

Each stage employs the continuous conversion approach which is an add-on to the well-
known charge integrating front-end structure (see section 5.2). In this approach, a stage
keeps converting incoming charge to digital values while the charge integration is still
on-going. This results in a much larger dynamic range compared to standard charge
integrating implementations. Figure 6.2a shows a schematic overview of all the needed
compartments. The core component is the charge sensitive amplifier (CSA) which consists
of an amplifier negatively fed back by a capacitor Cfb and a reset switch. In the initital
state, there is no charge on the feedback capacitor and the CSA’s input and output voltages
Vin and Vout are equal. When charge enters the stage, the CSA integrates it on Cfb. It does
this by generating a potential difference between its input and output nodes. However,
due to the negative feedback, the amplifier keeps Vin constant and only changes Vout. As
a result, monitoring the CSA’s output voltage is sufficient to measure the charge that is
stored on Cfb. The size of an output voltage step ∆Vout that is generated by the incident
charge Qin can be calculated via:

∆Vout =
Qin

Cfb

. (6.1)

With the knowledge of how much charge a photon of given energy γE generates in the
sensor, this allows calculating the voltage step that corresponds to a single photon ∆VγE .
And as a result, the amount of photons that contributed to an output voltage step can
be determined. In order to do so, one needs the average energy ϵeh that is necessary to
generate an electron-hole-pair in the pixel, the elemental charge qe and the photon energy
Eγ. Taking into account that XIDer only reads out one electrode of the sensor, the read
out charge from a pixel that has just absorbed a single photon is given by

QγE = qe ·
Eγ

ϵeh
. (6.2)

51



6 Readout ASIC Design

Inserting this into equation 6.1 yields

∆VγE =
Eγqe
ϵehCfb

. (6.3)

And with this, the amount of photons NγE corresponding to the CSA’s output voltage
∆Vout is given as:

NγE =
∆Vout

∆VγE

=
∆VoutϵehCfb

Eγqe
(6.4)

In a conventional charge integration front-end, this is how the actual amount of photons is
counted. An ADC converts the final voltage value at the end of an integration cycle, i.e. a
(sub)frame. After the conversion, the CSA is reset by discharging the feedback capacitor
with the reset switch.

However, this approach has a limitation ruling it out for high continuous photon rate
applications that require single photon sensitivity like XIDer: the CSA’s output voltage is
limited by the dynamic voltage range of its amplifier. If the amount of stored charge on
the feedback capacitor is too high, the output voltage Vout will hit the upper limit of this
dynamic range, i.e. the CSA saturates. As a result, there is a maximum amount of photons
that can be counted per (sub)frame. While this limit can be increased by choosing a larger
feedback capacitor, the circuit’s gain and hence its resolution is reduced in the process.
In the end, a tradeoff has to be made between the desired upper limit of photons per
(sub)frame and the photon counting granularity. Since the main challenge of the XIDer
project is achieving an ambitious maximum photon counting rate of 1× 109 ph s−1 pix−1 at
a wide range of (sub)frame lengths while maintaining single photon sensitivity, a classical
charge-integrating approach has been deemed unfeasible for its readout ASIC.

This is where the continuous conversion comes into play which is implemented via the
addition of the depicted comparator, the charge pump and its enable logic. Their operation
principle is demonstrated in figure 6.2b on the basis of a timing diagram of the involved
signals. The respective nodes are marked with the same colors in figure 6.2a. At the top,
there is the input signal which shows the time structure of X-ray pulses incident to the
sensor pixel. As depicted by the pulse height, a pulse can contain a different number of
photons which is also indicated by the number written above the pulses. In the provided
example, there are only two uniquely different cases: a single as well as two photons per
pulse. In reality, this number can be much bigger as discussed in section 6.5.

Below the input signal, the timing diagram shows the circuit’s reaction to incoming
pulses in a step-by-step fashion. It starts with the initial integration as soon as a photon
causes a charge generation in the sensor pixel. As depicted in the first step, the CSA’s
output voltage Vout rises. However, instead of an instant voltage step, it takes some time to
reach the final output voltage which is due to the finite output resistance of the amplifier
stage.

The comparator is supposed to act as a monitor for the CSA’s output voltage by
comparing it to a fixed threshold voltage Vthresh. As long as Vout is below Vthresh, the
comparator output is at ground level. However, if Vout > Vthresh, the comparator drives its
output to the supply voltage level. The effect of this behaviour is visible at the second
depicted step. Here, Vout crosses Vthresh while the CSA is still in the process of integrating
the incident charge. As a result, the comparator’s output Vcomp is activated which triggers
the third step.

The activated comparator output is supposed to indicate, that a "big enough" charge
has entered the front-end, with the actual size of "big enough" being of particular interest
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for the calibration of this circuit. It enables the second feedback path in parallel to the
feedback capacitor, denoted as "Continuous conversion add-on" in the circuit schematics.
The purpose of this path is to stop the CSA from saturating. In order to achieve this
goal, it includes a charge pump which is able to inject a charge of opposite polarity to the
incident signal charge into the input of the CSA. As soon as the comparator indicates that
Vout has risen above Vthresh, this charge pump is enabled, effectively discharging the CSA’s
feedback capacitor. And as a result, Vout decreases, keeping the CSA from saturating. In
the plot, this is depicted by the steps three and four.

As illustrated, the discharge process performed by the charge pump is executed in a
pulsed fashion. There are two reasons for this approach:

• The pulsed structure allows the injection of well-defined charge packages

• Digital counters sensitive to the pulses’ rising edges can easily keep track of the
amount of injected charge packages

This enables the ASIC channel to precisely reconstruct and remember the amount of
injected charge by the charge pump. The time structure for these pulses is provided by
the periodic clock signal Vclk

1 which is gated with the comparator output in the CP logic
block as discussed in section 6.2.3. An important point to note here is that the structure of
Vclk needs to be precisely tunable and exhibit low jitter for the generation of well-defined,
low-noise charge packages.

As depicted by step five, the injection of said charge packages eventually drives Vout

back below Vthresh. As a result, the comparator output returns to ground level and the
continuous conversion add-on is deactivated. Finally, the total charge integrated by the
front-end can be reconstructed by the final digital counter value NCP and the charge
package size QCP via

Qin,meas = NCPQCP . (6.5)

Besides the choice of the comparator threshold, the actual size of QCP is another critical
question for the calibration of the analog front-end. The most intuitive choice is a value
that is equal to an integer multiple n of the charge generated by a photon in the pixel such
that QCP = n ·QγE where QγE can be derived from equation 6.2. This is due to the fact
that in this case, the amount of incident photons to the pixel can easily be determined via

NγE = nNCP . (6.6)

In the illustrated example, the charge pump package size is calibrated such that QCP = QγE ,
i.e. n = 1 and the input signal sequence contains five photons in total. Subsequently, the
charge pump has to inject five charge packages. Via the five pulses in the time structure of
Vpump, a connected counter can thus reconstruct the incident photon number as NγE = 5.

With the operation principle explained above, the continuous conversion keeps the CSA
from saturating and theoretically extends the circuit’s maximum photon counting limit to
infinity. In reality, the only limiting factor is the depth of the digital counter. However, the
maximum photon count per (sub)frame must not be confused with the maximum photon
counting rate, this circuit can achieve. This is discussed in the following paragraph.

1In the actual implementation, this signal is generated by the on-chip sequencer.
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Figure 6.3: Simplified circuit diagram of XIDer’s pipelined front-end approach.

The Pipelined Approach

As a reminder, the aim of this detector is to achieve photon count rates of up to 1 ×
109 ph pix−1 s−1 while maintaining single photon resolution. With the continuous conversion
concept presented above, reaching single photon sensitivity is a matter of electronics noise,
the correct choice of the feedback capacitor size as well as the comparator threshold and the
charge package size QCP . Section 6.4 discusses the necessary parameters and dimensions
and showcases that single photon sensitivity can be obtained rather easily.

In order to reach the necessary photon rates, there are two possible ways. One of them
is increasing the charge pump package size QCP . However, the requirement of single
photon sensitivity constrains the package size to the equivalent charge generated by a
single photon or less. The other is the pump frequency fp that drives Vclk and is thus
responsible for the frequency with which the charge pump packages are applied. In the
most general case, where QCP = n ·QγE , the photon count rate is given by

Rγ = nfp. (6.7)

With the single photon sensitivity requirement, n = 1 and this simplifies to

Rγ,n=1 = fp. (6.8)

Thus, in order to reach Rγ,n=1 = O(109 ph
s
), the pump frequency has to be in the order of

GHz which imposes an unnecessarily strict timing constraint on the CSA. It means that
the CSA needs to have a bandwidth of at least 1GHz because it has to keep its output
voltage on track with the charge stored on Cfb. If it is too slow in doing so, Vout might
not have settled to the correct value when the decision whether to pump at the next clock
cycle of Vclk is made. As as result, the charge pump could potentially apply too many or
too few charge packages. For realistic designs, this bandwidth has to be even higher to
provide a safety margin for all the different process corners.

In order to relax this constraint to manageable sizes, a pipelined design as depicted in
figure 6.3 has been proposed at the beginning of the XIDer project. The idea is to have
two stages: a coarse stage with a large charge pump package QCP0 = nQγE to keep up
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with high photon rates and a fine stage with a small charge pump package QCP1 = QγE to
maintain single photon sensitivity. As an important note: the comparator threshold Vth0

of the coarse stage has to be scaled with the factor n to the correct amount of photons as
well. Otherwise, the charge pump will inject its charge package even though Qin < nQγE .

A simplified illustration of the operation principle is shown in figure 6.4. While the
acquisition of the first (sub)frame is on-going, only the coarse stage is active. Depending
on the choice of the coarse stage’s charge package size QCP0, there will be a residual charge
left on Cfb0 at the end of the (sub)frame. This is due to the fact that with the higher
comparator threshold, the coarse stage is blind to charges smaller than QCP0. In order to
convert this residual, it has to be transferred to the fine stage. This is executed with the
help of the transfer capacitor Ctran and requires a particular switching sequence of S1, S2

and Stran which is explained in detail in section 6.2.4. The idea is to connect Ctran at the
very end of the (sub)frame and to let the amplifier of the coarse stage charge this capacitor
to the final voltage. As soon as it is fully charged, the coarse stage is reset via the reset
switch, causing an injection of the residual charge through Ctran into the second stage. The
completion of this process renders the coarse stage ready for the next (sub)frame, while
the fine stage starts with the conversion of the residual in parallel. As a result, the coarse
and fine stages work in a pipelined fashion in which the fine stage converts (sub)frame
m, while the coarse stage is already processing (sub)frame m + 1. The entirety of the
transfer process is denoted as T in the diagram. An additional remark to make here is, as
explained in section 6.2.4, the transfer process actually injects the charge from the coarse
to the fine stage with a gain of AC = Ctran/Cfb0. This extra charge gain significantly
relaxes the fine stage constraints in terms of noise and thus power consumption.

Figure 6.5 shows the typical reaction of the front-end to incident charge on the basis
of the important signals involved. The graph is split in two halves. In the left-hand half,
there is a circuit diagram of the pipelined analog front-end. The top half of this diagram
shows the coarse stage and the transfer capacitor with its respective switch Stran. Below
the dividing line, the front-end’s fine stage is depicted. The right-hand side of the graph
shows the actual timing diagram with the dividing line allocating the signals to their
corresponding stage. Subsequently, coarse stage signals are above the dividing line, fine
stage signals can be found below. For clarity, the involved signals are colored in the same
scheme in both the circuit and the timing diagram. The actual structure of this graph
is similar to that for the single stage in figure 6.2. While the status of Vcomp is indicated
by the color underneath the Vout-curve of the respective stage, the Vclk signal has been
omitted completely and can only be seen in the periodic pulse patterns of Vpump0 and
Vpump1.

In the depicted case, the chosen charge package size for the coarse stage and fine stages
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Figure 6.4: Simplified timing diagram of the pipelined (sub)frame acquisition in the analog
front-end of XIDer’s readout ASIC. Following the principle of the digital
integration, frames are divided into (sub)frames. The actual time window of
the transfer is not to scale.
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are n0 = 8 photons per pump (indicated as 8 ph/cp) and n1 = 1 photon per pump (1
ph/cp) respectively where the corresponding comparator threshold voltages have been
chosen accordingly. While these values turn out to be a good compromise for this detector,
the ASIC is designed to allow a wide variation and configurability for different use cases,
ranging from single photons to several tens of photons per pump. An actual discussion
about the parameters and their choice can be found in section 6.4.

In the shown example, the pixel detects 30 photons in a short X-ray pulse of arbitrary
energy right at the beginning of each (sub)frame. The generated charge corresponding
to this event is integrated on Cfb0 by the coarse stage CSA. Since Vth0 is at a voltage
corresponding to the charge of 8 photons, Vout0 rises above Vth0 in the integration process
and the comparator enables the charge pump logic. As a result, the charge pump injects
its well-defined packages with a charge corresponding to 8 photons per package into the
coarse stage input. After pumping three times, Vout0 drops below Vth0. Consequently, the
charge pump logic is deactivated and the charge package injection stops. At this point,
the counter connected to Vpump0 has counted 3 charge packages. This value has to be
multiplied with n0 = 8 to obtain the actual amount of counted photons which is 24 as
illustrated. As a result, with an incident amount of 30 photons, there is a residual charge
corresponding to 6 photons left on Cfb0.

In order to convert the residual charge, it has to be transferred into the fine stage
which applies smaller charge packages and also employs a smaller comparator threshold
Vth1. This is indicated by the Transfer shaded in dark grey which starts with closing
Stran. The transfer capacitor Ctran being charged to Vout0 and as soon as the charging
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is done, the coarse stage is reset to inject the residual charge into the fine stage. With
single photon sensitivity (n1 = 1), the fine stage has to pump an additional 6 times to
drive its output Vout1 below the threshold. The bright grey background indicates that the
coarse stage conversion, the transfer and the fine stage conversion are associated with the
same (sub)frame 0. By adding the charge package counts of both stages NCP0 and NCP1

multiplied with their respective charge package factors n0 and n1 the reconstructed photon
number is

Ntot = n0NCP0 + n1NCP1. (6.9)

The result in the depicted example is Ntot = 8ph cp−1 ·3 cp+1 ph cp−1 ·6 cp = 24 ph+6 ph =
30 ph.

In this example, the total charge is injected at the beginning of the (sub)frame which is
the ideal case for the presented principle of operation. One might be wondering if this is
a realistic case and how common it actually is. In reality, the ASIC is supposed to run
synchronous to the synchrotron it is operated at. This is achievd by feeding the ASIC with
a root clock which is derived from the synchrotron’s RF clock. As explained in section
2.1, this RF clock dictates the basic granularity of the synchrotron’s bunch structure.
Each period of the RF clock holds an open bunch slot which can be filled with electrons
deliberately when operating the synchrotron. The synchronisation of the ASIC to this
RF clock allows aligning the (sub)frame to the bunch structure. And beyond that, the
actual position of the X-ray pulses generated by the electron bunches in a (sub)frame can
be finely tuned. As a result, the condition that an X-ray pulse hits the pixel right at the
beginning of the (sub)frame can be forced while operating the detector. Whether there is
only a single or several X-ray pulses per (sub)frame depends on the chosen synchrotron
bunch structure and the (sub)frame length. In the ESRF’s 7/8+1 mode for example,
there can be thousands of pulses per (sub)frame. In contrast, for the 16-bunch mode, it is
more likely that experiments require (sub)frames short enough to only contain a single
pulse. Both the global sequencer as well as the telegram protocol play a great role in this
(sub)frame-to-pulse alignment and the configuration of the (sub)frame length.

Intrinsic Error Correcting Property

The presented front-end design exhibits a robust operating principle which is rather
unsusceptible to counting errors and noise. The reason for this is the combination of the
discriminating nature of the single front-end stages, their pipelined arrangement as well
as the fact that incident X-rays have a well-known energy. In the case that the coarse
stage applies a wrong amount of coarse packages, the information about the resulting error
is stored in the size of the residual charge. For example, if the coarse stage has applied
too few charge packages, the fine stage can easily correct for this by applying more fine
packages. In this way, the coarse stage’s error is corrected for. Only if too many coarse
package have been applied, the fine stage can not correct the resulting error. Due to this,
the comparator threshold of the coarse stage is usually placed at voltages corresponding
to a few photons above a single coarse charge package size. This ensures that influences
like electronics noise in the coarse stage do not cause the application of too many coarse
charge packages.

In the theoretical case of a perfect calibration, this leads to situation in which noise
influences can only cause counting errors in the order of the fine charge package size, i.e.
single photons in the above example. And thanks to the discriminating nature as well as
the knowledge of the input signal size, noise contributions have to add up to the size of
the configured fine comparator threshold to cause a counting error.
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Figure 6.6: Schematic drawing of data flow in a channel of XIDer’s readout ASIC from
the front-end to the in-channel RAM cell. Merger, RAM, data storage and
readout control cells are highlighted to underline their importance in the data
pre-processing und storage.

6.1.2 Digital Data Management, Storage & Readout

XIDer is envisaged to be used in many different experiments with different requirements.
For instance, some need better resolution with higher amounts of information per pixel,
while others focus on higher frame rates. In general, there are two philosophies to provide
enough flexibility for the wide variety of requirements: Either the detector sends out all
the raw data for processing off-chip or the ASIC itself provides data pre-processing and
storage capabilities. While the first approach admittedly provides the highest possible
flexibility, it also causes very large data rates. As an example, a XIDer detector with a
100µm pixel pitch and a size of a few 10 cm2 will have a pixel number in the order of
100 k pixels. With a 16-bit resolution per pixel and a minium (sub)frame length of 175 ns,
expected output data rates reach unmanageable sizes in the order of TB s−1.

In order to avoid this, the XIDer project chose implementing on-chip digital data pre-
processing and storage. A schematic of the basic structure is shown in figure 6.6. While
the coarse and fine stages process the analog signal and perform the continuous conversion,
digital counters count the amount of charge packages used in this process. The final result
of the counters is then combined in the so-called merger. Configured via JTAG, the merger
allows pre-processing the final (sub)frame photon count result with several options like,
for instance, a configurable gain between the coarse and fine stage, rounding or dynamic
range limit options. More details on the merger are provided in section 6.2.6.

In the end, the data storage control saves the merger output in the channel’s RAM
module where, depending on the chip iteration, a total of 192 or 256 16-bit words can
be stored per ASIC channel. For the choice of the desired operation, the telegram
interface receives commands for the data storage control unit on a (sub)frame-level. These
commands can, for instance, issue writing the result of the (sub)frame to a given address,
or adding it to a value stored at a given address or to discard it altogether. In this way, the
on-chip storage control not only allows keeping individual frames for subsequent readout
but also accumulating several (sub)frames on-chip, effectively implementing the digital
integration scheme described in section 5.4. And with the option to discard (sub)frames,
measurements can be pre-filtered on-chip. In this context, the set of pre-defined commands
that can be performed by the storage control unit can be understood as a tool set to
build a user-defined measurement cycle. Further details on the functions that can be
implemented with the telegram protocol can be found in section 6.3.3.2. As demonstrated
there and tested in section 7.3.1, the flexibility achieved by this tool set, for instance,
allows generating photon count histograms in the RAM storage cells of the individual
ASIC channels.
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Behind the RAM cell, there is another data readout control unit which takes data
from the RAM and sends it to the data output shift register. Just like the data storage
control, the readout control unit is also controlled by the telegram protocol. Thanks to
this (sub)frame-wise control, users can define, whether they want to continuously read out
data from the ASIC for every (sub)frame or, whether data should be stored in the ASIC’s
RAM cells and read out after recording several images at a high frame-rate. This can be
especially useful, when (sub)frame lengths are too short to read out the whole matrix.2 In
such a case, the telegram interface allows defining matrix readout frames with increased
length.

For the 4x4 prototype channel matrices of the first ASIC iterations up to T5, there
is a single serializer at the end of the chain of the channels’ data output shift registers.
Operating it at the system frequency suffices to achieve high enough data rates for these
prototypes. For instance, at a typical (sub)frame length of 1 µs, streaming out every frame
of the 4x4 matrix at 16 bit per channel, requires a bit rate of 320Mbit s−1.3 In comparison,
at a frequency of 440MHz, the serializer provides a data rate of 440Mbit s−1. For larger
designs, this will no longer be sufficient which is why the most recent chip iteration, T6,
which contains a 16x16 channel matrix incorporates a 14Gbit s−1 serializer IP designed
by the STFC [80]. The strategy for the off-chip data transfer of even larger matrices is
not yet decided on. Options like the implementation of a few serializers with large data
rates opposed to a larger number of serializers with smaller data rates are currently being
compared and discussed.

6.1.3 The Global Digital Control

The global digital control block contains modules which are supposed to be instantiated
once per readout ASIC. Its structure is depicted in figure 6.7. For slow control, there is a
custom-made JTAG interface which is further explained in section 6.3.2. As required by
the standard IEEE 1149.1, this interface features four CMOS signals including a clock
(TCK), data in- and outputs (TDI and TDO) and a control signal (TMS). The contents of
the JTAG registers define the active slow-control configuration of the ASIC. For example,
the JTAG registers hold the configuration bits for the current and voltage DACs (see
section 6.3.1) which are necessary to bias the front-end in a well-defined operating point.

In addition, there is a global on-chip sequencer which generates dynamic digital control
signals for the front-end’s reset, injection and transfer switches. When an external RUN
signal is provided, the sequencer repeatedly runs through a signal cycle which is pre-defined
in slow control JTAG registers. Its function is further explained in section 6.3.3.1.

The previously mentioned global telegram interface is fed externally with 8b/10b encoded
input commands which are organized in the custom-designed telegram protocol. The
interface includes an 8b/10b decoder and a finite state machine accompanied by the
necessary logic to decode the input commands and send the corresponding control bits to
the storage and readout control logic units in each channel. A detailed explanation of the
structure and contents of the telegram protocol can be found in section 6.3.3.2.

In addition to the mentioned global blocks, the ASIC also contains a serializer that that
has already been explained in the previous section. Last but not least, on-chip frequency
dividers generate the global clock tree. On the ASIC, there are three different clock

2When a readout is issued at the start of a (sub)frame, the whole matrix is read out in series. If the
(sub)frame is too short for the whole matrix to be read out, the data stream is cut off.

3This includes the fact that the data link is 8b/10b encoded.
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domains (four with the JTAG domain). The color coding in the diagram illustrates which
component operates in which of the available domains.

Clock Tree

The digital domain on XIDer’s readout ASIC is synchronized to a system clock fclk,system
which is provided externally through an LVDS input pad. Not all of the clocked blocks
require the same high system frequency, though. Subsequently, one can save power by
splitting the chip into several domains provided with different, reduced clock frequencies.
At the same time, this relaxes timing constraints to avoid setup and hold time violations.
For XIDer, the following list of frequency domains has been defined:

• High frequency root clock fclk,system: Apart from acting as the root of the
ASIC’s clock tree, this clock has three main purposes. The dynamic control signals
for the front-end require a fine granularity in time. Thus, the clock root drives the
signals generated by the global on-chip sequencer. It also drives the data output
link’s serializer to achieve the highest possible data rates. At the same time, it is
used to sample the telegram input link bit by bit.

• Slow Sequencer Clock fclk,system/5: Besides the clock root, the sequencer is also
provided with a slower version. It drives the sequencer tracks’ parallel shift register
which holds the sub-sequences. Since sub-sequences consist of 5 bits, this clock’s
frequency has to be a fifth of the root clock. For more details, see section 6.3.3.1.

• I/O Word clock fclk,system/10: This clock is synchronous to the 8b/10b encoded
words on the telegram command input and data output link. As such it allows
keeping track the (sub)frame length and identifying the telegram instruction payload
words (see section 6.3.3.2).

• JTAG TCK: Independent of the rest of the ASIC in terms of timing, the slow
control clock is decoupled from and not synchronous to the system root clock.

In the current state of the project, there are no clear constraints for the clock tree.
Subsequently, the frequency domains presented above are a preliminary proposal that has
been chosen for the latest prototypes. Depending on additional functionality added in
the future as well as more characterisation insight, it might be changed for future chip
iterations. Project-related implications for the choice of fclk,system are discussed in the
following sub-section.

System Frequency Choice & Storage Ring Synchronisation

A well-defined and controlled alignment of the synchrotron orbit with (sub)frames of the
XIDer detector is mandatory for the execution of comparable experiments. In order to
achieve this goal, the XIDer detector has to be synchronised to the orbit frequency of
the ESRF’s storage ring. The easiest approach for this synchronisation is to derive the
system clock frequency fclk,system from the synchrotron’s orbit frequency forbit. There are
two technical constraints for this derivation:

As explained in section 6.3.3.2, the structure of the telegram protocol constrains the
(sub)frame length to a multiple of 10 system clock periods. Thus, in order to fit an integer
number of (sub)frames into a synchrotron orbit, the system clock has to fulfill the condition

fclk,system
!
= 10 ·m · forbit (6.10)
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where m is an integer larger than 0. The other constraint is imposed by the measurement
set-up. Instead of forbit, the set-up is provided with fRF which is the repetition rate of
the electron buckets in the storage ring, see section 2.3.4. For this reason, XIDer actually
derives its system clock frequency from fRF instead of forbit, where4

fRF = 992forbit ≈ 352MHz. (6.11)

Subsequently, the choice of fclk,system is constrained via

fclk,system = kfRF = k · 992forbit !
= 10 ·m · forbit, (6.12)

where k is not necessarily an integer and has to be chosen such that

k = m · 10

992
. (6.13)

While in principle, any integer value for m could be chosen, a large number is desirable
to be able to choose (sub)frame lengths with a high granularity which helps aligning
(sub)frames with X-ray pulses. At the same time, the multiplication factor k has to be
easy to implement with an electronic circuit, preferrably an on-FPGA PLL. Resulting
from these requirements, two possible options have been identified for the application of
the XIDer detector at the ESRF:

fclk,system
k= 5

4≈ 440MHz, (6.14)
k= 5

2≈ 880MHz. (6.15)

where m440MHz = 124 and m880MHz = 248, respectively.
Subsequently, there is a choice to make between 440MHz and 880MHz. In comparison

to fclk,system ≈ 880MHz, employing fclk,system ≈ 440MHz is easier to implement, reduces
power consumption and relaxes timing constraints, but it also results in the previously
mentioned reduced accuracy for the alignment of (sub)frames to X-ray pulses. While the
final choice is not yet made, the most recently synthesized design has been optimised for
a system frequency of 880MHz. However, the actual ASIC has not yet been operated
with frequencies beyond 440MHz due to a measurement set-up limitation as explained in
section 8.3.2.3.

6.1.4 Layout & Floorplan

In terms of layout, the usual readout electronics of pixel sensors replicate their pixelated
structure. Figure 6.8 shows a schematic drawing of this approach with the typical
arrangement. Each channel of the ASIC is placed right underneath the corresponding
pixel, it is meant to read out. In the depicted example, a channel is subdivided into an
analog, digital and data storage part. The size of each compartment is arbitrary.

XIDer’s readout ASIC uses a different approach. With a very large scale integration
in mind, a 4x4 pixel matrix submodule as depicted in figure 6.9a has been proposed and
implemented. Instead of having a 1-to-1 translation of the sensor’s pixel map onto the
ASIC, the proposed matrix has contiguous areas of analog and digital circuitry. In the
most recent iteration, 16 pixels are combined in a 4x4 matrix submodule where all of

4see the ESRF parameter webapage: [25]
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Figure 6.8: Typical 1-to-1 mapping of sensor pixels to readout ASIC channels illustrated
with the example of the first two rows of a 4x4 pixel matrix.

the 16 analog front-ends are clustered into a single analog block. The rest of the 4x4
submodule is taken up by a large digital cluster as well as two smaller RAM storage
clusters. There are several advantages for this kind of approach: First of all, areas of
analog and digital circuits are not as scattered as in the 1-to-1 mapping. As a result, it is
much easier to shield the sensitive analog parts from digital crosstalk. In addition, the
contiguous approach results in less space consumption on the silicon die. This is due to
the fact that, in order to isolate analog circuits in mixed mode designs, they are placed in
deep n-wells as explained in 4.2.3. Deep n-wells usually follow special design rules that
require additional free space in their surroundings. With the contiguous approach, the
whole analog circuitry of a 4x4 matrix can be embedded into a single, large, deep n-well.
The resuling single, large interface to the surrounding contiguous blocks only needs to
fulfill the spacing requirement once for all of the 16 channels. Another advantage of this
approach is that with a digital-on-top workflow, the automated component placing as
well as routing works better the larger and more contiguous the areas it can work on
are. Choosing one large digital block over several islands relaxes the constraints on the
automated synthesis process.

In order to separate the most critical and sensitive areas of the analog domain from
active digital areas, less active and less sensitive semi-custom design blocks have been
placed as a shield in between. These modules are the custom-designed in-channel RAM
storage cells which are further explained in section 6.2.7. As can be seen in the presented
matrix module, the RAM cells are split into two contiguous blocks and there are small
gaps in which the digital part actually reaches all the way to the analog area. This is due
to the un-optimized RAM layout which will be fixed in future iterations to also fill the
gaps.

Besides the aforementioned advantages, this contiguous approach also has its disad-
vantages: Firstly, due to the clustering of all the 16 analog parts in one area, channel
input pads are not directly above the corresponding channel as it would be the case for a
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Figure 6.9: Schematic illustration of the readout ASIC’s 4x4 channel matrix basic module
and how to use it as a building block for larger matrices.

1-to-1 mapping. Thus, the input signals need extra routing to their respective channel.
Not only does this introduce parasitic capacitances which causes additional readout noise
as explained in sections 6.2.1.5 and 6.5.6 but the wires can also act as antennas picking
up more crosstalk from their surroundings like the input wires or pads of neighbouring
channels. Also, due to the different rerouting wire length, the input capacitances vary
from channel to channel which negatively impacts their matching. Subsequently, channels
might behave differently in terms of noise performance and bandwidth.

Even with this contiguous layout approach, the area constraint for an ASIC channel
is still dictated by the chosen sensor pixel size. Subsequently, for XIDer’s readout ASIC,
all the functionality has to fit into the 100× 100µm2 pixel area. In order to achieve this,
the TSMC 65 nm technology has been chosen to allow for compact digital logic. With
the low power option it has a core and IO voltage of 1.2V and the chosen metallization
option offers nine core metal layers with an additional aluminum redistribution layer on
top. This redistribution layer is used to implement the channel input pads as well as
their routing to the actual channel inputs. Output electrodes of the sensor pixels are then
bump-bonded onto these input pads as described in section 8.2. Right underneath the
redistribution layer lies the top-most metal layer which is reserved solely for the power
distribution across the chip and is thus chosen to be as thick as possible.

Figure 6.9b shows the assembly of an example 12x12 matrix with the basic module. In
order to further exploit the advantages of isolating the analog areas in large contiguous
blocks, basic modules are flipped along the analog edge. For characterisation, this matrix
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Figure 6.10: Front-end layout up to metal 3.

module has been instantiated on the most recent ASIC prototypes T5 and T6.5

6.1.4.1 Channel Layout

On T5 and T6, the most recent version of the analog front-end’s layout is optimised
for the 4x4 pixel matrix module presented above. The low metal layers as well as the
doped substrate areas are depicted in figure 6.10. In total, the design is implemented in a
100µm× 25 µm area. It intentionally features empty areas to leave space for additional
necessary functionality that might be added in the future. An example for such additional
circuitry is an analog implementation of the leakage/long afterglow compensation presented
in the following subsection 6.1.5.

The layout is split into two halves with the coarse stage on the left hand side and the fine
stage on the right hand side. In between these lies the transfer capacitor switch which is
connected to the transfer capacitor in the upper metal layers. Both stages are layouted in
similar fashion with the CSA to the left and the charge pump, comparator and additional
auxiliar modules to the right side. Each stage has its own Vref buffer to generate the dump
node for the charge pump as well as a the reference potential for the transfer switch as
explained in sections 6.2.3 and 6.2.4. Additionally, there is a pool of standard logic gate
cells for both stages which implement the inversion of switch control signals6.

Since the analog front-end will be surrounded by digital circuits, the layout puts a
special focus on shielding analog signals from noise pickup. Due to this, the whole design
is embedded in a deep n-well (see section 4.2.3) which is biased by a guard-ring. The
guard-ring is structured such that it surrounds the whole analog design as well as single
circuit modules. Highlighted in the left part of the figure, is the front-end’s input. From
the contact on metal 1, this node is wired up to the redistribution layer (RDL) on top of
the chip. Since the input is the front-end’s most sensitive node, it is shielded on its way
to the RDL by a metallized tunnel-like structure that is biased to a fixed potential. In
addition, the highlighted sensitive outputs of both stages are mostly isolated from the rest

5See section 6.6
6Most of the switches in the front-end are charge injection compensated which is why they also need an

inverted version of their control signal
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Figure 6.11: Proposed concept for the compensation of long afterglow components. With
dark (sub)frames in between measurements, the afterglow is supposed to be
tracked [73].

of the circuitry to minimize noise from capacitive coupling. For this reason, there is a
small metal 3 sheet on a fixed potential that shields the outputs from digital signals routed
above (not visible). In order to achieve the best possible matching, a common-centroid
layout surrounded by inactive dummy structures is employed for differential transistors
throughout the design. The large current sources at the top and bottom of the charge
sensitive amplifiers illustrate this visibly.

6.1.5 Leakage Compensation Concept

As described in chapters 3 and 5, XIDer employs high-Z compound sensor materials. Due
to the trapping and detrapping dynamics of these materials, they can exhibit afterglow
with time constants much larger than the (sub)frame lengths of measurements performed
with XIDer. For this reason, the amplitude and shape of measured signals always depends
on the current state of the sensor which is governed by the measurement history. And due
to the complicated nature of these dynamics, predictions of the sensor afterglow behaviour
prove to be difficult. This section proposes a planned leakage compensation concept that
has not yet been tested.

In addtion to the intrinsic leakage and long afterglow suppression by the digital integra-
tion (see section 5.4), XIDer’s readout concept also allows to track afterglow with long
time constants as presented in [73]. Figure 6.11 illustrates the concept of this method. The
idea is to track the afterglow with dark (sub)frames in between measurement (sub)frames
where the sensor is not illuminated. The gained information in these dark (sub)frames can
then be used to correct measurements shortly before or after the afterglow measurement.

There are several ideas on how to implement this correction which can either operate in
the analog or digital domain. For example, in the analog domain, the measured afterglow
amplitude could be stored as a voltage Vag on a capacitor. Vag could then be used to
control a current source which injects an afterglow compensating current into the front-end
input. Such a solution is not yet implemented on the readout ASIC. In contrast, a digital
correction could be performed with the help of the already telegram protocol. Measured
amplitudes in the leakage (sub)frames could be subtracted from the counts of (sub)frames
shortly before or after in the pixel RAM storage. The advantages and disadvantages of
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these implementations are currently being discussed and studied.
An important point to menation in this context is that in order for the afterglow tracking

to work, the beamline has to provide time windows in which the detector is not illuminated.
To provide an example, in the 7/8+1 mode of the ESRF7, such dark (sub)frames could be
recorded in the gaps between the quasi-continuous illumination.

6.2 Channel Components
In this section, the individual circuit compartments included in a single channel of XIDer’s
readout ASIC are discussed in detail. All of the presented components follow the design
philosophy of constant power consumption. The reason for this is as follows: A single
readout ASIC is supposed to read out sensor pixel matrices with at least a few hundred
thousand if not a million of pixels. At such large scales, not only the channel’s average power
consumption is of concern, but also the dynamics of it, i.e. whether the instantaneuous
power consumption changes over time, follows patterns and so on. This is due to the fact
that supply lines, no matter how wide the designer chooses them to be, exhibit a finite
resistance. Together with additional parasitic capacitances on the line, the whole power
net acts like an RC lowpass. Subsequently, if a circuit has a sudden and steep increase or
decrease in the current it draws from the supply net, the local supply voltage might vary
for a brief moment. If this occurs for a single circuit, this variation is negligible or not
even noticeable. However, pixel matrix readout ASICs consist of a large array of equal
circuits, each behaving in the same way. Thus, in most cases, it is not too uncommon,
that all of these start executing the same operation at the same time. Then, the small,
negligible supply voltage drops generated by each circuit can add up to significant scales.
As a result, the performance of all the electronics affected by such a local drop changes. In
turn, parts of the pixel matrix can end up acting differently than the rest or stop working
altogether.

The analog part of XIDer’s readout ASIC is designed with this problem in mind. As such,
it employs circuits with constant power consumption wherever possible. Of course, this
comes with the tradeoff of slightly higher average power consumption, but it circumvents
the problem of power spikes affecting local supply voltages which are very hard to predict.

6.2.1 Charge Sensitive Amplifier

A charge sensitive amplifier (CSA) is a circuit that converts an input charge Qin to an
output voltage Vout. The circuit diagram in figure 6.12 shows the CSA’s basic structure
as it is implemented in the front-end stages of XIDer’s readout ASIC. It is split into
three components: the inverting amplifier with its voltage amplification −Av, the feedback
capacitor Cf and a reset switch S. While single-ended implementations are an option,
XIDer employs a differential amplifier.

6.2.1.1 Charge Integration

The parallel combination of Cf and S form a feedback path for the differential amplifier.
When S is closed, the in- and output nodes are shorted. As a result, Vin = Vout. With an
infinite amplifier gain −Av the negatively fed back amplifier ensures that Vin = Vout = Vref .
After opening S, an ideal CSA with an infinitely large gain integrates incoming charge

7see setion 2.3.4
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Figure 6.12: Circuit diagram of the CSA
structure employed in the ana-
log front-end of XIDer’s readout
ASIC.

Qin on Cf with a proportional increase in the output voltage ∆Vout = Qin/Cf , while Vin is
held at the level of Vref . In reality, however, the gain −Av is finite which causes Vin to be
slightly dependent on the input charge Qin. The deviation from Vref can be determined
via

∆Vin = Vin − Vref =
Qin

Cin + (1 + Av)Cf

, (6.16)

where Cin is the CSA’s input capacitance. In a sensor readout chip, Cin is the sum of
the sensor capacitance Cdet and the parasitic amplifier input capacitance Cin,amp which is
formed by stray capacitance on the input wire as well as parasitic contributions of the
amplifier’s input transistor (see section 4.2).
As a result of the moving Vin, the CSA output voltage actually exhibits a step with the
size of

∆Vout = −Qin

Cf

1

1 + 1
Av

+ Cin

AvCf

(6.17)

as a reaction to incoming charge. Thus, the actual charge-to-voltage gain of the amplifier
is reduced significantly, if Cin and AvCf have equal size and if Av is small. Both of
these conditions can be fixed by designing an amplifier with |Av| ≫ 1 [41] [42]. Other
requirements specific to XIDer are a high enough bandwidth to keep up with the charge
pump frequency, low noise for a good signal-to-noise ratio as well as low power consumption
to reduce the heat dissipation.

The following paragraphs dwell into the system-theoretical details and calculations to
derive which parameters play an important role. At the end of these detailed discussions,
there will be a summary of the CSA’s most important properties and their tradeoffs.

6.2.1.2 Requiremenets & Amplifier Topology Choice

As the core element of the CSA and thus of the analog front-end as a whole, the design of
the amplifier has a very large impact on the detector’s overall performance. As a result,
besides a thorough study of different architectures, an in-depth optimisation process is
necessary. Before diving into the actual design, the following list gives a brief overview of
the most important design constraints for the CSA in XIDer’s readout ASIC:

• Amplifier open-loop voltage gain: Needed to fix the CSA input voltage at the
virtual ground and should at least be a few 100.

• Bandwidth: The amplifier has to keep up with a maximum charge pump frequency
of 200MHz for the coarse and 100MHz for the fine stage in the CSA’s closed-loop
configuration.
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• Dynamic output voltage range: Needed for a comparison of the CSA output
voltage with a comparator threshold level. It depends on the size of Cf and should at

least cover the equivalent voltage range of a single charge pump package ∆Vout,dyn

!
>

QCP/Cf .8 As it turns out, a range of 400mV suffices in most cases.

• Output voltage noise: While a clear limit has not yet been defined over the coarse
of XIDer’s R&D phase, noise should be minimized as far as possible. As further
explained in section 6.5.6, the CSA’s output voltage noise is mainly responsible for
the detector’s dark count rate. As a result from detector simulations performed in
[8], a dark count rate of 1 ph h−1 pix−1 has been deemed acceptable. With typical
measurement conditions foreseen for the XIDer detector, this corresponds to an
input referred noise9 level in the order of 375 e−.

• Power: As with the noise, there is no defined power limit. But, in order to minimize
heat dissipation, the power consumption should be kept as low as possible. In order
to achieve this, the amplifier is optimised to fulfill the requirements listed above at
the lowest achievable power consumption.

For the choice of the amplifier topology, there are several arguments: First, as mentioned
before, the amplifier is required to draw a constant current from the supply net to avoid
sudden supply voltage variations. Second, in the desired operation of the front-end, a
well-defined common potential Vref which everything else is compared to is helpful. This
potential is supposed to be the virtual ground for incoming signals, such that the CSA’s
output voltage is at Vref when no charge has been integrated, yet. Such a topology
eases the setting and calibration of the comparator threshold level to match a voltage
that corresponds to a certain input charge. Third, a differential structure helps with the
suppression of environmental noise due to its common-mode noise rejection as mentioned
at the beginning of section. This is further explained in the appendix in section B.3.2.
Last, in order to allow a comparison of the CSA output with the threshold voltage via a
comparator, the amplifier output voltage has to be single-ended.

In order to fulfill all of these needs, the amplifier topology as drawn in figure 6.13 has
been chosen. It features a differential input pair implemented by the p-MOSFETs M1 and
M2. The choice of p-MOSFETs over n-MOSFETs is deliberate and has been made for two
reasons. Since the detector is supposed to only read out the sensor’s anode, the incoming
charge is negative. Due to the fact that the proposed CSA topology needs a negatively fed
back amplifier, the negative input charge leads to a positive output voltage. As a result,
the CSA’s baseline Vref which is associated with an empty feedback capacitor, has to be at
a low voltage level to allow for a large charge integration range before the supply voltage
level is reached. And since in the negative feedback scheme Vin = Vref , the gate voltages
of both input transistors have to be at a low voltage level. Subsequently, p-MOSFETs are
the preferred option for the differntial input pair. The actual choice of Vref is discussed
below. Additionally, as will be demonstrated later in this section, the input transistors of
a differential amplifier are the main contributors to the generated electronic noise. And
p-MOSFETs are known to exhibit less flicker noise than their n-MOSFET counterparts
[42].

8For a more conservative approach with a larger safety margin, 1.5 or two charge packages should be
chosen.

9This refers the CSA’s output voltage noise to an equivalent input charge by dividing the voltage noise
by the feedback capacitor. Further explanations follow in section 6.2.1.5.
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Figure 6.13: Circuit diagram of the differential amplifier implementation in the analog
front-end of XIDer’s readout ASIC

A well-defined power consumption is ensured by the current sources M3, M4 and M5

which bias the circuit in the desired region of operation. The corresponding bias voltages
Vt and Vl are generated via current mirrors which, in turn, are fed with DAC-controlled
bias currents. For further reference, M5 and M3/4 are denoted as tail and legs current
sources respectively.

In order to improve the amplifier’s dc gain, M6 and M7 implement so-called folded
cascodes. Their operation principle is similar to the cascodes presented in section B.2. The
folded structure, however, allows for a higher output voltage swing [60]. And in addition
to the tail and legs current sources, the amplifier is loaded with an active current mirror.
As discussed in section B.3.2, this results in a single ended-output voltage, while using the
other, unused output node to boost the amplifier’s differential-to-single-ended gain.

The following explanations focus on the most important steps in the analysis and
optimisation process of this design. As usual, the first step is a large signal analysis which
focusses on biassing all the involved compartments in the desired operation region. The
aim of this step is to set limits for the device parameters and biasses in which the circuit
exhibits basic functionality. It acts as a foundation for subsequent optimisation steps.
After that, a small-signal analysis is provided which explains how to achieve the desired
performance and which parameters play an important role. The final part of this section
summarizes the results of this rather technical and detailed analysis in simpler terms. In
addition, there will be a table listing the figures of merit for the most recently implemented
CSA.

6.2.1.3 Biassing & DC Characteristics of the Amplifier

Since all of the involved transistors work as differential pairs, current sources, current
mirrors or cascodes, they have to be operated in saturation region. A sub-threshold
operation is also possible. However, sub-threshold circuits usually exhibit lower bandwidths
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Figure 6.14: Full-blown analog simulation of the open-loop DC gain Av,tot of the front-end
amplifier depending on the bias currents IT and IL.

which makes them less attractive for XIDer’s front-end amplifier.
For all the presented considerations, the assumption Vin = Vref is made which holds

true as long as the CSA’s negative feedback is in action and the amplifier’s open-loop gain
is large enough. On top, the design is assumed to be fully symmetric. As a result, the
device parameters of transistors on the opposite sides of the differential amplifier structure
are assumed to be equal. Additionally, for all the involved transistors, only first-order
effects are taken into account.

The bias currents IT and IL are the first and most important choice to make. Not only
do their values dictate circuit’s bandwidth, gain and noise, but they also determine its
power consumption with

Pavg = 2VDDIL, (6.18)

where VDD = 1.2V in the chosen technology. This stems from the fact that the current-
source transistors M3 and M4 force a current with the size IL through both symmetrical
sides of the amplifier. As a result, the total drawn current by this design is 2IL.

The design process and optimisation of an analog circuit is always a tradeoff of many
different quantities with opposite dependencies. For the amplifier, the first introduced
quantity is the open-loop DC gain Av = vout/vin. As demonstrated in equation 6.17, a
large Av improves the the CSA’s charge-to-voltage gain. This is due to the fact that the
size of Av dictates how well the amplifier manages to establish Vref as the virtual ground as
a no-charge reference level. The determination of Av involves the application of MOSFET
small-signal models. For the sake of clarity and brevity, the actual calculation has been
moved to section C in the appendix. As presented there, Av can be approximated via

Av ≈ −gm1(rds8 ∥ gm6rds6(rds1 ∥ rds3)) ∝∼ −
√
IT

IL − IT/2
. (6.19)

A very intuitive understanding of this equation can be found with the following observation:
In general, the gain of an amplifier is given by the product of its effective transconductance
Gm and its output resistance rout. Here, Gm is given as the ratio of the circuit’s output
current and its input voltage iout/vin. In the chosen architecture, the transconductance of
the differential input pair gm1 dictates Gm. Each transistor of the differential input pair, in
turn, conducts the current IT/2 which leads to Gm ∝ √

IT , the numerator of Av. And rout
is dominated by the biassing of the folded cascodes. In fact, the size of the current flowing
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Figure 6.15: Dynamic output voltage

range of the amplifier in the
analog front-end of XIDer’s
readout ASIC.

through the active current mirror load M8 and M9 has a major impact on rout. This is
due to the fact that the drain-source resistances of M8 and M9 contribute a substantial
part of rout. And since for a transistor in saturation rds ∝ L/ID, the choice of ID8/9, is
crucial for the size rout. The chosen architecture allows choosing this current via

ID8/9 = IL − IT
2

(6.20)

which is the denominator of Av’s approximated current dependence. Subsequently, a large
dc gain can be achieved by tuning the two bias currents such that the difference IL − IT/2
is small. Figure 6.14b shows a plot of the amplifier’s dc gain Av,tot vs. the difference
IL − IT/2. As demonstrated, the smaller the difference of the two currents, the higher the
absolute value of the gain. This is due to the aforementioned fact that with a decreasing
difference, the current flowing through the folded cascode is decreasing and the current in
the differential input pair is increasing. Subsequently, the amplifier’s output resistance
and overall transconductance increase which results in a higher gain. The two different
curves are obtained by either sweeping IT and keeping IL constant or vice versa. Figure
6.14a shows the simulated gain in dependence of IT for a fixed current difference IL− IT/2.
As predicted by equation 6.19, a higher gain is achieved by a higher IT .

Another important DC quantity is the amplifier’s dynamic output voltage range. This
discussion splits up into two branches: The actual dynamic range the amplifier can achieve
and the range of possible virtual ground voltages Vref in the closed-loop operation. In
order to keep all of the involved transistors in saturation, the upper and lower boundaries
of the former one are ultimately given by:

VC − Vth7 ≤ Vout ≤ VDD − |VDS9,Sat|, (6.21)

where |VDS9,Sat| =
√

2(Il − It/2)/(µpCox) · L9/W9 in which µp is the hole mobility and
Cox is the gate capacitance per area. While the upper boundary can be tuned to be high
via L9 and W9 in correspondence to the bias currents, the lower boundary is tunable via
the cascode voltage VC . The lower limit of VC itself is driven by the saturation condition
of M4 and M7. As such, it can be found as

VDS4,Sat + VDS7,Sat + Vth7 ≤ VC . (6.22)

Just as for |VDS,Sat9|, VDS4,Sat and VDS7,Sat can be chosen small by choosing a small
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Figure 6.16: Charge sensitive amplifier with a
differential amplifier and a feed-
back capacitor Cf . The reset
switch is represented by its resis-
tance Rf which opens a second
feedback path parallel to Cf .

L4/7/W4/7. As a result of this equation, if the designer or the user manages to tune VC

exactly to its minimum value the largest achievable dynamic output voltage range is given
as

VDS4,Sat + VDS7,Sat ≤ Vout ≤ VDD − |VDS9,Sat|. (6.23)

Figure 6.15 illustrates this with respect to the available supply and ground voltage levels. In
a realistic design however, transistors exhibit manufacturing uncertainties which can lead to
mismatch between the symmetric sides of the amplifier. Additionally, transistor parameters
such as their lengths, widths or threshold voltages can vary. As a result, it is advisable
to always choose VC with an actual safety margin on top of VDS4,Sat + VDS7,Sat + Vth7. A
typical value would be 100mV to 200mV.

6.2.1.4 CSA AC Characterstics

This subsection is concerned with the closed-loop transfer function of the CSA to describe
how the circuit’s output voltage reacts to a dynamically changing input current.

Hclosed(s) =
vout(s)

iin(s)
(6.24)

As usual, the evaluation of this circuit’s AC characteristics proves to be much more complex
and involved. For a full picture, all the transistors in figure 6.13 have to be replaced
with their small-signal model including the most important parasitic capacitances (see
figure 4.10 in section 4.2.1). Since the resulting set of equations is quite extensive, this
section concentrates on presenting an approximated transfer function and its properties.
A detailed derivation of the approximation can be found in the appendix in section C.2.
The derivation is based on the circuit schematic drawing in figure 6.16. Since for XIDer,
the pixel capacitance Cdet dominates the front-end’s input capacitance, the schematic only
includes Cdet at the circuit’s input.

The approximated closed-loop transfer function of the CSA is given as:

Hclosed(s) ≈
Hclosed(0)

(1 + s
sp,fb

)(1 + s
sp,amp+

)(1 + s
sp,amp−

)
(6.25)

with a single real pole at

sp,fb =
1

RfCf

(6.26)

73



6 Readout ASIC Design

103 104 105 106 107 108 109

Frequency (Hz)

102

103

104

105

106

107

108

109

G
ai

n
(V

/A
)

Simulation
Calculation

1

sp,fb

sp,amp

Figure 6.17: Comparison of the approximated closed-loop transfer function Hclosed with a
gain-vs-frequency plot extracted from an analog simulation.

and a complex conjugate pole pair at

sp,amp+/− =

(
1

2
(sp,mirr + sp,out)±

√
sp,mirrsp,out

Cf

Cdet

Av

)
. (6.27)

where

sp,mirr ≈
gm8

2Cmirr

, (6.28)

sp,out ≈
1

routCout

≈ 1

rds8 ∥ (gm6rds6(rds1 ∥ rds3))Cout

(6.29)

are poles of the amplifier’s open-loop transfer function. In this context, Cmirr is the sum of
the parasitic gate-source and gate-drain capacitance of the transistors M8 and M9 in figure
6.12. Cout denotes the CSA’s output capacitance. The closed-loop transfer function’s dc
value is given as Hclosed(0) =

AvRf

1−Av
≈ Rf .

In the integrating state, the reset switch is open and Rf is very large. As a result,
sp,fb → 0 which means that the circuit exhibits a pole at s ≈ 0. With sp,fb → 0, the
circuit’s DC gain rises to infinity which is the expected behaviour of an integrating system.
In theory, with an open reset switch, an incoming DC current will inevitably cause an
infinite output voltage signal because the charge can only be stored on the capacitor. In
reality, this will only work until the output voltage hits its upper limit of the dynamic
output voltage range.

The plot in figure 6.17 shows a comparison of the approximated transfer function
Hclosed(s) with an analog simulation. Transconductances, resistances and capacitors that
have to be substituted in Hclosed(s) have been extracted from the analog simulation. As
can be seen, calculated approximation and simulation lie in good agreement up until
the complex conjugate pole pair. Even the position of sp,amp+/− is predicted quite well
by Hclosed(s). The approximation, however, is missing a zero sz at high frequencies. Its
position is close to sp,amp+/− and causes the gain to drop less rapidly beyond sp,amp+/−
than predicted by Hclosed(s). sz finds its origin in parasitics which have been neglected
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Figure 6.18: Closed-loop transfer function of the CSA for varying device parameters.

throughout the calculated approximation for clarity. Subsequently, with an even more
elaborate analysis which will not be presented here, one could find an even better fitting
approximation.

The complex conjugate pole pair plays a defining role in the CSA’s speed and stability.
Figure 6.18a shows its position in the transfer function depending on sp,out and sp,mirr of
the open-loop system. In a Bode plot, a complex conjugate pole pair appears as a single
pole. If its imaginary part is much larger than its real part, the Bode plot exhibits a spike
around the pole frequency. This spike can be interpreted as a resonance and has to be
treated carefully.

If the gain of this resonance rises to high values, the circuit might suffer from stability
issues. For a deeper discussion of complex conjugate pole pairs, the reader is referred to
Appendix D in [61]. As can be seen in the plot, both sp,out and sp,mirr contribute equally to
sp,amp+/−. In order to achieve a high CSA speed, the same conclusions as for the open-loop
case can be made: sp,out and sp,mirr need to be chosen high. Subsequently, Cout and Cmirr

as well as rout need to be small, while gm8 has to be large.

Another important point is that the ratio of feedback and input capcitors Cf and Cdet

solely appear in the square root of sp,amp+/−. Subsequently, they have a dominant effect
on the size of its imaginary part. With a larger Cdet compared to Cf , the imaginary part
and with it the extent of the gain’s peaking at sp,amp+/− is decreased. This is shown in
figure 6.18b where the gain has been simulated for different values of Cdet and Cf . As a
result, the circuit’s stability is increased with increasing Cdet. While a stable circuit is
desirable, a slight peaking provides the circuit with extra speed. The gain-vs-frequency
plot alone does not help in finding an optimum here. The tradeoff between circuit stability
and desired speed is far from straightforward and needs to be analysed with the help
of transient simulations that show the circuit’s response to sudden changes in the input
current. As a side note: In this plot, the frequency range is chosen such that the low
frequency pole sp,fb = 1/(RfCf ) is visible. As can be seen, it moves with the size of Cf .
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6.2.1.5 CSA Noise Performance

Before moving on to a summary of the derivations above, there is one last remaining
design property which is the output voltage noise generated by the amplifier. It is usually
expressed in an equivalent noise charge (ENC). The ENC’s idea is to relate the output
voltage noise of the circuit ⟨vn,out⟩ to an equivalent input charge. In this view, the generated
voltage noise vn,out can be compared to input signals and the circuit’s signal-to-noise ratio
can be determined. Since the gain of the of input charge to output voltage is given by the
feedback capacitor Cf , the ENC can be calculated via

ENC = Cfvn,out. (6.30)

Subsequently, the determination of vn,out allows finding the ENC.
Each transistor in the amplifier generates a noise current. Neglecting all the other noise

sources but thermal, the spectral density of this noise current is described via equation
4.49:

d⟨i2n⟩
df

=
8

3
kBTgm,k, (6.31)

where k is the number of the corresponding transistor. With the circuit’s output resistance
rout, this noise current is converted to an output noise voltage with the spectral density

d⟨v2n,out,open⟩
df

=
d⟨i2n⟩
df

r2out. (6.32)

This output noise voltage can then be referred back to an input noise voltage at the gate
of the CSA’s input transistor via

d⟨v2n,in⟩
df

=
d⟨v2n,out,open⟩

df

1

|Av,tot|2
, (6.33)

where Av,tot is the open-loop gain of the amplifier.
d⟨v2n,in⟩/df now generates a noise current at the CSA’s input node d⟨i2n,in⟩/df . This

current flows through the input impedance Zin which is dominated by the detector
capacitance Cdet such that

d⟨i2n,in⟩
df

=
d⟨v2n,in⟩

df
|(sCdet)

2|. (6.34)

And with the closed-loop transfer function, this noise current now leads to a total closed-
loop output noise voltage spectral density of

d⟨v2n,out,closed⟩
df

=
d⟨i2n,in⟩

df
|Hclosed(jω)|2. (6.35)

In the end, an integration over all frequencies yields the final result:

⟨v2n,out⟩ =
∫ ∞

0

d⟨v2n,out,closed⟩
df

df =

∫ ∞

0

d⟨i2n,in⟩
df

|Hclosed(jω)|2df. (6.36)

In most cases, the spectral density to be integrated is dominated by thermal noise which
usually has a white spectrum. With the inclusion of the transfer function |Hclosed(jω)| as
a factor in the equation above, this means that circuits with a large bandwidth integrate
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Transistor % of noise in coarse stage % of noise in fine stage Function

M1 17.1 19.3 Input
M2 21.2 20.5 Input
M3 20.6 19.0 Legs current source
M4 16.2 20.7 Legs current source
M5 1.2 1.4 Tail current source
M6 1.8 1.0 Cascode
M7 2.5 1.4 Cascode
M8 5.6 4.5 Current mirror load
M9 5.2 3.7 Current mirror load

Table 6.1: Simulated contributions of transistors in XIDer’s front-end amplifier to the total
output voltage noise v2n,out (eq. 6.36). The presented numbers are taken from the
most recent design iterations of both the coarse and fine stages. Contributions
only include thermal noise.

more of this white noise. As a result, high-bandwidth circuits suffer from worse noise
performance. This conclusion plays an important role in optimising the amplifier for
XIDer’s requirements and will be used throughout this section.

For the sake of brevity, this section does not provide a complete execution of the
procedure presented above. Instead, the dependencies of the input referred spectral noise
density d⟨v2n,in⟩/df are motivated and used for conclusions on how to minimize the CSA’s
noise. Since the noise contribution of each individual transistor is uncorrelated with the
others, one can add up all of their individual squared spectral densities. With equation
6.31, 6.32 and 6.33, a single transistor contributes with

d⟨v2n,in,i⟩
df

= kBT
gmi

g2m1

. (6.37)

Adding up all of the contributions leads to

d⟨v2n,in⟩
df

∝∼
(

2

gm1

+
2gm3

g2m1

+
gm5

g2m1

+
2gm6

g2m1

+
2gm8

g2m1

)
. (6.38)

As can be seen in this equation, the noise is dominated by the transconductance gm1 of the
differential input pair. The larger gm1, the lower the noise. Also, the transconductances of
every other transistor should be minimized against that of the differential input pair such
that their contributions can be neglected. However, one has to be careful to not deteriorate
the circuit’s performance with regard to other design constraints like the bandwidth or the
gain. As a sanity check, in the most recent coarse stage iteration, the calculated spectral
density of the squared input referred noise is given as ≈ 300 aV2Hz−1. A comparison
to the simulated value of ≈ 170 aV2Hz−1 shows good agreement in the same order of
magnitude with a deviation by a factor of ≈ 1.8.

With an analog noise simulation, it is possible to verify whether the differential input
pair actually dominates the circuit’s noise contribution as desired. Designers can extract
a list of contributions of each individual transistor to the design’s total noise. Table 6.1
shows a such a contribution list for the finally optimised design of the coarse and fine
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Figure 6.19: Equivalent noise charge (ENC)
in units of electrons for XIDer’s
coarse stage vs. its input capaci-
tance Cdet. The ENC refers the
CSA’s output voltage noise vn,out
to an equivalent input charge
by multiplying vn,out with the
charge-to-voltage gain factor Cf .

stages. Here M1 and M2 are the differential input pair. While they both contribute
significantly with about 20% of the total noise each, the contribution of the leg current
source transistors, i.e. M3 and M4, can not be neglected. This is due to a tradeoff that
had to be made with the dynamic output voltage range. In order to reduce the saturation
voltage of M3 and M4 such that the output voltage can reach low enough values, their
widths had to be increased. In turn, their transconductance is increased which causes
them to contribute more thermal noise. The other listed transistors exhibit negligible
contributions.

In addition to the motivation above, there is another important dependence of the ENC
on the input capacitor of the CSA. As stated in [41], ENC ∝ Cdet which means that the
size of the detector capacitance plays an important role in the CSA’s noise performance.
For XIDer’s design, figure 6.19 shows a simulation of the total integrated noise vs. different
detector capacitor sizes. The plot demonstrates the expected linear proportionality. As
mentioned at the beginning of this section, the design constraints ask for an ENC of
roughly 375 e− or less with a connected sensor pixel. Subsequently, even for a very high
input capacitor of 500 fF, the simulated coarse stage of the CSA meets this requirement.

6.2.1.6 Summary of the CSA Performance Optimisation

The discussions provide a wide overview on the complicated nature of the CSA optimisation
process. The main difficulty lies in the interweavement and the conflicting dependence of
the dc gain, bandwidth and noise on the different device parameters. Even with all the
equations and dependencies in mind, finding an actual optimum that achieves the desired
performance constraints is far from trivial. Elaborate analog ac and transient simulations
are necessary. The following list briefly summarizes the most important dependencies and
tradeoffs that have to be made for this CSA architecture:

• DC Gain: For XIDer, the DC gain has a smaller priority compared to bandwidth
and noise. Still, a high DC gain is needed for a well-defined virtual ground to
achieve the highest possible charge-to-voltage gain. A value of a few 100 is desirable.
Increasing the gain is achieved by a large gm1 of the differential input pair as well as
a large output resistance rout. In terms of transistor device parameters, a large gm1

is reached with a large W1/L1 and a large rout can be obtained with long current
source transistors. In terms of biassing currents, a high gain is achieved by a high
tail current IT as well as a small difference of IL and IT/2.
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• Bandwidth: This is by far the most important quantity for XIDer’s readout ASIC
and should have the highest priority in its optimization process. The CSA needs
a large bandwidth to keep up with high pump frequencies of the charge pump in
order to reach a high dynamic photon counting rate. As a design goal, the first and
second stage should be able to keep up with pump rates of 200MHz and 100MHz,
respectively. A high bandwidth needs a large gm1 and gm8. In conflict with the
gain, it also requires a small output resistance. Biassing-wise, the bandwidth is
maximized by maximizing the difference of IL and IT/2. At the same time, providing
the amplifier with a higher overall current10 also leads to a larger bandwidth. Last
but not least, the amplifier’s output capacitance should be chosen low. A small input
capacitance helps as well but it deteriorates the CSA’s stability.

• Noise: A good noise performance is necessary to reach a satisfying signal-to-noise
ratio. The best way to achieve this is by increasing gm1 of the differential input pair,
while decreasing the transconductance of every other transistor involved. A small
difference of IL and IT/2 also results in low noise but this is mostly due to the fact
that it limits the CSA’s bandwidth tremendously. In addition, the noise increases
with Cdet. As a result, the CSA’s input capacitance should be as small as possible.
An increased overall current consumption also leads to a decreased spectral density
(see equation) due to the increased gm1. But the higher currents result in a larger
bandwidth which deteriorates the noise performance. Subsequently, providing the
CSA with more power does not necessarily lead to an improved noise performance.

Trading off bandwidth and noise while keeping the circuit’s power consumption in mind is
the most difficult in this context. While this circuit has to be optimized for high speed, a
larger bandwidth intrinsically causes more noise. This is due to the fact that the thermal
noise spectrum of transistors is given by a constant value (white noise). Thus, a larger
bandwidth results in integrating more noise.

With the correct transistor parameter choices, this tradeoff boils down to the choice of
the bias currents. While the choice of IL dictates the total power available to the circuit
via equation 6.18, the difference of IL and IT/2 trades bandwidth vs. noise performance.
Thus, the optimisation strategy is to

1. pin the amplifier’s power consumption with IL to reach the desired bandwidth.

2. Minimize the transistor thermal noise with a wide and short input pair as well as
narrow and long current sources and mirrors.

3. Cut into the amplifier’s bandwidth by decreasing IL − IT/2 if the noise acquired in
step 2 is too high.

4. Increase the power via IL to cope with the lost bandwidth in step 3.

This cycle needs to be repeated until the desired performance is met.
As a summary, the circuit’s power consumption is ultimately dictated by the required

bandwidth and noise performance. In order to improve either while keeping the other
constant, the amplifier needs more power. At the same time, one can trade bandwidth vs.
noise, while keeping the power consumption fixed.

10This means increasing both IL and IT at the same time
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Open-loop gain Bandwidth fbw ENC Dynamic output range Power
Absolute MHz e− V µW

Simulated 450 230 385 0.3 to 1 90

Constraint ≫ 1 > 200 ≲ 375 0.4 to 0.8 –

Table 6.2: Simulated performance parameters of the CSA in the coarse stage of the analog
front-end at Cf = 50 fF, Cout = 15 fF and Cdet = 500 fF. The bandwidth is
given as the absolute value of sfb,amp in the closed-loop state.

Open-loop gain Bandwidth ENC Dynamic output range Power
Absolute MHz e− V µW

Simulated 500 120 370 0.3 to 0.8 30

Constraint ≫ 1 > 100 < 100012 0.4 to 0.8 –

Table 6.3: Simulated performance parameters of the CSA in the fine stage of the analog
front-end at Cf = 50 fF, Cout = 15 fF and Cdet = 400 fF. The bandwidth is
given as the absolute value of sfb,amp in the closed-loop state.

6.2.1.7 Performance of the Most Recent CSA (T6)

Table 6.2 lists all the parameters discussed above for the first stage in XIDer’s front-end
channel. All the provided values were extracted from a full-blown analog simulation. The
table also presents a comparison with performance constraints as defined by the project
specifications. For the definition of the amplifier’s bandwidth, the position of sfb,amp+/− in
Hz has been chosen:

fbw =
|sfb,amp|

2π
. (6.39)

This is due to the fact that it has proven to be a reliable measure in transient simulations
where the circuit has been stimulated with a step input current. As it turns out, 1/fbw
roughly provides the time it takes the CSA to drive its output voltage through 90% of the
transition ∆Vout = Qin/Cf .11

As stated in section 6.1.1, XIDer’s front-end features two stages. While the first/coarse
stage is supposed to provide a large dynamic photon counting range and run at higher
pump frequencies, the second/fine stage’s timing constraints are relaxed. In addition, the
charge gain from the coarse to the fine stage also relaxes the fine stage’s noise constraint
significantly. Subsequently, it can be designed with a focus on reduced power consumption.
The corresponding performance parameters are listed in table 6.3. Here, the chosen input
capacitor Cdet = 400 fF represents the transfer capacitance Ctrans in between the stages
which is permanently connected to the input of the fine stage.

As presented in the provided tables, both stages meet the specified design parameters
in simulation. Section 6.5 demonstrates their performance in simulations with the fully
11This includes the settling time, if the circuit is in an unstable condition, e.g. if Cdet is small compared

to Cf .
12Due to the gain in the coarse-to-fine transfer, the constraint on the fine stage’s noise contribution is

relaxed. The value of 1000 is a rather loose requirement which ensures that the fine stage noise remains
negligible to that of the amplified coarse stage contribution for a charge transfer gain of 8.
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Figure 6.20: Circuit diagram of the comparator’s basic structure used in the front-end
of XIDer’s readout ASIC. VS is the input voltage that is compared to the
threshold voltage Vth. The bias voltage Vb,comp controls the current flowing
through both stages of the comparator. Both Vth and Vb,comp are provided by
an on-chip DAC as described in section 6.3.1.

assembled front-end design.

6.2.2 Comparator

A circuit diagram of the basic comparator structure is shown in figure 6.20. It features a
two-stage amplifier in which the first stage is implemented as a differential amplifier with
active current mirror loading. The second stage in form of a common-source amplifier
provides extra gain. At the output of the comparator, there are two digital inverters that
produce fast rail-to-rail rising and falling edges.

An important part of the comparator design is to ensure the matching of the differential
transistors M1 and M2 as well as M3 and M4. Differences in their properties introduce
asymmetries to the circuit which lead to a deviation of the circuit’s effective threshold
voltage from the nominal bias Vth. While systematic sources of mismatch can be minimized
by a careful layout design, random mismatches can rise from manufacturing uncertainties.
The easiest way to reduce the impact of these random fluctuations is by choosing transistors
with large feature sizes. However, large components consume extra space on the silicon die
and exhibit large parasitic capacitances which negatively impact the circuit’s bandwidth
and thus speed. This is not only true for the circuit itself, but also for the CSA which has
its output connected to the input of the comparator. Subsequently, there is a tradeoff to
make between parasitic capacitances, i.e. speed of the comparator and the CSA, available
space and size of the statistical variation of the comparator threshold voltage.

Even with all of the precautions, the random manufacturing uncertainties can never be
fully eliminated. In order to cope with this, fine-trim circuits are introduced to counter
their effects for each channel individually. T6, the most recent ASIC iteration, uses a
fine-trim add-on in the first stage of the comparator as shown in figure 6.21a. It introduces
a deliberate, tunable asymmetry in the active current mirror load of the comparator’s
differential stage where the four control bits T[3:0] dictate the mirror ratio. This is
implemented via an array of multiplexers which control the connection of the transistors
M6 to M9. Each of the control bits distributes its corresponding transistor to either side
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(a) Circuit diagram of the first stage of XIDer’s com-
parator with an included threshold fine-trim capa-
bility.

(b) Simulated fine-trim sweep. The red
line symbolizes the nominal threshold
voltage of Vth = 400mV.

Figure 6.21: Comparator fine-trim add-on in the T6 ASIC.

of the differential design. In this way, the LSB T[0] is responsible for the LSB transistor
M6, while the MSB T[3] controls the MSB transistor M9. All of the transistors have the
same length as M3 and M4 but their widths are dimensioned in multiples of the smallest,
i.e. M6. A desired binary encoding of the fine-trim bits T[3:0] then dictates that the
width of M6 to M9 has to increase in a binary fashion such that W9 = 8W6. Each channel
is provided with its individual set of control bits, such that statistical threshold voltage
variations can be mitigated on a channel-to-channel basis.

The resulting simulated trim of the effective threshold voltage is plotted in figure 6.21b.
In this simulation, the nominal value Vth was fixed at a constant value. As demonstrated,
the trimming addition shows a linear behaviour throughout the setting range. In the
implemented design, the step per trim bit has the size of ≈ 7mV with a total trimming
range of ≈ 110mV around the nominal threshold value. While Monte Carlo simulations
including the manufacturing uncertainties hint at the fact that this provided tuning range
and granularity are sufficient, future measurements with T6 are expected to provide more
insight.

Power Consumption & Timing

At a power consumption of 30 µW, the comparator achieves a simulated switching delay
of less than 2 ns if |VS − Vth| > 50mV. This delay measures the time difference between
the moment at which the input signal crosses the threshold and the corresponding rising
or falling edge in comparator’s output voltage. The simulated rise and fall times are in
the order of roughly 300 ps. With this speed, the comparator meets the requirement to
indicate a threshold crossing of the CSA’s output voltage in much shorter time than the
minimum charge pump period of 5 ns. The corresponding simulation includes a parasitic
output capacitance of roughly 15 fF which is a worst-case estimation from a parasitic
capacitor extraction of the final analog layout design as presented in section 6.1.4. Also,
the simulations have been performed with the slowest available process corner.

A common approach to save power is to use a pulsed comparator operation where the
circuit is only activated when it is needed. In XIDer’s front-end, however, the active
time of the comparator is highly dependent on the input charge and the time it takes the
charge pump to perform the continuous conversion. In addition, at the beginning of each
(sub)frame, every channel would have to turn on its comparator which leads to sudden
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Figure 6.22: Circuit diagram of the charge pump’s basic structure.

voltage drops on the supply voltage due to sudden increased current consumption. For
these reasons, a permanent operation has been chosen.

6.2.3 Charge Pump & CP Logic
The basic charge pump architecture in the front-end of XIDer’s readout ASIC is imple-
mented by the circuit depicted in figure 6.22. It uses a simple current source transistor
M1 which is biassed via an on-chip DAC with the voltage Vb,CP to provide the current
ICP . With the switch S1, this current source can be connected to the input of the stage.
Doing so for a well-defined time interval TCP injects a charge package with the size

QCP = ICPTCP (6.40)

into the CSA input node. The second switch S2 is needed to dump the current into a
fixed reference potential Vref as long as the charge pump is inactive.13 There are two main
reasons for this:
S2 allows the charge pump to follow the design philosophy in which the ASIC should

have a constant power consumption. When ICP is not needed to generate a charge package,
S2 ensures that the charge pump still draws the same amount of current. Subsequently,
current spikes and sudden local voltage drops on the supply voltage are prevented. At the
same time, the current source transistor is held in the same operating state throughout the
charge pump operation. Instead of being turned on only when a charge package should be
generated, M1 keeps conducting the same current even if the charge pump is inactive. Due
to this, parasitic transient effects from turning M1 off and on which could cause errors
and uncertainties in the charge package size are eliminated.

Resulting from this architecture, the charge pump has two possible states:

• PUMP: ICP flows into the CSA input. S1 is closed and S2 is open.

• DUMP: ICP is dumped into the reference potential. S1 is open and S2 is closed.

There is no operation mode in which both S1 and S2 are both open or closed. Consequently,
in the simplest implementation, the corresponding control signals P and D for S1 and S2

are inverted versions of the same signal.
The P and D control signals are generated by the charge pump logic block. A simplified

version of the charge pump logic as well as the corresponding sequence of input and output
signals is illustrated in the figures 6.23a and 6.23b. In reference to figure 6.2, P is also
denoted as Vpump in the displayed sequence. A logic AND combination of the sequencer
13Vref is the same reference potential used by the CSA.
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Figure 6.23: Charge pump logic

track EnCP
14 with the comparator output Vcomp dictates, whether the charge pump can

enter its PUMP state. While Vcomp displays, whether the charge integrated by the CSA
exceeds the defined threshold value, the idea of EnCP is to give the user control over the
enable of the charge pump in a dynamic fashion. With it, one can define time intervals in
the front-end’s integration window, in which the charge pump can be turned off, if desired.

If EnCP and Vcomp are enabled, the Vclk sequencer track represents the clocked time
reference for the charge packages. Depending on whether Vclk = 1.2V or 0V, the charge
pump is in its PUMP or DUMP state, respectively. In this way, the charge package
definition of equation 6.40 is then given as

QCP = ICPTclk (6.41)

in which Tclk is the time interval in which Vclk is active. For a duty cycle of 50%, Tclk is
given by half a period of Vclk. The actual implementation of the logic block includes a few
extra safety measures to ensure clean switching with well-defined timings.

In theory, the inherent strength of this charge pump architecture is its insensitivity to its
output voltage. In reality, however, this strength is deteriorated by two parasitic effects:

• Early Effect: The finite output resistance of M1 causes ICP to depend on either
Vref or VCSA,in, depending on the state the charge pump is in.

• Charge Injection: Parasitic capacitances at the drain contact of M1 cause an
injection of additional charge between the PUMP and DUMP states depending on
the difference of Vref and VCSA,in.

In order to mitigate these effects, the node VD has to be cascoded. Instead of introducing
more transistors and an additional cascode bias voltage to the circuit, XIDer’s charge
pump hides the cascode in the switches S1 and S2. Both these switches are implemented
via p-MOSFET transistors which are operated in saturation region. Due to this, they keep
VD constant which both counteracts the early effect of M1 and hides parasitic capacitances.
As a result, this design has a high insensitivity to its output voltage, i.e. the input voltage
of the CSA. This is demonstrated in the linearity measurement presented in section 7.2.2.

An importand side note: in an initial intuitive guess, one would assume that both the
early effect and the charge injection should not play a role, because the CSA should ensure
that VCSA,in = Vref at all times. As discussed in section 6.5.2, however, the CSAs in

14Table 6.4 in section 6.3.3.1 lists all of the sequencer signals
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Figure 6.24: Charge pump circuit diagram with fine-trim functionality to fine-tune the
charge pump output current channel-wise.

XIDer’s front-end are often faced with big enough charges to drive their output voltage
to the upper supply voltage. In this case, the CSA feedback loop is broken and the
amplifier’s input voltage VCSA,in starts moving with additional charge. With enough time,
the charge pump can remove sufficient charge from the feedback capacitor to restore the
CSA’s feedback. But only if the charge package size is independent of the CSA input
voltage, the correct amount of input charge can be reconstructed in this process. This
remarkable property of XIDer’s front-end allows it to handle large bursts of charge, while
employing small feedback capacitors for a large charge-to-voltage gain.

Fine-Trim

All of the instantiated channels on XIDer’s readout ASIC are provided with the same
bias voltages Vb,CP0 and Vb,CP1 for the coarse and fine stage charge pumps, respectively.
With perfect components, this would result in equal bias currents ICP0/1 in every channel
of the chip. In reality, however, manufacturing uncertainties can cause these currents to
vary slightly. On top, the ASIC-wide distribution of the sequencer track Vclk is affected
by parasitic resistances and capacitors associated with the corresponding wiring. These
parasitics can also cause channel-wise differences in the size and timing of Tclk. As a result,
charge package sizes are expected to vary from channel to channel even if every channel
is provided with the same Vb,CP0/1 and sequencer track Vclk. In order to mitigate these
variations, XIDer’s charge pump has been equipped with a charge package fine-trim in
its latest design iteration (SUS65T6, see 6.6). The most recent circuit diagram including
both the cascode switches as well as the fine-trim feature is illustrated in figure 6.24. It
also shows the generation of the bias voltage Vb,CP via the global bias diode transistor Mb.
The bias current Ib,CP is generated by a global on-chip DAC.

As demonstrated, the fine-trim is implemented via an array of current source transistors
in parallel to M1. Each of these additional transistors is controlled by one of the bits of
B[2:0]. Just as for the comparator threshold fine-trim, the transistors are dimensioned
such that they have equal lengths but their widths increase with a power of two for each
bit. Subsequently, the LSB transistor M4 has the smallest width of W4, while the MSB
transistor M6 is the widest with W6 = 4W4.
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1Figure 6.25: Simulated fine-trim sweep of the charge pump’s output current Iout in relation
to the nominal, global bias current Ib,CP .

Independent of the setting of B[2:0], the base current source M1 is always conducting
the current ID1. Without any uncertainties, the transistors are dimensioned such that

ID1 =
28

32
ICP . (6.42)

in which ICP is the nominal bias current. Subsequently, the output current for B[2:0] = 0
is given by

ICP,out,0 = ID1 =
28

32
Ib,CP . (6.43)

A more general formula for the theoretical output current is given by

ICP,out =
28

32
Ib,CP +B · 1

32
Ib,CP (6.44)

in which B is the decimal representation of the value of B[2:0]. Subsequently, at a setting
of B[2:0] = 4, the output current matches Ib,CP .

Figure 6.25 shows a simulation of ICP,out’s size for different fine-trim settings in relation
to the global, nominal bias current Ib,CP . With a linear characteristic, the current can be
tuned in a range of roughly 0.88 · Ib,CP to 1.1 · Ib,CP . The simulated step size is given as
≈ 3% of Ib,CP with a total of eight available steps.

Due to an oversight in the bias voltage distribution across several channels, lab-tested
chip iterations can hardly provide insight into the actual channel-to-channel charge package
variation in the lab. And since the channel-to-channel variation in terms of Tclk is difficult
to predict in simulation, it is tough to make an actual, reliable prediction. As a result, the
proposed circuit is meant as a first step towards fine-trimmable charge packages. Actual
lab measurements with the latest chip iteration SUS65T6 will be necessary to verify the
needed tuning range and granularity.
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Figure 6.26: Circuit diagram of the most important components involved in the charge
transfer from the coarse to the fine stage. The signal color coding matches with
that in figure 6.27 where the corresponding signal sequences are presented.

Possible Charge Pump Design Alternatives

There are several different options for the implementation of the charge pump. Instead
of using the pulsed operation, one could also leave the charge pump current flow as
long as the comparator is active. In this approach, one would have to measure the time
the charge pump needs to reduce the integrated charge below the threshold voltage and
reconstruct the total integrated charge from this time interval. However, this raises the
need for a circuit like a time-to-digital converter that actually measures the time. In
addition, the reconstruction of the charge package size is more complicated than with
the chosen architecture. Thus, while this approach might look simpler at first sight, its
implementation entails a more complicated design.

Furthermore, one could use a switched capacitor circuit for the charge pump. Such a
charge pump would also generate well-defined charge packages with a tunable size. But it
has the disadvantage that the package size largely depends on the circuit’s output voltage.
In XIDer’s design, the charge pump output node is the input of the corresponding CSA
stage. As explained in section 6.5.2, this input node is expected to go through substantial
voltage changes in extremal operation modes. In these cases, a switched capacitor charge
pump would generate charge packages with varying size. For these reasons, the architecture
explained above has been chosen for the charge pump of XIDer’s readout ASIC.

6.2.4 Coarse-to-Fine Charge Transfer

At the end of each (sub)frame, the coarse stage is expected to still have a residual charge
Qend left on its feedback capacitor. This is due to the fact that its charge package and
comparator threshold are tuned to handle high photon rates. Subsequently, depending on
the settings and calibration, it is usually blind to charges that correspond to only a few
photons. In order to still achieve high resolution, the residual charge has to be transferred
to the fine stage which exhibits smaller charge packages and comparator thresholds. This
is usually the last step performed by the front-end before the charge integration for a new
(sub)frame is initiated.

Figure 6.26 shows the important parts of the front-end for the execution of this transfer.
While most of the front-end compartments are involved, the transfer capacitor Ctran and
its control switch Stran form the central components. Throughout the coarse stage’s
continuous conversion, Stran connects the left side of Ctran to a buffered version of the
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Figure 6.27: Signal sequence for the charge transfer from the coarse to the fine stage.

reference potential Vref . Only after the coarse stage’s conversion is complete, the transfer
is initiated which can be subdivided into the steps illustrated in figure 6.27:

1. Fine stage reset: Resetting the fine stage via closing S1 causes Ctran to be fully
discharged due to the defined potential of Vref on both sides.

2. Charging the transfer capacitor: While S1 remains closed, Stran connects the
left side of the transfer capacitor to the output of the coarse stage. As a result, the
coarse stage begins to charge Ctran from Vtran = 0V up to Vtran = Vout0,end. In this
context, Vout0,end is the voltage that corresponds to the residual charge.

3. Stop the fine stage reset: As soon as the capacitor is charged, S1 is opened to
stop the reset of the fine stage. Subsequently, the fine stage is ready and sensitive
and ready for the charge transfer.

4. Injection into the fine stage: By resetting the coarse stage via closing S0, its
output voltage steps back to Vref . Subsequently, the left-hand-side node of Ctran

experiences a sudden voltage step of Vout0,end − Vref . This step results in a charge
injection through Ctran into the fine stage.

5. Disconnect transfer capacitor: Stran disconnects the left side of Ctran from the
coarse stage output and reconnects it to Vref .

6. Start the next (sub)frame: After completing the charge transfer, S0 is opened to
stop the reset of the coarse stage priming it for the next (sub)frame.

All of the involved dynamic signals to control S0, S1 and Stran are generated by the on-chip
sequencer and are globally shared by all the channels. In reference to table 6.4 in section
6.3.3.1, the corresponding signals are called Res0, Res1 and Sw0to1, respectively.

An important feature of this transfer process is that, alongside passing the residual
charge Qend from the coarse to the fine stage, it also exhibits an intrinsic charge gain AC .
This means that the charge Qtran that is injected into the fine stage is actually given via

Qtran = ACQend. (6.45)

Instead of the original residual charge Qend = (Vout0,end − Vref )Cfb0 on the coarse stage’s
feedback capacitor, the transfer capacitor holds a charge of Qtran = (Vout0,end − Vref )Ctran
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Figure 6.28: Circuit diagram of the on-chip test charge injection circuit. Each channel
features two of these circuits to allow for more flexibility.

at the end of step 2. Subsequently, the transfer gain is given via

AC =
Qtran

Qend

=
Ctran

Cfb0

. (6.46)

This gain can be exploited to relax several constraints on the fine stage. Most importantly,
the increased charge causes larger voltages at the output of the fine stage. As a result, the
required resolution of the fine stage comparator is reduced. At the same time, with the
right choice of AC the noise contribution of the fine stage can be neglected to that of the
coarse stage. This is due to the fact that its signal-to-noise ratio is increased by the factor
AC compared to the coarse stage. Subsequently, the fine stage can be optimised for less
power consumption.

The flip-side of a large AC , however, is that Ctran has to be chosen large. And since
Ctran adds to the output capacitance of the coarse stage, a large Ctran degrades the CSA’s
bandwidth in step 2. Subsequently, the larger Ctran, the longer its charging and hence
the whole charge transfer process take to complete. This, in turn, limits the minimum
(sub)frame length which this front-end can operate at. However, as described in section
6.5.4 and 7.2.4, this problem is only of concern for the most ambitiuous 16-bunch mode
at the ESRF. In this mode, the charge transfer of current ASIC iterations takes up a
substantial portion of the (sub)frame length which is why it remains an open question
to solve. A possible fix would be to decrease the size of Ctran. While this shortens the
transfer time, it also decreases the gain AC and thus tightens the constraints on the fine
stage. In order to find a reasonable tradeoff, this topic is currently under investigation.

6.2.5 Test-Signal Injection Circuit
For debugging and calibration purposes, each front-end contains a test charge injection
circuit as displayed in figure 6.28. The circuit consists of two capacitors with different sizes
to cover a large range of possible input charges. Via slow control, the user can control
the switches S2 and S3 to choose which one of the capacitors should be used for injection.
Besides choosing either 20 fF or 160 fF, one could also use both capacitors to have a total
capacitance of 180 fF. At the circuit’s output, the switch S4 allows to choose between
injecting the charge into the coarse or fine stage.

The dynamically controlled switch S1 executes the necessary steps to perform the charge
injection. It is controlled via a sequencer track DInj

15 which is shared globally by all the
channels. While the connected front-end stage is in reset to keep VZ at a defined level,
connecting VY and VInj via S1 charges the chosen injection capacitor CInj . After releasing

15InjB0/1 in table 6.4 in section 6.3.3.1.
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the front-end stage from its reset, S1 can inject the charge into the front-end stage by
shorting VY to the ground potential. Due to the sudden voltage step of VY a charge of the
size

QInj = CInj(VInj − Vgnd) = CInjVInj (6.47)

enters the front-end stage through CInj. The actual size of VInj can be chosen either via
slow-control with an on-chip DAC or with an externally applied input voltage through the
I/O-Pad IN_INJECT. In this way, the choice of VInj as well as the size of the injection
capacitor provides direct control over the size of the injected charge.

Due to the fact that injection capacitors can only be charged while the connected
front-end stage is being reset, a single charge injection circuit can only inject once for
every performed stage reset. In order to provide more flexibility, each front-end is actually
equipped with two identical instances of this charge injection circuit. This allows for two
injections per (sub)frame instead of only one.

6.2.6 Merger: Digital Data Pre-Processing Unit
Since it operates on digital values, the merger is a semi-custom design and synthesized
from Verilog source code. The merger module combines the values of the coarse and fine
counters by adding them. There are several tunable options which define the combination
procedure. Instead of being dynamically controlled, these options are set via slow control
registers. This is due to the fact that they are of a more general and basic nature and are
most likely defined once for a set of measurements. The list below provides an overview of
the available functions on the most recent ASIC iteration, based on the contents of [73]:

• Coarse-to-fine charge gain: Defines a multiplication factor of the coarse stage’s
counter value before adding it to the fine stage’s counter value. This value should
match the charge package ratio of the two stages QCP0/QCP1.

• Bit shift: Shifts the combined result by 0,1 or 2 bits two the right. This setting
allows limiting the final result’s dynamic range to sacrifice resolution for higher frame
rates.

• Limit: Sets an upper limit for the combined result which is another way to decrease
the dynamic range for higher frame rates.

• LSB correction: Adds a small value of 1,2 or 3 on the final combined result which
can be used for rounding.

• Clear on read: Clears the contents stored at a RAM address after reading its
contents16.

These options are globally shared by all of the channels on the ASIC. With the probability
to change the multiplication factor of the coarse stage charge pump count, users can
adjust the charge package ratio between the stages while operating the ASIC. An example
use-case would be a measurement that requires higher photon count rates. Instead of
sticking to the ESRF-like 8 photons per pump in the first stage, 16 photons might be more
useful to keep up with the high input current. While adjusting the size of QCP0 in the
coarse stage, one can also set the merger’s coarse stage multiplication factor to 16 instead
of 8. Except for "Clear on read", the other options allow trading the frame and data rate
for another quantity of choice.
16The read RAM address is provided by the telegram interface on a (sub)frame-level (see section 6.3.3.2)
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Figure 6.29: Schematic drawing of a current digital-to-analog converter used for the bias
generation on XIDer’s readout ASIC.

6.2.7 Custom-Made RAM

Depending on the ASIC iteration, the RAM storage in each channel features 192 or 256
addresses for 16-bit words where individual bit cells use standard 6T SRAM bit cells
provided by the foundry.17 For an increased flexibility in the data storage and readout
modes (see section 6.3.3.2), the low and high bytes of the 16-bit word at each address can
be accessed individually. In order to implement this option, the storage is composed of
two parallel RAM matrices with 8-bit words. Both matrices are accessed with the same
address but with different write and read enables. In this way, each matrix implements
the low and high byte storage, respectively.

Due to only a few read and write accesses per (sub)frame, the timing constraints for
these processes are rather lenient. For this reason, the access logic implementation can
choose a strong focus on low power consumption instead of speed. Subsequently, it is
implemented in a custom-made design which omits any circuitry that usually increases the
access speed as for example sense amplifiers. The power saving potential of this approach
is currently under investigation.

6.3 Global Components

For the configuration, operation and readout of the individual channels, XIDer’s readout
ASIC includes several global modules which are instantiated once. The following sub-
sections provide a detailed insight into their design. Except for the bias generation circuits,
all of the modules presented here have been designed and synthesized in a semi-custom
design flow on the basis of Verilog source code.

6.3.1 Front-End Bias Generation

In order to generate the bias voltages and currents for the operation of the analog front-
end, the XIDer readout chip uses digital-to-analog converters (DACs). These are built as
depicted in figure 6.29 where an array of parallel unit current sources is used to generate a
desired output current IDAC . The unit current sources are grouped in a binary fashion
such that the first group consists of single source, the second consists of two sources, the
third of four sources and so on. An extra switch in series to each group allows controlling

17An explanation of a 6T SRAM cell can e.g. be found in [81].
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how many current sources contribute to IDAC such that

IDAC =
N∑
k=0

Bk2
kILSB (6.48)

where Bk is the digital control value for the k-th switch, N is the number groups, i.e. bits
and ILSB is the current generated by a unit current source. Depending on the polarity of
the required bias current, i.e. whether the current has to be drawn out of or driven into
the circuit, the DACs also feature a (not depicted) NMOS current mirror to switch the
polarity of IDAC .

The control bits Bk are configured via the slow control JTAG interface. For all of the
manufactured iterations of XIDer, 10-Bit DACs have been used. With a nominal unit
source current of ILSB = 250 nA and a total of 210 = 1024 unit steps, the employed DACs
can reach a maximum output current of 256 µA. While this granularity proves to be too
fine for most of the bias signals, it serves as a good starting point for prototype tests.
Investigations on the necessary tuning resolution are currently on-going.

Some front-end circuits require bias voltages rather than currents. For this purpose, the
same DAC structure is used in combination with a series resistor RDAC at the output.
The current generated in the DAC flows through said resistor to the ground potential. As
a result from Kirchhoff’s law, a voltage drop VDAC is generated on RDAC :

VDAC = RDACIDAC . (6.49)

With RDAC = 4kΩ, the resulting bias voltage has a nominal tuning range of 0V to 1.024V
with a step size of 1mV. Subsequently, the voltage DAC values can be converted to mV
in a 1-to-1 fashion.

The employed DACs in current designs are used on a global level. Subsequently, all of
the front-ends share the same bias currents and voltages. As explained in sections 6.2.2
and 6.2.3, the most recent chip iteration introduced fine-trim circuits for the comparator
threshold and charge pump package biasses to finely tune the channel-specific biasses
around the global DAC setting.

6.3.2 Slow Control

A standard Joint Test Action Group (JTAG) interface implements the readout ASIC’s
slow control. With its first definition in the IEEE standard 1149.1 [82], JTAG has been
developed as a means of testing integrated circuits and their functionality. Due to its
architecture, however, JTAG can also be used as a chip configuration interface which is its
purpose in the XIDer project.

With TMS, TCK, TDI and TDO, the standard defines four mandatory I/O pins. While
TCK provides a time base for the interface, the combination of TMS and TCK control
the JTAG’s core unit, the Test Action Port (TAP). The TAP is a state machine which
allows multiplexing input and output data to and from pre-defined shift registers. These
include a set of mandatory as well as optional user-defined instances. Among these is
the instruction register which is the most important mandatory one. It holds the address
of the register to be accessed by the TAP controller. If the the register at the provided
address is supposed to be written, the desired input data is provided serially via the input
data port TDI. Vice versa, data shifted out of the corresponding register is transmitted
via the TDO pin.
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Figure 6.30: Simplified schematics of the sequencer track module. Each sequencer track
provides a dynamic digital control signal which consists of a repeating bit
pattern. The pattern contents are stored in a parallel shift register and
serialized by the fast shift register (FSR). The tracks are globally shared by
all of the ASIC channels.

XIDer’s readout ASIC uses the optional JTAG registers for its slow control. Their
content holds the configuration for every core module like the global sequencer or the
bias front-end bias DACs. The actual on-chip interface is synthesized from Verilog source
code which is provided from the research group libraries and adapted to this project. In a
final detector, several ASICs could be configured in a daisy-chained operation. However,
whether JTAG or other protocols like SPI or I2C will be employed in the full-blown detector
system, is not yet decided.

6.3.3 Dynamic Control
Besides the global slow control, the ASIC’s channels require dynamic control signals for
charge signal processing and data management. The corresponding global modules needed
to generate these stimuli are discussed in the following sub-sections.

6.3.3.1 Sequencer

As described, for instance, in sections 6.1.1 and 6.2.4, the operation of the analog front-end
requires precisely timed dynamic signals. For the execution as well as the adaptability of
processes like the CSA stage reset or the charge transfer between the stages, the control
signals need to be tunable with a fine time granularity. This task is handled by the global
on-chip sequencer which is a deviation from the flexible sequencer module employed in the
DSSC readout ASIC [83].

The sequencer is subdivided into sequencer track modules as depicted in figure 6.30
where each of the tracks is responsible for the generation of one control signal. Inside the
sequencer track module, there is a loop of 14 parallel shift registers with a width of 5 bits.
Each of these shift registers defines a sub-sequence and is associated with a 5-bit repetition
count which defines how often a sub-sequence is repeated before the track moves on to
the next. Driven by a clock with the frequency fclk,system/5 (= fclk,system/5, see 6.1.3), the
sub-sequences’ bit patterns are cycled through the parallel shift register.

In addition to the parallel shift registers, there is a fast 5-bit shift register (FSR). Its
contents are serialized with the fast system clock fclk,system

18. At the same time, the
18The final design aims at a frequency of 880MHz, see section 6.1.3.
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Track Name Function

Res0 Coarse stage reset switch (sec. 6.1.1)
Res1 Fine stage reset swtich (sec. 6.1.1)
InjB0 Dyn. switch in first test charge injection instance (sec. 6.2.5)
InjB1 Dyn. switch in second test charge injection instance (sec. 6.2.5)
EnIN Dynamic front-end input switch (sec. 6.5)
Sw0to1 Transfer capacitor switch (sec. 6.2.4)
EnCP0 Coarse stage charge pump enable (sec. 6.2.3)
EnCP1 Fine stage charge pump enable (sec. 6.2.3)
ClkCoarseCP Coarse stage charge pump clock (sec. 6.2.3)
ClkFineCP Fine stage charge pump clock (sec. 6.2.3)
Ch0CoarsePump Manual coarse charge pump control19

Ch0FinePump Manual fine charge pump control

Table 6.4: Sequencer tracks on the most recent readout ASIC iteration T6 with their
corresponding functions.

contents of the FSR are loaded from the parallel shift register with the frequency of
fclk,system/5. As a result, since a sub-sequence is 5 bits long, the FSR is being loaded
with a new sub-sequence, whenever it finishes shifting out the current one. In this way,
a sequencer track generates a train of bits which are encoded and pre-configured in the
parallel shift register. As long as the sequencer is provided with an active RUN, its tracks
keep cycling through the same sub-sequences over and over again. In order to achieve an
even finer granularity, the sequencer features an optional DDR mode. For configuration of
the generated bit patterns, each of the sequencer tracks has its own JTAG register. With
14 sub-sequences that each have 5 bit of sequence information and a 5 bit repetition count,
such a JTAG register contains 140 bits.

InjB Optional Test Injection

Coarse-to-fine transfer

Active time for 
continuous conversion

Charging
Ctran

Typical Subframe Cycle

Res0

Res1

ClkCP

EnCP

Sw0to1

Figure 6.31: Typical signal sequence of the most important sequencer tracks.

19Both Ch0CoarsePump and Ch0FinePump can be chosen as a substitute for the charge pump logic
output signals in the coarse and fine stages, respectively.
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The latest ASIC iteration, SUS65T6 (see section 6.6) employs a total of 12 sequencer
tracks which are listed in table 6.4. The tracks are globally shared by all of the channels.
A typical sequence of the most important signals is drawn in figure 6.31. For the sake
of brevity, ClkFineCP and ClkCoarseCP as well as EnCP0 and EnCP1 are merged into
the ClkCP and EnCP, respectively. The same is true for InjB0 and InjB1 which are
merged into InjB. Due to their debugging purpose, Ch0CoarsePump and Ch0FinePump
are omitted in the drawing.

6.3.3.2 The Telegram Protocol

Besides the global sequencer module, XIDer’s readout ASIC features another global
dynamic control unit. While the sequencer provides channels with periodic control signals
that run through the same sequence for each (sub)frame, the telegram module provides
channels with (sub)frame-specific commands. These commands are globally shared by the
channels and control the digital data flow into and out of the channels’ individual RAM
modules. As a result, each channel performs the very same data write and read operations.
Just like the pixel-wise merger block which is used for data pre-processing and storage,
the telegram module has also been designed for the purpose of output data rate reduction
and adaptability to different experiments. Like section 6.2.6, the following explanations
are based on the contents of [73].

Basic Telegram Protocol Structure

The telegram module is based on the custom-designed telegram protocol. Said protocol
defines a sequence of characters and bits as depicted in figure 6.32 consisting of three
seperate parts:

1. SYNC: A unique sync word indicates the beginning of a new (sub)frame. Also, it
allows synchronizing the ASIC telegram module which receives instructions with the
external sender module.

2. Instruction Payload: After the sync character, the telegram protocol contains
three instruction words. Their contents define the ASIC channels’ data flow for the
current (sub)frame.

Figure 6.32: Illustration of the telegram protocol structure. It contains (sub)frame-specific
data storage and readout instructions which are globally shared by the ASIC
channels. The length of a telegram defines the length of the corresponding
(sub)frame. [73]
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3. IDLE: At the end of each (sub)frame, the amount of IDLE words controls the
(sub)frame length.

The unit formed by both the sync character and the instruction payload defines the
minimum possible (sub)frame length Tmin. Since the serial telegram link is 8b/10b encoded,
this means that Tmin is given by the time it takes to transmit 4 10-bit words which contain
the minimum of 4 8-bit words of information. Every extra IDLE character increases the
(sub)frame length by the transmission time of another 10 bits. The combination of the
sync character, the instruction payload and the tailing IDLE charcters are henceforth
called telegram.

The 24 control bits contained in the instruction payload are compiled in the following
list:

• Data Write Control Function: Define how to proceed with the final photon
count value. There are five available options ranging from discarding the value,
to storing it at, adding it to or subtracting it from the contents of the provided
RAM write address. In addition, one can choose to ignore the photon count value
and increment the content of the given RAM address instead.

• Write Byte Selection: Each RAM address consists of two bytes. Choose, whether
to perform the data write control function on only the low, the high or both bytes.
A fourth option allows to perform the function on neither of the two bytes.

• RAM Address is Relative: If this bit is set, the data write control function is
performed at the address that equals the final photon count value. Subsequently,
the provided RAM Write Address is ignored.

• RAM Write Address: Specify the RAM address at which the data write control
function is supposed to be executed.

• Readout Byte Selection: Similar to Write Byte Selection, choose which of the
two bytes should be read from the provided RAM readout address. The available
options range from low to high to both bytes. If none of these is chosen, there is no
data readout in this (sub)frame.

• RAM Readout Address: Choose which RAM address to read data from. If no
bytes have been selected in the readout byte selection, this instruction is ignored.

The on-chip telegram interface employs a state machine to decode the input telegram word
by word and send the corresponding command bits to the data write and read control
units in each channel.

Example Use Cases

Instead of featuring hard-coded measurement and readout modes, the flexibility of the
telegram protocol allows users to define their own routines. Taken from [73], figure 6.33
showcases a few examples of possible modes. At the top, there is a simplified display of a
train of x-ray pulses. For simplicity, each of the bunches is associated with one (sub)frame.
The numbers above specify the amount of photons contained in the corresponding pulses.
Below the pulse train, there are five bucket-like structures subdivided in smaller boxes.
The bucket-like structures are supposed to illustrate the contents of a channel’s RAM
after performing custom-defined example measurements. In this context, each bucket
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Figure 6.33: Illustration of example storage modes that can be realised with the telegram
protocol. [73]

corresponds to a seperate, individual measurement/storage mode with its corresponding
name underneath. The boxes illustrate the contents at the different RAM addresses which
are listed on the left-hand side.

For every mode, the fifth pulse is chosen to be discarded. In the burst mode, the counted
photon values of each (sub)frame are stored one by one. This could be an example for
measurements with very fast frame rates, where it is impossible to send out a live-feed
from the whole pixel matrix due to too high data rates. With a current RAM size of 192
or 256 words20, the burst mode allows taking 192 or 256 frames in quick succession and
reading them out afterwards.
The accumulated mode is very similar to the burst mode. But instead of storing each
(sub)frame individually, they are digitally added up in the RAM to form a combined frame.
This is the implementation of the digital integration scheme as explained in section 5.4.
The amount of added (sub)frames per frame can be chosen freely.
In the histogram mode, the ASIC channel generates a histogram of the recorded photon
amounts per pulse on-chip while the measurement is on-going. Instead of storing each
(sub)frame photon count individually, the channel increments the value stored at the
corresponding RAM address. After the measurement has been performed, the resulting
histogram can be read out from the RAM.
In some measurements, it might be useful to have a classification of events, e.g. where
samples are illuminated from different angles or undergo transitions from one state to
another. With the telegram, users could e.g. store histograms of different classes of events
as illustrated by the classified histogram mode. The shown colors green and blue indicate
which class the event initially belonged to.

20This depends on the ASIC iteration.
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The triggered mode is another example in which only certain pulses are selected and stored.
These could correspond to events of interest, while others are discarded from the beginning.
In the figure, pre-selected events which are chosen with a trigger are marked by brown
arrows.

In addition to the presented example modes, the telegram protocol also allows a
continuous readout stream of recorded (sub)frames. While almost all of the measurements
presented in the sections 7 and 8.3 have been controlled via the telegram protocol, section
7.3.1 presents an example measurement for the histogram mode. Beyond the presented
examples, there are many other possible modes and combinations.

6.4 Parameter Choices
The choice of the different capacitors, bias voltages and currents allows tuning the front-end
performance for different use cases. While on the one hand, this increases the complexity
of the design, it also increases the design’s adaptability to different challenges, on the
other hand. This has become more and more important in the later stages of the R&D
phase of XIDer. Alongside the growth and maturing of the project, the interest of other
synchrotron light sources sparked the research about how to adapt the design to various
environments with different parameters.

To begin with, the following list compiles the parameters needed to adapt the XIDer
readout ASIC to a desired light-source:

• X-ray energy range: The range of X-ray energies the detector is supposed to
detect.

• Expected average single photon input charge Qphot: The average charge
generated by an individual photon in the sensor material.

• Expected photon fluxes Φ: The expected amount of X-ray photons hitting the
sensor per time and area.

• Sensor pixel pitch: The pixel pitch allows deriving the incident photon rate per
pixel from Φ.

• Detection sensitivity: The smallest amount of charge, the detector has be able to
resolve.

In addition, the adaptable ASIC design parameters are highlighted in figure 6.34 and listed
below:

• Feedback capacitors Cfb0 and Cfb1: Dictate the charge-to-voltage gain of the
individual front-end stages as well as the dynamic output voltage range. Their choice
depends on the expected input charges.

• Transfer capacitor Ctran: Dictates the charge gain between the coarse and the
fine stage. Its choice is directly bound to the choice of the feedback capacitors and
the desired photon count rates per pixel.

• Charge pump frequency fpump: Is limited by the bandwidth of the front-end
stages. Its choice depends on the desired photon counting rates, front-end stage
power consumption and size of the charge pump packages.
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Figure 6.34: Simplified front-end schematics with adaptable design parameters highlighted
in yellow. While the non-highlighted compartments play an important role
in the front-end’s general functionality, the highlighted ones allow tailoring
the design to the desired constraints. The parameters chosen for all the
ESRF-specific ASICs, i.e. all of the manufactured ones up to this point, are
highlighted in white.

• Charge pump packages QCP0 and QCP1: Dictate the upper and lower boundaries
of the dynamic photon counting range and sensitivity. Their choice depends on the
expected input charges, fpump and the charge gain between the coarse and fine stages.
On top, their choice dictates the size of the charge pump bias currents ICP0/1.

• Threshold voltages Vth0 and Vth1: Depend entirely on the charge pump package
sizes and feedback capacitors.

Obviously, the actual choice of these parameters occurs at different stages of design. While
capacitors can not be changed after manufacturing, the bias voltages and currents can be
chosen via slow control when operating the ASIC. But even for the biasses, one has to
choose their global and local trim setting range before actual manufacturing to make sure
that the desired values can be reached.

ESRF-Specific ASIC Iterations (SUS65T1-SUS65T6)
The corresponding requirements for XIDer’s operation at the ESRF include an X-ray
energy range of 30 keV to 100 keV imposing the need to use cadmium telluride or, if
acquirable, cadmium zinc telluride as the sensor material. With an average energy-hole-
pair production energy of ϵCdTe = 4.43 eV[84] and ϵCZT = 4.64 eV21[84], individual photons
in this energy range generate charges in the range of roughly 6 × 103 e− to 23 × 103 e−,
i.e. 1 fC to 3.7 fC when they absorbed by the sensor. And expected photon fluxes of up to
1× 1011 phmm−2 s−1 with a pixel pitch of 100µm yield an expected photon rate of up to
1× 109 ph s−1 pix−1 while maintaining single photon sensitivity.

The design choices for the ESRF-specific front-ends made from these input parameters
are highlighted in white in figure 6.34. In order to keep up with the high photon rates, the
21This value depends on the actual compound.
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coarse stage charge pump frequency is chosen to be fpump0 = 200MHz with a package size
QCP0 equivalent to the charge of 8 ph. With this, the upper limit for the photon counting
rate per pixel is 1.6× 109 ph s−1 pix−1.

The choice of the fine stage charge package QCP1 follows from the required single photon
sensitivity, where QCP1 has to have the size equivalent to the charge generated by a single
absorbed photon or less.

The feedback capacitor of the coarse stage Cfb0 should be chosen as small as possible to
guarantee a high charge-to-voltage gain and ease the comparator’s task. At the same time,
the CSA’s dynamic output voltage range should be large enough to cover the equivalent
of at least 1.5 charge packages. With a safety margin, the dynamic output voltage range
is roughly Vout0,dyn ≈ 600mV (see table 6.2). Subsequently, the choice of Cfb0 can be
calculated as

Cfb0 =
1.5 ·QCP0,100keV

Vout0,dyn

≈ 75 fF. (6.50)

Since the initial designs focussed on verifying the operation principle, mostly at low photon
energies of 30 keV, the coarse stage has been equipped with a slightly larger gain by
choosing Cfb0 = 54 fF to relax the constraints on single front-end modules like the CSAs
and the comparators.

The choice of Ctran and Cfb1 has been driven by the principle of simple implementation
and verification of the front-end’s functionality. Due to the fact that QCP0 corresponds
to 8 photons and QCP1 corresponds to a single photon, choosing a charge transfer gain
AC = Ctran/Cfb0 from the coarse to the fine stage (see section 6.2.4) equal to 8, allows
implementing the fine stage as a copy of the coarse stage. For this reason, Cfb1 is chosen
equal to Cfb0 and Ctran = 400 fF. Besides the simplified implementation, the large coarse-
to-fine charge gain AC = 8 further relaxes the performance constraints on the fine stage.
In reality, of course, there are differences between the coarse and the fine stages. For
instance, since it does not have to keep up with high photon rates, the fine stage’s charge
pump frequency is only fpump1 = 100MHz. Subsequently, the fine stage CSA’s bandwidth
can be reduced in relation that of the coarse stage to save power (see also section 6.2.1.7).

In terms of threshold voltages, Vth0 and Vth1 follow from the choice of the respective
charge packages and feedback capacitors. Their actual value is not as critical as long as
they are precise enough to indicate whether a charge package should be subtracted or not.
However, one has to make sure that the threshold is high enough such that none of the
stages pump their output voltages below their virtual ground level. For the ESRF-specific
design, the coarse and fine threshold voltage usually sit at roughly 10 and 1/2 equivalent
photons, respectively.

Over the course of the project, these initial choices have proven to fit the requirements
for chip characterisation as well as those of the ESRF quite well. Due to this, they have
been kept throughout all the ASIC iterations up to the point when this work has been
compiled. Every simulation and measurement presented in this work is based on a chip
iteration that was implemented with these parameters.

Upcoming XIDyn design

In the wake of a currently forming XIDyn collaboration with the STFC [80], the ASIC’s
upcoming iteration is meant to fulfill the design constraints of at least two machines. While
the first one is still the ESRF, the concepts of XIDer will also be tested at the Diamond
Light Source [85] in the UK. For this reason, the list of requirements has been defined in a
broader fashion. However, most of the detector constraints are currently being discussed

100



6.5 Design Verification

First/Coarse Stage Second/Fine StageTransfer

Vs

VthEn

Charge
Pump (CP)

Out
En

Pump

CP Logic Vs

VthEn

Charge
Pump (CP)

Out
En

Pump

CP Logic

20fF

80fF

80fF

160fF

320fF40fF

50fF

S0

A0 A1

S1

QCP1

StranFrom
Pixel

To coarse
counter

To fine
counter

Vclk0

fpump1

Vth0 Vth1Vclk1

QCP0

80fF

Figure 6.35: Preliminary front-end circuit diagram for future ASIC iterations. The switch-
able array of coarse stage feedback and transfer capacitors offers more flexibil-
ity to use the ASIC at various synchrotron light sources with different X-ray
energies and photon fluxes.

which prevents a detailed presentation at this point.
Figure 6.35 shows an initial, modified front-end concept. As illustrated, the design is

supposed to feature several different feedback and transfer capacitors. This decision stems
from the fact that the big variety in different X-ray energies can no longer be covered by a
single set of capacitors. Instead, users are supposed to be provided with a choice which fits
their energy range. At the same time, an array of different transfer capacitors allows for a
tradeoff between charge transfer gain AC and transfer time. A smaller transfer capacitor
allows for faster transfer and shorter (sub)frames but provides a smaller gain.

6.5 Design Verification

In order to fully verify the functionality of the readout ASIC, a full-blown mixed mode
simulation is necessary. This has been performed successfully for several chip iterations
throughout this project. However, an isolated analog front-end verification proves to be
more instructive and helpful to demonstrate the chip’s functionality and performance. For
this reason and for the sake of brevity, this section solely focusses on the analog front-end.

Figure 6.36 shows the circuit diagram of the entire analog front-end of XIDer with the
ESRF-specific design parameters discussed in section 6.4. Besides the already explained
components, it features a few more auxiliary components which improve its functionality in
extremal edge cases. One example are the addable input capacitors Cadd0/1. As explained
in sections 6.5.2 and 6.5.3, in order to correctly count the amount of absorbed photons
by the sensor pixel in pulsed modes with large average photon fluxes, the front-end has
to be able to cope with large amounts of instantaneous charge. In this context, the term
instantaneous charge is used for charges which are injected in a time scale shorter than
the period of the charge pump clock. The purpose of Cadd0/1 is to extend the size of
instantaneous charges that can be processed, if necessary.

The additional input switch Sin adds another feature to dynamically cut-off the front-end
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Figure 6.36: Detailed circuit diagram of XIDer’s analog front-end as implemented on the
most recent iteration SUS65T6.

from its sensor pixel. This can be useful to prevent charge from entering the front-end
when the coarse stage is currently charging the transfer capacitor. Also, it allows studying
the performance of the isolated front-end without the influence of a connected sensor pixel
or input pad.

In the circuit drawing, dynamic signals are denoted with the prefix "DDYN_". In the
real-world implementation these are generated by the on-chip sequencer as described in
section 6.3.3.1. In the simulations, they are provided by a simplified module written in
Verilog-A [86].

Signals without a prefix are static control signals like, for instance, bias voltages or
currents. On the actual chip, these are configured via the JTAG slow control interface,
while the simulation generates them via ideal voltage and current sources. An additional
Verilog-A module counts and adds the charge packages applied by the coarse and fine
stages, respectively, and presents the result as its output voltage.

The following sub-sections present a few selected full-blown analog simulations of the
fully assembled front-end design. They are used to characterise the front-end’s

• general functionality,

• ability to deal with large instantaneous charges,

• counting linearity,

• coarse-to-fine charge transfer time and its importance for achievable photon count
rates

• and noise performance.

At the end of this section, a summary provides an overview of the key aspects.
If not mentioned otherwise, the following is true for all the simulations: An ideal current

source draws a pulse-shaped current from the input.22 This pulsed current occurs once
at the beginning of a (sub)frame and all of the input charge injected per (sub)frame is
contained in the pulse. The front-end itself is calibrated to count 30 keV-photons where
22Since the front-end is connected to the sensor pixel anode, the front-end reads the electron-induced

signal. Subsequently, following the technical current definition, current is drawn out of the front-end.
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Figure 6.37: Analog simulation of the assembled front-end.

the coarse stage counts 8 photons and the fine stage counts a single photon per charge
package. In this context, the sensor is assumed to be a cadmium telluride sensor with an
average electron-hole-pair production energy of ϵCdTe = 4.43 eV.

6.5.1 General Front-End Functionality

This simulation demonstrates a full (sub)frame cycle. For illustrative purposes, the pump
frequency for both stages is at fpump = 50MHz and the (sub)frame is 400 ns long23. As a
test case, the charge in the input current pulse corresponds to 19 30 keV-photons. Figure
6.37 shows the results and signal sequences. For clarity, the DDYN control signals are
omitted.

As soon as the charge enters the front-end, the output of the coarse stage Vout0 rises.
When it crosses the threshold Vth0, the comparator activates the charge pump which starts
injecting charge packages into the coarse stage input. Vpump0 shows the corresponding
enable pulses generated by the charge pump logic. As a result, the coarse stage output
decreases with each charge pump enable pulse. As soon as Vout0 falls below the threshold
voltage, the charge pump is deactivated and no further charge packages are injected.

At the end of the (sub)frame, the transfer capacitor Ctran is charged to the coarse stage’s
residual voltage. After completing the charging process, the residual charge is transferred
to the fine stage with a charge gain of Ctran/Cfb0 = 8. There, the same process takes place.
The fine stage output voltage rises above the threshold and the charge pump injects charge
into the fine stage input until the output drops back below the threshold. As indicated by
the numbers above the lower plot, the front-end correctly counts 19 photons.

23As a reminder: The actual (sub)frame length is denoted by the individual stages’ cycle from reset to
reset.
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Figure 6.38: Analog simulation demonstrating the front-end’s robustness to large input
charges which saturate the coarse stage. The injected charge corresponds to
80 photons with an energy of 30 keV. As soon as Vout0 saturates a the supply
voltage of 1.2V, the coarse stage input voltage Vin0 starts decreasing. With
charge packages injected by the charge pump, Vin0 keeps recovering until the
feedback is restored.

6.5.2 Robustness to Large Instantaneous Input Charges

A remarkable feature of this front-end is that its operation principle is unperturbed by
saturation of its CSA stages. The saturation of a CSA occurs, when its input charge is
high enough to drive its output voltage to the upper voltage limit. For the coarse stage
of XIDer’s front-end, this state is reached for an input charge equivalent to roughly 37
30 keV.

As soon as the coarse stage enters saturation, the feedback loop is broken such that
Vout0 is no longer proportional to the input charge. Intuitively, one would assume that the
CSA can not store any additional charge beyond this point. In reality, additional charge is
stored on the input capacitor Cin and the stage’s feedback capacitor Cfb0. This is achieved
by a decreasing input voltage Vin0 where the deviation from the virtual ground ∆Vin0 is
given via

∆Vin0 =
Qin

Cfb0 + Cin

≈ Qin

Cdet

. (6.51)

Here, Cin consists of the parasitic input capacitance of the amplifier, stray capacitance
on the input wiring as well as the sensor pixel capacitance Cdet. The final approximation
only holds, if Cdet has the size of at least a few 100 fF. In this case, Cdet dominates Cin

and Cdet >> Cfb0.
Figure 6.38 shows the result of a simulation with an input charge equivalent to 80 30 keV

photons and Cdet = 500 fF. As demonstrated, the coarse stage output voltage Vout0 rises
to the supply voltage of 1.2V and the input voltage Vin0 is decreased. With every package,
the charge pump removes the charge stored on Cdet and Vin0 steadily returns back to the
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reference ground voltage. With enough charge packages, the coarse stage CSA’s feedback
is restored and Vout0 starts to fall again. Beyond this point, this simulation is equvialent
to the previous show-case.

Due to the fact that the charge package size is independent of the charge pump’s output
voltage, there is no signal loss in this process. This is because the charge pump only
operates on charges, not on voltages. As long as the comparator is active, the charge
pump can keep injecting its well-defined charge packages into the input. At the same
time, the CSA output voltage is only needed to act as a monitor which signals, whether
the input charge is above a pre-defined threshold. As long as it manages to act linearly
around the threshold voltage, it can fulfill this task. Subsequently, the front-end manages
to correctly count the amount of incident photons even though the coarse stage saturated
in the process. The same argument works for the fine stage.

The advantage of this approach is that a small feedback capacitor can be used to obtain
a large charge-to-voltage gain without substantially limiting the dynamic photon counting
range. Thanks to the large signal gain, the constraint on the electronic noise contribution
of the CSA’s amplifier is relaxed. In addition, the comparator does not have to be as
precise which simplifies its design.

However, there is a limit to this effect. If the stage’s input voltage drops low enough,
diodes between transistor contacts and the substrate will start conducting in forward
direction. As a consequence, charge on the input node is lost. This usually happens at
around a few hundred negative mV. The following counting linearity simulation gives
insight into when this point is reached and how it depends on the size of the pixel
capacitance.

As a side note: Due to the different modes and measurements, XIDer is designed for,
the size of instantaneous charges the detector has to face can vary largely. On the one
hand, in pulsed high-flux modes like the 16-bunch mode24, for example, the coarse stage is
expected to be driven into saturation on a regular basis. A discussion of expected photons
per pulse can be found in the following sub-section. On the other hand, in continuous
modes like the 7/8+1-bunch mode, the input charge of an individual (sub)frame is not
injected at once but distributed over the whole (sub)frame length. Subsequently, in this
case, the coarse stage CSA is not expected to be driven into saturation. For this reason,
XIDer’s analog front-end was designed to be able to both deal with high instantaneous
charges and continuous input currents.

6.5.3 Counting Linearity

This simulation’s purpose is to demonstrate the front-end counting linearity. It is performed
like the two previous simulations where the total input charge is injected in a single pulse
at the beginning of the (sub)frame. In addition, the input charge size is swept. As before,
the input charge is referred to the equivalent charge that a 30 keV-photon generates in a
CdTe sensor. For each swept input value, the amount of photons counted Ncount by the
front-end is extracted. Figure 6.39 shows a plot of the counted photons vs. the incident
photon number for different sensor pixel capacitor values Cdet. As demonstrated, in the
simulated range from 0 to 200 photons, the front-end exhibits perfect linearity for every
value of Cdet. For the values of Cdet = 0 fF25, Cdet = 200 fF and Cdet = 500 fF, the point

24see section 2.3.4 for an explanation of the bunch modes
25In this case, the front-end’s input capacitance is dominated by the parasitic gate-source and gate-drain

capacitance of the coarse stage’s input transistor.
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of charge loss due to diodes opening at the front-end input node is reached at charges
equivalent to ≈ 200 γ30keV, ≈ 350 γ30keV and ≈ 520 γ30keV, respectively.

An important point to note is that this simulation assumes no errors or uncertainties
of the charge generated by individual photons in the sensor pixel. It also excludes the
Poisson-shaped photon statistics as well as the electronic noise of the simulated circuit. In
the real world, these effects add up as a random contribution in each counting measurement
performed by the ASIC. Subsequently, in an actual measurement, the values displayed in
figure 6.39 would only represent the mean count of a distribution which is shaped by all of
the noise contributions.

However, since this is a full-blown analog simulation of the front-end design, it includes
each component down to the individual transistor level. Subsequently, it does include all
of the systematic errors introduced by the non-ideal circuit components.26

While there is no clearly defined design constraint to compare these numbers to, one
can make an estimation regarding the expected instantaneous input charge: In the most
extreme mode, i.e. the 16-bunch mode, bunches are ≈ 175 ns apart. At an incident
photon rate of 1× 109 ph pix−1, this corresponds to an average number of 175 photons per
bunch and pixel. Due to the Poissonian nature of photon counting statistics, the actual
amount of incident photons can vary. For this reason, a conservative requirement has been
defined in which the front-end has to be able to handle the instantaneous charge generated
in the sensor by 200 30 keV-photons as a maximum.27 And according to simulation,

26The underlying BSIM device models are part of the technology’s design kit which is provided by the
foundry.

27While the generated charge per photon increases with the energy, the X-ray beam brilliance drops
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Figure 6.40: Simulation of the coarse stage’s output voltage Vout0 while the transfer ca-
pacitor is being charged. The charging process is initiated at the time t = 0.
The dashed line shows the voltage Vout0,r which Ctran has to be charged to.
The blue area shows the accepted systematical error around Vout0,r. In this
context, the notation V (0.1γ30keV ) denotes the voltage that corresponds to
10% of a 30 keV-photon.

XIDer’s front-end manages to achieve this even if the pixel capacitance is Cdet = 0 fF. As
demonstrated in the measurement, larger values of Cdet extend the range. Due to this,
Cadd0/1 have been added to increase the front-end’s input capacitance, if needed.
As a result, there are several conclusions to draw from this simulation:

• The design demonstrates a remarkable counting linearity up to 200 30 keV-photons
even for a sensor pixel capacitance of 0 fF.

• In this simulation, the upper limit for the linear region is introduced due to the
input charge being injected at once. As demonstrated, in this situation, the upper
counting limit extends even beyond the required 200 30 keV-photons, if the input
capacitance is larger than 0 fF. For instance, at Cdet = 500 fF, up to a total count of
500 photons, the simulation records a systematic deviation of a single photon.

• The design can handle the most stressful conditions which it is supposed to face:
Just like in the ESRF’s 16-bunch mode, all of the charge is injected at once and
in a single pulse. Subsequently, the front-end has to deal with large instantaneous
charges, far beyond its coarse stage CSA saturation limit. Any other mode with, for
instance, a continuous distribution of the same charge over the whole (sub)frame
eases the counting process.

As a direct comparison, section 7.2.2 presents a counting linearity characterisation mea-
surement with SUS65T4 to verify the simulation in the lab.

6.5.4 Transfer Time
In addition to the large instantaneous charges, the ESRF’s 16-bunch mode is the most
challenging mode in terms of timing. And the most limiting factor from the front-end

significantly at higher energies [25]. Subsequently, the instantaneous charge is expected to be lower for
higher energies.
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perspective in terms of timing is the time it takes to transfer the coarse stage’s residual
charge to the fine stage. Due to its importance in the transfer process, the following
elaborations focus solely on the coarse stage.

In the 16-bunch mode’s (sub)frame length of ≈ 175 ns, the signal charge has to be
processed and digitised, residual charge has to be transferred to the fine stage and both
stages have to be reset. Subsequently, the (sub)frame cycle of the coarse stage splits up
into the parts

Tsub = Tact + Tcharge + Tres0 (6.52)

where Tact, Tcharge and Tres0 are the time intervals needed for the continuous conversion,
charging the transfer capacitor and resetting the coarse stage, respectively.

In the worst case, photon rates in the order of 1× 109 ph s−1 are incident to the sensor
pixel. In the 16-bunch mode, this means that 175 photons hit the sensor pixel per
(sub)frame on average. Subsequently, Tact has to be long enough to allow for the charge
pumps to get rid of the equivalent sensor charge of 175 photons. At a pump frequency of
200MHz and a charge package of 8 photons, the coarse stage needs 105 ns to reduce the
charge to an equivalent of 7 photons. This residual can then be transferred to the fine
stage. Subsequently, the lower limit for Tact is given as Tact,min = 105 ns which leaves 70 ns
for the sum of Tcharge and Tres0. While the coarse stage reset takes about Tres0 ≈ 20 ns,
figure 6.40 shows a simulation that allows determining Tcharge. At an example residual
voltage of Vout0,r = 540mV, the charging process of Ctran is initiated at t = 0 s. It is
assumed to be completed as soon as the voltage on Ctran deviates from Vout0,r by a voltage
that corresponds to 10% of a 30 keV-photon (≈ 2mV for Cfb0 = 54 fF). As demonstrated,
for Cdet = 500 fF, the simulated charging time is Tcharge ≈ 67 ns.

Equation 6.27 in section 6.2.1.4 shows that the front-end’s input capacitance which is
dominated by the pixel sensor capacitance Cdet plays an important role in the bandwidth
of the coarse stage CSA. Subsequently, it is expected that Tcharge is influenced by Cdet.
Figure 6.41 shows a plot of Tcharge for different values of Cdet. Here, Tcharge has been
determined in the same way as in figure 6.40.

As demonstrated, whether the current front-end design can achieve a count rate of
1× 109 ph s−1 in the 16-bunch mode depends on the front-end input capacitance Cdet. For
example, with a conservative estimation of Cdet = 500 fF, the transfer time is

Ttran = Tcharge + Tres0 ≈ 87 ns > 70 ns. (6.53)

In an optimistic case of Cdet = 200 fF, it is roughly 72 ns which would be very close to the
target. However, this simulation has been performed with a typical process corner. Slower
corners are expected to have longer transfer times.

Thus, in the optimistic setting of Cdet = 200 fF, the simulation predicts that the front-end
is very close to reaching a sustainable count rate of 1× 109 ph s−1 in the most challenging
conditions of the 16-bunch mode. This topic will be revisited in the following simulations.

6.5.5 Photon Count Rates

This simulation is concerned with the maximum photon counting rate Rph,max that the
analog front-end can keep up with. As already hinted at in the previous simulation, Rph,max

largely depends on the bunch mode, or more precisely, the (sub)frame length, the front-end
is operated at.

At long enough (sub)frame lengths, the sustainable rate is dictated by the chosen charge
pump frequency and coarse stage charge package size. For a frequency of 200MHz and
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Figure 6.41: Analog simulation of the charge transfer time for different pixel sensor capac-
itances Cdet. For the determination of Tcharge, the point in time at which the
CSA coarse stage’s output voltage has reached its final within a window of
10% of a 30 keV-photon has been used.

a package size equivalent to 8 photons, the maximum count rate for long (sub)frames is
theoretically given as Rph,max,long = 1.6× 109 ph s−1.

In order to evaluate Rph,max,long in simulation, the input current source is tuned to
generate a DC current. This DC current is supposed to represent the average current
flowing through the sensor pixel for an incident 30 keV-photon rate Rph,in. The front-end
is operated in a mode, in which there is no charge transfer to the fine stage. Subsequently,
the coarse stage can perform its continuous conversion throughout the whole (sub)frame
length. At the end of a (sub)frame of 2 µs, the amount of counted photons by the coarse
stage Nph,count = Nph,coarse is evaluated for different values of Rph,in. Dividing Nph,count by
the (sub)frame length results in the corresponding photon count rate Rph,count at a given
incident photon rate Rph,in.

The result of this simulation is shown in figure 6.42. As demonstrated, the simulated
counting rate matches the photon input rate closely until it saturates at ≈ 1.6Gph s−1

which fits the expected Rph,max,long.
In the case of shorter (sub)frames, the fixed transfer time starts playing a larger role.

This is demonstrated in figure 6.43 which shows the simulated photon count rate Rph,max

vs. the (sub)frame length Tsub at different pixel capacitances. In this simulation, the input
photon rate is fixed at 1× 109 ph s−1 and the total charge if injected at the beginning of a
(sub)frame. For each data point, the simulated front-end has executed a full integration
cycle as depicted in the functionality simulation in section 6.5.1. At the end of this cycle,
the coarse and fine stage count values are added.

The x-axis shows the swept (sub)frame length Tsub = Tact + Ttran. More precisely, only
Tact is swept, while Ttran remains at a fixed value throughout the sweep for each individual
input capacitance value Cdet. The Ttran-value for the corresponding size of Cdet is extracted
from the previous transfer time simulation in section 6.5.4. For example, in the case of
Cdet = 500 fF, Ttran has been fixed to 87 ns. This leaves the front-end stages with an active
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1Figure 6.42: Analog simulation of the front-end’s photon count rate at a constant and
steady rate of input photons. The constant input photon rate is simulated
with a DC current source which is scaled to the current generated by an
equivalent rate of photons illuminating a CdTe sensor. The chosen photon
energy is 30 keV.

time of Tact = Tsub − Ttran. In order to extract the photon rate, the amount of counted
photons in the (sub)frame has been divided by the (sub)frame length.

The graph demonstrates the behaviour expected from the transfer time simulation. For
an input capacitance of 500 fF, the front-end can not keep up with the input photon rate
of 1× 109 ph s−1 at a (sub)frame length of 175 ns. Still, it manages to reach a count rate
of roughly 0.73× 109 ph s−1. Only at a (sub)frame length of roughly 280 ns, it manages to
match the input photon rate.

With an input capacitance of 200 fF, the simulated front-end reaches a photon count
rate of roughly 0.93× 109 ph s−1 at a (sub)frame length of 175 ns which is very close to
the aimed for 1× 109 ph s−1. In this case, the front-end catches up with the input photon
rate at a (sub)frame length of roughly 200 ns. The slight deviation of the count rate
plateau from the input photon rate stems from a minor miscalibration of the charge pumps’
packages.

In both depicted cases, the front-end is capable of recording every second bunch of the
16-bunch mode which corresponds to a (sub)frame length of 350 ns.

6.5.6 Front-End Electronics Noise

In terms of noise generated by the readout electronics, there are two different figures of
merit that have to be considered:

1. Baseline noise and dark count rate

2. Counting error induced by readout electronics noise
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Cdet.

The first one is concerned with the question of how often the front-end erroneously counts
a hit when there was no incident photon. This property is governed by the voltage noise
of the CSA baselines. This is due to the fact that, in the case no photon is absorbed in
the sensor pixel, the front-end can only erroneously count a photon, if the variation of the
CSA baselines is high enough for the comparator to trigger.

The second one is concerned with the photon counting error in the case of several or
many photons in an individual measurement. Subsequently, it is governed by a combination
of the noise contributions of the CSAs, the coarse and fine charge pumps as well as the fine
stage comparator.28 Furthermore, the influence of noisy charge package sizes is expected
to be increased, the more often the charge pump applies a charge package where the noise
is expected to increase proportional to

√
Nc/fσCP,single,c/f in both stages. Here, N and

σCP,single denote the amount of applied charge packages and the noise contribution of each
charge package in the coarse (c) and fine (f) stages, respectively.

The following simulation provides insight into the first property. In order to determine
a theoretical dark count rate, the baseline noise performance of both CSAs is studied in a
transient noise simulation. It starts with resetting the coarse stage CSA. After opening the
reset switch, the noisy output voltage value is used to charge the transfer capacitor Ctran.
Then, the coarse stage’s noise stored on Ctran is transferred into the fine stage. Here, the
fine stage output voltage is sampled. This same simulation is repeated 1000 times. The
standard deviation of all of the simulated final voltages in the fine stage is then used as
a measure of the front-end’s total baseline noise σtot,v. This, of course, assumes that the
noise is Gaussian-distributed.

28As discussed in 6.1.1, if the coarse stage threshold is at a high enough value, erroneous pumping by the
coarse stage can be corrected for by the fine stage. Subsequently, noise contributions of the coarse
stage comparator can be considered negligible.
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Figure 6.44: Simulated front-end baseline noise including only the coarse and fine stage
CSA contributions in relation to the input capacitance.

In this simulation, the front-end’s total baseline noise is given by

σ2
tot,v = A2

Cσ
2
c,v + σ2

f,v (6.54)

where σc,v and σf,v are the output voltage noise contributions of the coarse and fine stages,
respectively. With the fine stage feedback capacitance Cfb1 as well as the charge transfer
gain factor AC , the voltage standard deviation is converted into a front-end input referred
equivalent noise charge (ENC):

σ2
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2
e
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(
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1
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σ2
f,v

)
(6.55)

where qe is the elementary charge. Subsequently, the coarse stage CSA dominates the
front-end’s baseline noise performance for the case that AC = 8.

Figure 6.44 shows a plot of this simulation for several input capacitor values. As depicted,
for no extra input capacitance, the total simulated noise is roughly 200 e−. For the highest
simulated value of Cin = 560 fF, this noise rises to approximately 417 e−. As stated in
section 6.2.1.5, the CSA noise is expected to increase linearly with the input capacitance.
For this reason, the data has been fitted with a linear function indicated by the dashed
line. While the general trend of the data seems to resemble a linear relation, there are not
enough data points to make a clear statement.

Reference [8] provides a dedicated dark count rate simulation for XIDer’s digital integra-
tion scheme where the threshold has been set to half a 20 keV photon. Chosen (sub)frame
lengths are in the range of 1 µs to 10µs. For an ENC of 375 e−, an expected dark-count rate
in the order of 1 ph h−1 pix−1 has been determined. In the context of typical experiments
the XIDer detector has been designed for, this value has been deemed acceptable. Also,
in XIDer’s actual energy range of 30 keV to 100 keV, the threshold voltage will be higher
which is expected to further decrease the dark count rate.

Since σtot,inp,ENC ranges from 200 e− to 417 e− in an input capacitance range of 0 fF
to 560 fF, the simulated front-end noise performance is expected to provide sufficiently
low dark count rates. Section 7.2.3 provides a measurement to verify these results. As a
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reminder, the coarse stage’s single, isolated performance is listed in table 6.2 in section
6.2.1. The table lists an input referred noise charge of 385 e− at an input capacitance of
500 fF.
This simulation allows several conclusions regarding the front-end’s baseline noise and
dark count rate:

• Against the contribution of the coarse stage CSA, the fine stage noise contribution
can be neglected.

• Within the scope of the presented data, the baseline noise shows a linear dependency
on the size of the input capacitance.

• Both the simulation presented here and the one discussed in section 6.2.1 result in
comparable values for the noise with 400 e− and 385 e− at an input capacitance of
500 fF, respectively. In this context, it is important to keep in mind that these values
have been determined with completely different procedures. The value presented in
table 6.2 stems from an ac simulation of a single stage, while the value presented
here results from a transient noise simulation.

• The expected dark count rate resulting from the measured baseline noise is expected
to be below 1 ph h−1 pix−1 for typical conditions that the XIDer detector has been
designed and thus fulfills the requirements. Actual dark count measurements are
necessary for verification.

In order to minimize the noise-induced counting error, the charge pumps have to be
designed such that the generated charge packages exhibit a negligible variation. On the
one hand, this is achieved by choosing long current source transistors29 to decrease the
bias current variation. On the other hand, the ASIC needs a low-jitter input clock to
provide a low-jitter time reference for the charge pump clock. Since the influence of the
latter highly depends on the measurement set-up, the charge package noise is studied in
an actual measurement presented in sections 7.2.2 and 7.2.3.

6.5.7 Summary of Simulated Analog Front-End Performance
The simulations above present the analog front-end’s current state. With one exception,
they demonstrate that the most recent iteration is capable of meeting the requirements
set by the XIDer project, at least in simulation. The most important features are:

• Counting linearity: With the correct calibration, the front-end manages to count
photons reliably over a wide dynamic range. In the presented simulation, the average
count exhibits a systematic error of 1 photon at an input charge equivalent to 500
30 keV photons.

• Robustness against large instantaneous charges: Depending on the average
photon flux, pulsed bunch modes like the ESRF’s 16-bunch mode can cause the gen-
eration of large amounts of charge in a short time window30. Up to an instantaneous
input charge equivalent to 200 30 keV-photons, the front-end shows no counting
performance degradation, even for the unrealistic case that the pixel capacitance is
Cdet = 0 fF. A higher pixel capacitance increases this upper limit. For Cdet = 500 fF,

29M1 in figure 6.22 of section 6.2.3
30In this context, short time windows are time intervals in the order of the charge pump period or shorter.
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the range is extended up to 500 30 keV-photons. Both of these values verify that the
simulated front-end provides the capability to cope with the instantaneous charge of
200 30 keV-photons and thus meets the requirement.

• Sustainable photon count rates: For long enough (sub)frames, i.e. Tsub > 280 ns,
the front-end can keep up with an incident photon rate of 1.0× 109 ph s−1 for input
capacitances smaller than 500 fF

• Short (sub)frame count rate: For shorter (sub)frames, the count rate is limited
by the time it takes to charge the transfer capacitor Tcharge. In order to operate the
front-end in the 16-bunch mode at 1×109 ph s−1, Tcharge has to be smaller than 50 ns.
In the current front-end iteration, it is approximately 70 ns for an input capacitance
of 500 fF. As a result, the ASIC can only process every second pulse of the 16-bunch
mode or the input photon rate has to be moderated to ≈ 0.73× 109 ph s−1. At an
input capacitance of 200 fF, the maximum achievable rate is ≈ 0.93 × 109 ph s−1

which is close to the requirement of ≈ 1× 109 ph s−1. The actual input capacitance
which contains the sensor pixel capacitance as well as parasitics on the front-end’s
input line is yet to be determined.

• Baseline noise and dark count rate: At an input capacitance of Cdet = 500 fF,
the simulated input referred noise charge of the baseline noise is roughly 400 e−. At
an input capacitance of Cdet = 200 fF, the baseline noise is reduced to roughly 295 e−.
For these values, the expected dark count rate lies in the order of ≈ 1 ph h−1 pix−1

and below for a photon energy of 20 keV and (sub)frame lengths in the range of 1 µs
to 10 µs. At higher photon energies, the dark count rate is expected to be even lower
due to the increased comparator threshold voltage. For comparison, a photon with
the minimum energy of 30 keV in XIDer’s energy range absorbed in a CdTe31 sensor
generates a charge signal of roughly 6800 e−. Subsequently, the front-end reaches a
signal-to-noise ratio of about 20 which is more than enough to resolve single photons.
Whether the whole detector can achieve this baseline noise and dark count rate
performance, is yet to be determined.

While the underlying device models for simulation are quite sophisticated, these simulations
have to be verified in actual measurements. The sections 7 and 8 provide an overview of a
few selected measurements to verify the front-end performance.

6.6 Submitted Chip Iterations
Since XIDer’s initiation in 2018, there have been six readout chip iterations. Over the
course of the project, the focus and research interest developed from initial concept tests
over readout circuit and sensor characterisation to preparing and implementing modules
for large scale integrations. Figure 6.45 shows images of all the protoypes. While all of
the iterations are denoted with their full names SUS65T* here, the abbreviation T* is
used throughout this work.

SUS65T1
Submitted in November 2018, SUS65T1 was the the first ASIC iteration. Since this was
the research group’s very first submission in the TSMC 65 nm technology, almost all of the
31ϵCdTe = 4.43 eV
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Figure 6.45: Layouts of chip iterations since the foundation of XIDer in 2018. Chip sizes
are not to scale. SUS65T1-SUS65T5 all have the same size of 2 × 2mm2.
SUS65T6 has a dimension of approximately 4× 2mm2.
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included circuit blocks had to be developed from scratch. The chip features two instance of
the core analog front-end design with coarse and fine stages, transfer capacitances, charge
pumps, the corresponding logic blocks as well as comparators. Visible in the top right
corner of the corresponding figure, there is a pad matrix in preparation for the connection
of a bump-bonded sensor both in 100µm and 200µm pixel pitch. Multiplexers allow
connecting the front-ends to the desired input pixel.

On top, the ASIC includes a semi-custom synthesized digital control block with an early
version of the adapted DSSC sequencer32 for the global dynamic control of the front-ends.
The digital block also contains a standard JTAG interface. This interface allows the slow
control of said sequencer as well as 20 instances of 10-bit DACs33 which are concerned
with providing bias voltages and currents. In order to count the coarse and fine stage
pumps, the control block contains two digital counters per front-end. For data readout,
their contents are loaded into a simple output shift register at the end of the sequencer
cycle. Along a serial data link, the contents of this shift register are sent out bit by bit.
This simple data readout structure suffices for the very first prototype iteration. It is the
predecessor to the more sophisticated telegram interface. Also, the design does not yet
feature RAM cells.

The outer pad ring features 80 wire-bond pads with custom-designed CMOS and LVDS
I/O drivers. 28 of these pads in the top-right corner are reserved for a possible wire-bond
connection of a pixel matrix, which is supposed to be bump-bonded to another interposer
PCB. The only purpose of this approach is to provide extra flexibility in the sensor
connection since CdTe proves to be difficult to handle. However, the wire-bond pixel pads
have never been used throughout this project. In addition, there are several other building
blocks to the left side of the chip which are not associated with the XIDer project.

SUS65T1 had several purposes to fulfill. Most importantly, since it was the first the
group’s first TSMC65 design, the ASIC acted as a proof-of-concept for the correct set-up
of the design environment and tools. At the same time, it was supposed to demonstrate
the functionality of the chosen front-end concept on a basic level. And with a confirmation
of functionality, first insights into the ASIC-sensor interconnection as well as sensor
characterisation measurements were planned. While the general functionality of all the
auxiliary blocks like the pad drivers, the sequencer, the JTAG interface and the DACs was
confirmed, it turned out the SUS65T1 has a major problem. One of the bias DACs for
charge pumps in the analog front-end is connected with the wrong polarity. Unfortunately,
there is no way to fix this problem externally which is why the basic front-end functionality
could not be verified.

SUS65T2
Only half a year after SUS65T1, the second iteration SUS65T2 was submitted for manufac-
turing in May 2019. The general structure remained the same. Alongside the fixed DAC
connection, the chip featured additional test structures dedicated to the front-end and
sensor characterisation. SUS65T2 allowed confirming the basic front-end functionality and
provided insight into its counting linearity performance as well as necessary calibration
steps. For more information, the interested reader is referred to [87].

Besides the front-end characterisation, SUS65T2 also gave access to sensor prototype
characterisation. It allowed developing and evaluating a bump-bonding process for proto-
type ASIC-sensor interconnection (see 8.2) and gave the first insights into the performance
32See section 6.3.3.1
33see section 6.3.1
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of ASIC-sensor assemblies. Apart from simple lab tests with LEDs and lasers, SUS65T2
has also been succesfully employed in the project’s first on-site beamline tests at the ESRF.
Section 8.3.1 presents one of these measurements. Further information can also be found
in [7].

SUS65T3

With the insights gained from SUS65T2, XIDer’s third readout ASIC iteration has been
submitted in May 2020. SUS65T3 poses a significant upgrade in the direction of large
scale integration. Instead of multiplexing the pixel pad matrix onto only a few front-ends,
this ASIC features a one-to-one direct pixel-to-front-end connection for each pixel pad.
Supporting either a 100µm or 200µm 4x4 pixel matrix, there are 16 front-ends which
allow a parallel readout of all of the pixels at once. Besides, the front-end design has been
optimised for better noise performance, decreased power consumption as well as improved
charge pump linearity following the guidelines presented in the sections 6.2.1 and 6.2.3.
Also, SUS65T3 is the first chip iteration to employ a fine stage which trades performance
and speed for even lower power consumption. In addition, every channel now contains
a 16-bit RAM storage with 256 words each. The implemented RAM cell is the initial
iteration of the full-custom design presented in section 6.2.7.

In the digital domain, there has been a major redesign of the data handling. Instead
of the simple shift register readout structure of SUS65T2, the global control block has
been expanded with the telegram interface that controls the data flow into and out of the
channel-wise RAM cells. Additionally, every channel on SUS65T3 features a local data
merger block as described in section 6.2.6.

Unfortunately, just like one of its predecessors, SUS65T3 is subject to a design oversight.
The LVDS input pads exhibit an undesired polarity inversion which causes the serial tele-
gram input to be inverted. As a result, the ASIC behaved in unforeseen and unpredictable
ways. In principle, this can easily be circumvented externally by inverting the telegram
interface input. Due to the link’s 8b/10b encoding, however, the inversion remained hidden
long enough for a new chip iteration with improved debugging features to be submitted..
This is due to the fact, that the 8b/10b encoding’s control words, like the sync and idle
characters, are invariant to inversion, while data words are not. Additionally, inverted
data words are still valid but they carry the wrong contents. And since the full-blown
simulation of the whole chip used simplified simulation models for the LVDS pads that do
not include the inversion, it passed by into submission unseen. This oversight has been
found only after the submission of the next iteration. As a result, SUS65T3 has barely
been used.

SUS65T4

SUS65T4 has been submitted in May 2021. It features no major changes compared to
SUS65T3. Its purpose was to further investigate SUS65T3’s unexpected behaviour via the
addition of improved debugging capabilities in the digital domain. After the discovery of the
inverted LVDS input pad, SUS65T4 became the flagship of characterisation measurements
and replaced SUS65T2. Selected measurements can be found in the chapters 7 and 8. In
addition, further results are published in [51].
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SUS65T5
With the fifth readout ASIC iteration submitted in September 2021, the design made
another significant step towards large scale integration. While conceptually the same
as SUS65T4, the main upgrade of SUS65T5 lies in the improved and minimized front-
end layout with additional shielding of important signal wiring. As described in section
6.1.4, this layout is built to fit in a 4x4 channel module that has the same area as the
corresponding 100µm-pitch 4x4 pixel matrix. It is designed in a stackable way, such that
one can use it as a basis for large matrices.

Said 4x4 module is placed in the top left corner of the chip right underneath its
corresponding bump-bond pads. For direct performance comparison, the old layout version
of T4 was placed on the same chip. Both layout versions are completely independent and
except for the substrate, they do not share a connection.

SUS65T6
Submitted in October 2022, SUS65T6 is the last chip iteration designed in this work. The
design consists of a 256 (16x16) channel matrix assembled from SUS65T5’s 4x4 core module.
Digital-wise, the chip contains a few bug fixes compared to SUS65T5. Additionally, it uses
a new Aurora protocol-based serializer IP that manages to operate the data output link
at 14Gbit s−1. In terms of analog design, this is the first ASIC iteration to introduce the
comparator and charge pump fine-trim circuits as presented in the sections 6.2.2 and 6.2.3.
Also, there have been a few minor layout changes to further prepare the design for large
scale integration such as improved shielding to prevent crosstalk between the analog and
the digital domain.

The chip submission itself is a collaboration with the STFC [80]. The depicted layout
in figure 6.45 is only one half of the whole ASIC. To the top of SUS65T6, there is another
(not depicted) implementation of a similar ASIC developed by the STFC. Due to the
similarities of the designs and constraints, this shared submission is a first step towards
merging both designs into a single collaboration. As with SUS65T5, both SUS65T6 and
the STFC’s readout ASIC design are independent and only share the substrate.

Due to the effort to design a combined test PCB for both the STFC and the XIDer
project, there have been several delays in the design and manufacturing process of the
characterisation set-up. Subsequently, SUS65T6 could not be tested before this work has
been compiled. A corresponding test PCB with a mounted ASIC has just arrived by the
time this work has been compiled. Its characterisation is currently on-going.
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Besides the design, optimisation and simulation, ASIC characterisation is another large
part of this work. In order to test the performance of manufactured chips, a test set-up had
to be designed and assembled. Since the beginning of this project, said test set-up has gone
through many different iterations all of which included the design of PCBs, firmware and
software. While some of the presented measurements have been performed with earlier1

iterations, this chapter focusses on introducing only the most recent one. Significant
differences will be highlighted when necessary. After the initial set-up presentation, this
chapter shows a few selected ASIC characterisation measurements. The selection verifies
the following simulated properties of the analog front-end:

• Functionality of the pipelined structure with continuous analog-to-digital conversion.

• Photon counting linearity over a wide dynamic range.

• Robustness against high instantaneous input charges up to 200 equivalent 30 keV-
photons.

• Front-end baseline noise equivalent to an input noise charge in the order of 375 e−.

• Transfer time low enough to record (at least) every second bunch in the 16-bunch
mode at a photon rate of 1× 109 ph pix−1 s−1.

In addition, the readout electronics noise-induced photon counting error is evaluated. And
at the end of this section, a measurement that utilizes the histogram readout (see 6.3.3.2)
mode verifies the functionality of the digital control block and on-chip data management
modules. Measurements with a mounted sensor are presented in chapter 8.

7.1 Measurement Set-Up
The latest test set-up iteration by the time this work has been compiled is depicted in
figure 7.1. It features three PCBs:

• Main Board: Is supposed to act as the central measurement platform. It has been
provided by the research group where it is used as a basis in many different projects.
For further reference, it will be called the PETA board. The PCB hosts a Xilinx
Artix 7 [88] FPGA for the transmission and reception of fast and time-constrained
command and data signals. FTDI ICs form a USB-to-FPGA interface for JTAG
configuration and data transmission via/to a connected PC. On top, the board
features several universal test points which can be connected to FPGA outputs for
monitoring.

• ASIC Carrier: ASIC-iteration-specific PCB. ASICs are glued onto and wired-
bonded to this board. Except for a few test points for iteration-specific analog signal
monitors, it is mainly concerned with wiring ASIC signals to the corresponding
FPGA in- and outputs.

1And in some cases quite different
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Figure 7.1: Photograph of the measurement set-up.

• Mezzanine Adapter: Adapter PCB between the ASIC carrier and the main board
which remains unchanged throughout changing ASIC iterations. It implements
universal functions specific to the XIDer project. For example, it includes voltage
dividers for the ASIC supply voltages as well as SMA connectors for different analog
and digital monitors provided by the ASIC. The most important of these monitors
are the buffered output voltages of both stages of one of the on-chip front-ends
as well as the display of digital signals like the charge pump control signals and
sequencer tracks.

All of the universal features of the main and mezzanine boards remain unchanged, while
the carrier boards can be adapted to features of new ASIC iterations. This modularized
approach saves costs and effort.

Figure 7.2 shows a block diagram of the most important set-up structures. The FPGA
on the PETA PCB is the core control unit for measurements. Written in Verilog, the
implemented firmware utilizes an on-FPGA PLL which generates the clock tree. At
the PLL input, there is a multiplexer to choose from two different input clocks. While
one of them is provided externally by e.g. the synchrotron, the other is generated by a
622.08MHz oscillator on the PETA PCB. In addition, the on-board oscillator’s frequency
can be divided by either 2 or 4 to provide more flexibility. As described in section 6.1.3, if
the chosen input clock is generated by the synchrotron, the ASIC root clock has to be
derived from the synchrotron clock with a multiplication factor of 5/4 or 5/2. This is
performed by the PLL’s FPGA. The clock resulting from this multiplication is then used
as the root clock for the FPGA as well as the ASIC.

The color coding in the FPGA block indicates which of the implemented modules
operates in which clock domain. One of these modules is a sequencer control unit which
controls the point in time at which the RUN signal for the on-chip sequencer is sent.
At the same time, it synchronizes the RUN signal to the fast system clock. Another
module is the telegram control which is concerned with sending telegram commands to the
ASIC. Besides the depicted 8b/10b encoder and the serializer, this module also includes
a telegram assembler as well as a sequencer. While the assembler pieces together single
telegrams following the protocol explained in section 6.3.3.2, the sequencer allows running
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Figure 7.2: Block diagram of the measurement set-up.

through a set of pre-defined telegrams. Drawn at the bottom of the FPGA block, there
is the data receiver. After decoding the ASIC’s output data, it checks the contents for
validity. When the data is deemed valid, it is transmitted to the FTDI FIFO on the PETA
board.

The interconnection between the PC and the FPGA is implemented with the depicted
FTDI ICs on the PETA PCB. In this way, both the ASIC and the FPGA can be
programmed from the PC via JTAG by providing the JTAG FTDI IC with the address of
the corresponding device to be programmed. Apart from the firmware bit file, the JTAG
communication with the FPGA also contains control bits for the sequencer control, the
telegram control as well as the data receiver. In addition to the set-up control, data that
is stored in the FTDI FIFO IC by the FPGA can be read out by a Python command in
the set-up software on the PC.

7.1.1 Software & GUI

All of the software employed in the set-up control is written in Python3 [89]. Its core
element is a graphical user interface (GUI) which employs the model-view-controller (MVC)
paradigm wherever possible. The GUI itself is written in PyQt5 [90] and depicted in figure
7.3. As shown, there are four tabs. The currently active one is the Sequencer Tracks tab
which allows configuring the course of all the ASIC’s global sequencer tracks. A display of
their signal sequence to the right is rendered from the set configuration to the left.

Three of the tabs are dedicated to modules of the global digital control blocks on
the ASIC. While the Register Configuration and Sequencer Tracks tabs are concerned
with the ASIC’s JTAG configuration, the Telegram tab allows programming the telegram
sequence generated by the FPGA. Additionally, the GUI allows controlling which input
clock to use and if the ASIC is supposed to be run in triggered or free-running-mode (not
depicted). Also, settings can be stored in configuration files. This enables reusing desired
configurations via the GUI’s load function for future measurements. Apart from the ASIC
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Figure 7.3: Illustration of the set-up control GUI at the example of the sequencer track
configuration tab.

and FPGA configuration, the GUI also includes a live-display of the pixel matrix in the
tab Pixel Map. This feature has been especially useful when aligning the set-up with the
X-ray beam in actual beamline measurements. Section 8.3.1 showcases a few images of
test measurements with a laser.

All of the displayed GUI buttons are linked to underlying functions which can be
accessed with customly written Python scripts. With an implemented command prompt,
this allows for quick prototype tests as well as sophisticated, repeatable measurements in
a well-defined environment. In addition to the depicted functions, the GUI also includes
underlying DAQ functions which store the ASIC output data in structured hdf5 files
together with meta data like the time of the measurement or used configurations.

7.2 Selected Analog Measurements

The measurements presented here are supposed to give insight into the behaviour and
performance of the analog front-end. They are meant to verify the simulations shown in
section 6.5. In order to achieve this, a small set of the most important characterisation
measurements has been selected. These include a basic, qualitative functional test as
well as quantitative noise, linearity and charge transfer time measurements. The latter
are performed to derive a maximum count rate that the analog front-end can achieve
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depending on the chosen (sub)frame length. If not mentioned otherwise, the bias DACs are
tuned such that the coarse and fine stages consume about 90 µW and 30µW, respectively.
This is achieved by setting the corresponding DACs to the nominal values which are
derived from simulation. In reality, the exact biasses are expected to vary from chip to
chip as well as from channel to channel due to manufacturing uncertainties. The size of
this variation has not yet been measured.

7.2.1 Qualitative Integration Cycle Display

One of the very first questions is, whether the on-silicon front-end acts as expected and
predicted by the concepts and simulations. This measurement is supposed to provide
an answer in a qualitative way. For this reason, the front-end has not been calibrated
thoroughly.

The measurement has been performed with T2, i.e. a chip implemented with the
parameters shown in section 6.4 for the ESRF-specific chip iterations. With the help of its
monitoring capabilities, the oscilloscope image in the top of figure 7.4 has been recorded.
Below the image, the sequencer configuration is depicted which goes through the following
steps:

1. Reset the first stage to prepare it for a (sub)frame.

2. Enable the coarse charge pump to execute the continuous conversion in the coarse
stage.

3. Inject input charge with the test injection circuit.

4. Charge the transfer capacitor to initiate the residual charge transfer. This is achieved
by first resetting the fine stage and then closing the Sw0to1 switch.

5. Reset the coarse stage to inject the charge from the coarse into the fine stage.

6. Enable the fine charge pump to execute the continuous conversion in the fine stage.

The measurement has been taken at a system frequency of 125MHz, while the charge
pump clock has reoccuring clock pulses with a frequency of 12.5MHz.

The oscilloscope image shows the signal sequence of the coarse stage in pink, the fine
stage in green and the output of the fine stage’s charge pump logic in blue.2 The depicted
time interval starts with the reset of the coarse stage. At the end of the reset, there is a
slight increase in the coarse stage’s output voltage which restuls from a charge injection
through the reset switch. As soon as the injection is triggered with the falling edge of the
INJECT0 track, the output of the coarse stage rises and settles at a value corresponding
to the injected charge. Since the charge pump logic is enabled, it starts generating control
voltage pulses for the coarse stage charge pump (not depicted). The width and frequency
of these pulses is defined by the ClkCP track. As a result, the charge pump injects
well-defined packages into the coarse stage input which leads to a periodic decrease in the
output voltage of the coarse stage. As soon as the voltage drops below the threshold, the
charge pump stops pumping. Subsequently, the output voltage of the coarse stage remains
at a residual voltage which is below its threshold voltage.

2Unfortunately, the digital monitoring capabilities do not allow a simultaneous display of the charge
pump logic outputs of both the coarse and the fine stages.
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Figure 7.4: Measurement for a qualitative functionality test of the analog front-end of
XIDer’s readout ASIC. The top part shows an actual oscilloscope image with
the buffered output of the coarse stage (purple) and of the fine stage (green)
as well as the monitored output of the fine stage charge pump logic (blue).
Underneath the oscilloscope image, the corresponding configuration of the
global sequencer tracks is drawn for reference. Oscilloscope image taken from
[87]. The terms 1st and 2nd stage denote the coarse and fine stages, respectively.

At the end of the coarse stage’s continuous conversion, the fine stage is reset which is
followed by closing the Sw0to1 switch. With this, the charging process of the transfer
capacitor is initiated. The following reset of the coarse stage injects the amplified residual
charge into the fine stage. As a result, the coarse stage output drops back to the reference
voltage and the fine stage output rises. After completing the charge transfer, the fine stage
performs its continuous conversion. The charge pump enable pulses in blue align with the
periodic decrease of the fine stage’s output voltage. As soon as the output voltage has
decreased below the fine stage threshold, the fine stage stops pumping and the conversion
is completed. This integration cycle shows a close resemblance the simulation in section
6.5.1. As a result, it confirms the basic qualitative functionality of many involved modules,
such as

• the I/O pads and monitoring buffers,

• the global digital control including the JTAG interface, the bias DACs, and the
sequencer,
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• the analog front-end stages with their comparators, charge pump logic units, charge
pumps,

• the charge transfer

• and the test charge injection circuit.

As a side note: It may seem like the fine stage output voltage does not correspond to
8 times the coarse stage output voltage. However, opening the Sw0to1-switch results
in an additional negative charge injection into the fine stage input. Subsequently, the
effective baseline of the fine stage is shifted by this negative input voltage. In an actual
measurement, this effect is mitigated with a proper comparator threshold calibration
that incorporates the baseline shift. Also, subsequent chip iterations after T2 include
optimisations to the transfer switch to reduce the size of the injected charge.

7.2.2 Front-End Linearity
The main task of XIDer’s channel is counting the amount of photons that hit a sensor
pixel. In order to do this, it needs to convert the charge generated by incident photons of
a fixed energy in the pixel sensor to a digital photon count number. In this conversion, the
front-end has to provide a linear input-charge-to-photon-count relation. This measurement
is supposed to verify this linearity for the most extreme case the ESRF has to offer. In
the 16-bunch mode, large amounts of charge are injected into the front-end in a single
pulse. For all the other modes, the constraints on the front-end are much more relaxed as
instantaneous charges3 are lower and (sub)frames are usually longer.

The measurement is performed with a single front-end of T4 and uses the integrated
test charge injection circuit (see 6.2.5). The injection circuit allows injecting a charge Qinj

of known size into the front-end input. After charge injection, the front-end under test
converts the input charge to a digital count Nc which is then read out via the ASIC’s serial
data output link. A sweep through the available DAC range of the injection circuit should
result in a linear proportionality of Nc to the set DAC value. The observed front-end
has been roughly calibrated via measuring the buffered output voltage of the coarse and
fine stages with the help of an oscilloscope. By measuring the size of the voltage steps
induced by the charge packages, the package size has been calibrated to generate steps of
the expected size.

For every injection DAC value, the measurement has been repeated 10000 times. In
every measurement, the front-end is driven through the same cycle. The sequencer starts
with a coarse stage reset, enables the coarse stage charge pump for the coarse continuous
conversion, transfers the residual charge to the fine stage and enables the fine stage charge
pump for the fine continuous conversion. At the end of the fine stage’s conversion, the
final coarse and fine stage counter values are added and read out via the serial output
data link. The injection circuit injects the charge in a very short time interval4 right after
the reset phase of the coarse stage. Subsequently, this measurement directly corresponds
to the counting linearity simulation in section 6.5.3.

Figure 7.5 illustrates the result of this measurement. The upper plot shows Nc on the
y-axis vs. the input charge Qinj on the x-axis. For clarity, Qinj is given in units of charge

3As explained in 6.5, the term instantaneous charge refers to charges that are injected in time intervals
which are shorter than one period of the charge pump clock.

4In this context, very short corresponds to time intervals which are smaller than the period of the ClkCP
sequencer track
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Figure 7.5: Front-end linearity measurement. The x-axis is given in units of 30 keV photons
which would generate the equivalent amount of charge in a CdTe sensor. The
y-axis of the upper plot shows the average amount of photons counted by the
front-end in a set of 10000 measurements per injection setting. Error-bars
indicating the standard deviations of the counted values are included. However,
they prove to be too small to be visible in the chosen scale. Graph taken from
[91] and modified.

equivalent to the charge that is generated by a single 30 keV-photon in a CdTe sensor.
The corresponding values have been calculated from the injection voltage DAC settings. A
setting that injects a charge equivalent to Nph photons with an energy of Eph is given via

DAC_INJECTN,Eph
= Nph

1024Ephqe
ϵCdTeCinjImaxRDAC

, (7.1)

where qe is the elementary charge and ϵCdTe = 4.43 eV is the average energy needed to
generate an electron-hole pair in CdTe. Imax = 256 µA and RDAC = 4kΩ are the maximum
current, the DAC can drive, and the resistance that is used to convert the DAC current to
a voltage. Obviously, this conversion neglects manufacturing uncertainties of the DACs
and injection capacitors. For the investigated front-end, however, the coarse stage output
voltage has been monitored with an oscilloscope for a few example cases. In these test
cases, no significant systematic deviations of the voltage steps induced by the charge
injection to the expected values have been observed.

In order to avoid the non-linearity of the p-MOSFET current source in the peripheral
injection DACs (see sections 6.3.1 and 6.2.5) at high output currents, this measurement
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uses both instances of the charge injection circuit. This is indicated by the dashed blue
line in the plot. The first half of the x-axis is covered by an injection voltage sweep of the
first circuit instance until about half of the maximum voltage. In the second half, the first
instance is kept at this value and the bias voltage of the second injection instance is swept.

The red dashed line indicates the charge amount at which the CSA in the front-end’s
coarse stage is expected to saturate.5 The corresponding value can been calculated from
the CSA’s feedback capacitor Cfb0, and the the dynamic output voltage range of the CSA
∆Vdyn:

Qsat = Cfb0∆Vdyn. (7.2)

This yields an equivalent amount of roughly 37 incident 30 keV-photons. This value has
been confirmed via a beamline measurement with actual photons. For the sake of brevity,
the measurement is not included in this work.

In order to demonstrate the front-end’s counting linearity throughout the whole mea-
surement range, a linear function following the equation

f(x) = mx+ c (7.3)

has been fitted to the data, where x is the input charge, m is the slope and c is the
y-intercept. And in order to exclude any non-linear effects from the coarse stage CSA
saturation, only the data points below an input charge equivalent to 37 30 keV-photons
have been used for the linear fit. The lower plot shows the residuals of the data to the
linear fit.

As presented in the plot, the average amount of counted photons by the front-end
shows a linear behaviour up to the maximum value of the measurement range of roughly
162 incident 30 keV-photons. With the depicted fit values for m and c, the data points
exhibit a maximum systematical deviation of roughly 1 photon at a charge equivalent to
100 incident 30 keV-photons. An important point to mention is that this systematical
deviation not only inlcudes the influence of the analog front-end but also the injection
circuits. Especially at the transition from the first to the second charge injection circuit,
non-linearities are expected. Remarkably, figure 7.5 shows the raw data without any
correction for mismatches between the two instances. And as depicted, there are no
obvious sharp bends at the transition. Arguably, the measured deviation of 1 ADU at
roughly 100 equivalent 30 keV photons might be caused be a mismatch of the two injection
circuit instances. For a clear statement, however, further studies are necessary.

In addition, figure 7.6 shows an example histogram for the counted photons at 140
injected 30 keV-photons. As depicted, the standard deviation is at a level of 0.13 30 keV-
photons. Hinting at the statistical counting error exhibited by the front-end, this will be
more thoroughly discussed in the second part of the following noise measurements.
These results allow three main conclusions:

• For this measurement, the by-hand calibration achieved a remarkable precision.

• In a charge range up to roughly 162 30 keV-photons per (sub)frame, the front-end
has been demonstrated to act linearly with a maximum deviation of about 1 photon
from the linear trend.

• The front-end can handle instantaneous input charges which are significantly beyond
the saturation limit of the coarse stage CSA. As stated in section 6.5.2, the require-
ment for the maximum instantaneous input charge is equivalent 200 30 keV-photons.

5See section 6.5.2 for a detailed explanation of the significance of this point.
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Figure 7.6: Example histogram of the amount of counted photons at an input charge of
140 30 keV-photons.

In reality, however, most of the measurements are expected to operate at significantly
lower instantaneous charges.

With these conclusions, the front-end’s counting linearity is in agreement with the simula-
tions and performs within the constraints set by the conditions at the ESRF. A larger
charge injection range would help to confirm that the counting linearity is maintained up
to the requirement of 200 incident 30 keV-photons.

The main contributor to this linearity even beyond the saturation of the coarse stage
CSA is the charge pump. The charge packages it generates have to be independent on
the input voltage of the CSA. As described in section 6.2.3, this has been achieved by
cascoding the charge pump’s current-source transistor and providing it with a large length.
Said cascode prevents charge injection induced by parasitic capacitances between the
PUMP and DUMP states and mitigates the current-source transistor’s early effect.

7.2.3 Front-End Electronics Noise
Just like the noise simulation in section 6.5.6, this measurement considers two different
noise quantities which are important in different measurement scenarios:

1. Baseline noise and dark count rate

2. Counting error induced by readout electronics noise

Dark counts denote the erroneous detection of photons, when the sensor is not illuminated.
This erroneous detection can be triggered by statistical fluctuations, e.g. readout electronics
noise. In this context, the dark count rate is a measure for how often the detector erroneously
counts a fake/dark photon in a given time interval. This quantity is mostly important
for measurements in which only a few or even no photons at all have been absorbed by a
pixel in a (sub)frame. Examples would be a pixel located in a minimum of a diffraction
pattern where the detector’s single photon sensitivity is most important. In contrast, the
counting error considers the statistical fluctuation of counted photons at a fixed amount
of incident photons.
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Figure 7.7: Comparator sweep procedure to measure the combined output voltage noise of
the coarse and fine stages [92].

Both of these quantities are affected by different noise sources in the detector where a
major distinction between sensor- and readout ASIC-related effects can be made. This
section exclusively discusses the ASIC-related effects.6

Baseline Noise & Dark Count Rate

As discussed in section 6.5.6, the dark count rate induced by electronics noise is mainly
caused by the output voltage noise of both CSA stages.7 This is due to the fact that
only if the statistical variation of the CSA output voltages is high enough to trigger the
comparators, the charge pump is activated and a charge package is counted. Since this is
the most common use case, this measurement assumes a charge package size equivalent to
a single photon such that a single charge pump trigger corresponds to one dark photon.

In order to measure the size of the output voltage fluctuation, a comparator threshold
sweep is performed. This method is depicted in figure 7.7. In each step of the sweep, the
comparator threshold is set to a different voltage, increasing from low to high values. As
long as the threshold voltage is below the CSA output voltage, the comparator output
is active. Vice versa, the comparator output drops to ground as soon as the threshold is
above the CSA output voltage. Measuring the comparator output repeatedly for each
threshold voltage thus results in the depicted S-curve. With no noise at all, this S-curve is
expected to show a sharp, sudden drop between two threshold voltage settings around the
amplifier baseline. In the real world case, however, where both the CSA output voltage
as well as the sampling process of the comparator are subject to noise, the sharp drop
transitions into a smooth S-like shape. In this context, the curve can be understood as a
probability that the comparator will trigger for a given threshold voltage. And the width
of the transition from a probability of 1 to a probability of 0 is a measure for the present
noise in the circuit.

6Since this section is only about noise generated by the readout electronics, the Poissonian nature of
photon counting statistics are excluded in this context.

7Noise in the triggering process of the comparators also has an effect, but has been found to be negligible
against the CSA contributions.
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With the assumption of a Gaussian-like noise distribution, such a behaviour can be
described by the error function. Subsequently, the function

y(x, µ, σ) =
1

2

(
1− erf

(
x− µ

σ
√
2

))
(7.4)

is fitted to the experimental data where y is the comparator trigger probability, x is
the threshold voltage, µ is the amplifier baseline and σ is the standard deviation of the
measured noise.
The actual measurement cycle to implement the threshold sweep works as follows:

1. No charge is injected into the front-end.

2. Reset the coarse stage, then open its reset switch.

3. Initiate the charge transfer by charging the transfer capacitor with the coarse stage’s
noisy output voltage.

4. Transfer the noisy coarse stage output voltage to the fine stage.

5. Read out the fine stage comparator output in a time window of a single period of
the fine stage’s charge pump clock.

6. Repeat the same procedure 10000 times for each fine stage comparator threshold
voltage.

This results in measuring both the noise performance of the coarse and the fine stage
CSAs as well as the fine stage comparator, such that the total measured noise in the fine
stage is given as

σ2
tot,v,f = A2

Cσ
2
CSA,c + σ2

CSA,f + σ2
C,f (7.5)

where AC is the charge transfer gain and σCSA,c/f and σC,f are the noise contributions of
the CSA and comparator in the coarse (c) and fine (f) stages, respectively.

The result of such a measurement is depicted in figure 7.8a. It has been performed
with a single front-end of a T5 ASIC with no extra input capacitance. Subsequently, the
front-end’s input capacitance is dominated by that of the coarse stage amplifier. While
the blue data points show the average of 10000 measurements for each threshold value, the
orange curve shows a fit of the function 7.4 to the data. The extracted amplifier baseline
µ and the standard deviation σ have been scaled from DAC values to corresponding
voltages where a DAC value corresponds to 1mV. In addition, the noise is also given
in the equivalent input referred noise charge in units of electrons. The corresponding
calculation is performed via σtot,v,fCfb1/(ACqe) in which σtot,v,f is the measured noise in
the fine stage in volts.8 AC is the transfer charge gain, Cfb1 is the fine stage feedback
capacitor and qe is the elementary charge. As demonstrated, the measured noise is at an
equivalent input noise charge of (242.6 ± 0.3) e− for the combined contributions of the
coarse and fine stage CSAs and the fine stage comparator.

With the optional on-chip input capacitance Cadd0
9, the noise performance in relation

to the input capacitance can be measured. Figure 7.8b shows a plot of the noise extracted
8In order to refer this value to the front-end input, it is first transferred to the equivalent fine stage input

charge σtot,v,fCfb1/qe. In the end, it has to be converted to the equivlant coarse stage input charge
with a division by the coarse-to-fine charge gain factor AC .

9see figure 6.36 in section 6.5
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(a) S-curve for no extra input capacitance.
Function 7.4 has been fitted to the data.
The resulting parameters are: µ =
(410.471±0.004)mV, σ = (244.6±0.3) e−

0 100 200 300 400 500

200

250

300

350

400

Simulation
Measurement

Extra Input Capacitance (fF)

N
oi

se
 (

e-
)

(b) Measurement with two different values of
input capacitors in comparison with the
simulated noise in section 6.5.6.

Figure 7.8: Comparator threshold sweep measurement to determine noise performance of
the analog front-end including the contributions of the coarse stage CSA, the
fine stage CSA and the fine stage comparator. In the right plot, extra input
capacitance denotes the additional capacitance on top of the parasitic input
capacitance of the amplifier as well as stray capacitance on the input line. The
measurement for 200 fF has been performed with the on-chip capacitance Cadd0

(see figure 6.36 in section 6.5)
.

from comparator threshold sweeps in the fine stage for no extra input capacitance as well
as 200 fF. It also compares these values to the simulation performed in section 6.5.6. As
demonstrated, the measured noise lies in the same order of magnitude as the simulated
values. Out of the two data points, the one for no extra input capacitance shows the
largest deviation with about 45 e−, i.e. roughly 20% deviation. The size of the measured
values is given as (242.6± 0.3) e− and (307.5± 1.6) e−.

As referenced in section 6.5.6, for an ENC of 375 e−, a dark count rate in the order
of 1 ph h−1 pix−1 is expected at photon energies of 20 keV and (sub)frame lengths in the
range of 1 µs to 10 µs [8]. This dark count rate has been deemed acceptable. Subsequently,
for the presented measurement, the isolated front-end fulfills the project requirements.
In addition, the dark count rate depends on the value of the fine comparator threshold.
Usually, it is tuned to a voltage corresponding to charge of a half of an equivalent incident
photon. Subsequently, if the photon energy increases, the fine comparator threshold does
as well. As a result, the dark count rate decreases with higher energies. For this reason,
the dark count rate is expected to be even lower than 1 ph h−1 pix−1 in XIDer’s energy
range of 30 keV to 100 keV.

In order to provide another scale for the measured CSA output noise: A single absorbed
photon with an energy of 30 keV generates roughly 6800 electron-hole pairs in a CdTe
sensor. Subsequently, at the lowest expected input energy, the signal-to-noise ratio of the
tested front-end is given as roughly 22 for an input capacitance of 200 fF.

Unfortunately, with only two data points, it is not yet possible to confirm the linear
relation between the noise performance and the input capacitance. Further measurements
have to be performed. In addition, the same noise measurements also have to be repeated
with connected sensor pixels. In the currently available assemblies, T4 is used which
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exhibits pads with unnecessarily high input capacitances. Future assemblies with T6 will
provide more insight.

Noise-Induced Counting Error

Besides the dark count rate, noise of the readout electronics leads to statistical fluctuations
in the amount of counted photons in individual measurements. While the CSAs and
the comparator contribute in the way discussed above, the charge pumps’ contributions
are related to the statistical fluctuations of their charge package sizes. Their influence
is expected to scale with the amount of applied charge packages Nc/f in the coarse (c)
and fine (f) stages. Subsequently, in measurements with no applied charge package, i.e.
no counted photon, the charge pumps contribute no noise. In contrast, in measurements
with high photon counts, the charge pumps are anticipated to be the dominating source
for statistical counting errors. The expected proportionality of their noise contribution
is given as σCP,c/f ∝

√
Nc/fσCP,single,c/f where σCP,single,c/f is the fluctuation of a single

coarse or fine charge package. As before, the noise is assumed to be Gaussian distributed.
The actual size of the statistical fluctuation in the counting process can be extracted

from the counting linearity measurement executed in the previous subsection 7.2.2. For
this purpose, the following steps have been performed on the previously presented data
plotted in figure 7.5: First of all, the DAC settings which correspond to an injected charge
equivalent to the amount of integer 30 keV photons are identified. For each of these settings,
a histogram is plotted as depicted in figure 7.6 at the example of 140 counted photons. In
the depicted case, almost all of the 10000 measurements performed with the same injection
DAC setting are in the centered bin for 140 counts. Only a small fraction is located in the
neighbouring bins for 139 and 141 counts. Then, for each of the histograms the standard
deviation is extracted to gain a measure for the size of the statistical variation. Arguably,
looking at the histogram for the example case, the standard deviation might not be the
optimal measure because of the coarse binning. However, it can still provide a tendency
for the observed statistical variation. As the last step, the extracted standard deviation for
each of the selected DAC settings is plotted vs. the amount of injected equivalent 30 keV
photons. This is depicted in figure 7.9.

Up to an amount of 45 injected equivalent 30 keV photons, the measurement shows
a standard deviation of 0 photons for almost every setting. With the exception of the
measurement for 20 and 28 counted photons, the front-end has reliably counted the same
amount of injected photons 10000 times for each setting. It is important to note that this
does not mean that there are no variations in the charge pump package sizes. Instead, the
variation is low enough to not be visible in the granularity provided by the front-end, i.e.
30 keV photons with the calibration used for this measurement. At injected charges above
45 equivalent 30 keV photons, the standard deviation starts to increase. In these cases,
the amount of counted photons fluctuates. And as expected, the size of the fluctuation
increases with the amount of counted photons, i.e. with the amount of pumps the front-end
has to perform.

The cause for the higher fluctuations at 20 and 28 equivalent injected photons is
currently unknown. A possible reason could be that the injected charge has not been
mapped correctly onto an integer number of equivalent photons with regard to the front-end
calibration.

Because of the fact that this measurement has been performed with the front-end’s
internal charge injection circuit, it also includes the statistical variation of the injection.
Since the variation of the injected charge is currently unknown, this measurement does
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Figure 7.9: Measured standard deviation of counted 30 keVphotons vs. the amount of
injected equivalent 30 keV photons

not allow a clear statement, whether the observed photon count fluctuation is caused by
the injection circuit or the front-end. In any case, even with the injection circuit included,
the maximum measured counting standard deviation lies below 0.4 30 keV photons up to
a total number of 162 counted photons. With this, the counting error in an individual
measurement introduced by electronics noise can be neglected vs. error sources like the
Poissonian nature of photon counting statistics.

The main contributors to this remarkably low statistical counting variation are the
well-defined charge pump packages. Their low noise contribution has been achieved by
choosing long current source transistors (M1 in figure 6.22, section 6.2.3).

Obviously, in order to make a clear statement of the actual detector performance, these
measurements have to be repeated with an ASIC-sensor assembly and an actual X-ray
source. Results of such measurements can be found in [93].

7.2.4 Coarse-To-Fine Charge Transfer Time

As described in section 6.5.4, the limiting factor to operate the front-end at a photon rate
of 1× 109 ph pix−1 s−1 in the 16-bunch mode is the charge transfer time. As stated there,
the total charge transfer time is given by Ttran = Tcharge + Tres0 and has to be lower than
or equal to 70 ns. In this context, Tcharge is the time needed to charge the large transfer
capacitor Ctran = 432 fF and dominates the sum. Tres0 is the time needed for the coarse
stage reset.

The measurement presented here, is supposed to determine Tcharge as well as show the
effect the coarse stage’s CSA bandwidth on Tcharge. It has been performed with a T5 ASIC
following the procedure:

1. Reset the coarse stage CSA, then disable the reset.
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Res1

Tcharge

Sw0to1

Figure 7.10: Illustration of the charging time Tcharge for the transfer capacitor Ctran by
means of the involved sequencer tracks Sw0to1 and Res1.

2. Disable the coarse stage charge pump.

3. Inject a charge into the front-end with the on-chip test charge integration circuit.

4. Transfer the charge to the fine stage.

5. Enable the fine stage charge pump and convert the injected charge into a digital
value.

6. Read out the digital value.

7. Repeat the same measurement with the same input charge but different values of
Tcharge, i.e. transfer charge time windows.

Instead of using the typical charge package equivalent to a single 30 keV-photon, the
fine stage charge pump package has been roughly calibrated to a charge equivalent to a
15 keV-photon. The reason for this is an increased sensitivity to changes in the transferred
charge. The injected charge is equivalent to roughly 16 15 keV-photon.

The size of Tcharge can be manipulated with the sequencer cycle. It is given as the time
between the rising edge of Sw0to1 and the falling edge of Res1 as depicted in figure 7.10.
By moving the former closer to the latter, Tcharge is reduced.

Figure 7.11a shows the result of such a measurement for varying sizes of Tcharge with
no additional input capacitance. It illustrates the amount of counted photons in the
fine stage after the charge transfer process. Each data point shows the average of 10000
measurements for the same Tcharge setting. The measurement has been taken at a system
frequency of roughly 194MHz which allows Tcharge to be tunable with a granularity of
roughly 5.2 ns.

The plateau at larger transfer times indicates the state in which Tcharge has been long
enough to fully charge Ctran. With a count of 16 photons, this value fits the expectation.
At smaller values of Tcharge, the expected drop of the fine stage count is visible. In these
cases, Tcharge has been too short to fully charge Ctran. Said drop is visible at charging
times below Tcharge,min ≈ 47 ns in the depicted case.

Figure 7.11b shows the same measurement with Cadd0 = 200 fF connected to the front-
end input node. As expected from the simulations in 6.5.4 as well as equation 6.27
in section 6.2.1.4, the higher input capacitance slows down the charge transfer process.
Instead of the previous 47 ns, the fine stage count now starts dropping for Tcharge less
than ≈ 57 ns. Subsequently, the measurement confirms that a higher input capacitance
increases the charge transfer time.

Figure 7.12 shows a comparison of these two measurements with the simulations presented
in section 6.5.4. For the errors of the measurements, half a step size of the timing
granularity has been assumed. Due to the digital counting and time step granularity of
the measurement, a 1-to-1 comparison to the simulation has to be taken with caution,
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(a) No extra capacitance at the front-end in-
put.

(b) Extra input capacitance of 200 fF at the
front-end input via the connection of Cadd0

(see figure 6.36 in section 6.5).

Figure 7.11: Measurement of the transferred charge vs. the transfer capacitor charging
time. The y-axis shows the fine stage count which is roughly calibrated to
15 keV-photons. For each measurement, a charge equivalent to 16 15 keV-
photons has been injected.

though. Still, both simulation and measurement lie in the same order of magnitude, with
with a deviation of roughly 30% and 10%.

This measurement shows that the time the front-end needs for the charging process of
the transfer capacitor is in the order of ≈ 57 ns with an input capacitance of 200 fF. By
adding the necessary coarse stage reset with Tres0 ≈ 20 ns on top, the total transfer time
is given by at least Ttran,meas ≈ 77 ns > 70 ns. Judging from equation 6.52, this leaves
the coarse stage with an active continuous conversion time of Tact,meas ≈ 98 ns. Due to
the planned maximum charge pump frequency 200MHz, the active time can only be an
integer multiple of 5 ns. Subsequently, Tact,meas,200MHz = 95ns. Comparing this to the
requirements of Tact,min = 105 ns10 to achieve a count rate of 1× 109 ph s−1 in the 16-bunch
mode yields the ratio Tact,meas,200MHz/Tact,min = 0.9. As a result, the measured transfer
time is expected to enable recording the 16-bunch mode with a reduced photon rate of
roughly (0.90± 0.05)× 109 ph pix−1 s−1 . Here, an error of one charge pump clock period
has been assumed. This allows concluding that the front-end is close to reaching the
requirement of 1× 109 ph pix−1 s−1 in the most challenging bunch mode. And it confirms
that the front-end is able to record every second bunch at an additional input capacitance
of up to 200 fF which is what this measurement was supposed to verify. At the same time,
a (sub)frame length above 185 ns would increase the front-end’s active time by another
10 ns to reach the goal of 105 ns. Subsequently, expected from this measurement, the
front-end can reach a count rate of 1× 109 ph pix−1 s−1 at a (sub)frame length of at least
185 ns. While these conclusions are true for an input capacitance of 200 fF, it does not
provide a clear statement for the actual detector where the front-end input capacitance
is not yet known. In addition, the actual upper limit for the photon count rate in the
16-bunch mode has to be verified in an actual count rate measurement.

10see section 6.5.4
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Figure 7.12: Comparison of the measured transfer capacitor charging time with the simu-
lation in section 6.5 for different input capacitor values.

Variation of the Coarse Stage CSA Bandwidth

In the previous measurement, bias voltages and currents for the coarse stage are similar
to the values that were used for the transfer time simulation in section 6.5. The bias
DACs are tuned to provide the front-end with a total coarse stage current of roughly 75 µA
which corresponds to a power consumption of roughly 90µW. By changing the power
consumption as well as the ratio of the legs and tails currents, the bandwidth of the coarse
stage CSA can be changed (see section 6.2.1.4). Figure 7.13 shows the influence of the bias
current DACs on the charge transfer time with an input capacitance of 200 fF. In figure
7.13a the overall power consumption is held constant and the tail current is swept. An
increased tail current in relation to the legs current decreases the bandwidth of the coarse
stage CSA. This is visible from the increased Tcharge,min below which the transferred charge
starts to drop. In figure 7.13a, the overall power consumption of the coarse stage CSA is
changed while keeping the ratio of the legs and tail current equal. While the bandwidth
seems to increase with extra power, the effect is barely visible in the resolution of this
measurement.

7.3 Selected Digital Functional Tests
The analog measurements presented in the previous section already verify the basic
functionality of all of the digital blocks including

• the global slow control for ASIC configuration.

• the global sequencer for dynamic front-end control.

• the global telegram interface for the dynamic data management and readout.

• the pixel-wise RAM modules.
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(a) Tail current variation at a fixed legs current
value. The default as given by the setting
of 150 and 160 for the legs and tail DAC
is the depicted case in figure 7.11b.

(b) Sweep of both the tail and the legs current
at the same time, keeping the ratio equal.

Figure 7.13: Influence of the bias DACs on the charge transfer speed.The legs DAC controls
the CSA’s overall power consumption where a value of 150 corresponds to
a roughly 90µW. The choice of the tails DAC can introduce an additional
bandwidth cut where lower current corresponds to a lower bandwidth (see
section 6.2.1.4.)

• the pixel-wise data merger unit for data pre-processing.

In addition, the ASIC’s digital power consumption has been measured at the example of
T5’s 4x4 channel matrix. Its actual size depends on the chosen operation mode. For a
typical setting with a (sub)frame length of 1 µs at a system frequency of 440MHz, a power
consumption of (300 ± 100) µWpix−1 has been evaluated. The large uncertainty stems
from the fact, that it is not possible to seperate the power consumption of the ASIC’s
global blocks from that of the channel matrix. With a higher channel count, the current
consumption per channel is expected to decrease.

In order to demonstrate the chip’s mentioned flexibility in terms of data taking, the
following subsection presents a showcase measurement of the histogram mode explained in
section 6.3.3.2.

7.3.1 The Histogram Mode
The readout ASIC’s histogram mode is implemented via the custom-made telegram
protocol. Instead of storing the amount of counted photons N of a (sub)frame in the
pixel’s RAM storage, the histogram mode allows incrementing the stored value at the
RAM address N . Subsequently, the channel generates a histogram in its RAM module
where each address represents a bin. The following measurement to test this mode has
been published in [73].

In this test, the channel-wise merger has been used to generate data of a known
distribution on-chip. In order to achieve this, the following steps have been performed for
each single value written to the RAM storage:

1. Take a number A from the known distribution

2. Record a dark frame and count N = 0 photons
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7 ASIC Characterisation

Figure 7: Histogram Mode Test

5. Summary337

This article demonstrates the XIDer detector’s need for integrated sophisti-338

cated data pre-processing and data handling logic. The vast amount of gener-339

ated data and di↵erent use cases demand an on-chip data compression as well as340

flexible but easy-to-use ways to adjust the detector to the given circumstances.341

As presented, both the readout ASIC’s channel-wise data handling logic as well342

as the telegram protocol have been designed to match these requirements. The343

amount of configurable options per subframe o↵ers many di↵erent data taking344

and readout modes. Due to the simplicity of the telegram protocol itself, addi-345

tional functionality can easily be added throughout further development. Lab346

and beamline tests confirm the general functionality of the design. The ASIC347

has proven to be stable at an operating frequency of 440 MHz. The final design348

is supposed to run at 880 MHz.349
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Figure 7.14: Graph of the histogram mode test. The blue bars show the input distribution
that have been stored via the on-chip histogram storage mode. The orange
bars show the distribution obtained from the subsequent readout of every
RAM address. Graph taken from [73].

3. Use the merger to convert the N such that N = A

4. Use the telegram command RAM Address is relative to increment the stored value
at the address N = A

After repeating this procedure 36 times, the RAM has been read out. Figure 7.14 compares
the distribution of input values (orange) to the read out contents of the RAM (blue). As
demonstrated, the distribution of the read out RAM contents perfectly resembles the input
distribution. This verifies the histogram mode functionality.

As a next step, it has to be tested with real data. In a planned future measurement,
charge from a known distribution is supposed to be injected into one of the front-end
channels and recorded with the histogram mode.

7.4 Reflections on ASIC Characterisation Measurements

This chapter presents a selection of performed ASIC characterisation measurements
throughout this work. In order to perform these measurements, a full-blown test set-up
has been designed. This includes the design of test PCBs, the development of a test
software framework as well as FPGA firmware for the set-up control and data readout.
The selected measurements are supposed to give insight into the conducted research as
well as the performance of XIDer’s readout ASIC in a laboratory environment.
The most important conclusions to draw from this chapter are:

• With the initial functionality test, all of the custom-designed auxiliary blocks, like
the I/O pads, monitoring buffers, global digital slow control, bias DACs and the
sequencer have been proven to work on a manufactured ASIC
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• The analog front-end’s functionality test has demonstrated the operability of
the continuous conversion in both the coarse and fine stages. Alongside, the charge
transfer procedure between the stages works as expected.

• The test charge injection works as expected. While manufacturing uncertainties
are expected, in the tested cases, the injected charge resembled the expected theoreti-
cal values. However, since the injection will be used as a basis for channel calibration,
the manufacturing variation needs to be studied in a sophisticated measurement for
many channels.

• The front-end exhibits a remarkable counting linearity even under extreme condi-
tions. After a by-hand calibration, the front-end under test has reliably reconstructed
the amount of equivalent photons in a test charge injection sweep. In a range from 0
to 162 equivalent 30 keV photons, a maximum systematical deviation of 1 photon
has been recorded.

• The front-end is capable of handling high amounts of instantaneous charge. In
the linearity measurement, all of the input charge has been injected at once11. Even
though the coarse stage CSA is expected to saturate at an input charge equivalent
to roughly 37 30 keV photons, the front-end kept reconstructing the amount of
photons reliably until the highest measured value of 162 30 keV photons. In the
measured range, the front-end lies in agreement with the simulation presented in
section 6.5.2. In order to ensure that the front-end can achieve the requirement cases
of 200 instantaneous 30 keV photons, another measurement with a slightly extended
input charge range has to be executed.

• For the combined noise contributions of both CSA stages an equivalent input
referred noise charge of (307.5±1.6) e− at an input capacitance of 200 fF has been
measured. This measurement shows a close resemblance with the simulations where
a value of 295 e− has been predicted. With this value, the front-end is expected to
exhibit a dark count rate in the order of 1 ph h−1 pix−1 or less.

• For a fixed amount of incident photons, the front-end’s statistical counting
uncertainty at an input capacitance of 200 fF has been measured. Over the
measurement range of 0 to 162 incident 30 keV photons a standard deviation of less
than 0.4 photons has been determined. With this, the contribution of electronics
readout noise is expected to be negligible vs. other influences like the Poissonian
photon counting statistics. The measurement has been performed with the on-chip
test signal injection.

• The measurement of the minimum necessary coarse-to-fine charge transfer time
without substantial charge losses provides a value of roughly 77 ns for an input
capacitance of 200 fF. With this, a count rate of (0.90± 0.05)× 109 ph pix−1 s−1 is
expected to be achievable in the ESRF’s 16-bunch mode which is off by 10% to the
required 1× 109 ph pix−1 s−1.

The simulation provides a transfer time of roughly 72 ns for an input capacitance of
200 fF which is comparable to the measurement. However, the simulation employs
a harder constraint on the final voltage on Ctran. This is due to the fact that
the measurement’s granularity is limited by the fine charge package size. As a

11In this context, at once means in a time window shorter than the charge pump clock period
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comparison, the measurement provides a charge resolution of 0.5 30 keV photons,
whereas the simulation demands the voltage on Ctran to settle within an area of 0.1
30 keV photons of its final value. While in principle the package size used in the
measurement could be reduced further to reach a better resolution, a more thorough
calibration is needed. In parallel, a higher system frequency would also increase the
measurement resolution.

A possible improvement to the transfer time can be achieved by decreasing the size
of the transfer capacitor. This is currently being discussed.

All of the stated results have only been verified with single readout ASIC channels.
Variations between channels are expected and will be studied in future measurements.
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8 ASIC-Sensor Assembly Measurements

In parallel to the ASIC development in Heidelberg, the ESRF has collaborated with
Acrorad [94], Redlen Technologies [55], Due2labs [95] and Polymer Assembly Technology
[96] for the design and submission of CdTe and CZT sensors as well as the assembly
of ASIC-sensor prototypes. From the beginning of the project, the XIDer collaboration
chose to perform sensor characterisation measurements with the readout ASIC designed
in Heidelberg. In order to achieve this goal, a tight collaboration between the labs at
Heidelberg University and the ESRF was and still is necessary. This includes the design
of test set-ups, sharing and development of software/firmware, and system operation in
beamtimes.

This chapter gives an overview of the ASIC’s capabilities in the environment it is
meant to be used in. Starting from an overview of the assemblies built throughout the
project and the assembly procedure, it showcases a few selected milestone measurements
performed with assemblies in Heidelberg and in ESRF beamlines. Besides the assembly
characterisation, these measurements also focus on functionality and performance tests
of the detector concept. For a more thorough and deep analysis of assembly and sensor
characterisation measurements performed within the XIDer project, the reader is referred
to [93].

8.1 Assembly Prototypes
Both T2 and T4 ASICs1 have been used in assemblies with sensor prototypes. Table 8.1
shows a list of all the different available combinations. Besides the CdTe and CZT versions,
the list also features GaAs:Cr assemblies. However, these are yet to be tested as they were
deemed lower priority due to their less efficient absorption at the high energies required.

The CdTe sensors have been manufactured by Acrorad [94], while the (HF)CZT2 sensors
have been produced by Redlen Technologies [55] and post-processed by Due2labs [95]. In
addition, the GaAs:Cr sensors have been acquired from Tomsk State University [97]. While
all of the CdTe sensors exhibit a thickness of 1mm, the CZT sensors are 2mm thick. With
the exception of the first few prototypes, the ASIC-sensor assembly, has been performed
by Polymer Assembly Technology [96]. The corresponding procedure is explained in the
following section.

8.2 Assembly Procedure
Figure 8.1 shows a to-scale comparison of a T2 ASIC and a CdTe sensor prototype. The
CdTe sensor prototype contains several 4x4 pixel matrix structures with different pixel
pitches. This is due to the technical fact, that the purchased sensors needed to have a
minimum size of 4mm× 4mm. So, instead of ordering several different prototypes with
an individual matrix each, a single prototype with several different matrices has been

1See section 6.6 for a list of submitted ASIC iterations.
2HF stands for high flux as explained in section 3.3.2
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ASIC Pixel Pitch [µm] Sensor Material Amount

T2 100 CdTe(ohmic) 3
CdTe(Schottky) 5

GaAs:Cr 3
200 CdTe(ohmic) 4

CdTe(Schottky) 3
T4 100 CdTe(ohmic) 4

CdTe(Schottky) 4
200 CdTe(ohmic) 4

CdTe(Schottky) 4
GaAs:Cr 4

CZT 5

Table 8.1: List of produced XIDer prototype ASIC-sensor assemblies.

designed. In order to shield the individual matrices from their surroundings, additional
guard ring structures are added. Most of the pixel matrices of interest for ASIC-sensor
interconnection are placed in corners of the sensor prototype such that they can be placed
on top of the ASIC without blocking any mandatory wire-bond pads.

The geometries of the ASIC prototype and the sensor impose a challenge on the bump-
bonding process. As depicted in figure 8.1, when connecting one of the 4x4 matrices to
the ASIC, only a small fraction of the sensor actually rests on the ASIC. Subsequently,
mechanical support has to be added underneath the sensor overhang. Otherwise, the sensor
employs a torque on the 16 bump-bonds which is large enough to break the connection.
As an aside, while this is a challenge for the assembly of small-scale prototypes, the final
detector will use ASIC and sensor geometries, such that the sensor can actually rest on
the ASIC without a mechanical support.

In order to cope with these difficulties, the following assembly procedure has been
developed. For reference, figures 8.2a and 8.2b show images of an example assembly built
with it. The procedure starts with glueing a carrier structure made from ULTEM for both
the ASIC and the sensor onto the PCB. In a pre-defined cut-out area the ASIC is glued
onto the ULTEM-carrier. Then, the ASIC is wire-bonded to the PCB and stacks of gold
studs are placed on the ASIC sensor and guard ring pads. After covering the CdTe sensor
pads in silver-epoxy glue, the sensor is flipped onto the ASIC and glued to the ASIC as
well as the ULTEM carrier.

In this configuration, the upwards-pointing back-side of the sensor is connected to a
wire via conductive glue. This wire is used to bias the sensor back-side contact to a high
voltage in the order of several hundred negative volts in relation to the pixel contacts.
While this presented procedure has initially been developed for CdTe sensors, it has also
been successfully applied to CZT and GaAs:Cr sensors.
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Figure 8.1: Images of a T2 ASIC and a CdTe sensor prototype placed on top of each other.
The ASIC’s pixel pad matrix is aligned with the 100µm pixel pitch matrix in
one of the cornser of the sensor prototype to illustrate what a bump-bonded
assembly would look like. The size relation of the ASIC and sensor are to-scale.
Sensor image taken from [7]. Illustration taken from [92] and modified.

8.3 Selected Measurements
This section presents a few of the milestones in the XIDer project that were achieved with
ASIC-sensor assemblies. It includes:

• Functionality test with very first ASIC-sensor (CdTe) assembly

• Dynamic range and linearity measurement with CdTe at the beamline BM05

• Bunch synchronisation with a CdTe sensor at the beamline BM05

• Preliminary afterglow measurements with CdTe sensors at the beamline BM05

While the first measurement is of qualitative nature, the others demonstrate the current
prototype assembly performance in comparison to the project’s requirements. Since these
measurements have been taken at different states of the project, the employed ASIC
control and readout environment has gone through ever-improving iterations. However,
the overall architecture for employed measurement set-ups is similar to the one explained
in section 7.1 for most of the measurements. Significant differences that have a substantial
impact are explained where needed.

8.3.1 Assembly Functionality Test
The project’s very first assembly formed by a T2-ASIC and an ohmic 200µm-pixel pitch
CdTe sensor has been tested in Heidelberg. In this simple test, the set-up depicted in
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(a) Top view (b) Side view

Figure 8.2: Images of an ASIC-CdTe sensor assembly taken from [91].

figure 8.3 has been used. At the bottom, there is the PCB stack with the topmost ASIC
carrier. Mounted to the carrier, there is a 3D-printed cap with a small opening as well as
a cut-out slot at the top. This cap surrounds the assembly and covers it from external
stray light. The slot at the top acts as a mount for a 642 nm laser which is aligned with
the sensor. With a custom control PCB designed by the research group, the laser can be
controlled via digital control signals. These are provided from the same FPGA that is
used for the ASIC control as well as the data readout. With a remotely controlled HV
source, the sensor back-side is biassed at −400V. All of the involved components, i.e. the
FPGA and the HV power supply, are connected to a PC via the FTDI USB interface and
a GPIB interface.

The purpose of this measurement is to qualitatively verify that the assembly procedure
produces functional ASIC-sensor assemblies. For this purpose, the laser is roughly aligned
with a sensor pixel. After the alignment, the whole 4x4 matrix is read out via the readout
ASIC.

(a) Actual laboratory image (b) Schematic drawing

Figure 8.3: Measurement set-up for assembly functionality test with a laser. This is one of
the initial set-up iterations which uses the ESRF-specific DMAK/DBLOCK
instead of the PETA mainboard. Since it fulfills the same purpose as the
PETA board, details in their technical differences are skipped throughout this
section. Images are taken from [92].

144



8.3 Selected Measurements

Figure 8.4: Heat maps taken with the T2-CdTe prototype assembly to determine the laser
position and verify the success of the bump-bond procedure. Taken from [92].

A few images recorded in this measurement are shown in figure 8.4. They have been
taken at a system frequency of 125MHz with a charge pump clock frequency of 12.5MHz.
With a (sub)frame length of 4 µs, the default sequencer track configuration as depicted
in 6.3.3.1 has been used. For each of the 16 pixels, the depicted heat maps indicate the
counted photons per (sub)frame in the corresponding ASIC channels. As demonstrated,
the readout shows a clear image of the laser’s current position. An important point to
mention here is that the depicted laser positions next to the read out heatmaps have been
estimated by eye and do not represent a precise measurement or alignment. Also, since
this measurement does not aim to precisely count photons of a given energy, the ASIC has
not been calibrated thoroughly.

This result verifies that the employed assembly exhibits functional pixel-to-channel
connections. Additionally, it shows that the ASIC channel manages to read out the charge
signal of its corresponding CdTe sensor pixel and convert it into a digital value. More
thorough assembly performance measurements with quantitative analyses are discussed in
the following subsections.

8.3.2 Beamline Measurements

All of the following measurements have been performed at the ESRF’s BM05 beamline.
The research presented here has been performed in close collaboration between the ESRF
and Heidelberg University. Researchers of the ESRF’s Detector & Electronics Group
adapted the existing ASIC characterisation set-up to conditions and needs at the beamline.
This also includes planning the performed measurements in terms of goals, execution and
schedule as well as subsequent data analysis.

At the same time, the author contributed support on a firmware and software level
for the set-up control and data readout. This includes contributions to the measurement
preparations and the execution at the beamline. The software implemented for beamline
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Figure 8.5: Schematic drawing of the measurement set-up at the beamline BM05. Taken
from [91] and modified.

measurements is based on an underlying set-up control and data readout framework
explained in section 7.1.

8.3.2.1 Beamline Set-Up

A schematic drawing of the beamline measurement set-up is shown in figure 8.5. X-rays
radiated from the electron bunches in tangential direction to the synchrotron storage
ring propagate through a monochromator. Here, the energy of X-rays incident to the
measurement set-up is tuned to the desired value. Behind the monochromator, there is
an air-pressured automated filter box which allows placing a set of metal filters into the
X-ray beam path. Depending on the X-ray energy the choice of the amount of filters, their
thickness as well as the filter material allows controlling the X-ray beam intensity incident
to the measurement set-up. For example, for smaller energies in the range of 30 keV, Al
filters with a thicknesses in the order of several 100µm up to milli-meters can be used. For
harder X-rays in the range of 60 keV, Molybdenum filters with thicknesses in the order of
several 10 µm are employed.

After the filter box, the beam passes through a reference silicon photo-diode with a
thickness of 500µm. Recording its output current provides an indirect measurement of the
current beam-flux to provide a reference. Finally, the XIDer assembly is placed behind
the diode to measure the incident x-ray photon flux.

An image of this set-up is shown in figure 8.6. After the filter box (not depicted),
the beam enters the set-up in the depicted angle from the right. The XIDer assembly
prototype is covered by black tape on the readout PCB to the left. The reference diode is
placed in the grey aluminum block with the black opening in the bottom mid part of the
image.

In addition to the set of filters, the beamline also features two tunable slits to control
the cross-sectional beam size. Prior to every measurement, these slits have been used to
center the beam on the XIDer assemblies. In order to achieve this, a Basler camera has
been used to track the beam position, size and uniformity. Furthermore, a shutter allows
blocking the beam completely from the measurement set-up.

To calibrate the used assemblies, an automated calibration procedure has been developed
at the ESRF. It is performed with the on-chip test signal injection which in turn is calibrated
with the analog output buffers of the coarse and fine stages. A detailed explanation can
be found in [93].

All of the presented measurements have been performed with single pixels of the employed
assembly prototypes. In order to exclude parasitic edge effects from the measurements,
only pixels in the center of the 4x4 matrices have been chosen.
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Figure 8.6: Photograph of XIDer’s measurement set-up at the ESRF beamline BM05 taken
by Morag Williams.

8.3.2.2 Dynamic Counting Rate Range & Linearity

One of the most important requirements of the XIDer detector is a high dynamic counting
range up to 1× 1011 ph s−1mm2 while maintaining single photon sensitivty for pixels with
low flux. With a planned pixel pitch of 100µm, this corresponds to a required photon
counting rate of 1× 109 ph s−1 for each pixel.

Subsequently, beamline measurements have put a focus on measuring the maximum
counting rate that can be achieved with the assembly prototypes. This subsection focusses
on a dynamic range measurement performed with a T4-CdTe assembly. The used assembly
exhibited a pixel pitch of 100µm and the measurement has been performed with the
ESRF’s 7/8+1 bunch filling mode3, which corresponds to quasi-continuous illumination.
Figure 8.7a shows the underlying pattern that these measurements have been performed
with. Each depicted data point shows the amount of counted photons by a single pixel of
the XIDer assembly with a (sub)frame of 2 µs. In this (sub)frame, the active integration
window is 1.65µs. After biassing the sensor, the assembly is put in a rest-state for 10min,
i.e. 600 s, without X-ray irradiation. This time is necessary for the sensor charge trapping
and detrapping dynamics to reach an equlibrium state4.

After the initial idle-time, the assembly is irradiated with different X-ray fluxes tuned
by the filter settings. In the depicted case, the filter settings are swept through from the
strongest to the weakest attenuation in steps of 500 µm thickness of Al. For each filter
configuration, the XIDer prototype assembly is irradiated for 2min. In between each

3see section 2.3.4
4see section 3
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(a) Recorded flux pattern.
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Increasing fluxes probed on a 100 µm assembly
Al filters are used to attenuate the beam (2 min per filter)

(b) Extracted photon rates vs. photo-current
measured in reference diode.

Figure 8.7: Front-end linearity measurement at the ESRF’s beamline BM05.[98]

setting, the main beamline shutter is closed for 5 s to simplify the separation of different
filter settings in the data analysis. The chosen X-ray energy is 30 keV which the assembly
has been calibrated for.

Plotting the mean of the plateaus for each filter setting vs. the reference diode current
leads to the graph shown in figure 8.7b. In the mean calculation, the plateau edges, i.e.
the initial as well as the final 10% of the data points of each plateau, are excluded. In
addition, a line has been fitted to the data points to examine the counting linearity.

As demonstrated, the studied pixel shows a linear behaviour up to a point of roughly
130 ph pix−1 subfr−1. With a (sub)frame length of 2 µs, this corresponds to a photon count
rate of 6.5× 107 ph s−1 pix−1. Above this point, the data points are subject to an artifact
which stems from the fact that the detector has not been synchronised to the synchrotron
for this measurement. If charge enters the front.end while the charge transfer is ongoing,
this charge is not converted by the coarse stage. Instead, it is transferred to the fine stage.
For low rates, the fine stage can cope with a little extra charge. At higher rates, however,
the additional integrated charge drives the coarse stage output to the upper supply voltage
before the charge transfer is finished. Any extra charge entering the front-end beyond this
point can not be transferred to the fine stage and is inevitably lost. The plot denotes this
area as Fine stage is saturating.

In future measurements, the detector is planned to be synchronised to the synchrotron,
such that one can carefully align the detector’s (sub)frame to the synchrotron bunch
structure. This will allow aligning the charge transfer window with the gap in the 7/8+1
mode (see section 2.3.4). Unfortunately, the mentioned input switch in section 6.5 can not
be used here. Indeed, it fulfills the purpose of disconnecting the pixel from the front-end
and preventing charge from entering the front-end while the charge transfer is in progress.
However, the charge that builds up on the pixel capacitance during this time and in this
bunch mode has been underestimated in the initial design. For the chosen charge transfer
time, the charge build-up drives the voltage on the sensor capacitance to such low values,
that the switch starts conducting. For future iterations, different input switch architectures
are under development.

8.3.2.3 Bunch Synchronisation

As demonstrated in the previous subsection, in order to create well-defined conditions for
experiments, the detector has to be synchronized to the storage ring. More precisely, the
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Figure 2: Diagram illustrating the orbit scan data taking principle: by changing the delay
between the bunch arrival signal and the start of the XIDer subframe, di↵erent sections
on the photon induced signal can be probed.

peak shown in Figure 3 is not the bunch width, since each data point is the
integration of charge over the 102 ns active subframe. The width peak cor-
responds to the delay settings at which the bunch is within the active XIDer
subframe. For an instantaneous photon bunch, the peak width in the orbit
scan data would span delay values of approximately 102 ns. For PAT25 at a
XIDer output value of 10 eq. 30 keVph pix−1 subf−1, the output is equal to or
above this value over delay settings of 136.0 ns, while if a cut-o↵ threshold of
40 eq. 30 keVph pix−1 subf−1 is used this range becomes (91.4 ± 4.3)ns.

As previously stated, high-Z sensor material performance under high flux
is important to the XIDer project goals. A similar measurement to the
orbit scan was performed for XIDer assemblies with both investigated sensor
materials, focusing on the after-signal recorded in the inter-bunch gap under
di↵erent fluxes. It should be noted that the sensors were reversed biased
at −500 V and −1 kV for CdTe and CZT respectively to maintain similar
electric fields despite the di↵erence in sensor thickness. Three configurations
of Al filters inserted into the beam path were selected to achieve three flux
points. Figures 4 and 5 present the data sets recorded with PAT25 and
PAT39. The small flux di↵erence recorded between the filter configurations
is due to the changing current of the EBS storage ring over time.

The XIDer readout was configured with an active subframe length of ap-
proximately 102 ns and a total subframe length of approximately 1.4µs. Each
assembly was calibrated for 10 keV photons, despite the 30 keV photon beam,
to achieve a higher resolution measurement of the after-signal. Under this
configuration, the XIDer output saturated at 21.3 eq. 30 keVph pix−1 subf−1

for both assemblies. In Figures 5 and 4, the data is re-scaled into units of

6

Figure 8.8: Orbit-scan measurement pattern. With the ESRF-designed Bunch Clock Delay
Unit (BCDU8), XIDer’s (sub)frame start is shifted along the synchrotron orbit.
[99]

(sub)frames of the detector have to synchronized to the orbit frequency of the electron
bunches. Only then, one can ensure that X-ray pulses hit the detector at a determined
instant of time in the (sub)frame window.

In terms of XIDer, this synchronisation is achieved by deriving the ASIC root clock
from the synchrotron’s RF clock as described in section 6.1.3. By correct choice of the
(sub)frame length via the front-end sequencer configuration as well as the amount of IDLE
words in the telegram protocol, (sub)frames can be aligned with the X-ray pulse structure
(see sections 6.3.3.1 and 6.3.3.2). The following presentations are loosely based on the
contents of [99].
The goals of this measurement are:

• Verify that XIDer can be operated synchronously to the electron bunch orbit.

• Verify that XIDer is capable of resolving single X-ray pulses generated by single
electron bunches in pulsed modes.

In order to do so, the measurement pattern depicted in figure 8.8 has been applied.
Performed with the ESRF’s 4-bunch mode5, the pattern’s idea is to shift the (sub)frame
starting point along the pulse train. For each of the start-shift settings, XIDer is read
out. When sweeping the length of this shift over a whole orbit period, the 4 pulses with
a ≈ 705 ns-spacing should be resolved. As depicted in the figure, the chosen effective
(sub)frame length is 102 ns.

Technically, the (sub)frame shift is implemented with an RF clock-synchronous trigger
which is provided by the ESRF-designed Bunch Clock Delay Unit (BCDU8). The timing of
this trigger can be programmed in multiples of the RF clock period. With a Verilog module
implemented on the ASIC-control FPGA, the trigger signal is used to start XIDer’s data
acquisition. With the monochromator, an energy of 30 keV has been chosen for the X-ray
photons incident to the mesurement set-up. The employed XIDer prototype assembly
used a T4 ASIC and an ohmic CdTe sensor and was calibrated for 30 keV photons. In
addition, a Basler camera has been used to ensure the beamline uniformity across the
XIDer assembly. The detector prototype was operated at a system frequency of 440MHz
with a charge pump clock frequency of ≈88MHz.

Figure 8.9 shows the result this so-called orbit-scan measurement. Each of the data
points is represented by an x and shows the mean of roughly 8000 measurements with a

5Equal to the 16-bunch mode, but with 4 electron bunches in the storage ring
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8 ASIC-Sensor Assembly Measurements

Figure 3: Orbit scan over the EBS orbit, with 4 705 ns-spaced bunches, in steps of 8.5 ns.
The data is from front-end 5 of PAT25 (CdTe-ohmic), calibrated for 30 keV photons.

eq. 30 keV ph pix−1 subf−1. At this energy, the calibration of the fine stage is
found to be less reliable due to the noise level, therefore only data from the
first readout stage is considered in this analysis.

For the lowest flux points, the delay scan data sets recorded with CZT
and CdTe sensor materials are comparable to each other and similar to that
presented in Figure 3. If any after-signal is present, it is below a single photon
over a subframe and is discarded during digitisation. A clear distinction, how-
ever, can be made between the sensor materials at the two higher flux points,
where a significantly higher after-signal is recorded between the bunches with
the CdTe sensor material. A near constant after-signal is seen for a flux of
19.0 Gph mm−2 s−1. For a flux of 39.5 Gph mm−2 s−1, the inter-bunch signal
is approximately constant near a value of 7.8 eq. 30 keVph pix−1 subf−1 for de-
lays 0.43 µs, after which the signal falls to a less stable plateau oscillating
around 4.1 eq. 30 keVph pix−1 subf−1. A decreasing profile can be expected,
as after-signal components from charge detrapping will decay in amplitude
with time components linked to the trap energy level, ranging from ms to h.

Assembly PAT39 presents a di↵erent data trend at the higher fluxes.
At a flux of 20.9 Gph mm−2 s−1, the measured after-signal is negligible and
almost indistinguishable from the 10.8 Gph mm−2 s−1 data set. A clear
after-signal is only recorded with the CZT sensor material under the high-
est flux of 42.4 Gph mm−2 s−1, but remains at the significantly lower value
of 5.1 eq. 30 keVph pix−1 subf−1 than that observed when using CdTe. The

7

Figure 8.9: Orbit scan of the ESRF’s 4-bunch mode performed with a XIDer prototype
assembly. The assembly was equipped with an ohmic CdTe sensor.[99]

single XIDer front-end in the same setting. Due to calibration issues that led to unreliable
fine stage counts, the measurement has only been performed with the front-end’s coarse
stage which is why count values only appear in multiples of 8. The x-axis shows the
corresponding (sub)frame shift setting with a chosen step size of 8.5 ns. The maximum
shift setting is given by the storage ring orbit period which is roughly 2.8 µs.

As depicted, the pulses generated by the 4 electron bunches in the synchrotron storage
ring are clearly seperated. Estimating the mean time difference of the rising edges yields a
distance of (707± 4) ns which is in agreement with the actual bunch separation of roughly
705 ns.

As a summary, this measurement fulfills its goals as it demonstrates that XIDer has
been synchronised to the storage ring successfully and that XIDer can indeed resolve single
X-ray pulses generated by single electron bunches. However, it also points at the current
measurement set-up limitations. Due to the innovative and unconventional approach of
the analog front-end, the automated calibration has to overcome unforeseen challenges.
Since this was one of the first beamlines that utilised the newly developed calibration
procedure, it also served as a means to test the procedure’s performance. For the presented
measurement, the fine stage calibration proved to be unreliable which is why it has been
excluded in the data analysis. Using the data acquired in this beamline, the automated
calibration is currently under investigation.

Additionally, the ASIC root clock has not yet been increased to the aimed for 880MHz.
With a frequency of 440MHz, the output data rate of T4’s serializer is not high enough to
read out the 4x4 matrix in the ≈ 705 ns time window between the bunches. The achieved
data rate of 220Mbit s−1 only suffices for continuously reading out every second of the
bunches.

Only running at 440MHz was a decision made prior to the most recent beamtime
where this measurement has been recorded. Due to substantial technical changes in
the measurement set-up, this decision has been made as a safety precaution. From an
ASIC-point of view, no evidence has been found that the root frequency could not be
increased beyond 440MHz, yet. Further investigations are necessary.
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8.3 Selected Measurements

3. Afterglow in CdTe: flux dependency
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Figure 8.10: Flux pattern recorded with a T4-CdTe assembly with 200 µm pixel pitch.
Taken from [98]

A few side notes: T6 features a 14Gbit s−1 serializer IP provided by STFC to increase
XIDer’s output data rates. A final chip iteration with thousand of pixels will features
several instances of this IP. However, there has not been a decision on how many data
links the final ASIC detector will have. Additionally, the continuous readout mode at
a frame-rate used in the presented measurement is not a foreseen use-case for the final
detector. The detector’s requirement for continuous frame readout is in the order of
100 kHz. This is more than one order of magnitude below the 1.4MHz repetition rate of
X-ray pulses in the 4-bunch mode.

8.3.2.4 Afterglow

As described in section 3, the charge trapping and releasing properties of high-Z materials
are origin to several signal afterglow tails with different time constants. Especially for
CdTe, some of these time constants can be in the order of µs up to h6 which is orders
of magnitude longer than the x-ray pulse spacing in pulsed bunch-modes. Subsequently,
measurements with CdTe and CZT are always dependent on the properties of previous
illumination. XIDer assemblies are used to gain insight into the sensor dynamics, in order
to feed the design of leakage or long-afterglow compensation circuits.

This subsection presents an example of such a measurement. It has been performed
with the ESRF’s 7/8+1 bunch mode. With an X-ray beam energy of 30 keV, T4-CdTe
assemblies with a 100 µm and 200µm pixel pitch have been tested with the pattern depicted
in figure 8.10.

The plot shows the single channel output of one of the assemblies over the whole
measurement period. Each data point in this plot corresponds to a 2 µs (sub)frame with an
active integration time of 1.65µs. After an idle time of 35min where the beam shutter is
closed, the assembly is illuminated for 20min. For each illumination period a different filter
setting is chosen where the incident flux is increased in each setting. After data acquisition,
the time evolution of the afterglow signal processed by XIDer’s readout ASIC for each
filter setting is compared. Figures 8.11a and 8.11b show the results of this comparison for

6This depends greatly on the quality of the material
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3. Afterglow in XIDer: 100 µm vs 200 µm pitch
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 largely due to x4 area difference + digitisation
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Figure 8.11: Preliminary afterglow measurements with T4-CdTe assemblies [98]

a the 100µm and 200µm sensor, respectively. The steps in the measurements stem from
XIDer’s digitization in the readout process.

While the presented results are preliminary and under investigation, a few qualitative
conclusions can be made. As expected, smaller pixel pitches, i.e. smaller pixel sizes, exhibit
much less afterglow. This is due to the fact that the smaller pixel surface area leads to
a smaller volume which in turn leads to smaller number of traps per pixel. Combined
with the digitizing nature of the digital integration scheme, the decreased afterglow signal
amplitude leads to an easier afterglow discrimination with the comparator threshold.
Subsequently, in terms of afterglow suppression the performance of a 100µm pixel pitch
detector is better than that of an otherwise equal 200µm pitch detector.

Additionally, a higher flux leads to a larger initial amplitude in the afterglow. This,
however, is expected to only be true, as long as there are traps to fill in the sensor material.
At a high enough flux, all of the traps are expected to be filled and the initial afterglow
amplitude is expected to saturate. In the presented measurement, this behaviour has not
been observed.

For a 200µm pixel pitch and the highest flux settings, afterglow was visible even a
minute after illumniation. In addition to CdTe, XIDer has also been used to measure the
afterglow of sensors made from the much more promising CZT material. However, all of
the results are highly preliminary. The data analysis has not been finished when this work
has been compiled.

In this context, it is important to note that section 6.1.5 explains a novel leakage/long-
afterglow compensation scheme which is planned to be implemented in future chip iterations.
The presented scheme is designed to handle afterglow components with long time constants
as exhibited by CdTe. Current on-going measurements, also performed with CZT, are
supposed to provide further insight for the necessary design parameters for the proposed
scheme.

8.4 Reflections on Assembly Measurements
From the beginning of the XIDer collaboration, ASIC and sensor design have been pursued
in parallel. A very early decision foresaw performing the readout of sensor characterisation
measurements with ASIC prototypes designed in the XIDer collaboration.

Subsequently, the first T2-CdTe prototype was functional only two years after the
start of the collaboration. The presented qualitative measurements with this prototype

152



8.4 Reflections on Assembly Measurements

that has been irradiated with a laser verified the functionality of the chosen adhesive
low-temperature bump-bonding procedure. Also, for the first time, this measurement
demonstrated that the analog front-end was and is capable of reading out the electronic
signal of a CdTe sensor.

Besides the general assembly functionality, the presented measurements verify that the
designed readout ASIC is capable of operating in a beamline environment. First dynamic
range measurements show a maximum achievable photon count rate of 6.5× 107 ph s−1.
With a pixel pitch of 100 µm, this corresponds to a photon flux of 6.5× 109 ph s−1mm−2.
Admittedly, this measured value is still too low by one and a half orders of magnitude
compared to the aimed for 1× 1011 ph s−1mm−2. But, as discussed, the measured rate is
currently not limited by the ASIC or detector itself but by the measurement procedure.
A measurement with a detector that is synchronised to the storage ring orbit frequency
is expected to greatly improve on the measured upper photon flux limit. An important
point to mention is, that even with the current limitation in the measurement set-up,
the measured photon count rate is already competitive with existing state-of-the-art
synchrotron X-ray detectors (see section 5.3.1).

With the orbit scan measurement, the ASIC has been verified to be capable of operating
synchronous to the ESRF’s storage ring orbit. In the presented measurement, single
x-ray pulses of the ESRF’s 4-bunch mode have been resolved. Their measured spacing of
(707± 4) ns lies in agreement with their actual spacing of roughly 705 ns. With achieving
this synchronicity, the dynamic range measurement has been repeated. However, the
corresponding data has not yet been fully analysed or published.

Finally, the presented preliminary afterglow measurements show that the readout ASIC
can also be used to study the dynamics of CdTe sensor prototypes. As shown, larger pixel
pitches lead to higher afterglow amplitudes. The quantitative analysis of the acquired
data will be put to use in the design of leakage7 compensation circuits.

Finally, with the current beamline set-up iteration, the measurements show promising
results for the readout ASIC performance. Future assembly characterisations will be
concerned with optimizing the automated calibration and increasing the system frequency.
This will hopefully give more insight into the front-end’s dynamic range, linearity and
output data rate. At the same time, further afterglow as well as high-flux polarisation
studies are planned for both CdTe and CZT sensors.

7Throughout the project, the term leakage is used synonymously for the long afterglow components of
CdTe sensors.
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9 Conclusion

This work presents the from-scratch design process and performance verification of the
readout ASIC for the XIDer project with a focus on the analog domain. The aim of
this R&D project is to verify the feasibility of an X-ray diffraction detector with the
requirements imposed by a storage ring based fourth-generation synchrotron light source
like the ESRF. The most challenging of these requirements is a dynamic photon counting
range up to a photon flux of 1×1011 ph s−1mm−2 while maintaining single photon sensitivity.
Another challenging requirement is a time resolution, i.e. (sub)frame length, of 175 ns
to resolve single bunches in the ESRF’s 16-bunch mode. At the same time, the detector
has to be as flexible as possible to enable its usage in many different experiments with
different conditions and readout modes. In addition, due to the envisaged energy range
of 30 keV to 100 keV, high-Z compound semiconductors have to be used as the sensor
material to maintain high photon absorption efficiency. The complicated charge trapping
and detrapping dynamics of such materials pose an additional challenge in the signal
readout.

9.1 Current State of XIDer and the Readout ASIC
The chosen detector concept is a 2D hybrid pixelated structure with a 100µm pitch where
each sensor pixel is read out in parallel by an associated ASIC channel. In order to
overcome the challenges, XIDer’s readout ASIC employs novel concepts including the
pipelined continuous conversion approach, the digital integration readout scheme, as well
as the telegram protocol and interface.

Since the foundation of XIDer in 2018, six ASIC iterations have been submitted. The
latest iteration is a large scale integration test for future engineering runs. Its 16x16
channel matrix is built from 4x4 sub-modules, which can be assembled to form larger
matrices with an arbitrary size.1

Characterisation measurements of ASIC prototypes have been performed both in an
isolated laboratory environment and with bump-bonded CdTe and CZT sensors at the
ESRF’s BM05 beamline. Table 9.1 summarizes XIDer’s current state of performance,
which is further discussed below. All of the measurements demonstrate the functionality
of the analog front-end, the digital control blocks including the slow control, the sequencer
and the telegram interface, as well as the measurement set-up, firmware and software. On
a quantitative level, they are in good agreement with the corresponding simulations.

As a device that counts absorbed photons, a good counting linearity is a crucial
property for XIDer’s readout ASIC. In a linearity measurement with the on-chip test
charge injection circuit in which all of the (sub)frame’s charge is injected at once at
the beginning, the conditions of the ESRF’s most challenging 16-bunch mode have been
emulated. By sweeping the injected input charge, the front-end has been confirmed to
exhibit a remarkable linearity. Over a charge injection range 0 to 162 equivalent 30 keV
photons, a maximum systematic deviation of 1 photon has been measured. The upper
limit of this charge range is given by the charge injection circuit rather than the front-end.

1In multiples of 4x4
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With an improvement of the injection circuit, future measurements are planned to verify
that the front-end manages to achieve the requirement of 200 30 keV photons per X-ray
pulse in the 16-bunch mode.

Measured at an input capacitance of 200 fF, the coarse-to-fine charge transfer time is
expected to allow a possible photon count rate of roughly 0.9× 1011 ph s−1mm−2 in the
most challenging 16-bunch mode, i.e. at a (sub)frame length of 175 ns. With a target
of 1× 1011 ph s−1mm−2 for the XIDer detector, the bare ASIC is thus close to achieving
the aimed for performance. The maximum count rate achieved by the analog front-end
depends on the (sub)frame length. The 16-bunch mode’s 175 ns is the shortest (sub)frame
XIDer is designed for. Subsequently, it acts as a benchmark. For longer (sub)frames,
timing constraints are relaxed and the ASIC can achieve higher count rates. At (sub)frames
longer than 185 ns, the transfer time measurement predicts that the current front-end is
capable of reach the required count rate of 1× 1011 ph s−1mm2.

Actual rate measurements with a bump-bonded sensor in the beamline have achieved a
maximum count rate of 6.5× 109 ph s−1mm−2 at a (sub)frame length of 2 µs up to this
point. This, however, is currently limited by the beamline measurement set-up. The
verified synchronisation with the storage ring in the presented orbit scan measurement
is expected to enable utilising the ASIC’s full count rate capability. Further assembly
measurements will need to be performed for verification.

Besides the maximum count rate, the measurements verify that the ASIC is indeed
capable of providing the required single photon sensitivity2. In an isolated environment
and with an input capacitance of 200 fF, the baseline of the front-end under test has been
measured to vary with a standard deviation of (307.5 ± 1.6) e−. Subsequently, for the
average charge generated by a 30 keV photon, the ASIC achieves a signal to noise ratio of
roughly 22.3

In addition to the high signal to noise ratio, the low baseline noise leads to a low dark count
rate. Simulations predict that the measured baseline noise leads to a dark count rate in
the order of 1 ph h−1 pix−1 in XIDer’s foreseen measurement conditions and at an incident
photon energy of 20 keV. At higher energies, the dark count rate is expected to decrease
further because of the increased comparator threshold voltage in the fine stage. This
performance has been deemed to be more than sufficient for the experiments that XIDer is
to be used in [8]. Actual dark count rate measurements with ASIC-sensor assemblies are
currently being analysed. Results will be published in [93] where the additional influence
of sensor leakage currents on the dark count rate is studied.

Furthermore, the statistical counting fluctuation of the observed front-end has been
measured. The fluctuation has been verified to increase with the amount of total counted
photons. This is expected because of the charge pumps’ increased noise contribution with
each applied charge package. Up to a value of roughly 45 equivalent injected 30 keV photons,
no counting variation has been recorded, with the exception of two values. Increasing from
45 to 162 total counted photons, a maximum standard deviation of only 0.4 photons has
been evaluated. With this, the counting fluctuations caused by the electronics readout
noise are expected to be negligible in comparison to the Poissonian counting statistics
which scale with the square root of the photon count.

While not being listed in the table, the functionality of the in-channel data pre processing
functions and the telegram interface has been verified in a dedicated test for the histogram

2i.e. in the energy range of 30 keV to 100 keV with CdTe and CZT sensors
3in CdTe, a 30 keV photon generates roughly 6800 electron-hole-pairs on average. Since XIDer only

reads out electrons, this corresponds to a charge of 6800 e−.
4dark count rate
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9.1 Current State of XIDer and the Readout ASIC

Parameter Device Value Comment

Counting Linearity ASIC ≤ 1 ph systematic error 30 keV photons,
in range 0 ph to 162 ph conditions in text

Max. Count Rate ASIC (0.90± 0.05)× 1011 ph
smm2 Deriv. from transf. time

per area in 16-bunch Assembly ≈ 6.5× 109 ph
smm2 Limited by set-up

mode (100µm pitch)

Max. Count Rate ASIC 1× 1011 ph
smm2 Deriv. from transf. time,

per area @ subframe conditions in text
length > 185 ns

(100µm pitch)

Input Referred ASIC (307.5± 1.6) e− Expected to translate
Baseline Noise to DCR4 of less than
@200 fF input cap. 1 ph

hpix
,

conditions in text

Counting Noise ASIC ≤ 0.4 ph standard deviation 30 keV photons,
in range 0 ph to 162 ph conditions in text

Power Cons. ASIC an. ≈ 240 µW
pix

Analog, simulated
ASIC dig. (300± 100) µW

pix
Digital, measured,
depends on mode,

see text

Table 9.1: Performance summary of XIDer in its current state. The column Device denotes,
whether the corresponding value has been evaluated for a bare ASIC or an
ASIC-sensor assembly.

readout mode. The ASIC channel under test has succesfully stored a photon count
distribution in its RAM storage which has been generated with the on-chip data processing
functions. This demonstrates the ASIC’s flexibility in terms of data taking and data
readout modes. A test of the histogram mode with actual charge signals is planned.

In all of these measurements, the analog front-end has been operated with the default
bias settings. While the actual power consumption of the analog front-end has not yet
been measured, simulations predict a value of 240 µWpix−1 in this configuration. Besides
the coarse and fine stage CSAs, this includes the comparators and charge pumps for both
stages, as well as auxiliary buffer blocks. Except for the CSAs, none of the included
modules have yet been optimized for low power consumption. The power consumption
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of the digital control block depends on the operational mode. In a typical configuration
with a system frequency of 440MHz and a (sub)frame length of roughly 1 µs, the chip’s
digital power consumption has been measured as (300± 100) µWpix−1. This, however,
includes the power consumption of the global control blocks which are instantiated only
once per ASIC. And since this measurement has been performed with a T5 ASIC which
has a small 4x4 channel matrix, the power consmuption of the global blocks per channel is
overestimated. Additional measurements with the larger matrix of T6 are planned.

The overall ASIC design process shows that XIDer’s requirements prove to be as
challenging as expected. However, in terms of front-end functionality, noise performance,
single photon sensitivity, and counting linearity, the ASIC already meets the majority of
the requirements. Obviously, the conclusions made here have to be taken with caution
with respect to the expected performance of a fully assembled final detector with millions
of pixels, where contributions beyond that of individual readout channels influence the
detector performance. For this reason, larger channel matrices have been implemented on
the most recent ASIC iteration and will be tested in combination with larger sensor pixel
matrices in the near future.

9.2 Outlook

With promising results, the initial R&D phase of XIDer is concluding by the end of 2023.
While the analog front-end of the ASIC prototypes manages to fulfill almost all of the
requirements, there are a few properties left that require more optimisation. For example,
the transfer time of the residual charge from the coarse to the fine stage turns out to be a
limitation for the maximum achievable count rate at the short (sub)frame length of the
ESRF’s 16-bunch mode. In order to cope with this, future design iterations are planned
to trade the transfer charge gain with a faster transfer speed by decreasing the transfer
capacitor size. Another example is the current front-end’s large power consumption
stemming from the non-optimised comparator, charge pump, and buffer designs. A
planned low-power optimisation should simplify fitting the front-end into large scale
matrices regarding supply voltage drop and heat dissipation.

In terms of sensor characterisation, the trapping and detrapping dynamics of the high-Z
materials like CdTe and CZT need to be studied in more detail. Insights gained in
these studies are necessary for the development of an effective leakage and long afterglow
compensation circuit. In addition, the test set-up has to be improved to probe XIDer’s
upper counting rate limit beyond the measured 6.5 × 109 ph s−1mm−2 in a beamline
environment.

Besides these low-level improvements, the next step in the ASIC development and
characterisation is to verify its performance in a large scale design. Channel-to-channel
variations and crosstalk between channels, as well as between the analog and digital
domain, need to be studied in more detail. This is the purpose of the most recent iteration,
T6. With a 16x16 matrix, it is the first prototype that features more than 16 channels. In
addition, it is the first iteration that includes fine trim circuitry to mitigate channel-to-
channel variations. By the time this work has been compiled, its fully assembled test set-up
has just arrived at the laboratory and measurements are being prepared. Furthermore,
high-level questions like managing the data readout and power supply of a large chip are
currently under investigation.

On a higher, organisational level, the project’s future lies in a currently forming collabo-
ration with the STFC under the name of XIDyn. The collaboration is a merge of XIDer
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and a similar detector design by the STFC for the Diamond Light Source. Due to their
similarity, the XIDyn collaboration aims to fulfill the requirements of both the Diamond
Light Source and the ESRF. A common ASIC design is planned as a basis. Whether all
the requirements can be met with a single ASIC or whether different flavours are necessary,
is currently being discussed.

9.3 Summary of Author Contributions
In this section, the author’s contributions to the XIDer project are listed and summarized:

• Conceptual design of the readout ASIC: Starting from an initial adaptation of
available circuit blocks like the sequencer and the JTAG interface from the DSSC
project, the author has provided major contributions to the fully independent concept
design of the readout ASIC for XIDer.

• Analog front-end design concept: Major contributions to the development of
the novel design concept for the analog front-end. The result is the proposed and
implemened pipelined continuous conversion approach which is the first to utilize
the novel digital integration scheme.

• Analog circuit design: Design of the analog front-end circuit blocks. A special
focus was put on the charge sensitive amplifier (CSA) and the charge pump to
optimise the front-end for counting linearity, low noise and, in the case of the CSA,
low power consumption.

• Analog design verification and simulation: System theoretical calculations and
simulations to study and test design concepts and optimise their performance before
manufacturing. These range from simple functionality tests to detailed dc, transient,
and ac simulations, including noise and Monte Carlo analysis. As a result, the analog
front-end has been optimised to fulfill almost all of the ESRF’s design constraints.

• Full-custom layout: Implementation and optimisation of the full-custom physical
layout of the analog front-end and peripheral circuitry, such as I/O pads and buffers.
In its most recent iteration, the front-end layout has been minimized to a size of
100 µm× 25µm to fit in the 4× 4 pixel matrix module. With this step, the layout is
ready for integration in large scale designs.

• Digital design concepts: Conceptual input and definition of requirements for the
digital part of XIDer’s readout ASIC.

• Analog-to-digital interface and mixed-signal verification: In cooperation
with digital designers, the interface between the analog and digital domains has been
designed an implemented. For full-system verifications, the author has performed
and analysed mixed-signal simulations.

• Full chip floorplans: Execution of and contribution to layout of full chip floorplans
for all of the test chips.

• ASIC Design Submissions: Six test chips with increasing complexity have been
designed in the TSMC 65 nm technology and submitted for manufacturing. Prior to
submission, full-chip layouts have been verified via DRC, LVS and ESD checks.
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• Design of ASIC-specific characterisation set-ups: Design and preparation of
characterisation set-ups for every ASIC prototype iteration. This includes the design
of dedicated ASIC carrier PCBs with integrated circuitry, the test set-up control
FPGA firmware as well as a software framework for the ASIC control and data
readout with a graphical user interface. Beyond the ASIC-specific characterisation,
the firmware and the framework have also been used as a basis for assembly prototype
measurements at ESRF beamlines.

• ASIC characterisation measurements: Execution and in-depth analysis of
isolated test chip characterisation measurements. Furthermore, the author has
supported and participated in laboratory tests of ASICs at the ESRF and the
corresponding data analysis. The performed measurements allowed the verification
of the performance of the implemented circuit modules. In addition, valuable insight
for the optimisation of the front-end performance has been gathered.

• Prototype ASIC-sensor assembly verification: For the very first ASIC-sensor
assemblies, a laser-based test set-up has been designed and functional tests have
been performed.

• Design of beamline-specific characterisation set-ups: Contribution and sup-
port for the design of test set-ups for ASIC-sensor assemblies at ESRF-beamlines.

• ESRF beamline measurements: Contribution to the preparation and execution
of several characterisation tests of assemblies with CdTe and CZT sensors at the
ESRF’s BM05 beamline. Furthermore, the author participated in and supported the
analysis of the acquired data with ASIC-specific insight.

• Representation through publications and participation at conferences:
First authorship of two publications [73] and [87] and co-authorship in several other
publications. In addition, the author represented the XIDer collaboration with
several talk and poster contributions at conferences like IEEE and ULITIMA.
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A Additions to System Theory

A.1 The Impulse Response

System theory aims to find a general expression for the transformation performed by a
system. The following explanations and derivations are supposed to provide an intuitive
understanding of how this goal is achieved.

The starting point is an arbitrary LTI system as shown in figure A.1. If the system is
provided with a rectangular input signal s0(t) of width T0 and amplitude 1

T0
, its output

signal response g0(t) is shaped as depicted on the right-hand side. The width and amplitude
of the rectangular pulse are chosen such that its time integral as well as the integral of
output response are constant. As depicted in figure A.2, one can use s0(t) to approximate
an arbitrary input signal s(t). In this approximation, a sum of time-shifted versions of
s0(t) is applied to reconstruct the course of s(t) via a step function sa(t):

s(t) ≈ sa(t) =
∞∑

n=−∞

s(nT0)s0(t− nT0)T0. (A.1)

Since the width of a single rectangular pulse is given by T0, the individual pulses are
shifted by an integer multiple n of T0. In order to correctly approximate the amplitude
of s(t) at t = nT0, the normalized rectangular pulse with the amplitude 1

T0
has to be

multiplied with T0 as well as s(nT0).
Due to the fact that LTI systems are linear and time-invariant, the system response

g(t) to s(t) can now be approximated as a sum of responses to the individual rectangular
pulses. The result is

g(t) ≈ ga(t) =
∞∑
−∞

s(nT0)g0(t− nT0)T0. (A.2)

Intuitively, it is obvious that decreasing T0 will result in a more accurate approximation of
the input signal s(t). This is due to the fact that a smaller T0 causes narrower individual
rectangular pulses. Approaching the limit T0 → 0, the rectangular pulse turns into the
dirac delta distribution δ(t). Since this turns the sum in equation A.1 into a summation

Figure A.1: Arbitrary LTI system with a normalized rectangular input pulse s0(t) and its
corresponding response g0(t) on the left- and right-hand sides. [57].
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of infinitesimally narrow pulses, it can be rewritten as an integration:

s(t) =

∫ ∞

−∞
s(τ)δ(t− τ)dτ (A.3)

with the substitutions nT0 → τ , T0 → dτ and s0(t) → δ(t). Doing the same for ga(t)
results in

g(t) =

∫ ∞

−∞
s(τ)h(t− τ)dτ (A.4)

in which g0(t) → h(t). The function h(t) is called impulse response as it describes the
circuit’s reaction to an input dirac delta pulse δ(t). And as shown in equation A.4 it
allows an exact description of the circuit’s response to any input signal s(t). Due to this,
both h(t) and δ(t) are of outstanding importance for system theoretical predictions and
calculations regarding electronic circuits and LTI systems in general. Deriving the impulse
response allows a complete characterisation of the system of interest.

There are a few more remarks to make about the equations A.3 and A.4 before moving
on. Firstly, the dirac delta distribution has great relevance beyond the field of system
theory. Its mode of action can be described via the integral∫ ∞

−∞
x(t) · δ(t)dt = x(0) (A.5)

which is often used as the definition of δ(t). However, in a mathematical sense this is not a
classical Riemann integral. There is no locally integrable function δ(t) that actually fulfills
this condition. In fact, equation A.5 is a symbolic way of describing the evaluation of x(t)
at t = 0. And in the case of equation A.3 it describes the evaluation of s(τ) at the time
τ = t which demonstrates that the result of the integral is indeed a perfect reconstruction
of s(t). For further reading on properties of the dirac delta distribution, the reader is
referred to [100].

Secondly, the integrals used in the evaluation of s(t) and g(t) are known as convolution
integrals. As an abbreviation the following notation is used:

c(t) =

∫ ∞

−∞
a(τ)b(t− τ)dτ = a(t) ∗ b(t) (A.6)

Figure A.2: Left-hand side: Approximation of an arbitrary input signal by using a linear
combination of time shifted versions of the rectangular pulse s0(t) depicted in
figure A.1 with different amplitudes. Right-hand side: Output response of the
arbitrary LTI system to the approximated input signal [57].
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in which a(t), b(t) and c(t) are signals. As illustrated, a convolution maps two input
functions, in this case signals, a(t) and b(t) onto an third output function. An exhaustive
mathematical description of this operation is beyond the scope of this thesis. Instead, the
following list provides a few of its properties which are most important to its application
in system theory with LTI systems:

• The dirac delta function δ(t) acts as the identity element of convolution such that
for a signal s(t):

s(t) = s(t) ∗ δ(t) (A.7)

• The convolution is a commutative operation such that for two signals a(t) and b(t)

a(t) ∗ b(t) = b(t) ∗ a(t). (A.8)

This can be proven easily by substituting τ with t−Θ in equation A.4:

g(t) =

∫ −∞

∞
s(t−Θ)h(Θ)(−dΘ) =

∫ ∞

−∞
h(Θ)s(t−Θ)dΘ (A.9)

As a result, there is no difference between using the input signal s(t) to stimulate a
system with the impulse response h(t) and using an input signal h(t) to stimulate a
system with the impulse response s(t). In both cases, the result is the same.

• Convolutions are an associative operation. The convolution of three signals a(t),
b(t) and c(t) starts with convolving two of the three signals followed by a second
convolution with the remaining signal. The actual order does not affect the result:

[a(t) ∗ b(t)] ∗ c(t) = a(t) ∗ [b(t) ∗ c(t)] = [a(t) ∗ c(t)] ∗ b(t). (A.10)

• Distributivity: The convolution of a signal a(t) with the sum of other signals b(t)
and c(t) is equal to the sum of a(t) ∗ b(t) and a(t) ∗ c(t):

a(t) ∗ (b(t) + c(t)) = a(t) ∗ b(t) + a(t) ∗ c(t) (A.11)

A more thorough discussion of convolutions can be found in [101].
Finally, as stated before, the impulse response h(t) is the sought for function that allows

predicting and calculating a system’s reaction to an arbitrary input. However, due to
practical reasons, system theoretical calculations with LTI systems usually seek to find
the system’s transfer function which is the Laplace transform of h(t).
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A.2 Table of Common Laplace Transforms

f(t) F (s) = L1(f(t))

δ(t) 1

1 1
s

t 1
s2

e−at 1
s+a

1
T
e−t/T 1

Ts+1

te−at 1
(s+a)2

1− e−t/T 1
s(Ts+1)

sin(ωt) ω
s2+ω2

e−atsin(ωt) ω
(s+a)2+ω2

Table A.1: List of common one-sided Laplace transforms where the time domain function
f(t) = 0 for t < 0. Taken from [58].
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Complex analog circuits are usually built from smaller compartments and subcircuits.
This modularisation enables the design and optimisation of circuit compartments with
very specific tasks. In some cases, subcircuits can be as small as single transistors biassed
in a particular operation region. The following sections introduce basic building blocks
that have been used in the design of XIDer’s readout ASIC. Their description is based on
the references [61] and [60], if not stated otherwise.

B.1 Switches
The task of a switch is to provide an option whether to connect or disconnect two nodes
A and B as depicted in figure B.1. On silicon, the simplest implementation of a switch is
given by a single transistor in triode region. As discussed in section 4.2.2, the gate-source
voltage of the transistor defines whether the switch is closed, i.e. on, or open, i.e. off. If
VGS > Vth, the switch is considered on, otherwise it is considered off. The most important
parameters of a switch are its on- and off-resistances ron and roff , where the values of an
ideal switch are ron = 0 and roff → ∞. In reality though, these values can not be reached.
For the single transistor, this is evident from equation 4.44 which describes ron related to
its device parameters.

However, the equation shows how to tune those parameters to make ron as small as
possible. Firstly, the process parameters µn and Cox have to be as big as possible. Secondly,
the switch has to be controlled with the largest possible gate voltage to achieve a large
VGS. And lastly, the transistor has to have a large W/L ratio. In order to illustrate this,
figure B.2 shows an n-MOSFET’s ron vs. the applied gate-source voltage for different
values of W/L. As a result, the optimal gate voltage for the on-state of an n-MOSFET
switch is the highest available level, i.e. VG,on = Vsupply.

When the MOSFET switch is off, i.e. VGS < Vth, the drain current ID is mainly
dominated by the subthreshold leakage which is ∝ eVGS . As a result, the corresponding
control voltage for the switch’s off state VG,off should be chosen as low as possible to
increase roff as far as possible. In most cases, the ground level suffices.

Whether an n-type MOSFET is a good choice for the implementation of a switch
depends on the application. It can only effectively drive voltages from A to B or vice versa,
in a range from Vgnd to VG,on − Vth = Vsupply − Vth which limits its dynamic range. Thus,
in some cases it might be better to use a p-MOSFET switch which can drive voltages from
Vgnd + Vth to Vsupply. In other cases, one might need the whole range from Vgnd to Vsupply.
Then, a parallel combination of an n- and a p-MOSFET should be used. This so-called
transmission gate is depicted in figure B.3a.

On another note, switches built from MOSFETs suffer from an effect called clock
feedthrough or charge injection. Charge injection finds its origin in the charge Qchannel

A B
Figure B.1: Schematic symbol of a switch.
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Figure B.2: Resistance of an n-MOSFET switch in its conducting state vs. the applied
gate-source voltage for different values of W/L [61].

A

S

S

B

(a) Transmission gate: the
control signal S has to
be inverted for the p-
MOSFET.

A

S

W

W/2W/2

S

B

(b) Charge injection cancellation approach with two n-
MOSFETs that have half the size of the switch tran-
sistor. The gates of the charge cancellation transistors
are connected to the inversion of the control signal S.

Figure B.3: Advanced switch circuit diagrams.
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that is stored in the transistor’s conductive channel, when VGS > Vth. In order to turn
the switch on or off, Qchannel has to either be taken from or released to the surrounding
nodes. The size of Qchannel is proportional to W , L and Cox of the transistor as well as
the gate voltages in the switch’s on and off state VG,on and VG,off . In most cases, Qchannel

is assumed to split equally between the drain and source terminals. Subsequently, the
approach shown in figure B.3b is the default circuit to compensate for charge injection. It
uses a MOSFET on either side of the switch with half the switch’s size. With their gates
connected to the inverted control signal of the switch, they inject a charge of opposite
polarity through their parasitic gate-source and gate-drain capacitances. And due to their
chosen size, this charge equals to −1

2
Qchannel per transistor. In general, the assumption of

an equal charge split between the drain and the gain is not necessarily true and it depends
on the application whether this approach leads to the desired results. As a side note: Since
the transmission gate features two charge injections of opposite polarity through the n-
and the p-MOSFET, it naturally comes with a clock feedthough suppression. However, in
order for this to work, both MOSFETs need to be matched. While theoretically W/L can
be chosen equal for both transistors in the design, their different type pronounces process
uncertainties which will complicate their matching in a real design.

B.2 Current Mirrors & Cascodes

In order to operate at the desired operating point, many circuits need bias currents. Thus,
current sources that generate these biasses are an important and necessary compartment
in the design of analog circuitry. A perfect current source is characterized by an infinite
output resistance. This is evident from the requirement, that the current generated by
the source should not change with the applied voltage. In reality of course, such a source
does not exist. However, thanks to the high output resistance rout (see section 4.2.2), a
MOSFET in saturation region can fulfill the task of a current source quite well. The idea is
shown in figure B.4a for an n-MOSFET. In saturation, the output current Iout only slightly
depends on the applied Vout. In fact, it mostly depends on the applied gate-source voltage.
Here, the transistor’s source is pinned to the ground potential. Due to this, VG(= VGS)
alone has to be tuned such that the drain current has the desired value.

Since the output resistance rout ∝ L/ID (see equation 4.46), the transistor length L has
to be chosen large. At the same time, the current source should have a large dynamic
range, i.e. a large range for Vout in which the transistor remains in saturation region. This
is achieved by a low saturation voltage VDS,Sat. And as VDS,Sat = VGS − Vth = VG − Vth,
this means that the gate voltage VG for the desired current has to be low. And in order
to accomplish this, the transistor needs to have a large W/L as is evident from equation
4.40. However, due to the fact that L should be chosen large for a large output resistance,
designers can only increase W to achieve a decently low saturation voltage.

In order to generate the correct gate voltage for the desired current, a current mirror
as depicted in figure B.4a is used. Current mirrors are based on the fact that the drain
currents of two equal MOSFETs with the same gate-source voltage are equal. To conduct
the current Iin, the diode-connected input transistor M1 has to raise its drain- and gate-
voltages to the corresponding value following equation 4.40. And with the assumption
that µn and Cox are equal for both M1 and M2, the output current is then given by

Iout =
(W/L)2
(W/L)1

· 1 + λVDS2

1 + λVDS1

· Iin. (B.1)
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M1

Iin Iout

M2

Vout

(a) Simple

M1

Iin
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(b) Cascoded

Figure B.4: Current mirror circuit diagrams

This equation illustrates two important features of the current mirror. Firstly, when
ignoring the channel-length modulation, then the ratio Iout/Iin only depends on the ratio
(W/L)2/(W/L)1. As a result, the current mirror can not only generate a one-to-one copy
Iout = Iin, but it can also multiply or divide the input current. And the factor for this
multiplication/division can be tuned via the transistor dimensions. Secondly, the channel-
length modulation adds a VDS dependency to this factor. This is due to the fact that, in
general, VDS1 ̸= VDS2. Subsequently, the actual mirrored current Iout is off by the factor
(1 + λVDS2)/(1 + λVDS1). And since VDS2 is the circuit’s output voltage, this means that
output resistance of the current mirror is deteriorated by the channel-length modulation.
Due to the fact that λ ∝ 1/L, M1 and M2 have to be chosen long to minimize the influence
of this effect.

Another tool to cope with the channel-length modulation, is the so-called cascode. The
idea of a cascode is to pin the drain voltages of M1 and M2 to the same voltage to ensure
that VDS1 = VDS2. Its implementation is depicted by transistor M3 in figure B.4b. If M3

is operated in saturation region, its large-signal source voltage is given by

VS3 = VDS2 = Vcasc − Vth3 −
√

Iin
2

µnCox

L3

W3

= Vcasc − Vth3 − VDS,Sat3, (B.2)

where Vcasc is the cascode bias or gate voltage. With a high W and a small L, the last
term in this equation can be neglected and since Vth is a constant, VDS2 is solely ∝ Vcasc.
In order to match VDS1 and VDS2, the cascode bias voltage has to be chosen such that
VDS1 = Vcasc − Vth.

In the small-signal model, the cascode causes an increase of the current mirror’s output
resistance

rout,CM,casc =
vout
iout

= rout3 + rout2 + gm3rout3rout2 ≈ gm3rout3rout2 (B.3)

in which routi and gmi are the drain-source as well as the transconductances of the
corresponding transistors Mi. Since in general, routi << gm3rout3rout2, the equation above
is dominated by the last term. Subsequently, in order to achieve a high output resistance
rout,CM,casc, the cascode needs to have a large transconductance. Thus, the same conclusion
can be made as for equation B.2: (W/L)3 has to be chosen large. In addition, L2 and L3

should be chosen large to achieve high source-drain resistances rout2 and rout3 respectively.
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Vin
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(a) Schematic draw-
ing.
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(b) Small-signal equivalent excluding para-
sitic capacitances.

Figure B.5: Common-source amplifier stage with resistive loading. The supply voltage is
denoted as VDD.

The choice of the bias cascode bias Vcasc is a task on its own. There is a wide variety
of automated biassing circuits to fulfill this function. For more details on these as well
as more advanced current mirror and cascode circuits, the reader is referred to analog
electronics design literature like [60].

B.3 Voltage Amplifiers

In almost every sensor readout chip, there is some sort of amplification circuit. The most
common use case is the amplification of the analog sensor output signal to prepare it for
further processing by subsequent circuitry. And in most cases, these amplifiers have to
meet many requirements at once to fulfill the ever-growing demands of state-of-the-art
detectors. Large gain, low noise, high bandwidth, high dynamic range and low power
consumption are a few very common examples. While this section discusses only very
basic amplifier structures, the presented concepts are necessary in the understanding of
the actually employed, more complex designs.

B.3.1 Single-Ended

One of the simplest voltage amplifier stages in CMOS is the single-ended common-source
stage with a resistive load as depicted in figure B.5a. Understanding its operation principle
provides a very intuitive view on how amplifiers work in general. The starting point is the
input voltage Vin which is supposed to be amplified. It is connected to the gate of the input
transistor M1. Since M1’s source is connected to the fixed ground potential, Vin is its gate-
source voltage VGS1. From the small-signal model, it is known that a MOSFET transistor,
such as M1 in the diagram, converts changes in its gate-source voltage VGS to changes
in its drain current ID. The factor related to this conversion is the transconductance
gm1, such that the generated small-signal current iD is given by iD = gmvGS. iD, in turn,
flows through the resistor R at the top of the circuit which converts the current back to
a voltage – the output voltage vout = R · iD. From this intuitive view, one can already
make the assumption that the gain has to be related to a multiplication of the conversion
factors of both components in action: (vout/vin)assumed ∝ gM1 ·R. Here, M1 is assumed to
be in the saturation region.

The small signal model allows calculating the actual gain (vout/vin)res with the corre-
sponding equivalent circuit diagram drawn in figure B.5b. For now, parasitic capacitances
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are excluded. With Kirchhoff’s laws, the gain can be determined as(
vout
vin

)
res

= −gM1(rDS1 ∥ R) = −gM1
rDS1R

rDS1 +R
= gM1Rtot. (B.4)

So indeed, the gain is related to a multiplication of the two conversion factors gM1 and R.
However, the transistor’s source-drain resistance rDS1 acts in parallel to R. As a result,
the conversion of the drain current to the output voltage is performed by Rtot = (rDS1 ∥ R)
instead of only R.

The actual fabrication of a resistor with a well-defined and tightly-controlled resistance
proves to be difficult in most CMOS technologies. In order to cope with this, designers
usually use active loads which can be implemented via a single transistor or additional
subcircuits. Due to the design philosophy of XIDer’s readout ASIC, its analog part
mostly features current-source loads as depicted in figure B.6a, where the current source is
implemented by a p-MOSFET M2. As a side note: This topology can also be used with a
p-MOSFET as the input transistor and an n-MOSFET as the current source.

The corresponding small signal circuit diagram is illustrated in figure B.6b. Just like
M1, the additional transistor M2 is supposed to be in saturation region. Since the gate-
source voltage of the current-source transistor M2 is constant, its small-signal value vCS

is considered 0.1 As a result, the transconductance gM2 of M2 can be neglected in the
calculation. Thus, M2 only affects the circuit’s gain via rDS2 and the circuit boils down to
the known case of a resistive-loaded gain stage. Following equation B.4, the gain is given
by: (

vout
vin

)
cs

= −gM1(rDS1 ∥ rDS2) = −gM1
rDS1rDS2

rDS1 + rDS2

(B.5)

Increasing the gain of this stage can be achieved by either increasing gM1, rDS1 or rDS2.
The design parameter dependencies of gM1 and rDS1 however, prevent a simultaneous
increase of both quantities in most cases. Due to this, M1 is usually tuned for a big gM1,
i.e. a large (W/L)1 with a high drain current ID. And at the same time, M2 is tuned
to have a high output resistance rDS2. If an even higher gain is needed, cascodes can
be applied to both M1 an M2 to achive higher effective output resistivities as described
section B.2.

1Small-signal quantities represent small variations from their corresponding large signal values (in this
case VGS2) which the circuit is biased at. If a voltage is considered constant, there is no variation and
its small-signal equivalent vanishes.
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(a) Schematic draw-
ing.
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-

(b) Small-signal equivalent excluding parasitic capaci-
tances.

Figure B.6: Common-source amplifier stage actively loaded with a current source.
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(b) Small-signal equivalent excluding parasitic capaci-
tances.

Figure B.7: Common-source amplifier stage actively loaded with a current source and an
output capacitance.

Frequency-Dependent Behaviour

Up to this point, the common source gain stage has only been examined in the DC case.
A very common configuration in actual circuits is the one shown in figure B.7a, where
the amplifier has to drive a capacitive load Cout at its output. When moving to higher
frequencies, this output capacitor starts affecting the circuit’s performance. This influence
can be studied by deriving the system’s transfer function Hcs(s). It can be calculated by
applying Kirchhoff’s current law at the vout-node in the small-signal circuit diagram as
shown in figure B.7b:

gM1vin = − vout
rDS1 ∥ rDS2 ∥ ZCout

,

where ZCout = 1/(sCout). With this, Hcs(s) is given as

Hcs(s) =
vout(s)

vin(s)
= − gM1rout

1 + sroutCout

, rout = (rDS1 ∥ rDS2). (B.6)

As can be seen, for low frequencies, i.e. Hcs(0), the circuit exhibits the same gain
|Hcs(0)| = gM1rout = gM1(rDS1 ∥ rDS2) as in the previous discussion. But the equation also
shows that this circuit behaves like an RC-lowpass with a single pole at sP = 1/(routCout).
As discussed in section 4.1.3.2, this means that the gain of the circuit starts dropping
significantly for frequencies higher than sP . In equivalence to the RC lowpass (see equations
4.32 and 4.33), the gain and phase are

|Hcs(jω)| =
gM1rout√

1 + (ωroutCout)2
=

gM1

Cout

√
1

(1/routCout)
2 + ω2

(B.7)

ϕcs(jω) = arctan(−ωCoutrout). (B.8)

As a result, this circuit’s frequency response is equal to that of an RC lowpass with two
exceptions. First, it exhibits a dc gain of gM1rout, instead of just 1. As a result, an
amplifier’s bandwidth can also be characterised by the frequency at which its gain has
dropped to 1, instead of the 3dB frequency. This is the so-called unity gain bandwidth. In
case of the discussed amplifier structure, the unity gain bandwidth equals the so-called
gain-bandwidth-product :

GBW = ωP |Hcs(0)| =
gM1

Cout

, (B.9)
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Figure B.8: Differential signalling

where ωP is the angular pole frequency.
Second, the output voltage of amplifiers with this architecture is inverted with respect

to vin. This is evident from the negative sign in the transfer function (equation B.6). As a
result, there is an additional phase shift of -180° in addition to the value of ϕcs(jω).

B.3.2 Differential

Instead of single-ended circuits, the analog part of XIDer’s readout ASICs is almost
fully designed with differential implementations. In differential designs, signals are not
measured in reference to a fixed value, such as the ground potential for voltages. Instead,
differential signals are defined as the difference of the values of two signals V+ and V− on
seperate nodes or wires: VDiff = V+ − V−. On top, a differential signal exhibits a so-called
common-mode level VCM = (V+ + V−)/2 which can be understood as a center potential.
Both V+ and V− evolve around the common-mode level with amplitudes of equal size but
opposite polarity. As depicted in figure B.8, they act like mirrored version of each other.

Differential designs usually hold several advantages compared to the single-ended ap-
proach. One of these is the so-called common-mode rejection. Whether a signal is
transferred from one circuit to the next via a long connection or it is processed in a circuit,
several noise sources can affect its actual value. In a differential design however, both V+

and V− are affected. And since the noise coupling usually acts with the same polarity
on V+ and V− its effect is less pronounced in VDiff . Ideally, the noise couples equally
into both V+ and V−. Then, the differential signal itself is unaffected by this so-called
common-mode noise. Other advantages of differential signals are the availability of larger
voltage swings and simpler biassing.

One of the simplest differential amplifier architectures in CMOS technology is the
differential pair shown in figure B.9a. As with the single-ended amplifier, this circuit can
also be implemented with p-MOSFETs. For clarity however, the following descriptions
focus on the depicted n-MOSFET configuration.

In the illustrated circuit, M1 and M2 act as the input transistors for the differential
signal Vin,diff = Vin+ − Vin−. The sources of M1 and M2 are shorted and connected to a
current source driving the current IB. Both sides are loaded with the load resistors RD1

and RD2, respectively, which are chosen to be equal RD1 = RD2 = RD. And finally, the
amplifier’s differential output Vout,diff is given by the difference of the MOSFETs’ drain
voltages Vout+ and Vout−.

The idea of this circuit is to share the current IB between both sides. In the special
case that Vin+ = Vin−, i.e. Vin,diff = 0V, IB is shared equally with IB/2 flowing through
both M1 and M2. Subsequently, the voltage drop on the resistors RD1 and RD2 is equal:
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Figure B.9: Differential pair

VRD
= RDIB/2. And as a result, Vout+ = Vout− = VDD − VRD

= VDD − RDIB/2 which
leads to a differential output voltage of Vout,diff = 0V. Thus, if the amplitude of the
differential input signal is 0V, so is the amplitude of the output. This state is depicted in
the middle of the voltage input-output characteristics of the differential pair in figure B.9b.

If Vin,diff ̸= 0V, e.g. such that Vin+ > Vin−, then the gate-source voltage of M1 is larger
with respect to that of M2. As a result, M1’s current ID1 rises, while M2’s current ID2 is
lowered. Subsequently Vout+ decreases, while Vout− increases. At high enough values of
Vin,diff , i.e. if Vin− is small enough, M2 turns off. When neglecting subthreshold currents,
this means that M1 conducts all the available current, i.e. ID1 = IB and ID2 = 0A. Due to
the fact, that increasing Vin,diff above this point will not result in a further change of ID1

or ID2, this state marks the maximum differential output voltage amplitude that can be
achieved with this circuit. Since M2 is off, Vout− is equal to the supply voltage VDD. At the
same time, Vout+ is given by the voltage drop generated by the current IB flowing through
the resistor RD1 = RD: Vout+ = VDD − RDIB. Subsequently, the maximum differential
output amplitude is given by:

|Vout,diff |max = RDIB. (B.10)

As a side note: Whether the circuit can actually reach |Vout,diff |max depends on the input
common mode Vin,CM . This is due to the fact that in the desired operation region, i.e.
M1 and M2 are in saturation, the voltage of node S, VS, is dictated by Vin,CM . Since
the voltages of the two output nodes can not be smaller than VS, the actual value of
|Vout,diff |max is given by min[RDIB, VDD − VS ≈ VDD − (Vin,CM − Vth)].

As can be seen in figure B.9b, there is a linear region around Vin,diff = 0V, in which
the gain is maximized. It turns out that this is where both M1 and M2 are in saturation
region. Since the gain is maximized in the linear region, this is the desired operation
region of the differential pair. Thus, for further small-signal calculations, the circuit is
assumed to be biassed at Vin,diff = 0.

Small-Signal Gain

There are several ways to determine the small-signal gain of this circuit. One of these is
the half-circuit method which splits the differential pair into two equal, symmetric sides
as depicted in figure B.10. The half-circuit method relies on the fact that the VS acts as a
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Figure B.10: Differential pair split into two common-source stages after applying the half-
circuit method.

fixed voltage in the linear region, as long as the channel-length modulation is neglected.
Subsequently, it can be considered a (virtual) ground for small-signal calculations. As
demonstrated, this splits the differential pair into two common-source amplifiers, one for
each half. As a result, the voltage gain of the differential pair can easily be found by the
use of equation B.4. For the left hand side, the gain is(

vout+
vin+

)
cs,left

= −gm1(RD1 ∥ rDS1) = −gm1Rtot1,

while for the right hand side, it is given as(
vout−
vin−

)
cs,right

= −gm2(RD2 ∥ rDS2) = −gm2Rtot2.

With the simplifications gm1 = gm2 = gm and Rtot1 = Rtot2 = Rtot, the total differential
gain can be calculated via:

vout+ − vout−
vin+ − vin−

=
vout+ − vout−

2vin+
=

vout+
2vin+

− vout−
−2vin−

= −gmRtot. (B.11)

At first glance, the gain of the differential pair seems to be equal to that of a single ended
common-source amplifier. However, as stated before, the differential pair exhibits its
maximum gain at Vin,diff = 0. At this point, the current ID,diff = ID1 = ID2 flowing
through either transistor is IB/2. Subsequently, with equation 4.45, the differential pair’s
transconductance is only

gm =

√
2µnCox

W

L
ID,diff =

√
µnCox

W

L
IB. (B.12)

As a result, for the same current consumption, the effective transconductance and thus
the gain of a differential pair are reduced by the factor 1/

√
2 compared to its single-ended

counterpart.

Active Current-Mirror Load

In actual circuits, the current source at the bottom of the differential pair is implemented
via a current-source transistor. And just as for the single-ended common-source stage,
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Figure B.11: Differential pair with an active current mirror load converting the differential
to a single-ended output. Small-signal currents are indicated in red.

instead of resistors, designers use a wide variety of different subcircuits to implement the
loads of the differential pair. Besides the aforementioned staticly biassed current-source
transistors, a commonly used approach in the design of XIDer’s readout ASIC is the
active current-mirror load as depicted in figure B.11. The reason for using this approach
for XIDer is that in most cases, the analog front-end only requires a single node of the
differential pair’s output for further processing. And instead of discarding the signal on
the other unused node, the active current mirror uses it to boost the amplifier’s gain. In
the depicted circuit, this is implemented with the two p-MOSFETs M4 and M5. In order
to understand the effect of the active current mirror, the depicted circuit diagram also
features the small-signal currents flowing through M1, M2, M4 and M5. For the sake of
simplicity, the current source M3 is assumed to be perfect, i.e. rout3 → ∞.

Each M1 and M2 experience a small-signal input voltage with half the amplitude of
the differential input signal vin,diff . As a result, with the assumption that gm1 = gm2, the
small-signal drain currents generated from this voltage are given by

iD1/2 = ±gm1

2
vin,diff . (B.13)

In turn, the current flowing through M4 is equal to that flowing through M1:

iD4 = iD1 =
gm1

2
vin,diff . (B.14)

And assuming that M4 and M5 have equal device parameters, M4’s drain current is
mirrored to M5, such that iD4 = iD5.

Since the drain current of M2 is fixed to iD2, the excess current can only leave the
amplifier through the vout,se-node. In turn, the amplifier’s output current iout,se is

iout,se = iD5 − iD2 = iD1 − iD2 = gm1vin,diff . (B.15)

Thus, from comparison with equation B.13, the effective transconductance for single-ended
output operation is doubled by the addition of the active current mirror load. With
the actual application of the small-signal model as well as elaborate calculations, the
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low-frequency gain can be determined as

vout,se
vin,diff

= gm1(rDS2 ∥ rDS4). (B.16)

Here, vout,se is the single-ended output voltage and vin,diff is the differential input voltage.
As a summary, the differential pair loaded with an active current mirror can be used to

convert a differential voltage into an amplified single-ended version. The differential-to-
single-ended voltage gain achieved in this operation is equal to the differential-to-differential
voltage gain of a differential pair with resistive loading. However, in both the differential
and the single-ended output case, the effective transconductance is reduced by a factor of
1/
√
2 compared to a common source stage with equal current consumption.

The core amplifier of XIDer’s analog front-end uses a structure which is similar to the
differential pair with active current mirror loading. Section 6.2.1 provides a more thorough
study including the actual frequency response to gain more insight into the important
device parameters.
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C Front-End Amplifier Small-Signal
Calculation Add-Ons

C.1 Open-Loop DC Voltage Gain

For the DC voltage gain, the circuit has to be substituted with a small-signal model. A
simple approximation can be done in a very similar way to what has been shown for the
differential pair with an active current mirror load but without the folded cascodes in
section B.3.2. In order to calculate the gain Av = vout/vin, the amplifier’s transconductance
gmA = iout/vin as well as its output resistance routA = vout/iout have to be determined.
With these Av is given as

Av = −gmAroutA. (C.1)

With figure C.1, the calculation of gmA works as follows: As before, the circuit is biassed
at Vref = Vin. A small-signal voltage vin at the input node leads to a small-signal drain
current iD2 in M2. Since Vref is a fixed bias voltage, its corresponding small-signal voltage
is vref = 0V and no small-signal current is generated in M1. Due to this, the assumption
that the input of a differential circuit is given by a differential signal with a fixed common-
mode voltage no longer holds. In this configuration, the common-mode voltage of the
differential input actually moves with the input signal. As a result, the amplitude of vin
splits up into two parts: a differential component

vin,d =
vin − vref

2
=

vin
2

(C.2)

and a common-mode component

vin,cm =
vin + vref

2
=

vin
2
. (C.3)

Subsequently, half of the input voltage contributes differentially to an output voltage vout,d
with the gain Av,d. The other half contributes with a common-mode shift, generating a
voltage vout,cm via the gain Av,cm at the output. In the end, the total small-signal output
voltage is given by

vout,tot = vout,d + vout,cm = Av,dvin,d + Av,cmvin,cm = (Av,cm + Av,d)
vin
2
. (C.4)

The calculation of Av,d = −gmAroutA is performed with the help of figure C.1. The
differential component vin,d causes a current iD1 = gmA,dvin,d in the input transistor M2.
Due to the high drain-source resistance of M5, the current iD5 is fixed. Thus, in order
to fulfill Kirchhoff’s current law: iD1 = −iD2 At VM , the current splits into a component
icasc that flows through the folded cascode and another one iD3 through M3. The folded
cascode and M3 are in parallel connection which is why the icasc can be determined via

icasc =
rds3

1
gm6

+ rds3
iD1. (C.5)
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Figure C.1: Differential amplifier in the CSA of XIDer’s front-end stage with small signal
currents as a reaction to the differential component vin,d of the input voltage
vin.

If rds3 is large enough, then icasc = −iD1. At last, the active current mirror mirrors
icasc from the folded cascode on the left to the folded cascode on the right, such that
iD9 = −icasc. As a result, the circuit’s output current is given as

iout,d = iD9−iD1 = −icasc−iD1 = −
(

rds3
1

gm6
+ rds3

+ 1

)
iD1 = −

(
rds3

1
gm6

+ rds3
+ 1

)
gm2vin,d.

(C.6)
Hence, with gm2 = gm1, gmA can be determined as

gmA,d =

(
rds3

1
gm6

+ rds3
+ 1

)
gm1 ≈ 2gm1, (C.7)

where the final approximation holds, if rds3 ≫ 1
gm6

.

The amplifier’s output resistance routA can be estimated with the known behaviour
of cascodes. routA is formed by a parallel connection of rds9 with the cascoded parallel
connection of rds2 and rds4. Subsequently routA is calculated via

routA ≈ rds8 ∥ gm6rds6(rds1 ∥ rds3) (C.8)
(C.9)

≈ gm6rds1rds3rds6rds8
gm6rds1rds3rds6 + rds3rds8

(C.10)
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Figure C.2: Small-signal model equivalent of the differential amplifier in the CSA of XIDer’s
front-end for the calculation of the common mode gain Av,cm.

with rds8 = rds9, rds6 = rds7, rds3 = rds4 and gm6 = gm7. As a result, Av,d is given as

Av,d = −gmA,droutA ≈ − gm1gm6rds1r
2
ds3rds6rds8

(1/gm6 + rds3)(gm6rds1rds3rds6 + (rds1 + rds3)rds8)
∝ −

√
IT

IT/2− IL
(C.11)

The calculation of Av,cm on the other hand can be performed with figure C.2 as a basis.
Following the example of the common mode gain calculataion on p. 155 in [60] for a
similar circuit, the displayed equivalent circuit relies on the assumption that a shift in the
common mode affects both circuit sides symmetrically. Thus, the drain nodes of M8 and
M9 as well as those of M1 and M2 are considered shorted. With Kirchhoff’s current law,
the following set of equations can be found at the nodes vout,cm, vx and vs:

vout,cm
1

2gm8
∥ rds8

2

= −2gm6vx + 2
vout,cm − vx

rds6
(C.12)

(C.13)

−2gm6vx + 2
vout,cm − vx

rds6
=

vs
rds5

+ 2
vx
rds3

(C.14)

(C.15)

2gm1(vin,cm − vs) + 2
vx − vs
rds1

=
vs
rds5

(C.16)

Solving this set of equations leads to

Av,cm ≈ 2gm6rds3
gm8rds5 + gm6gm8rds3rds5

(C.17)

As expected from the semi-differential structure of the amplifier the common-mode gain
Av,cm is very small compared to Av,d. For realistic designs, the common-mode rejection ratio
(CMRR) is in the order of a few hundred: |Av,d/Av,cm| ≈ O(102). While Av,cm remains an
important quantity that should be minimized for the rejection of common-mode noise, it
can be neglected in equation C.4 such that

vout,tot ≈ Av,d
vin
2
. (C.18)
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Figure C.3: Charge Sensitive amplifier with a
differential amplifier and a feed-
back capacitor Cf . The reset
switch is represented by its resis-
tance Rf which opens a second
feedback path parallel to Cf .

and thus

Av,tot =
vout,tot
vin

≈ Av,d

2
≈ −1

2
gm,AroutA ≈ −gm1(rds8 ∥ gm6rds6(rds1 ∥ rds3)). (C.19)

C.2 Closed-Loop Transfer Function

This section gives a motivation for the closed loop transfer function of the CSA in the
front-end of XIDer’s readout ASIC. For the sake of brevity, it does not feature every single
step. Instead, it uses references to text-book examples with similar structures to motivate
the most important results.

The final aim of this evaluation is to understand how to increase and optimise the
amplifier’s speed. In order to achieve this, a good approximation for the closed-loop
transfer function Hclosed(s) that describes the CSA’s AC-behaviour has to be found. Figure
C.3 is used as a basis for this analysis. It shows the differential amplifier in the CSA’s
negative feedback scheme. In addition to Cf , there is a feedback path through the resistor
Rf which represents the resistance of the reset switch. If the switch is open, Rf is assumed
to approach infinity.

For a fed back system like the CSA, it is advisable to first find the open loop transfer
function Hopen(s) ignoring the feedback paths. Here, Hopen(s) is given by the transfer
function of the amplifier. In order to determine Hopen(s), figure C.4 is used. There
are two important and defining capacitors for the ac behaviour. The first one is the
output capacitance Cout which is a sum of the output load Cload as well as the gate-drain
capacitances of M7 and M9. Since, M7 and M9 act in saturation, though, Cgd7/9 can be
neglected and Cout ≈ Cload. The second important capacitor is Cmirr which is the parasitic
capacitance at the gate contact of M8 and M9. Its most important contributors are the
gate-source capacitances Cgs8 and Cgs9. With the assumption that Cgs8 = Cgs9, it can be
approximated as Cmirr ≈ 2Cgs8.

In good approximation, the amplifier acts like a two-pole system in which both Cout and
Cmirr are responsible for one of the poles, respectively. This is evident from the small-signal
analysis of a similar circuit presented on page 190 ff. in [60]. The pole frequencies can be
approximated via

sp,mirr ≈
gm8

2Cmirr

, (C.20)

sp,out ≈
1

routCout

≈ 1

rds8 ∥ (gm6rds6(rds1 ∥ rds3))Cout

, (C.21)

where rout is the amplifier’s output resistance. As mentioned in the DC analysis, it is given
as rout = rds8 ∥ (gm6rds6(rds1 ∥ rds3)). Since the dc gain has already been approximated in
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Figure C.4: Circuit diagram of the differential amplifier with the most important capacitors
for the approximation of the open-loop transfer function Hopen(s).

equation 6.19, the amplifier’s transfer function can be approximated via

Hopen(s) =
vout(s)

vin(s)
≈ Av

(1 + s
sp,mirr

)(1 + s
sp,out

)
. (C.22)

As a sanity check, the plot in figure C.5a shows a comparison of the amplifier’s open-
loop gain-frequency-dependence from a full-blown analog simulation vs. |Hopen(jω)|. As
demonstrated, the approximated calculation lies in good agreement with the simulation.

Next to it, figure C.5b shows the calculated transfer function for different values of Cmirr

and Cout. As can be seen, sp,out and sp,mirr are decreased with higher higher capacitor
values.

As a result, one can draw the following conclusions for the optimisation of the amplifier’s
speed: Since

gm8 ∝
√

W8

L8

ID8 =

√
W8

L8

(
IL − IT

2

)
a large W8/L8-ratio as well as a large bias current difference IL − IT

2
leads to a high

amplifier speed.1 On top, increasing sp,out by decreasing Cout and rout also helps increasing
the amplifier speed. Except for decreasing Cout, however, all of the measures mentioned
above conflict the requirements for high gain. First of all, since rds8 ∝ L8, a high gain
demands a large L8. A large W8/L8 however, dictates a low L8 with respect to W8. So,
one has to make a tradeoff between gain and bandwidth by finding an optimum value for
L8. Another option would be to choose a large L8 for a high gain and increase W8 along
with it to obtain a high bandwidth alongside. But, choosing both W8 and L8 large also
results in a large Cmirr which, in turn, decreases sp,mirr.
Second, decreasing rout also decreases the gain which results in the same tradeoff between
gain and bandwidth. Trading these quantities against each other to arrive at the desired

1This is only true, if IL is increased and IT /2 is kept constant. Otherwise gm1 decreases.
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Figure C.5: Transfer function Hopen of the CSA’s differential amplifier without feedback.
For the calculated transfer functions, the corresponding transistor small-signal
quantities (gmi, rdsi, . . . ) have been extracted from an analog simulation.

circuit performance is a crucial part of the optimisation process.

With Hopen(s) determined, the next step is finding the closed-loop transfer function
Hclosed(s) of the CSA with both Cf and Rf in action. The purpose of this step is to
understand how the open-loop characteristics transfer to the closed-loop case. Since the
input signal from the pixel sensor is a current rather than a voltage, this transfer function
has to describe a current-to-voltage conversion

Hclosed(s) =
vout(s)

iin(s)
(C.23)

as indicated in figure 6.16. With Kirchhoff’s current law and the assumption that the
input capacitance of the amplifier can be neglected vs. Cdet, the current flowing into the
input node can be described via

iin(s) = sCdetvin(s) + (vin(s)− vout(s))

(
1

Rf

+ sCf

)
. (C.24)

The substitution of vin(s) ≈ vout(s)/Hopen(s) yields

Hclosed(s) ≈
vout(s)

iin(s)
=

1

sCdet

Hopen(s)
+
(

1
Hopen(s)

− 1
)(

1
Rf

+ sCf

) . (C.25)

The determination of meaningful formula requires excessive simplification with the help of
a few assumptions. For example, the capacitor sizes can be assumed such that [42]

AvCf ≫ Cdet ≫ Cf (C.26)

with Av ≫ 1. Additionally, Rf is assumed to be large such that 1/Rf ≪ 1. With these in

182



C.2 Closed-Loop Transfer Function

play, a lengthy and elaborate calculation reveals that Hclosed(s) can be approximated by

Hclosed(s) ≈
Hclosed(0)

(1 + s
sp,fb

)(1 + s
sp,amp+

)(1 + s
sp,amp−

)
(C.27)

with a single real pole at

sp,fb =
1

RfCf

(C.28)

and a complex conjugate pole pair at

sp,amp+/− =

(
1

2
(sp,mirr + sp,out)±

√
sp,mirrsp,out

Cf

Cdet

Av

)
. (C.29)

The transfer function’s dc value is given as Hclosed(0) =
AvRf

1−Av
≈ Rf .
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