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Abstract

Within this work, electron dynamics in atoms are experimentally and numerically investigated
on their natural attosecond time scales. To access these dynamics, ultrashort and moderately
intense few-cycle laser pulses are superposed with attosecond pulsed radiation in the extreme-
ultraviolet spectral region In particular, a bound two-electron wave packet in helium on at-
tosecond time scales was experimentally observed. A novel experiment is presented to simul-
taneously measure resonant photoabsorption spectra of laser-coupled doubly excited states in
helium and the streaked photoelectron spectra. It provides the advantage of obtaining an ab-
solute calibration of the time-delay zero for absorption spectra, where delay-dependent phase
information is extracted.
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Chapter 1

Introduction

Science originates from observing fundamental phenomena in nature and summarizing their
underlying principles, it is based on evidence that can be observed, measured, and tested.
After its development over many years, research has entered the scope of observing events on
a smaller and smaller timescale, this in turn provided a deeper understanding of the structure
and dynamics of matter.

The 2023 Nobel Prize in Physics was awarded to attosecond science for “experimental meth-
ods that generate attosecond pulses of light for the study of electron dynamics in matter”. It
marks a significant recognition of this field and its contributions to understanding electron
dynamics in matter. Attosecond pulses have opened up exciting possibilities for studying ul-
trafast processes at the quantum level. In this field of research, people are interested in the
fastest motions on the microscopic scale. Dynamics, for instance, happening inside the small-
est indivisible unit of matter - an atom, is on the timescale of femtoseconds (1 fs = 10−15 s) and
down to attoseconds (1 as = 10−18 s). In Bohr’s hydrogen atom, the time it takes for the elec-
tron in the ground state orbit to circle around the proton is ∼150 attoseconds. To have a more
intuitive perspective, one can compare it to the age of the universe - estimated to be approxi-
mately 13.8 billion years, which is equivalent to approximately 4.35×1017 seconds. Just as the
age of the universe is incomprehensibly vast compared to a second, the timescales involved
in the evolution of an electron wave packet within an atom are incredibly short compared to a
second.

To probe and resolve the dynamics of atoms or molecules, one needs tools that occur on a
similar or even shorter timescale. A famous example is Muybridge’s Horse [1], where series
of experiments were conducted in the late 19th century to settle a debate about whether all
four hooves of a galloping horse are simultaneously off the ground during a certain phase
of the gallop. With the help of a camera, it was proven that for a brief moment during the
gallop, all four of the horse’s hooves are indeed off the ground. In the case of observing
microscopic dynamical processes, the “camera” here is produced with ultrashort laser pulses.
In recent years, significant advancements have occurred in the development of sources capable
of generating such ultrashort pulses. These pulses can exhibit a wide range of properties,
which may vary considerably based on factors like their duration, energy, and the method
of generation. Nowadays, with the help of mode-locked lasers [2, 3], such pulses can reach
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Chapter 1 Introduction

duration down to a few femtoseconds and intensities more than 1014 W/cm2 [4–6]. With the
nonlinear process of high harmonic generation [7], pulse duration can even reduce to tens of
attoseconds, and it becomes possible to generate isolated attosecond pulses [8] or pulse trains
[9]. These pulses can be used to perform time-resolved measurements on the natural timescale
of electronic excitation in atomic [10–12], molecular [13–15] and solid-state systems [16].

The time evolution of the dynamics of microscopic systems interacting with electromag-
netic fields under non-relativistic quantum theory can be described by the time-dependent
Schrödinger equation

i–h
∂

∂t
|Ψ(t)⟩ = Ĥ |Ψ(t)⟩ . (1.1)

This is the general equation of motion represented by the quantum wave function |Ψ(t)⟩, and
the Hamilton operator Ĥ describes the energy of the system. The temporal evolution of the
system is encoded in the complex phases “exp[−iĤt] = exp[−i(E/–h)t]”, fromwhich one sees
its relation to the energy of the quantum state. The time and phase relation of an oscillation
with frequency ω is

T =
2π

ω
=

2π–h
E

. (1.2)

In the context of quantum mechanics, where only relative changes of time are meaningful,
a straightforward approach to defining temporal changes is to evaluate the derivative of the
phase φ. This derivative can be represented as

∆T =
dφ

dE
. (1.3)

Phases characterize the complex amplitudes within a quantum system’s superposition of dis-
crete states, known as eigenstates, each identified by its associated energy level. When only a
single state is occupied, as exemplified by the lowest Bohr orbit of an atom mentioned earlier,
no observable temporal evolution occurs. The measurable quantity here is |Ψ|2, one can see the
imaginary phase part drops out. To overcome this intrinsic property, more than one quantum
state is needed, meaning that the electron wave function occupies more than one Bohr orbital.
In such cases, properties like the mean position of the electron relative to the nucleus undergo
time-dependent changes and become measurable.

By measuring the phase evolution of the system at a certain energy, one can correspondingly
gain insight into its time evolution. However, limited by detector resolution and sensitivity,
direct measurements of time-dependent phases on the electronic attosecond timescale are not
yet possible. The solution is provided by the concept of interferometry. A prominent ex-
ample is the detection of gravitational waves [17], the perturbations in spacetime induced by
gravitational waves are observed by employing laser interferometry to measure distances with
extreme sensitivity. In the realm of quantum systems, an easily accessible experimental ob-
servable closely associated with their phase evolution is the energy of particles or photons that
interact with or are emitted by the system. The high degree of coherence of the laser is able
to fully conserve the phase of the quantum states. To capture ultrafast dynamics on the atomic
timescale, it is essential to have a broad and coherent spectrum that spans a wide range of fre-
quencies, which covers a broad energetic range of quantum states that supports their ultrafast
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Chapter 1 Introduction

dynamics. The reason for a broad spectral range follows the concept of Fourier analysis [18],
the temporal bandwidth and frequency components are directly connected. Fourier analysis
reveals the frequencies present in a signal and their respective amplitudes and phases. The
frequency domain representation allows you to identify dominant frequencies and their contri-
butions to the overall signal. The spread of frequencies in the spectrum provides information
about the signal’s temporal characteristics. The correspondence between time and energy in
quantum mechanics implies that temporal information about a quantum system is inherently
encoded in the energy spectrum of observations, which is exactly what’s being measured. This
principle is a fundamental aspect of quantum mechanics and is known as the energy-time un-
certainty principle, which relates the uncertainty in energy measurements to the uncertainty
in time measurements. Essentially, any measurement or observation of a quantum system’s
energy spectrum provides indirect information about the system’s temporal behavior. The en-
ergy levels and transitions within the system reveal how it evolves over time, as transitions
between different energy states occur with specific frequencies or over specific time intervals.

In summary, measuring time-dependent processes in quantum mechanics by retrieving time
information from a phase changing with time involves Fourier analysis, interferometry, and
advanced spectroscopic techniques. The spectroscopic techniques used in this thesis are at-
tosecond transient absorption spectroscopy (ATAS) and attosecond streaking spectroscopy.

In ATAS, one uses these attosecond pulses to probe the absorption of light of particles. This
involves creating a time-delay between the attosecond pump pulse and a probe pulse, which
induces changes in the absorption lineshape as a function of this delay. In streaking, one uses
the attosecond pulses to ionize atoms, the emitted photoelectrons have energies that depend on
the time they were released. Bymeasuring themomentum distribution and timing of these pho-
toelectrons, one can retrieve the full temporal profile of the electric fields and the time-delay
axis. These two techniques offer complementary information, and their combination can pro-
vide valuable insights into attosecond timescale dynamics. The challenge to combining ATAS
and AS is to perform both measurements on the same target simultaneously. To achieve this,
precise timing and synchronization of the attosecond pulse generation and the measurement
apparatus are needed, as well as different requirements for the target gas densities have to be
met. Combining ATAS and AS is a complex experimental setup that requires advanced laser
systems and precise synchronization, making it a valuable tool in attosecond science research.

In this work, a novel beamline is presented for the simultaneous measurement of ATAS
and attosecond streaking spectroscopy. By simultaneously measuring the resonant photoab-
sorption spectra of laser-coupled doubly excited states in helium, together with the streaked
photoelectron spectra, From the absolute time-delay zero calibrated spectra, one can extract
delay-related physical quantities. For instance, a state-resolved phase of the time-delay de-
pendent modulation of absorption is used to determine the relative signs of transition dipole
matrix elements between the bound states. We also extract delay-dependent phase informa-
tion of the dipole response of the couplings from absorption lineshapes. In the second chapter
of this thesis, the theoretical framework of the physics fundamentals in this type of exper-
iments are given. In the following chapters, the experimental apparatus of our simultaneous
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Chapter 1 Introduction

ATAS and streaking are shown, as well as the data processing and calibrations procedures. The
transient absorption spectrum of the helium doubly excited states and streaking spectrum will
be presented in the fifth chapter. The delay-dependent lineout oscillation of the laser-driven
two-electron wave packet of the delay-calibrated absorption spectrum will be compared with
a quantum mechanical model simulation. The phase and amplitude information of the dipole
response is also extracted from the resonance absorption lineshape. At last, the results of this
thesis are summarized and concluded.
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Chapter 2

Theoretical background

2.1 Ultrashort laser pulses
The ultrashort laser pulse is a fundamental tool in ultrafast science in the time-resolved mea-
surements of ultrafast dynamics on their natural timescales, moreover, it can be used to gener-
ate even shorter pulses in the attosecond regime. Its properties have been introduced in various
textbooks such as [19], which this chapter will be referring to.

The mathematical description of an ultrashort pulse starts with a time-dependent electric
fieldE(t)with a slow varying envelope E(t) and a rapid oscillating term describing the carrier
wave:

E(t) = E(t) cos[ϕ(t)]. (2.1)

For mathematical convenience, the field can also be written in the complex form, and the real
part still represents the measurable physical quantity:

E(t) = E(t)eiϕ(t). (2.2)

E(t) gives the overall temporal structure and duration of the pulse, which is the full width at
half maximum (FWHM) of the intensity profile I(t) ∝ E(t)2. The envelope can be described
by analytical functions, here the Gaussian case is taken as an example with its envelope and
duration given by

EG(t) = E0(t)e
−
(

t
tG

)2

(2.3)

and
tG =

tFWHM√
2ln2

≈ 0.849 · tFWHM. (2.4)

The temporal phase ϕ(t) can be Taylor expanded into

ϕ(t) =
∞∑
k=0

ϕ(t− t0)
(k)

k!
(t− t0)

k|t0=0

= ϕCEP + ωct+ φ(t),

(2.5)
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Figure 2.1: Definition of CE phase of a laser pulse with pulse duration 5 fs, and 1.5 eV central
energy in temporal domain. The carrier wave is shown in blue solid line and the
pulse envelope is shown in grey dashed line.

where ϕCEP is the phase shift between the carrier wave and pulse envelope, often referred to
as the carrier envelope phase (CEP), ωc is the central frequency of the carrier wave, and φ(t)
includes the higher order phase terms in the expansion. When the pulse duration is on the order
of one cycle of the carrier wave, the phase ϕCEP will affect the intensity distribution as shown
in Fig. 2.1. Another term related to the pulse is the instantaneous frequency:

ω(t) =
dϕ(t)

dt
= ωc +

dφ(t)

dt
, (2.6)

which describes the modulation of the frequency across the pulse. If the term φ(t) ̸= 0, then
the frequency will increase (up-chirped) or decrease (down-chirped) over its duration. The
chirp is linear for order k = 2, and non-linear for k > 2. The pulse can also be described in
the frequency domain (spectral domain), it is obtained by performing a Fourier transform to
the time domain field:

Ẽ(ω) = F [E(t)] =
1

2π

+∞∫
−∞

E(t)e−iωtdt, (2.7)

The inverse Fourier transform is

E(t) = F−1[Ẽ(ω)] =
1

2π

+∞∫
−∞

Ẽ(ω)eiωtdω. (2.8)

Due to this Fourier relation, the shorter the pulse is in time, the broader it will be in the spectral
domain and vice versa. Thus, to generate a ultrashort pulse, one would need a broad spectrum.
The pulse duration ∆t and spectral bandwidth ∆ω fulfills the uncertainty principle [19]

∆t∆ω ≥ 2πcB. (2.9)

Where the constant cB depends on the exact temporal shape of the intensity.
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2.2 Strong laser fields
In the preceding section, properties of the laser pulse in the temporal domain such as the dura-
tion and dispersion of ultrashort laser pulses were introduced. In this section, another important
characteristic: the strength of the laser electric field will be discussed. The peak intensity of
the femtosecond laser pulse used in the experiment here is on the order of 1014 W/cm2, corre-
sponding to an electric field strength of 109 V/cm. This value is approaching the atomic unit
of field strength (5.14×109 V/cm), which is the strength of the Coulomb field experienced
by an electron in the first Bohr orbit of atomic hydrogen. In general, peak intensities beyond
1012 will already be regarded as strong. The typical definition of the strong-field regime is via
the ponderomotive potential(which depends on the frequency, described in Eq. 2.14), which
needs to be larger than the ionization potential.

Light matter interactions with strong laser field can no longer be treated perturbatively. Thus,
to define strong fields, one approach is to use characteristic energies of the atom and the field.
Following Newton’s law, the motion of an free electron in a electric field can be described
classically

a(t) =
d2

dt2
x(t) = − e

me

E(t), (2.10)

v(t) =
d

dt
x(t) = v0 −

e

me

t∫
−∞

E(t′)dt′ = v0 + A(t), (2.11)

x(t) = x0 + v0 ·+
t∫

−∞

A(t′)dt′ (2.12)

where e and me are the electron charge and mass. And A(t) of the electric field is the vector
potential:

A(t) = − e

me

t∫
−∞

E(t′)dt′. (2.13)

Assuming a plane wave E(t) = E0cos(ωt + ϕ) to solve the equations of motion analytically.
The cycle-averaged kinetic energy of an electron in a laser field, initially at rest, is referred to
as the ponderomotive energy

Up =
1

2
mev(t)2 =

e2E2
0

2meω2
. (2.14)

Another characteristic energy for atoms interacting with an electric field is the ionization
potential Ip, it is the energy needed to remove one bound electron from the atom. Table 2.1
below gives the Ip of some commonly used noble gases.
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He Ne Ar Kr Xe
Ip (eV) 24.59 21.56 15.76 14.00 12.13
Ip (a.u.) 0.9036 0.7925 0.5792 0.5145 0.4458

Table 2.1: Ionization potential for noble gases calculated from [20].

2.2.1 Strong field ionization
The starting point for many processes in strong laser fields is the ionization of electrons, the
mechanism of ionization depends on the laser intensity and the ionization potential Ip of the
atomic system. The work of Keldysh [21, 22] unified the multiphoton and tunneling ionization
processes into one parameter: the Keldysh parameter γ, to describe the ionization under weak-
and strong- electric field regimes:

γ = ω

√
2Ip

I
=

√
Ip
2Up

, (2.15)

where I is the field intensity, and Up is the ponderomotive potential. It is the ratio of the
estimated tunneling time of an electron through a potential well, with respect to the laser period.
For γ ≫ 1, it is in the multiphoton ionization regime, where several photons are non-linearly
absorbed to overcome the ionization potential, the photoionization rate strongly depends on
the laser frequency. For γ ≪ 1, it is the tunneling ionization regime, the electric field bends
the Coulomb potential so that the bound electron can tunnel through the potential barrier, and
photonionization rate then becomes frequency independent.

2.2.2 Attosecond pulse through high-harmonic generation
The electronic motion is on the attosecond timescale, to observe these dynamics one would
need laser pulses that are short enough to excite as well as resolve the dynamics. The typical
photon energy for this purpose is usually 10 eV or higher, falling within the XUV and soft
X-ray spectral range. High-harmonic generation (HHG) is able to produce attosecond XUV
pulses that meet these conditions. The generated XUV pulse can reach photon energies in the
keV regime [23] and pulse duration below 100 as [24–26]. Detailed descriptions can be found
in [27–29], in this section, a short overview of the most important aspects will be given.

The HHG generation happens when a linearly polarized, short-pulse laser beam with an
intensity around 1014 W/cm2 interacts with noble gases, it gives rise to odd harmonics of the
fundamental frequency. These harmonics can extend up to tens or even hundreds in order in
the resulting output beam. Nobel gases were used because of their large binding energies.
The intensity of the first few harmonic order decreases quickly with increasing order, then
after some orders the intensity will remain almost unchanged over a range of orders, forming
a plateau region. Then, the signal cuts off rapidly at the highest order.

A classical three-step model [30] proposed in 1993 is a straightforward description of the
mechanism, illustrated in Fig. 2.2. First, consider an atom in an oscillating electric field of

9
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Ip

0

E

(a) Tunneling (b) Propagation (c) Recombination

hν = Ip + Ekin

XUV

Figure 2.2: Schematic illustration of the three-step model for HHG. The Coulomb atomic po-
tential is shown in black while the laser electric field is shown in red. (a) Tunneling,
the intense laser field potential bends the Coulomb potential of the atom, causing
an electron to tunnel out. (b) Propagation, the freed electron propagates in the laser
field, and when the electric field potential reverses, the electron is driven towards
its parent ion. (c) Recombination, the electron could recombine with its parent ion
and emits an XUV photon.

a strong laser pulse, its Coulomb potential will be deformed by the external electric field.
The superposition of the laser field and the Coulomb field transforms the potential well that
binds the electron into a potential barrier, then the electron could tunnel through. Then, the
freed electron will follow the field potential and move away from the parent ion, then it will be
accelerated and gains kinetic energyEkin. Finally, in the next half-cycle of the oscillatory field,
the electron is driven back by the field towards the ion, which can lead to the recombination
of the electron. When it recombines, the excess kinetic energy will be transferred into a single
high energy photon, with its photon energy given by

–hωHHG = E
(r)
kin + Ip. (2.16)

The kinetic energyE(r)
kin at the moment of recombination can come from two classical trajecto-

ries within one laser cycle, which are the short and long trajectories. This generation process
can occur every half-cycle of the laser pulse and interferes with events from other cycles. This
interference gives rise to harmonic photon energies spaced by 2–hωc, and ωc is the fundamental
frequency of the laser field. The energy gained by the electron depends on the time of the ion-
ization from the driver pulse. The maximum recombination energy is found to be 3.17Up by
calculating the classical trajectories depending on the time of ionization within the pulse, which
happens close to the maximum of the electric field. This gives us the maximum achievable
photon energy

–hωHHG,cut-off = 3.17 Up + Ip, (2.17)

which means the emitted photon energy is limited to a certain cut-off energy. The time win-
dow of the tunneling ionization for each trajectory is less than a quarter of the electric field
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cycle, which produces a broad range of recombination energy. This range of equally probable
recombination energies is also known as the plateau region.

Another approach to understanding the HHG process is to fully treat the electron motion
quantum-mechanically, while the strong field is described classically. The generated harmonic
radiation can be interpreted as the quantum-mechanical interference of the different parts of
the wave function. The ground state wave function is ionized and propagates in the continuum
and then interferes with the still-bound wave function around the parent ion. This interference
gives rise to a rapidly oscillating dipole moment which is the source of the emission of the
high-energy harmonic radiation.

2.3 Quantum dynamics
In general, the dynamics of a quantum mechanical system can be fully characterized by the
wave function Ψ and its time evolution. The time evolution of the system is described by the
unitary time translation operator Û(t, t0) which is characterized by the generation function Ĥ .
Ĥ is also known as the Hamilton operator, describing the energy of the system. In the non-
relativistic case, the equation of motion is given by the time-dependent Schrödinger equation

i–h
∂

∂t
|Ψ⟩ = Ĥ |Ψ⟩, (2.18)

where –h is the Planck constant. The state |Ψ⟩ can be expanded in the eigenstates of the system

|Ψ(t)⟩ =
∑
n

cn(t) |ϕn⟩+
∫
dE c(E, t) |χE⟩. (2.19)

Here, |ϕn⟩ represents the bound states and |χE⟩ the continuum states. cn(t) and c(E, t) are
the complex expansion coefficients. Without external perturbation, Ĥ0 will be independent of
time, its eigenvalue defines the energy of each discrete and continuous state. Using 2.18, the
time-dependent expansion coefficients are expressed as

cn(t) = cn,0 e
−iEn–h t (2.20)

and
c(E, t) = c(E, 0) e

−iE–h t
, (2.21)

where the evaluations begins at t = 0 with the initial values cn,0 and c(E, 0).

For the study of dynamics induced by time-dependent fields such as the XUV andNIR fields,
it is more convenient to split the total Hamiltonian into two parts Ĥ = Ĥ0+V̂ : the unperturbed
and time-independent system Ĥ0 and the interaction operator V̂ . The wave function can be
expended into a set of the energy eigenstates of the unperturbed system

|ψ⟩ =
n∑

i=1

ci |i⟩ , (2.22)

11



Chapter 2 Theoretical background

where ci is the complex-valued, time-dependent state coefficients. The evolution of the system
will be found by determining the evolution of the n state coefficients. Then, the Hamiltonian is
represented by a n×nmatrix, with the energies Ei = ⟨i| Ĥ0 |i⟩ on the diagonal and couplings
Vij = ⟨i| V̂ |i⟩ on the off-diagonal elements.

Ĥ =


E1 V12 V1n
V21 E2 V2n

. . .
Vn1 Vn2 En

 , |ψ⟩ =

c1(t)
c2(t)
...

cn(t)

 . (2.23)

In the dipole approximation in length gauge V̂ = d̂F (t), the matrix elements Vij equals to

Vij = ⟨i| V̂ (t) |j⟩ = ⟨i| d̂ |j⟩F (t) = µijF (t), (2.24)

where d̂ is the dipole operator, µij is the dipole matrix elements.

2.3.1 Time-dependent perturbation theory
For arbitrary time-dependent interactions it can be impossible to find analytical solutions for
the time-evolution of the system, therefore, perturbation theory is applied to get approximate
eigenstates and eigenvalues.

The Hamilton operator can be divided into the Hamiltonian of the unperturbed system Ĥ0

and a perturbation Ĥint as follows

Ĥ = Ĥ0 + Ĥint, (2.25)

this can express all interactions with external fields. In general, the expressions produced by
perturbation theory are not exact, but they can lead to accurate results as long as the expansion
parameter is very small. Then, the results are expressed in terms of finite power series which
could converge to the exact values when summed to higher order. In our case, the purpose
of perturbation theory is to approximately solve the Schrödinger equation 2.18 and obtain the
eigenstates and eigenvalues for the case of Ĥint ̸= 0. If the perturbation is weak, meaning the
characteristic energies are small compared to energies and energy separations of the system,
the Hamiltonian can be written as

Ĥ = Ĥ0 + λV̂ (t), (2.26)

where λ is a small scaling parameter of the perturbation.

In the case of dĤ/dt = 0, an expansion ofEn and |n⟩ in powers of λ will express correction
terms to the eigenstates and energies brought by the perturbation [31]. For dĤ/dt ̸= 0, a
time-dependent version of the perturbation theory is used. Where only the dynamical changes
of the wave function due to the time-dependent perturbationHint = V̂ (t) are considered. This
is called the interaction picture, a “mixture” of both the Schrödinger and Heisenberg picture.

12
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In this picture, the wave function |Ψ⟩(t)I and perturbation V (t) follow the equations

i–h
∂

∂t
|Ψ(t)⟩I = V̂I(t) |Ψ(t)⟩I , (2.27)

with
V̂I(t) = eiĤ0t V (t) e−iĤ0t. (2.28)

The wave function can be expanded into a complete set of basis states |Ψ(t)⟩ =
∑

n cn(t)|n⟩.
Inserting this into equation 2.27 and 2.28, and contracting over a general basis state |m⟩, we
have the relation coupled time dependent state coefficient cn(t)

i–h
∂

∂t
cm(t) =

∑
n

⟨m|V (t)|n⟩ ei(Em−En) cn(t). (2.29)

This relation of the coefficients can also be written into a perturbation expansion in powers of
the interaction

cn(t) = c(0)n + c(1)n + c(2)n + ..., (2.30)

where c(0)n represents the initial state without the perturbation. The time evolution of the wave
function can be described by a time-evolution operator

|Ψ(t)⟩ = Û(t, t0)|Ψ(t0)⟩. (2.31)

The expression for Û(t, t0) is

Û(t, t0) = In +
∞∑
n=1

(−i)n
∫ t

t0

dt1

∫ t1

t0

dt2...

∫ tn−1

t0

dtnV̂ (tn)...V̂ (t1). (2.32)

Consider a system in a general initial state |i⟩ and inserting the identity matrix In =
∑

n |n⟩⟨n|
into equation2.31, we will have

Û(t, t0)|i⟩ =
∑
n

|n⟩⟨n|Û(t, t0)|i⟩, cn(t) = ⟨n|Û(t, t0)|i⟩. (2.33)

Then we combine equations 2.32 and 2.33, we can derive the first and second order expansion
coefficients

c(1)n (t) = −i
∫ t

t0

dt′ ⟨n|V (t′)|i⟩ ei(Em−En)t′ (2.34)

c(2)n (t) = −
∑
m

∫ t

t0

dt′
∫ t′

t0

dt′′ ⟨n|V (t′)|m⟩⟨m|V (t′′)|i⟩ ei(En−Em)t′+i(Em−Ei)t
′′
. (2.35)
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2.4 Few-level system
2.4.1 The helium atom
In this work, the doubly excited states (DES) in helium is investigated, it is the most simple
system with two correlated electrons. However, due to this electron correlation, the Coulomb
repulsion cannot be neglected during interaction, causing the helium of two electrons and one
nuclei to become a three-body system, and there is no known analytical solution. Thus, the
solution of the Schrödinger equation cannot be written as the product of two single-electron
wave functions

Ψ(2)(r⃗1, r⃗2) ̸= Ψ(1)(r⃗1)Ψ
(1)(r⃗2). (2.36)

Instead, the wave function is written as

Ψ(2)(r⃗1, r⃗2) · χ(S1, S2), (2.37)

where the first and second term describes the spatial degrees of freedom and the spin of both
electrons, respectively [32].

The usual atomic term symbols follow LS coupling (Russell-Saunders coupling), in spectro-
scopic notation presented as

2S+1Lπ, (2.38)

where L is the total angular momentum quantum number, S is the total spin quantum number,
and π the parity of the state, which will be either “o” (odd, bright states) or “e” (even, dark
states). The term 2S + 1 is the spin multiplicity, the number of possible values of the spin
magnetic quantum number for a given spin S. The L quantum number is usually given in letter
notation with L = S, P,D, F, ... denoting the sum angular momentum of the single electron
orbits. The DES of helium in this work are spin singlet states S = 0 with an antisymmetric
spin wave function χ(1, 2). Under dipole approximation, only transitions between different
parity states are allowed. In our helium case, the ground state 1Se can only interact with 1P o

states with single photon transitions.

The generated attosecond XUV pulse covers a wide energy range, therefore, multiple con-
figurations of electronic states in helium can be excited. Fig. 2.3 plots the energy states above
the N=1 continuum, below this threshold at 24.59 eV sits the singly excited states with only
one electron excited from the ground state. For energies above N=1 threshold, the system can
ionize directly or both electrons can be excited simultaneously. The DES with N=2, there are
three possible configuration series, the 2snp, 2pns, and 2pnd series [34] which converges to
the N=2 ionization threshold at 65.04 eV. The superposition of states is described with a linear
combination of the orbital configurations [35], because the states of the first two series are not
distinguishable

1√
2
(2snp± 2pns), denoted sp2,n±, (2.39)

where the “+” and “-” are the strong and weak series, meaning they appear more or less promi-
nent in absorption spectra.
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Figure 2.3: Level Scheme of the helium atom for the levels below the N=2 continuum relevant
for this work. The energy positions are taken from [33]. The mixing of these states
with the energetically degenerate N = 1 continuum is the essence of Fano-type
autoionization and quantum interference apparent in absorption spectra.
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Photon energy 60.15 eV is larger than the ionization potential of the ground state 24.59 eV,
thus a single electron can be emitted and the other electron stays in the ground state of He+,
which is referred to as direct ionization. Another possible situation is both electrons can be
excited to the 2s2p 1P o state, this state then autoionizes with one electron returning to the
ground state of He+ and the other electron leaving the atom. Autoionization will happen by
the interaction of the excited electrons with other electrons.

2.4.2 Autoionization and Fano theory
Fano’s description of configuration interaction dated back to the early 1960s, provides a straight-
forward framework for comprehending the theory of autoionization [36]. It typically occurs
when an atom or molecule is in an excited state, often after absorbing energy from an external
source, such as photons from laser light or collisions with other particles. These processes of-
ten results in interference effects, where multiple pathways or quantum states are involved in
the energy transfer and ionization process. The process of autoionization of the doubly excited
states gives rise to asymmetries in the cross-sections of the transition resonances. Fano showed
the asymmetric lineshape is from interference between two different pathways to the same fi-
nal state. In the case of helium, the two pathways involve discrete and continuum states, one
is the transition from the ground state directly into the continuum, and the other is coupling
through the autoionizing states.

Due to this coupling of the excited state bwith the continuum cE , the eigenstate of the Hamil-
tonian Ĥ0 becomes a superposition of them. The energy of the excited state Eb = ⟨b| Ĥ0 |b⟩
lies above the ionization threshold, their coupling happens via the configuration interaction
operator V̂ , which leads off-diagonal elements VE = ⟨cE| V̂ |b⟩ of the full Hamiltonian. By
diagonalizing the coupled Hamiltonian we can represent the eigenstates as a linear combina-
tion of the basis states, then the goal becomes determining the energy-dependent expansion
coefficients, which solution is included in Fano’s work [36].

As a result, the bound state is mixed with a set of continuum states due to configuration
interaction and causes a rapid change in the expansion of the state around the resonance en-
ergy within an energy range defined as Γ. In other words, the modified bound state becomes
autoionizing due to the loss channel to the continuum with a finite lifetime τ ∝ 1/Γ. Fano
related the transition amplitude from the ground state |g⟩ to the energy eigenstate |a⟩ and to
the continuum states |cE⟩, and introduced the q parameter.

q =
⟨a| d̂ |g⟩

πV ∗
E ⟨cE| d̂ |g⟩

=
dag

πV ∗
Edcg

. (2.40)

The absorption cross-section of the Fano profile can be written as

σ ∝ |q + ϵ|2

1 + ϵ2
= 1 +

q2 − 1 + 2qϵ

1 + ϵ2
, (2.41)
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Figure 2.4: Asymmetric Fano resonance lines for different values of the Fano q parameter. The
cross section of a resonance embedded in a continuum is plotted in arbitrary units
depending on the normalized energy ε. The cross section changes to a Lorentz line
shape for q = ±∞.

with the reduced energy

ϵ =
E − Ea

Γ/2
. (2.42)

In spectroscopic aspect, the two pathways are identical, they can be seen as two arms of a
quantum interferometer. And depending on the relative transition strength, the corresponding
asymmetric lineshape is plotted in Fig. 2.4.

2.5 Attosecond transient absorption spectroscopy
2.5.1 Linear absorption
In absorption, the laser interacts with a system of many particles, one can start with the dipole
response to the incoming field of a single particle. Its interaction with electromagnetic fields
will cause population to transfer from the ground state into one or more excited states, depend-
ing on the provided photon energy range. The excitation through the field generally leaves the
quantum system in a superposition of states which form a wave packet that is non-stationary
in time, generating a time-dependent dipole

d(t) = e ⟨ψ| x̂ |ψ⟩ . (2.43)

The dipole in turn generates an external electric field via polarization

P (t) = ϱ d(t), (2.44)
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where ϱ is the density of the medium.

In the experiment, usually the transmitted intensity spectrum I(ω) is measured, one can also
measure a reference spectrum I0(ω)without the target medium. The absorbance of the medium
is often described in units of optical density (OD)

OD = −log10
(
I(ω)

I0(ω)

)
. (2.45)

The derivation starts from an integration of the electric field F , with the precondition that the
medium is homogeneous, meaning ϱ(z) = ϱ and d(ω, z) = d(z)

F (ω, L) = F (ω, 0) + i
ω

2ϵ0c

∫ L

0

dz ϱ(z) d(ω, z)

= F (ω, 0) + i
ωϱL

2ϵ0c
d(ω)

= Fin + iFgen.

(2.46)

It is valid if the generated field Fgen is small, which means the change of the incoming field
Fin along the propagation path is negligible. With the coefficient i in front of the Fgen, it is
shifted by π/2 in phase from Fin and will interfere destructively with the incoming field. And
when we take the square to calculate intensity, the Fgen term can be dropped:

I(ω) = |F (ω)|2 = |Fin|2 − iFinF
∗
gen + iF ∗

inFgen. (2.47)

Then we take the ratio
I(ω)

I0(ω)
=

|Fin|2 − iFinF
∗
gen + iF ∗

inFgen

|Fin|2

= 1− i

(
F ∗
gen

F ∗
in

− Fgen

Fin

)
= 1− 2 Im

(
Fgen

Fin

)
.

(2.48)

Because Fgen ≪ Fin, it is valid to the approximation ln(1 − x) ≈ −x and take the logarithm
of the above formula to obtain

OD(ω) = −log10
(
I(ω)

I0(ω)

)
=

ϱLω

ln(10)ε0c
Im
(
d(ω)

Fin(ω)

)
= (ϱL)a.u.

4παω

ln(10)
Im
(
d(ω)

Fin(ω)

)
.

(2.49)

By measuring optical densities, The above optical density describes an arbitrary non-linear
relationship between the incoming field and the generated dipoles, it can be further simplified
in the weak-field limit, where the macroscopic polarization has a linear relationship with the
electric field

P (ω, z) = ϱ d(ω, z) = ε0 χ(ω)F (ω, z). (2.50)
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2.5.2 The time-dependent dipole response
The optical density is a measured quantity, to obtain intuitive insight into the real-time dy-
namics of the system one is interested in the time-dependent dipole. Following 2.43, the time
evolution of the wave packet forms an electron distribution that constitutes a dipole moment.

After a certain time duration, the excited system will spontaneously emit exactly one photon.
Because the wave packet is a distribution, the exact time of emission cannot be predicted,
only the probability distribution of a large number of events of the emission process can be
measured. This distribution defines the lifetime τ and the spectral width Γ of the emitted
photons, they have the relation Γ = 1/τ .

For a simple system of only the ground state |g⟩ and one excited state |e⟩, the coupling
between them results in an exponentially decaying dipole oscillation. Under the framework of
perturbation theory, its amplitude evolution after the excitation is given by the state

|Ψ(t)⟩ = |g⟩ − i e−iωet−Γ
2 ce(t0) |e⟩ , (2.51)

here, cg(t0) ≈ 1 and Eg = 0. The dipole will become

d(t) = ⟨Ψ| x̂ |Ψ⟩ ∝ | ⟨e| x̂ |g⟩ | e−
Γ
2 sin(ωet) ce(t0) θ(t). (2.52)

The term ωe is the energy spacing between the two states, Γ is the decay width of |e⟩. And
ce(t0) is the population at t0, which is given by ce(t0) = cg(t0)µgeE , where µge is the dipole
matrix element and E is the excitation field strength. θ(t) is the Heaviside theta function,
because of the assumption of an instantaneous excitation. The Fourier transform of d(t) into
the frequency domain gives the spectrum of the radiation emitted by this dipole.

For atomic systems with more excited states involved, the states and dynamics need to be
treated according to Fano’s theory. The dipole response will gain an additional phase term
φ(q) related to the Fano q parameter [37],

d(t) ∝ cq δ(t) + ci e
−Γ

2
t+i[−ωit+φ(q)]. (2.53)

The Dirac delta function δ(t) represents the continuum oscillating at all possible frequencies
of the system scaled with the ionization probability cq. The phase offset term φ(q) corresponds
to the shift in dipole decay compared to the moment of excitation. It was demonstrated in [37]
there is a direct relation between the phase offset φ(q) and Fano q parameter

φ(q) = 2 arg(q − i) ↔ q = cot
(
φ(q)

2

)
. (2.54)

2.6 Attosecond streaking spectroscopy
In the characterization of single isolated attosecond XUV pulses, the photon pulse is converted
to an electron pulse through the photoelectric effect. This electron pulse subsequently interacts
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with a NIR dressing pulse to extract the XUV phase information. Through ionization, the
phase and amplitude of the XUV field are mapped onto a time-momentum distribution of the
electrons.

2.6.1 Momentum streaking
The attosecond streaking measures the time and momentum information of the released pho-
toelectrons of the atom interaction with strong laser fields. When the attosecond XUV beam is
focused on an atomic gas target, the bound electrons of the atom can be excited into vacuum. A
technique named the streak camera [38, 39], is able to measure spatial information of the elec-
trons ejected from the atomic system, which is linked to the temporal domain. The attosecond
streak camera can measure the momentum of electrons with the help of the well-developed
time-of-flight (ToF) spectrometer. Another strong laser field, usually the NIR pulse, will be
used to sweep the photoelectrons in momentum space.

The streaking principle can be explained in a classical picture [40, 41]. Consider an electron
released from the atom at time t with initial momentum p⃗0 in the presence of an electric field
E(t), its equation of motion is

dp⃗

dt
= −eE(t), (2.55)

here e denotes the electron charge. To simplify this expression, one uses the magnetic vector
potential A⃗, which is defined as

B⃗ = ∇× A⃗, (2.56)

where B⃗ is the magnetic induction. And from Faraday’s induction law

∇× E = −∂B⃗
∂t

= −∂(∇× A⃗)

∂t
= −∇× ∂A⃗

∂t
. (2.57)

Then electric field can be replaced in Eq. 2.55 with

E(t) = −∂A⃗
∂t
. (2.58)

Then the equation of motion becomes

dp⃗

dt
= −e∂A⃗

∂t
. (2.59)

After integration
p⃗(t)− p⃗0 = e

[
A⃗(t)− A⃗(t0)

]
. (2.60)

The electron momentum is measured after the laser pulse passes through the gas target, thus
A⃗(t = ∞) = 0. Then, the final observed momentum is

p⃗(t) = −eA⃗(t0) + p⃗0. (2.61)
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This p⃗ is the canonical momentum of the electron, it is conserved during free propagation in
the laser field. In a more general case, electrons are usually released with an initial momentum
distribution ncl(p⃗i, t) other than a well-defined initial momentum. The spectral width and chirp
of the XUV pulse are reflected in a broad and time-dependent distribution of the initial electron
energies, the observed electron spectra can be written as

σ(p⃗) =

∫ ∞

−∞
ncl(p⃗− A⃗(t), t) dt, (2.62)

where the initial release momentum is related to the conserved canonical momentum through
p⃗i = p⃗− A⃗(t). If one measures electron spectra with different laser pulse A⃗(t), the field free
release distribution can be fully recovered.

In this work, one measures the time-delay-dependent streaked photoelectron from the target
atom by the interaction with an XUV pulse in the presence of a few-cycle near-infrared (NIR)
laser pulse. From a measured streaking spectrogram, one could apply retrieval algorithms to
reconstruct the time-delay axis, as well as the XUV and NIR electric fields [42–44].

2.6.2 Time to momentum conversion
The recorded flying time of the released electron will be converted to the momentum. First,
one assumes a monochromatic laser pulse that propagates in the x direction and is linearly
polarized in the z direction. The field is expressed as

E(t) = E0 cos(ω0t)z⃗ = E0 cos(
2π

T0
t)z⃗. (2.63)

Substitute it into 2.61
p⃗(t)− p⃗0 =

e

ω0

E0 sin(2π
t0
T0

)z⃗. (2.64)

The range of t0 variation is the attosecond pulse duration τ . For the case of τ much shorter
than the laser period T0, one gets

p⃗(t)− p⃗0 ≈ e E0 t0 z⃗. (2.65)

This equation provides the principle of the mapping of electron release time t0 to the mea-
sured momentum p⃗(t). Figures in [45] visualized the initial time-momentum distribution of
electrons and the final measured one. The peak of the attosecond pulse is located at the zero-
crossing point of the vector potential of the electric field for maximum momentum shifting.
The duration of the attosecond pulse should be shorter than half of the optical cycle to avoid
the momentum degeneracy between two different releasing times.

In the experiment, only the electrons released in the laser polarization z direction are mea-
sured. For a transform-limited pulse, the width of the momentum distribution is

∆p =

√
∆p20 +

(
dp(t)

dt0
τ

)
, (2.66)
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where p0 is the unstreaked distribution. The streaking speed is then

dp(t)

dt0
= e E0. (2.67)

Once the values of ∆p and ∆p0 are known at a given streaking speed, the attosecond pulse
duration can be determined.
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Experimental setup

3.1 The laser system
Since the laser was developed in 1960, it has become the dominant high-power light source.
A femtosecond laser system usually has four main components, which are a gain medium, the
pump laser, feedback mirrors to form the optical resonant cavity, and dispersion compensation
optics.

The laser used in this work is generated by the commercial laser system FEMTOPOWERTM

HE/HR CEP4. The system consists of a carrier-envelope-phase (CEP) stabilized oscillator
and a multi-pass amplifier, they both use titanium-doped sapphire (Ti:Sa) crystals as the gain
medium. Ti:Sapphire is a commonly used gain medium for femtosecond lasers, primarily
because of its broad gain bandwidth and large gain cross sections. Its center wavelength is
800 nm, which corresponds to 2.6 fs optical period.

The oscillator is pumped by a Spectra Physics Millenia solid-state pump laser with 3.5 W
continuous power at 532 nm. The output of the oscillator cavity produces a continuous octave-
spanning spectrum centered at 800 nm central wavelength with 3.5 nJ pulse energy and <10
fs pulse duration. The pulse then leaks through an output mirror at 75 MHz repetition rate
and enters a CEP-stabilization module (CEP4). In this module, the carrier-envelope offset
frequency fCEO is detected based on difference frequency generation, the difference frequency
signal is produced by focusing the pulse on a periodically poled lithium niobate (PPLIN) crystal
for SHG. To stabilize the CEP, the pulse passes an acousto-optic frequency shifter (AOFS),
which shifts the short-term drifts of the frequency offset, leading to a stable output [46]. This
feed-forward scheme can provide a CEP stabilization with a standard deviation of a few mrad.

The pulses after the CEP4 module are used to seed the amplifier, which is pumped by an
external Q-switched DPSS pump laser (DM-50 Photonics Industries) that delivers nanosecond
pulses at 50 W average power, the process is based on the chirped-pulse amplification (CPA)
technology [47]. Femtosecond oscillators with Ti:Sa as the gain medium can generate pulse
energies on the nJ level, but direct amplification of the pulse to mJ level might cause damage to
the crystal. Therefore, the seed pulse are first stretched into hundreds of picoseconds in order
to lower its peak power and prevent damage in the crystal, then it passes the gain medium 10

24



Chapter 3 Experimental setup

Pump laser

Ti:Sa oscillator  
cavity

CPA Pump laser

CEP4 module 
SHG f-2f 
+AOFS

Oscillator Multi-pass amplifier

Pulse stretcher

Ti:Sa 
Cryo

Grating 
compressor CEP set 

SHG f-2f

Dazzler

Pockels cell

10-pass 
CPA

Figure 3.1: Sketch of the laser system for the generation of NIR pulses, which includes an
oscillator andmulti-pass amplifier. The arrows indicate the propagation of the laser
pulse steered by optical mirrors (black bar) through several pulse manipulation
states (colored box).

times in total. The amplifier crystal is cryogenically cooled in a vacuum chamber operating at
a maximum 10−5 mbar, to reduce thermal lensing and damage during operation. After 4 passes
through the crystal, the beam is directed through a Pockel’s cell, which selects one pulse out
of the pulse train synchronized with the pump laser, this lowers the repetition rate of the laser
to 3 KHz. The multipass design does not require the use of additional dispersive materials,
which is an advantage for generating short pulses. But it is limited by the total number of
passes because of the spatial separation of beams, therefore, it is challenging to achieve high
conversion efficiency from the pump energy to laser energy.

Then, the pulse amplitude and phase are shaped by the Dazzler (Fastlite), which produces
acoustic waves that imprint a programmable phase onto the time phase of the pulse and modify
its spectral amplitude. Shaping the spectral amplitude can reduce gain-narrowing in the ampli-
fication process. With the Dazzler, one can control the temporal shape of the pulse at the output
of the laser system, and even tune the pulse duration at the entrance of the experimental beam-
line. The last stage of the amplifier is the recompression of the amplified pulses with a grating
compressor and chirped mirrors. Then the beam is focused into a hollow-core fiber (HCF).
Beam stabilization is achieved by two sets of beam alignment systems with position-sensitive
diodes and motorized mirrors to stabilize the pointing of the beam, one is implemented in front
of the amplifier and another in front of the fiber.
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3.2 Pulse compression and characterization
The 20 fs pulse from the laser requires spectral broadening to reach shorter pulse durations. In
our system, it is achieved by guiding the pulse into a gas-filled double differentially pumped
hollow-core fiber (HCF) followed by a chirped mirror compressor.

The fiber capillary is 1.5 m long with an inner hole diameter of 310 μm. It is broken in
the middle in order to let gas enter the central channel, and both sides are sealed with glue to
allow the pumping of the exits. With our pump, we achieve < 10 mbar at both ends. With
this configuration, plasma generation at the fiber incoupling will be less, therefore producing a
more stable beam mode as well as reducing damage of the entrance window and extending the
lifetime of the fiber. Propagation within the fiber can be thought of as the beam being reflected
through grazing incidence reflections. And because the losses caused by multiple reflections
are higher for higher-order beam modes, the fundamental mode will travel longer distances in
the fiber. Our fiber throughput is usually around 4-5 W (50-60% transmission) with a stable
beam mode.

The pulses propagating through the HCF is spectrally broadened but also chirped due to
dispersion in the conversion medium and the self-phase modulation process. When a plane
Gaussian wave propagates through a medium, a nonlinear phase shift is added to the temporal
phase of the pulse, in the frequency domain it means new frequency components are added
to both sides of the pulse, which broadens its bandwidth. To compress the pulse in time,
we employ seven pairs of double-angle chirped mirrors (PC70, Ultrafast Innovations), which
introduces a negative GDD of -40 fs2 per pair. To fine-tune the dispersion, a pair of fused silica
glass wedges are mounted on motorized translation stages, which control the amount of glass
inserted into the beam path. After compression, we can achieve <5 fs pulse duration.

To characterize a short pulse with its duration on the order of a few femtoseconds, one would
need to use a shorter pulse to sample it in the time domain. Therefore, techniques such as au-
tocorrelation are developed, and a laser pulse is split into two, one of which is delayed in time,
they are combined and focused into a second harmonic generation crystal. The autocorrelated
trace records the delay-dependent second harmonic signal, from which the pulse duration can
be estimated. The two most commonly employed methods for measuring the spectral phase
are frequency-resolved optical gating (FROG) [48] and spectral phase interferometry for direct
electric-field reconstruction (SPIDER) [49]. In this work, the method called dispersion-scan
(D-scan) is used, the beam is spatially split into two even parts, and they are both focused into
a birefringent crystal for second harmonic generation, and one of the pulses is delayed and
scanned over the other pulse. The dispersion of the pulse is controlled by moving the glass
wedges mentioned before.

The measured D-Scan trace S(ω, z) can be expressed by an analytical formula that includes
the intensity spectrum and the spectral phase of the fundamental NIR pulse.

S(ω, z) ∝|
∫ +∞

−∞
(

∫ +∞

−∞
E(ω′)eik(ω

′)zeiω
′tdω′)2e−iωt |2 (3.1)
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(a) Measured trace
(c)

(d)
(b) Retrieved trace

(a) Measured trace

(b) Retrieved trace

Figure 3.2: Measurement of the pulse duration of the few-cycle NIR pulse by the dispersion
scan (D-Scan) setup. (a) The measured D-Scan trace, which is the intensity spec-
trum of the second harmonic of the laser produced in a nonlinear BBO crystal, it is
plotted with different glass insertion of the wedge. (b) The retrieved D-Scan trace
from an iterative algorithm. The trace is obtained after 15000 iterations. (c) The
measured intensity spectrum of the laser pulse and the retrieved spectral phase for
the best wedge position. (d) The retrieved pulse shape for the short-pulse optimized
wedge position, its full width at half maximum is ∼5 fs.

We measure spectra with time delay, and the spectral phase can be reconstructed via iterative
algorithms [50, 51]. By scanning the wedge position, one finds the spectrum will be broadest
when the shortest pulse is generated at the BBO crystal with the optimum amount of GDD
introduced by glass wedges. During the experiment, the wedge will be further fine-tuned by
monitoring live harmonic signals.

Fig. 3.2 shows an example of a spectral trace of the SH signal. In the figure one can see for
a certain wedge position, the spectrum is broadest because the GDD introduced will generate
the shortest pulse at the BBO crystal.

3.3 Experimental setup for absorption and streaking
With the laser and pulse compression system described above, it is able to generate attosecond
pulses for experiments in the vacuum beamline. The vacuum experimental setup for HHG and
time-resolved measurements is shown in Fig. 3.3. More details of the beamline are given in
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Figure 3.3: CAD drawing of a cut through the vacuum beamline. The HHG and target are in
separate chambers to enable differential pumping between the chambers. Details
about the purpose of each component can be found in this section. The figure is
adapted from reference [52].

Stooß et al [52]. Modifications added to the beamline in order to perform streaking measure-
ments will be presented in the following sections.

There are several general requirements for NIR laser pulse to generate an attosecond pulse,
which are all being met with our apparatus. The intensity in the focus on the gas target should
be on the order of 1014 W/cm2. And, the corresponding pulse energy usually needs to be
higher than 100 μJ to avoid tight focusing. Also, pulse duration needs to be sufficiently short,
ideally in the few-cycle regime to generate single, isolated attosecond pulses. Additionally, the
CEP should be stabilized, or else there will be a shot-to-shot variation of the attosecond pulses
because they are generated every half laser cycle and more than one pulse might be generated
if the CEP is shifted. For detection purposes, the repetition rate of the laser is preferred to
be on the kHz level. The attosecond streaking experiment measures photoelectrons, and there
exists an upper limit on the electrons per shot to avoid the space-charge effect.

3.3.1 Carrier-envelope phase stabilization
The carrier-envelope phase (CEP) of the laser pulse is the phase offset between the carrier
and envelope of the electric field of the pulse. For a linearly polarized field, when φCE = 0,
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Sapphire plate
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Polarizing beam
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Laser trigger input

Incoming beam from amplifier

Figure 3.4: Schematic setup of the f-2f interferometer. The most important components are
labeled, other unlabeled optics are steering and focusing mirrors.

the maximum of the electric field is at the maximum of the pulse envelope (see Fig. 2.1 (a)).
Processes that are sensitive to the electric field strongly depend on it. The CE phases of the
amplified laser pulse were first stabilized by [53].

Fast fluctuations of the CEP are stabilized by the CEP4 module after the oscillator as men-
tioned in 3.1, however, the long-term drifts require the use of a second CEP stabilization mod-
ule placed inside the amplifier. CEP4 module can select pulses with identical CE phase with a
pulse picker and send to the amplifier, however, pulse-to-pulse CE phase variations can still be
introduced by components in the subsequent spectral broadening and compression stages. We
have additional control of this CE phase by adjusting the dispersion of the amplifier through
active feedback to the fused silica slabs in the stretcher, the CEP signal of our system can be
measured inside the amplifier as shown in Fig. 3.1 or in front of the beamline.

The module consists of a f-2f interferometer as shown in Fig. 3.4 and a piezo-controlled
glass wedge inside the amplifier to change the CEP. A small portion of the amplifier beam
(about 25 mW) is sent into the f-2f-interferometer to produce an interference pattern, which
will be measured with a USB spectrometer to calculate the CE-phase of the laser pulses. The
sapphire plate is for filamentation and white-light generation to broaden the spectrum so that
it covers an octave [54]. Then beam is focused into the BBO crystal, which can be rotated to
tune the phase matching angle to generate second harmonic of the input light. Rotating the
BBO crystal with respect to the beam equals shifting the second harmonic in the frequency
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axis. The polarizer is used to project the second harmonic and fundamental light into the same
polarization axis to form interference, in the end, fringes will be detected by the spectrometer.

For our setup, the interference pattern appears around 550 nm, and then the spectral phase
of the fringes will be obtained with Fourier transformation to calculate the relative CEP value
from the desired value. A histogram of the measured CEP value is also recorded and fitted by
a Gaussian fit function to give the standard deviation, during streaking experiments the RMS
is around 200 mrad.

Another option for our setup is another f-2f interferometer in front of the beamline. The small
portion of the beam that is not transmitted from the 45◦ fused silica glass entrance window will
be steered into the interferometer, the control of the CEP is still realized by the components
inside the amplifier. However, the beam after the amplifier undergoes a long propagation dis-
tance, and it will be influenced by nonlinear processes in the fiber causing the CEP to fluctuate,
therefore it would be ideal to be able to control the CEP after the fiber. For future improve-
ments, one could use the glass wedges after the fiber to fine-tune the dispersion.

One possible method to stabilize the slow-drifting CEP, which has yet to be implemented,
is to add a phase shifter to the laser system, which can provide a controllable phase to the RF
signal. This device can be added in between the electronic signals of the CEP4 module.

3.3.2 High-harmonic generation
The first step inside the vacuum chamber is to generate attosecond pulses via high-harmonic
generation, its process is explained with the semiclassical three-step model in section 2.2.2.
The 1 mJ, sub 5 fs NIR pulses after the chirped mirrors are focused on a rare-gas medium.
Rare gases have high ionization potential, which suppresses depletion in the leading edge of
the NIR pulse and allows HHG in the high intensity parts of the pulse. The focusing mirror
(f=500 mm) sits in front of the HHG vacuum chamber, it is hit under near incidence angle to
reduce astigmatism of the beam in the focus. The focal size is around 50 μmwith peak intensity
in the range of 1014 − 1016 W/cm2. The gas cell is made of ceramic Macor with a hole that
is 200 μm wide and 3 mm long for the beam to focus through. The gas conversion medium
used in this experiment is neon, with a backing pressure of 100 mbar, and the corresponding
chamber pressure is on the level of 10−3 mbar. The cell is on a home-built precision stage that
can be moved in all XYZ directions to adjust for optimal phase-matching conditions during
the HHG process, the stages are controlled outside the vacuum.

There are several methods for the generation of a single attosecond pulse because it is an
important step in time-resolved spectroscopy. One is to use a linearly polarized driver pulse
in the single-cycle regime so that the harmonics emitted at the peak of the pulse are naturally
confined to half the laser cycle. Another is the gating method [55, 56] with pulses whose
polarization changes with time, because the attosecond generation efficiency strongly depends
on the ellipticity of the driving pulse [57], attosecond pulses can only be produced by the center
portion of the NIR pulse, usually the duration of the temporal gate is shorter than the input pulse
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Figure 3.5: Schematic of the experimental setup after intensity and time-delay control. The
XUV andNIR co-propagates and are spatially and temporally separated by the split
mirror and filters. Then the pulses interact with the target gas and pass through Al
filter to block the NIR beam. At the end, the XUV spectrum is measured using a
flat-field spectrometer consisting of a VLS-grating and a CCD camera, the photo-
electrons are measured by a time-of-flight and MCP detector.

[58]. In our experimental setup, we employ ionization gating [59], which suppresses harmonics
in the tail of the driver NIR pulse as a result of ionization and depletion of the ground state
in the leading edge of the pulse. However, note this scheme does not restrict the emission of
weak attosecond pre-pulses, therefore, we are not strictly speaking in the single attosecond
pulse regime.

3.3.3 Pulse control and interferometry
The newly generated XUV beam will co-propagate with the NIR and pass through an iris,
metallic filters, an interferometric mirror unit, and then a toroidal mirror, with this configu-
ration, XUV, and NIR will be separated both spatially and temporally and refocused into the
target chamber 1.4 m downstream.

The XUV has a shorter wavelength than the NIR beam, therefore smaller divergence along
the beam path. Due to this property, one can control the NIR intensity by concentrically cut-
ting off the beam with an iris without influencing the XUV beam, and also insert a temporal
delay between the two pulses by varying their relative optical paths. This is realized by an
iris aperture, two grazing incidence mirror assemblies (one for temporal pulse separation and
one for refocusing the beam into the gas target), and a variable filter array for spatial pulse
separation.

The iris is a motorized and closed-loop zero aperture iris, one can estimate the intensity of the
target by coupling out the beam and measuring its power and focal spot size. The two grazing-
incidence mirrors are hit under an angle of 15◦, where the angle is chosen as considering both
reflectivity and alignment. The first split mirror assembly consists of a silver-coated outer mir-
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(a)

(b)

Figure 3.6: The concentric filter for the spatial separation of the NIR and XUV pulses and
the XUV transmission curves of the metallic filters in our filter assembly. (a) The
filter assembly in the vacuum chamber, it is on a mount that can be shifted in all
dimensions inside vacuum during alignment. (b) Different metallic materials for
the 200-nm-thin transmission filter can be used for different spectral regions of the
XUV from 12 eV using indium (In) to aluminum (Al) around 50 eV up to 200 eV
using zirconium (Zr). The XUV transmission data are taken from reference [60].

ror which reflects the NIR beam and a movable high-quality boron carbide (B4C) coated inner
mirror for introducing time-delay. The 2 mm × 100 mm small inner mirror is connected to a
piezo stage, its stability determines the temporal resolution of absorption measurements. From
measuring interference fringes formed between the inner and outer mirror of a reference laser
(continuous wave helium-neon-alignment-laser), one quantifies the interferometric stability to
be 26 as. Next is the gold-coated toroidal mirror, the coating supports the XUV reflectivity
for a broad spectral range.

Last, we have a two-component band-pass filter in annular geometry for spatial separation
of the XUV and NIR beams. One filter assembly consists of a small rounded metal filter in the
center to block all NIR in that beam region, and a thin membrane surrounding the metal piece
which transmission is high for NIR light and low for XUV radiation. In the beamline, there
are four filter assemblies with different materials (depending on the interested XUV spectra
region) in a column on a mount that allows it to move in and out of the beam path as well as
switch between different filters without breaking the vacuum. Themetallic foil with a diameter
of 2 mm is glued onto a home-built twisted Kapton wire or is directly glued onto a Kapton foil
with a central hole. The foil or the wire is mounted on a 4 cm outer diameter aluminum ring,
which is held in place by a variable and in a vacuum movable support array, see Fig. 3.6(a).

The selection of the metallic filter depends on the photon energies of the XUV pulse and the
investigated photon energies of the target. In Fig. 3.6, the transmission curves of 200 nm thick
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(a) Standard absorption cell (b) Standard streaking nozzle (c) Target cell for simultaneous absorption  
and streaking measurement 

gas jet gas jet array

Figure 3.7: Different target cell geometries. (a) A standard absorption cell made of ceramic,
gas exits from both holes in the laser propagation direction. (b) A glass nozzle for
streaking measurements, gas jet is formed at the tip of the nozzle. (c) The full steel
target cell used in this experiment, nine holes of 50 µm in diameter are drilled into
the top of the cell. A gas jet array is formed in the laser propagation direction to
increase the path-length-density-product.

aluminum, indium, and zirconium are shown. Here, we study the doubly excited helium states
around 60 eV, thus aluminum (Al) is used. Indium (In) can be used for low harmonic energies
between 12 and 16.5 eV, and zirconium (Zr) for energies between 72.5 and above 200 eV.

In our current setup, the same NIR is used for HHG generation and the interferometric step.
Due to the geometry of the split mirror and target cell, the total delay range between NIR and
XUV is limited. The polarization of the NIR light cannot be easily changed, which is related
to current isolated attosecond generation techniques. An external incoupling of the NIR pulses
was designed and implemented to enable more variability in our interferometric measurements
[61].

3.3.4 Target cell
The target gas regimes required for absorption and streaking are different, thus a new target cell
design is implemented to meet both pressure conditions. For absorption spectroscopy, usually,
tens of millibars of backing pressure is used, leading to the target chamber pressure of about
10−3 mbar. While the MCP detector used for streaking has to be operated in the pressure better
than 8×10−6 mbar. Although the small entrance of the ToF spectrometer serves as differential
pumping between the chamber and the detector, it is still not sufficient to satisfy the conditions
for both measurements. The different target cells are shown in Fig. 3.7.

The most commonly used streaking cell is a nozzle, which is a glass-needle-like capillary
with a small hole on the tip, with the target gas exiting from the tip forming a gas jet. The
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beam will be focused into this region ionizing the atoms or molecules, then the electrons will
mostly fly in the direction perpendicular to the beam direction. The absorption target cell is
similar to the HHG cell, with no hole in the perpendicular direction of the laser which means
the freed electrons will be blocked by the cell itself. However, if one uses the streaking gas jet
and performs absorption measurements, the target density will be too small to see a signal.

Thus to meet the requirements of our measurement, one needs to increase the target density
while maintaining a low chamber pressure. It can be achieved with pulsed atomic or molecular
beam [62, 63], which uses fast-acting valves with skimmers and synchronized with the laser’s
repetition rate to produce short pulses of gas. However, these cell designs are either expensive
or requires a considerable level of expertise and increases the complexity of the measurement.

The new cell implements a gas-jet array, which increases the absorption path length while
maintaining the pressure requirement for the MCP detector. Tests of the target cell backing
pressure, target chamber pressure, pressure at MCP, and absorption signal are performed to
select the optimum parameters for the experiment. The initial version was implemented by
drilling holes into standard aluminum foils that were glued on top of a prototype cell, the
foil was able to withstand backing pressures up to 1 bar. The resulting increase in the path-
length-density-product compared to a single gas jet allowed for the observation of the first five
resonances of the 2s2p series of autoionizing states in helium [64]. However, the aluminum
foil is too easily burnt in the laser focus, so a full steel cell was constructed for further mea-
surements. On the side of the cell facing the laser’s incoming direction, the corner is cut off
forming a 45deg surface facing outwards, this is for calibrating the time-of-flight zero which
will be discussed in section 4.2.1.

3.3.5 Detection gas
Asmentioned in section 3.2, methods have been developed for the complete characterization of
the temporal structure of the NIR pulse. However, for attosecond light pulses in the XUV range
with moderate intensities, using nonlinear-optical effects for characterization is challenging,
thus other attosecond measurement techniques have been developed that fulfill this purpose. It
is done by ionizing atoms via single-photon absorption, which process generates an attosecond
electron pulse which is a replica of the attosecond XUV pulse, and the phase and amplitude
information of the XUV field are transferred to the photoelectron wave packet.

The electron replica of attosecond XUV pulses is generated within the detection gas via pho-
toionization. Usually, the XUV flux is low, thus the target gas should have a large absorption
cross-section to produce as many photoelectrons as possible [65]. The ionization potential of
the atom should be high enough so that the photoelectrons produced by the XUV are much
larger than the number of electrons generated by the NIR laser via above-threshold ionization.
Because of this, noble gases are commonly chosen as gas targets, in this work helium is used.
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3.3.6 XUV spectrometer
The spatially and temporally separated XUV and NIR pulses interact with a gas target, and
the NIR beam will be blocked by another 200 nm thick aluminum filter before the gratings.
There exist two interchangeable concave variable line spacing (VLS) gratings for the spectral
range 10-56 eV and 20-112 eV, they can focus the spectra on a flat-field which does not blur
with a flat-chip camera. The camera is a thermo-electrically cooled, back-illuminated CCD
with 1340×400 pixels with a size of 20 μm×20 μm. Arbitrary region-of-interest (ROIs) on
the chip can be selected for binning to speed up data recording and transmission. The camera
sits on a custom-built mount that moves along the imaging plane to cover different spectral
regions. The overall resolving power of the spectrometer is E/∆E > 1500. The adjustment
of the distance between the grating and camera and the orientation of the camera with respect
to the spectral plane is used to improve the spectral resolution.

3.3.7 Electron time-of-flight spectrometer
To measure photoelectron spectra produced by the XUV attosecond pulses, a time-of-flight
(ToF) spectrometer is the most commonly used electron spectrometer. Its working principle
is to measure the flying time of the electrons with different momentum from their point of
generation, this allows time-resolved detection of the arriving electrons with decent resolution.
There are some main specifications of ToF:

• The range of the measured electron energy: it is related to the spectrum of the attosecond
XUV pulse generated via HHG and the metallic filters used in the beamline.

• The energy resolution: the relative energy resolution for electron energyE and drift tube
length Ldrift is given by [66]

∆E

E
=

√
8

√
me

∆t

Ldrift

√
E. (3.2)

• The acceptance angle: it is dependent on the distance from the interaction point to the
MCP plate and the size of the MCP plate.

The spectrometer in our setup is the field-free ToF spectrometer for electron and ion spec-
troscopy from Stefan Kaesdorf [67], only the electron detection parts are used in our case. The
main parts, shown in Fig. 3.8 (a) from left to right, consist of an entrance piece, Einzel lens,
drift tube, microchannel plate (MCP), and an anode plate, the two tubes perpendicular to the
main tube are for vacuum pump and pressure sensor installments.

The original entrance piece is the entrance aperture of the entrance piece (Fig. 3.8 (b))
is home-built with titanium, size of the 1 mm circle opening in the front is selected while
considering differential pumping and acceptance angle. The need for differential pumping has
been mentioned in the previous section, however, the hole cannot be as small as a skimmer,
or else the photoelectron count rate will be lost from the beginning. The size of the first MCP
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Figure 3.8: The electron time-of-flight (ToF) detector from Stefan Kaesdorf and the layout
of the cell inside the chamber. (a) The detector before mounted to the vacuum
beamline. (b) Shows the position of the target cell and the ToF entrance during
experiment, the laser propagation direction and ToF entrance are perpendicular to
each other.

plate and distance from the interaction region gives the acceptance angle, thus the entrance hole
should be big enough to not affect the angle. The Einzel lens is a charged particle electrostatic
lens that focuses charged particles without changing their kinetic energy, in our setup it is on
positive potential (max. output 1000 V) and allows an increase to the acceptance angle of
the spectrometer by more than one order of magnitude. The drift tube is 50 cm long, and
has the possibility to apply positive or negative voltages up to ± 180 V, in positive mode it
is equivalent to making the time-of-flights longer which may be an advantage for electrons
energies >200 eV, and negative mode increases the sensitivity for slow electrons. The drift
tube is encapsulated in a μ-metal (material with large magnetic permeability) shield to prevent
penetration of external magnetic fields into the drift region, for instance, it can avoid the earth’s
magnetic field dragging the electrons downwards.

The principle of anMCP detector is similar to an electron multiplier, which intensifies single
particles by the multiplication of electrons via secondary emission. While MCP has many
tiny tubes (microchannels) stacked parallel together, the microchannels are typically a few
micrometers in diameter and have a small angle to the surface so that the entered electron is
guaranteed to hit the walls of the channel. By applying a strong electric field across the plates,
each individual microchannel cascades one electron into a cloud of electrons. Afterward, the
microchannel takes some time, usually on the order of nanoseconds, to recover before it can
detect another signal. The electrons exit the channels on the other side of the plate and are
collected by an anode, then the feedthrough signal will enter a series of electronics that amplify
and convert the electronic signal into an analog signal and feed to LabView programs which
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will be introduced in the next section.

In our setup, there is a two-stack channelplate with a 40 mm diameter and a pore size of
5 μm for faster response. It should be operated in a vacuum better than 8×10−6 mbar and
the system be pumped for longer than 3 hours. To measure the vacuum pressure at the MCP
region, hot cathode ionization gauges should be used, and it is important to switch off the
pressure gauge before activating the MCP because it will produce a large background causing
the MCP to saturate and get destroyed. The detector should be kept under vacuum because
it will be destroyed if staying in atmosphere for more than a few days. The ToF tube and
MCP detector are attached to a manipulator that allows movements in all XYZ directions for
alignment.

It is important to collect as many electrons as possible and maintain high energy resolu-
tion over a wide energy range. However, energy resolution decreases rapidly with increasing
acceptance angle. A technique namely the magnetic bottle would help [68], it can collect elec-
trons from all emitted angles from the interaction region by implementing an inhomogeneous
magnetic field which is equivalent to a collimating magnetic lens. However, there is another
cell next to the ToF cell making it not possible to implement one in our setup. One could also
add Helmholtz coils to the outside of the target chamber to overcome the Earth’s magnetic field
or to act similar to a magnetic bottle to collect and direct more electrons into the ToF detector.

3.3.8 Signal processing of the MCP detector
Signal from the anode is coupled out by feedthroughs, and amplified by a fast amplifier (FTA
820, Ortec), then converted to standardized NIM pulses by a constant fraction discriminator
(CFD). The CFD is able to count narrow pulses at very high count rates, andmarking the arrival
time of the detected events with precision and consistency is its primary function. It gives a
timestamp based on the time of the rising edge of the signal pulse shape reaching a certain per-
centage of its pulse amplitude, which will be used as the stop signal for the ToF measurement
signal. More importantly, the time resolution of the signal is mainly limited by jitter, walk,
and drift, which can be minimized by adjusting the discriminator threshold on the leading- or
falling-edge of the analog pulse. Then it launches a normal pulse, where the timing information
is transferred to a more robust type of signal, and enters a level adapter (LeCroy) to convert
the input NIM pulse to a low voltage TTL output pulse with the same width, where the input
time-jitter performance is fully maintained without the typical drawbacks of the passive pulse
inverters at high pulse rates. The nuclear instrument modules (NIM) is a standard modular in-
strumentation system, transistor-transistor logic (TTL) is a logic family that relies on circuits
built from bipolar transistors, from NIM to TTL the signal will be reversed in amplitude.

At last, the signal will be the analog input for the time tagger together with a laser trigger
for the acquisition of the time-of-flight information. The time tagger 20 module from Swabian
Instruments is a versatile multi-channel time-to-digital converter with timing resolution down
to 3 ps. The time events are recorded within a programmable time window which should be
determined experimentally, in this setup the laser trigger serves as the start time and timestamp
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Figure 3.9: Illustration of electronics in the signal processing of streaking measurement. The
read-out electronics are housed in a standardized NIM rack, which serves as their
power supply.

from CFD as the stop time, and the work cycle starts again on the next laser trigger. For each
time-delay, the events are binned in a histogram by the software provided with the module
producing time-of-flight spectra. A LabView VI for our beamline synchronizes both the time-
delay piezo and data acquisition from the time tagger module.

The time-of-flight spectra will be converted to kinetic energy by the relation

Ekin =
me

2

(
l

t− t0

2)
(3.3)

where l is the distance from the interaction region of the target, t0 is the constant offset of the
trigger. However the ToF detector has the option to apply voltage to the drift tube and Einzel
lens, which is equivalent to increasing the distance l.
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Data processing and calibration

4.1 Novel simultaneous measurement of attosecond
transient absorption and attosecond streaking in
helium

We simultaneously measured the resonant photoabsorption spectra of the laser-coupled dou-
bly excited states in helium, together with the streaked photoelectron spectra. In section 3.3.3,
the pulse propagation and interferometric layout are explained, and the pump-probe pulse for
absorption and streaking spectra share the same mirror that introduces time-delay. Thus, this
novel experiment method can be used to calibrate the absolute time-delay zero of absorption
spectra. Experiments that combine these two spectroscopic methods either use two different
target gas cells and separately record spectra one after another [69], or the target investigated is
solid material [70–73], or use a two foci geometry for solid targets [74]. It is to the best of my
knowledge the first time that our measurement has been performed in the same gas target for
both transient absorption and streaking. Since the two experiments can be performed simul-
taneously, precise pump-probe delay calibration can be achieved, thus opening the possibility
for a new class of attosecond experiments in gas targets.

4.2 Data processing for streaking
Fig. 4.1 shows the raw measured electron spectra with respect to time delay, each delay step
is integrated for 1 s. The CEP rms is stabilized to around 200 mrad. The spectra are integrated
over all delay steps to illustrate the distribution of electrons in the spectra. The peak with
the highest counts comes from the electrons released from the atom, it is the signal. The
wide distribution that follows comes from NIR light scattered by the target cell itself, it was
recognized by varying the iris aperture in our beamline. There exists another small peak before
the arrival of the main signal, however in the trace is not visible with the current color scale
without saturating the oscillating streaking trace. This tiny peak and the rising edge of the
highest main peak are used for momentum calibration discussed in the next section.
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Figure 4.1: Measured streaking trace (a) with 1 s integration time and the spectrum (b) in-
tegrated over all delay steps, the inset plot is zoomed in on the trace. The axes
indicates step size, it will be converted into time delay and energy in the following
analysis.

4.2.1 Pre-algorithm processing
The spectrometer records the flight time of the electrons, which needs to be mapped to the
energy domain. The streaking cell with a needle tip allows direct electrons to reflect from
the curved surface when it is in the light path of the laser and enter the detector, this gives
the timestamp of delay 0. The cell used in this experiment, shown in Fig. 3.7, has a flat
45◦ cut surface for reflecting the direct electrons that leave the interaction area when some
small portion of the NIR laser hits the target cell. The difference in flying time between direct
electrons and arrival of the main signal is inserted into Eq. 3.3 to obtain a calibration curve
between flying time and kinetic energy of the electrons, the energy-calibrated spectra is plotted
in Fig. 4.3.

Another step before inserting the trace into the retrieval algorithm is to isolate the main peak
from the unwanted signal, i.e. the long tail of the electron distribution. It is done by first
integrating the spectra over a range where XUV and NIR do not overlap, then smoothing the
spectra, as shown in Fig. 4.4 (a), and taking the gradient to find the local minimum in the region
where the two signals intersect. Then use the index of this minimum as the center for a Sigmoid
function to be multiplied to the spectrum, this will produce a smooth edge rather than a sharp
cut-off which then would be an artificial edge and challenging for retrieval algorithms. The
retrieval algorithms usually use the central momentum approximation, which means the center
of the streaked trace in energy should be larger than its width. If the measured trace includes the
lower energy electrons, it might lead to the algorithm not converging. Also, if there are other
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Figure 4.2: Fitting of the measured data for time calibration. (a) The measured spectrum is
integrated over all delay steps and then fitted with a Gaussian function, the maxima
of the fit (grey dashed line) gives flying time 0. (b) The measured spectrum is
integrated over the unstreaked spectra and then fits the rising edge with a Gaussian
error function, the middle of the fit (grey dashed line) gives the energy of aluminum
edge at 72 eV minus the ionization potential of helium 24.6 eV.

Figure 4.3: An example of the energy-calibrated electron spectrum of one delay step. Due to
the fact that shorter flying times corresponds to higher momentum, the rising edge
in Fig. 4.2(b) becomes the falling edge at around 50 eV.
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Figure 4.4: Illustration of the intermediate steps to remove low-energy electron distributions
for a single time-delay step. (a) The smoothed spectrum, index of the local min-
imum in the spectrum is indicated by the grey dashed line, this index will be the
center position for the Sigmoid filter multiplied to the spectrum. (b) The original
spectrum is plotted in blue, orange denotes the filtered spectrum.

band-like structures adjacent to the main signal, then the algorithm might retrieve a double
pulse or a pulse with a long tail. Thus it is necessary to apply the above-explained method to
each delay step to obtain a clean streaking trace as plotted in Fig. 4.5 (b). The trace is then
ready to be inserted into retrieval algorithms, the one chosen is introduced in the following
section.

4.2.2 The retrieval algorithm ePIE
The TDSE can be solved analytically within the strong-field approximation (SFA) in order to
describe strong-field laser–atom interactions [75]. Under SFA, it is assumed that the intense
laser field ionizes the ground-state electron directly into the continuum while neglecting the
effects of excited states. The influence of the Coulomb potential of the parent ion on the
electron motion after it has been ionized is ignored. As a result, the photoelectron spectrum
S(p, τ) as a function of electron momentum p and time delay τ between the XUV and NIR
electric fields can be written as

S(p, τ) = |
∫
dt E(t) d(p+ ANIR(t− τ)) P (t− τ) ei(

p2

2
+Ip)t|2, (4.1)

where the XUV electric field E(t), the XUV dipole transition matrix element d(p), the NIR
gate function P (t) and the ionization potential Ip are all in atomic units. The negative delay
corresponds to the NIR pulse arriving first. P (t) is the pure phase-gate function P (t) given by

P (t) = exp

[
−i
∫ ∞

t

dt′
(
pc ANIR(t

′)− A2
NIR(t

′)

2

)]
, (4.2)
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Figure 4.5: Comparison of the trace before and after spectrally filtering out the low energy
electrons. The white line drawn in (a) is obtained from the intermediate filtering
step explained in Fig. 4.4(a).

where pc is the unstreaked central momentum andANIR(t) is the vector potential of the streak-
ing field defined by

ANIR(t) = −
∫ t

−∞
dt′ ENIR(t

′). (4.3)

The temporal information of the electric fields are embedded in the spectrogram S(p, τ),
with iterative reconstruction algorithms, the XUV pulse shape and duration, and the delay axis
can be fully retrieved. Most conventional reconstruction algorithms are based on the FROG-
CRABmethod, for instance, principle component generalized projections algorithm (PCGPA)
[76, 77] and least-squares generalized projections algorithm (LSGPA) [78],

The algorithm is called extended ptychographic iterative engine (ePIE) is adapted from pty-
chography, which reconstructs phase and amplitude iteratively from far-field diffraction mea-
surements of a real space object [79, 80]. The initial inputs are XUV field E(t) with random
white noise and a reasonable NIR gate function P (t), then the streaking time domain response
ξj,n(t, τn) at a certain delay τn will be calculated through

ξj,n(t, τn) = Ej,n(t)Pj,n(t− τn). (4.4)

Hereby, n is the index of time delay and j is the global iteration step of the algorithm. Then,
one replaces the modulus of the calculated frequency-dependent trace with the square root of
the measured spectrogram

√
S̃n(ω, τn), then inverse Fourier transforms it back to the time

domain to obtain a new ξ′j,n(t, τn). In the next step, the XUV pulse will be updated with

Ej,n+1(t) = Ej,n(t) + βE
P ∗
j,n(t− τn)

max (|Pj,n(t− τn)|2)
×[ξ′j,n(t, τn)− ξj,n(t, τn)],

(4.5)
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where the iteration parameterβE only takes values between 0 and 1. Similarly, the gate function
is updated starting from

ξj,n(t, τn) = Ej,n(t+ τn)Pj,n(t). (4.6)

Similar to previous step, ξj,n(t, τn) is Fourier transformed, then the modulus is replaced by the
square root the the corresponding spectrum and the new function ξ′j,n(t, τn) is used to update
the new estimate of the gate function

Pj,n+1(t) = Pj,n(t) + βP
E∗

j,n(t+ τn)

max (|Ej,n(t+ τn)|2)
×[ξ′j,n(t, τn)− ξj,n(t, τn)],

(4.7)

where the iteration parameter βP also assumes values between 0 and 1. To preserve the pure
phase-gate property of P (t), an additional constraint is applied by

Pj,n+1(t) = exp{i arg[Pj,n+1(t)]}. (4.8)

The updated XUV and gate function are then inserted in

ξj,n+1(t, τn) = Ej,n+1(t) Pj,n+1(t− τn+1) (4.9)

to repeat the above procedures at the next delay step τn+1. When all delay points τn have been
processed, the global iteration loop will go forward into j + 1.

The convergence criterion is calculated via the root mean square (RMS) between the original
and the reconstructed spectrogram after every global iteration step j as

rms =
√

1

MN

∑
ω,τ

|Sj(ω, τ)− S(ω, τ)|2. (4.10)

Here, M is the temporal sampling grid for XUV pulse and streaking field, its interval δt is
solely determined by the resolution and total spectral range, and N is the time delay sam-
pling grid with interval δτ . Sj(ω, τ) is generated in every iteration step. For a good conver-
gence, one needs to optimize the iteration parameters βP and βE according to different delay
step size and the total number of steps. Another relevant parameter is the time-delay ratio
R=FWHM[arg(P (t))]/δτ , given by the ratio of the FWHM of the streaking field divided by
the time-delay interval δτ . It has been shown in [79] that ePIEwill give accurate reconstruction
for R > 5.

4.2.3 The robustness of ePIE
The ePIE scheme differs and has some advantages over other reconstruction schemes such as
the above-mentioned PCGPA and LSGPA. The time delay increment does not depend on the
desired temporal resolution or the wavelength sampling of the spectrometer, but only on the
duration of the gate field P (t). Ptychography requires N spectra recorded at different time
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delays τn (n=1...N ) between the XUV pulse and the streaking field, all spectra combined
together form the spectrogram S(ω, τ) sampled on anM×N grid. The only constraint on the
two integers is N≤M but generally N is orders of magnitudes smaller thanM . Even with a
few spectra recorded the algorithm can converge, this has been illustrated in [79, 81]. Due to
the small number of spectra needed, i.e. N andM do not have to span the same time window,
this decreases the time needed for convergence. The PCGPA algorithm requires a sampling
grid of M×M , and typically the spectral axis has a higher sampling rate than the temporal
axis, which means the temporal axis needs interpolation and this might lose information that
changes faster than the delay increment.

The performance of the algorithm against different noise effects is being studied in [82]
for simulated streaking traces of single and double pulses, such as delay jitters between the
attosecond and NIR pulse, energy resolution of the photoelectron detector, and Poisson noise
in streaking spectrograms with different count levels. The central momentum approximation
(CMA) is used both in the generation of the streaking spectrogram and the retrieval algorithm
for bandwidth-limited attosecond pulses with 200 as pulse duration. In Fig. 4.6 and 4.7, the
three sources of noise are shown individually, as well as their combination, and their impact
on the retrieval of isolated and double XUV pulses in the transform-limited regime.

In [82], it was shown that among the three forms of noise studied, Poisson noise (counting
statistics) has the most pronounced effect on the pulse duration, resulting in an overestimation
on the order of 5%-10% when the count level is below 10 × 103 in the photoelectron spec-
trum. In the case of a double pulse, the detector resolution is the main limitation in retrieving
the side pulse amplitude. Both delay jitter and detector resolution lead to an underestimation
of the retrieved parameters, while these parameters are overestimated under the influence of
Poissonian counting statistics. Both delay jitter and detector resolution result in an underesti-
mation of the retrieved parameters, while they are overestimated under the influence of Poisson
noise. Applying spectro-temporal smoothing to the background-free noisy signals can reduce
the impact of noise due to counting statistics, which improves the accuracy of retrieved pulse
duration. The retrieval accuracy of experimental signals with nonzero background level was
not investigated, because we did not have measured data at that time.

In measurement, it is preferred to obtain a clean trace, meaning a trace with one oscillation
like Fig. 4.6. For instance, if there exists a second trace overlapping in energy with π phase
shift to the main trace, which might come from the CEP setup mentioned in 3.3.1 not set to an
optimal value causing the streak fields carrying different CEP, or a double pulse produced in
the HHG process, then the retrieval algorithm cannot distinguish these two.

4.2.4 Retrieval of the time delay zero and electric fields
Studies related to laser-driven quantum dynamical processes, such as NIR-induced couplings
between bound states, often lead to one-cycle or sub-cycle oscillations in resonant absorption
lines. For an experiment, the typical central wavelength of 750 nm, one laser cycle is 2.5 fs.
In the beamline, the resolution provided by the split-and-delay interferometric unit, where the
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Figure 4.6: (a)–(e) Visualization of noise effects on the streaking trace, (f )–(h) retrieval of an
XUV single pulse (FWHM200 as) from the trace in (e). Large noise parameters are
chosen to better visualize the effects. (a) Noise-free SFA input trace (normalized
to unity), (b) trace with 0.3 fs delay jitter, (c) trace with 1.5 eV detector resolution,
(d) trace with 4.8 × 103 photoelectron counts per delay step and including Poisson
noise, (e) trace of all of the above noise operations applied in sequence, (f) retrieved
trace, (g) retrieved XUV pulse, (h) streaking gate. The black dashed lines represent
the simulated XUV pulse and gate used to calculate the noise-free trace (a). (a)–(f
) and (h) share the same horizontal axis. [82]
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Figure 4.7: (a)–(e) Visualization of noise effects on the streaking trace, (f)–(h) retrieval of an
XUV double pulse (FWHM 200 as) from the trace in (e). Large noise parameters
are chosen to better visualize the effects. (a) Noise-free SFA input trace (normal-
ized to unity), (b) trace with 0.3 fs delay jitter, (c) trace with 1.5 eV detector reso-
lution, (d) trace with 2.8 × 103 photoelectron counts per delay step and including
Poisson noise, (e) trace of all of the above noise operations applied in sequence,
(f) retrieved trace, (g) retrieved XUV pulse, (h) streaking gate. The black dashed
lines represent the simulated XUV pulse and gate used to calculate the noise-free
trace (a). (a)–(f) and (h) share the same horizontal axis. [82]
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XUV and NIR co-propagates and are split in time, is calibrated with the translation movement
of the piezo stage of the inner mirror, which is 1.705 fs per μm with the relative error below
1% [83].

In our setup, one could roughly find the time overlap between the NIR and XUV pulse by
imaging the beam profile around its focus position with a camera, and the split-mirror setup can
be used to scan the inner-mirror stage to observe interference patterns. Where the interference
fringes show the highest visibility can be interpreted as the position where the maxima of
the pulse envelope are in overlap. However, this procedure provides mostly an estimation
that is helpful for alignment purposes, and it depends on experimental settings. For instance,
metallic filters in the beamline will introduce additional delays because of the dispersion of the
material. Or the relative angle between the split-mirror setup, small changes during alignment
of the XUV and NIR spatial overlap in the target region will cause changes in the time overlap.
Therefore, for precise calibration of the time delay zero or time overlap one would turn to more
reliable methods.

Such methods make use of timing-sensitive strong-field-induced effects that modify the ab-
sorption lineshape. For instance, the window resonances of the autoionizing states in Argon
[84, 85], the atom is strong-field ionized after XUV excitation, and the XUV-induced dipole
momentum is cut when there is NIR, then the strength of the absorption lines will be delay-
dependent, and it is minimal in time overlap. Also, could be use separate reference measure-
ments to analyze the build-up effects of ion absorption lines [86] or Autler-Townes splitting
[83, 87]. Moreover, the strong field-induced ponderomotive shift of the resonance state which
modifies the lineshape [37, 88], with further analysis by the dipole control model [83, 89, 90],
one can iteratively fit several parameters related to the spectral lineshape with time-delay until
reaches convergence.

With the simultaneous experiment presented here, one calibrates the time overlap with the
measured streaking trace. In streaking, the absolute value of the time-delay zero can not be
directly measured during the experiment, and for ePIE algorithm the time-delay axis is not
arbitrarily defined, it will be given by the retrieval itself. Even if the time-delay zero input into
ePIE is shifted, as long as the whole streaking trace still lies within the total time window, the
algorithm will converge and reconstruct the electric fields E(t) and P (t), only with a shift in
the time axis corresponding to a relative shift of the time-delay zero.

The delay axis in fs converted from the x-axis plotted in Fig. 4.5 (b) can be arbitrary, the
algorithm will retrieve the electric fields with a corresponding shift on the time axis. Because
of our simultaneous measurement, streaking and absorption share the same delay axis, which
means the absolute time delay zero obtained from streaking retrieval can be used for absorption.
The retrieved XUV pulse duration is 195 ± 11 as, the rms error is obtained from 5 separate
runs, when converted to the energy domain it centers around 58 eV. The NIR pulse duration is
∼5 fs.
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Figure 4.8: Retrieval of the measured streaking trace. (a) Measured. (b) Retrieved trace. After
500 iterations, rms error is 0.082. (c) Retrieved XUV field intensity (purple) and
phase (blue). (d) Retrieved NIR gate, which is the vector potential of its electric
field.

4.3 Data processing for absorption
4.3.1 Photon energy calibration
The spectra measured by the camera are in pixels, one needs to convert pixels to photon en-
ergies by fitting the Fano lineshape of the excited states in helium. In the setup, a flat-field
spectrometer grating is used to separate different energies of the harmonic spectrum. One can
use the grating equation to map the spectral plane and different wavelengths of the reflected
XUV pulse

mλ = g (sin(α)− sin(β)) , (4.11)

wherem is the spectral order of dispersion, α and β are the angle of incidence and reflection,
respectively, and g is the effective grating constant. The grating used in this experiment is
g = 1/600 mm. Considering the geometry of the setup, the relation between wavelength and
pixel is

λ =
g

m

(
sin(α)− 1√

( x
L
)2 + 1

)
, (4.12)

where L is the distance between grating and camera, and x is the camera position with respect
to the grating surface. This equation is used to fit absorption line positions in measured spectra
and generate the pixel to photon energy calibration curve, it is shown in Fig. 4.10.
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Figure 4.9: The measured absorption spectra and its histogram over the whole delay range. In
the lower histogram plot, one can see the oscillation of the harmonic peaks, their
peak-to-peak distance is around 3 eV.
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Figure 4.10: Energy calibration curve (blue) obtained by fitting the inverted grating equation
to the resonance positions of helium resonances (red).
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4.3.2 Reference spectrum
After obtaining an energy-calibrated spectrum, one then calculates the absorbance of the spec-
tra. The recorded spectrum consists of the slow varying high-harmonic spectrum and the sharp
absorption lineshapes of helium states. The standard procedure of data analysis in transient ab-
sorption is the calculation of the optical density from the measured signal Isig(ω) with target
gas and a reference signal Iref.

There are two general methods of acquiring Iref:

• Measured reference Imref: directly measure the high harmonic spectrum without the target
gas

• Fourier filtered reference I fref: apply a low-pass Fourier filter to Isig(ω) to extract the low
frequency spectrum, and then scale it

The first method with Imref is the most straightforward one. The HHG generation is a non-linear
process, it is sensitive to small fluctuations in the driving laser, and moving the target cell in
and out of the beam path to measure absorption and reference one after another might not be the
best solution. Therefore, the in situ reference method has been introduced in [52], to measure
part of the XUV beam diffracted by a TEMgrid that propagates above the target cell interaction
region as a reference spectrum. However, the cell is very similar to a usual absorption cell,
making it impossible to perform our simultaneous measurement.

Under this condition, it is only possible to obtain the reference from the Fourier filter method.
The asymmetric absorption lines are sharp in structure compared to the slow-modulating har-
monic background, thus one can reconstruct a in situ reference spectrum from each obtained
spectrum. By applying a low-pass Fourier filter, the harmonic modulation can be directly re-
trieved from each measured signal without the shape features (see Fig. 4.11(a)). The low-pass
filter is valid because all resonance line shapes exhibit finer spectral structures than the∼3 eV
harmonic background.

Following Beer-Lambert’s law and Eq. 2.45, the OD it is given by

OD(ω) = −log10
Isig(ω)

Iref(ω)
=

ρ l

ln10
σ(ω). (4.13)

Here, σ(ω) is the non-resonant photo-absorption cross section, the value can be extracted from
the precision measurements of [91]. In the regime of the doubly-excited states of helium, σ(ω)
comes from the absorption into the N = 1 continuum, and it only changes slowly as a function
of energy. The path-length-density product ρ l is the quantity for the optical thickness of the
gas target. The helium backing pressure during experiment was tested to avoid significant
dispersion effects in too densematerials [92]. Value of the non-resonant photoabsorption cross-
section of helium is σ = 0.55Mb obtained from [91]. From the spectra, we haveOD ≈ 0.024,
thus one can estimate

ρ l =
0.22 ln(10)
50Mb

= 1 · 1017 cm−2 = 2.8 a.u.. (4.14)
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Figure 4.11: Absorption spectrum. (a)Comparison of the harmonic modulation spectrum be-
fore and after employing a low-pass Fourier filter (orange dashed line) to the mea-
sured absorption spectrum (blue). (b) The OD spectrum. Note the peak between
sp2,4+ and sp2,5+ is from dead pixels on the camera, and it does not show any
delay-dependent features.

Then the in situ filtered spectrum is scaled to obtain a reconstructed reference spectrum

Iref(ω) = I fref e
σ(ω) ρ l. (4.15)

Thus, the filtered spectrum after the low-pass filter is used to calculate OD, plotted in Fig.
4.11.

4.3.3 Inner mirror walk-off calibration
The inner-mirror in the split-mirror setup, which delays the XUV beam, will create a walk-
off of the beam, and slightly change the angle of incidence on the spectrometer grating. The
incidence angle on the grating is around 85deg, and the inner mirror movement is small, thus
the shift of wavelength is approximately linear with the inner-mirror position. This shift will
be reflected in the absorption lines and it will be used to calibrate this walk-off effect.

For the correction of the walk-off, one can trace the position of the absorption line where
there are no field-induced changes. The 2s2p absorption has a more complicated lineshape,
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Figure 4.12: Calibration of the walk off of the inner mirror. (a) Position (blue) of the the sp2,3+
resonance line where there is noNIR present. Orange line is the linear fit, it is used
to shift the spectrum in pixel direction for different time delay. (b) Comparison
of the resonance before (left) and after (right) the calibration.

thus the sp2,3+ line is used. Because the shift is linear, this linear relationship between pixel
and delay obtained from negative delays could be applied to all delay ranges including spectra
where the NIR is present. Fig. 4.12 shows the sp2,3+ absorption line without and with compen-
sation of the walk-off, one can see the line is no longer tilted over more pixels. The correction
of this walk-off effect is important for the Fano lineshape fit in the next chapter.
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Chapter 5

Attosecond dynamics of dipole-coupled
doubly excited states in helium

5.1 Few-level TDSE simulation
From the absorption measurement, we observe the two strongest absorption lines which cor-
respond to the 2s2p and sp2,3+ states are strongly modulated as a function of time delay. In
order to understand the coherent coupling between these two states, a numerical simulation
is performed. All the interaction and coupling information of multi-particle systems are car-
ried by the wave functions. For a system like hydrogen with one bound electron, analytical
solutions can be found for the wave functions [93]. However, in the case of a helium atom
with two electrons, one needs to numerically approximate the solutions of the time-dependent
Schrödinger equation.

Our simulation employs a time-dependent few-level model based on the coupling of a few
discrete states where the Schrödinger equation is solved. In the model, the energy levels of
interest are represented by the ground state |g⟩, four excited states |e⟩= |2s2⟩, |a⟩= |2s2p⟩,
|b⟩= |2p2⟩, and |c⟩= |sp2,3+⟩, and two continua |1s, ϵp⟩ and |1s, ϵs⟩, into which the 1P o and
1Se bound states autoionize, respectively. The states |2s2⟩ (1Se) and |2p2⟩ (1Se) are included
because they are close to the resonant state 2s2p, and their energy difference is around the
central photon energy 1.54 eV of the NIR laser. Other states from the N=2 doubly excited
Rydberg series are far off-resonance with respect to the coupling NIR laser or are significantly
lower in coupling strength to the states included in this model, and are thus not accounted
for. Coupling between states in continua with different symmetry is also neglected for the
intensities of our experiment [94]. The parameters used in the simulation of the resonant energy
and lifetime of the bound states are listed in Tab. 5.1 below.

Fig. 5.1 plots the energy level diagram of the relevant states and transitions in helium. The
system is first excited by an XUV pulse, then they are strongly coupled by a time-delayed NIR
pulse. The excited states are excited from the ground state through bound-bound and bound-
continuum transitions with dipole matrix elements µnm, while the excited states are coupled
via configuration interactions with matrix elements Vϵ,n.
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Figure 5.1: Energy level diagram of the simulated system, which shows the coupling of the
involved states during the interaction with the laser fields. The XUV- and NIR-
induced couplings are markedwith purple and red arrows, respectively. The single-
photon transition in 1.54 eV (800 nm) is depicted in red.
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State E0 (eV) Γ (meV) q

2s2 57.85 125
2s2p 60.15 37 −2.75
2p2 62.06 6
sp2,3+ 63.66 10 −2.53

Table 5.1: Parameters of the bounds states used in simulation, the values are obtained from
[33] for 1P o states and [95, 96] for 1Se states.

Using the states listed above, and considering that autoionization is the main process in-
volved in the lineshape formation in measured spectra, the state vector of the system is ex-
panded into

|ψ(t)⟩ = cg |g⟩+ ce |e⟩+ ca |a⟩+ cb |b⟩+ cc |c⟩+ cεp |ε, p⟩+ cεs |ε, s⟩ . (5.1)

Next we numerically solve the Schrödinger equation for the simulation with a spilt step al-
gorithm [97], described in the following. The time evolution is given by the solution of the
Schrödinger equation in matrix representation

i∂tc⃗(t) = Ĥc⃗(t), (5.2)

with the complex expansion coefficient c⃗(t) = (cg, ce, ca, cb, cc, cεp, cεs)
T . Given the initial

wave function |ψ(t = 0)⟩ = |ψ0⟩, the formal solution of the Schrödinger equation is

|ψ(t)⟩ = e
−i Ĥ–h t |ψ0⟩ . (5.3)

In linear algebra, we know that for a diagonal operator the matrix exponential reduces to a
diagonal matrix of the exponential of the matrix elements. Therefore, in the field-free case,
the Hamiltonian reduces to a trivial phase evolution of each eigenstate depending to its energy.
We can apply the same method to the full Hamiltonian, by transforming the state vector into
the eigenstate of the Hamiltonian.

As a start, we perform the propagation in discrete time steps ∆t to determine the complete
evolution of the coefficients, with the total propagation time tk = kδt, the following sequence
is performed in every k step:

1. The field-free evolution
ci(t+∆t) = e

−i
Ei–h ∆t

ci(t)

2. Transformation into the eigenstates of the interaction. The transformation matrix T̂ con-
sist of the basis eigenvectors of Ṽ as columns.

Ṽ = diag(Ṽ1...Ṽn) = T †V̂ T, ˜|ψ⟩ = T † |ψ⟩

3. Propagation in the interaction basis.

c̃i(t+∆t) = e
−i

Ṽi–h ∆t
c̃i(t)
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4. Back transformation into the energy basis.

|ψ⟩ = T ˜|ψ⟩

The XUV pulse used in our experiments is weak so it can be treated as a small perturbation to
the field-free Hamiltonian, thus the V̂ only includes the dressing of the NIR pulses. Atomic
units are used throughout the calculations in the simulation.

For each step, the time-dependent dipole moment between the ground state, the dipole-
allowed states |a/c⟩, and the |1s, εp⟩ is evaluated:

d(t) = ⟨ψ| d̂ |ψ⟩ = µga ca(t) + µgc cc(t) + µg

∑
ε

cεp(t), (5.4)

where the ground-continuum dipole matrix element µg = µgε is assumed to be energy inde-
pendent. The sum runs over all excited states.

The full time-dependent Hamiltonian of the system in dipole approximation is Ĥ(t) = H0+
HNIR +HXUV +Hci, written out in details as

Ĥ(t)=



Eg 0 µ∗
ga·FXUV 0 µgc·FXUV µgϵ·FXUV 0

0 Ee µea·FNIR 0 0 0 0
µ∗
ga·FXUV µ∗

ea·FNIR Ea µab·FNIR 0 Vϵ,a 0
0 0 µ∗

ab·FNIR Eb µbc·FNIR 0 Vϵ,b
µ∗
gc·FXUV 0 0 µ∗

bc·FNIR Ec Vϵ,c 0
µ∗
gϵ·FXUV 0 V ∗

ϵ,a 0 V ∗
ϵ,c Eϵ−iκ 0

0 0 0 V ∗
ϵ,b 0 0 Eϵ−iκ


(5.5)

The electric fields FXUV and FNIR are both time-dependent. The diagonal elements of the
Hamiltonian are the energies of the respective states, where the energy of the continuum states
gives a complex contribution in the form of the linewidth Γc. Through this linewidth, the
continuum state is adjusted to decay rapidly such that it effectively acts as a loss channel.
The configuration interaction matrix elements Vϵ,n = ⟨1s, ϵp/s| |Ĥ |n⟩ = Vn, which describe
autoionization are taken to be constant in the vicinity of each configuration state.

The free parameters of the simulation are:

• total time axis T and time step size ∆t

• continuum distribution and its delay constant κ

• configuration interaction matrix elements Vn

• dipole matrix elements coupling the ground state to the excited states dgn and continuum
states dgε = dg
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• dipole matrix elements dea, dab and dbc for the allowed optical transitions between the
excited states coupled by the NIR pulse.

Before performing the simulation, some values can be determined directly from themeasured
absorption lineshape with the help of Fano lineshape fits.

5.2 Fano fit formula
The laser-induced phase change of the states after excitation can be extracted by performing a
Fano lineshape fit on the measured absorption spectrum. The Fano phase formula used is from
[98], which maps the Fano asymmetry parameter q to a phase φFano of the time-dependent
dipole response function

φFano = 2 arg(q − i). (5.6)

The equation representation of the asymmetric Fano line profile is

SFano =
AFano

q2 + 1

[
(q + ε)2

1 + ε2
− 1

]
+ b, (5.7)

where ε = 2(E − Eres)/Γ is the reduced energy. The formula is valid for a δ-like excitation,
that is to say the duration of the excitation is much smaller than the lifetime of the states, which
is valid for our case. In fitting experimentally recorded line shapes, the finite spectrometer
resolution σres is taken into account

SFano,exp = −log10
[
(10−SFano)⊗ 1√

2πσres
exp

[
− E2

2σ2
res

]]
, (5.8)

where ⊗ denotes convolution.

Here, the free parameters are Fano phase φFano, energy of the resonance state Eres, decay
width Γ, amplitude AFano, offset b, and sigma energy resolution σres. Both E0 and Γ were
kept around the literature values for all NIR laser intensities, by setting the boundary of the fit
to ±0.005 eV and ±0.01 eV respectively. Also, the σres is set to experimentally determined
detector resolution value 0.02 eV. By fitting the absorption line with XUV excitation only
(see Fig. 5.2), one finds the energy resolution of the detector which is an input parameter for
simulation, it is in agreement with previous measurements preformed with the same setup [52,
99].

5.3 Simulated results
The few-level simulation algorithm is applied on a time grid to scan the time delay between
the XUV and NIR pulse. The electric fields (Fig. 5.3 (a)) and time-delay axis are taken from
streaking retrieval, also the fields and time axis are interpolated with the B-spline function
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Figure 5.2: Fano fit of the lineshape for resonance 2s2p, integrated over negative delay range
from -17 to -7 fs in order to find the energy resolution of the measurement. From
the fit result σres=20 meV.
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Figure 5.3: The XUV (purple) and NIR (red) fields retrieved from streaking that are used in
simulation. They have different scale on y-axis for better visibility. (a) Electric
fields in the time domain, their position on the time axis is set to time delay 5 fs.
(b) The intensity spectra of both pulses from the Fourier transform of fields in the
time domain. The XUV pulse is centered around 60 eV and the central photon
energy of the NIR is 1.54 eV.

to have a finer step size. According to the Fourier transform relation, the total length of the
time grid determines the energy resolution of the simulated spectra, and the time step size
determines the grid of the energy axis.

In the simulation, the total time grid length is T = 32000 a.u. (774 fs) with time step size
∆t = 0.25 a.u. (0.006 fs). They are chosen to have a small enough sample size compared to
the 2.5 fs laser cycle and to cover the full natural autoionizing decay time of the states, for
instance, the Γ2p2 = 6meV corresponding to an exponential decay time of 220 fs. The photon
energy resolution is ∆E =0.005 eV, and the total energy axis length is 680 eV.

The continua are modeled by two broadband continuous spectra, which are centered at the
resonant energy of 2s2p and sp2,3+, to couple with 1Po and 1Se states, with the decay rate
κ =0.8 a.u. corresponding to lifetime 21 eV. Compared to simulations that define hundreds of
discrete quasi-continuum states [99, 100] and broaden them to a mutual overlap to approximate
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Figure 5.4: Spectrum with XUV excitation only. (a) The spectra before and after convolution
with the spectrometer resolution. (b) Comparison between the measurement and
simulation, the simulated spectrum is rescaled in amplitude to roughly match the
maxima of the 2s2p and sp2,3+ Fano lineshape. (c) and (d) show Fano lineshape
fits, where the value of the Fano q parameter is extracted.

a continuous spectrum, the present method significantly relaxed the computational cost.

The dipole matrix elements µgn and µd configuration interaction matrix elements Vn are cho-
sen for the simulated absorption lines to match known experimental and theoretical parameters
(see Table. 5.1). As shown in Figs. 5.4(c) and 5.4(d), the extracted q parameters are -2.75 and
-2.53. The absolute values of dipole matrix elements between excited states are µea = 2.17
a.u. from [101], µab = 2.17 a.u. and µbc = 0.81 a.u from [102, 103].

With parameters set, one performs the simulation over the delay range -5 to 15 fs, shown
in 5.5, then the simulated spectra are convolved with the spectrometer resolution 20 meV ex-
tracted from the Fano lineshape fit, from Fig. 5.4 (a) one can see the sharp resonant absorption
peaks become less prominent. Near the time overlap and at positive delays, the absorption
spectrum is strongly modified. At slightly positive delays, the effect of Autler–Townes split-
ting of the 2s2p resonance with the energetically repelling 2p2 dressed state can be seen, it is
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Figure 5.5: Measured and simulated spectrum of the helium doubly excited states as a function
of time delay. The numerically calculated absorption spectra (b) is rescaled in
order to share the same colorbar with measured spectrum (a), and it is spectrally
convolved with a Gaussian of width 0.02 eV that represents the detector resolution.
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Transition Ott[103] Stooß[106] Ho[109] Chu[101] Loh[102] Tarana[107]
2s2 - 2s2p - -1.56 1.58 2.17 - -
2s2p - 2p2 - 2.11 1.99 - 2.17 2.11
2p2 - sp2,3+ -0.81 -0.81 0.68 - - -

Table 5.2: The dipole matrix elements (a.u.) between three different transitions from theoreti-
cal calculations.

evidence of the strong coupling between the autoionizing states and Rabi oscillations.

5.4 Sign convention of the dipole matrix elements
From the time delay calibrated simulated absorption spectrum, one can extract delay-dependent
physical quantities such as the transition dipole matrix elements, which play an important role
in extracting attosecond state-specific dynamics from transient absorption spectra [104, 105].
Precise determination of the dipole matrix elements between doubly excited states in helium
is of interest in many related experiments [103, 106, 107]. In these publications, dipole ma-
trix elements for various S-P and P-D transitions were reported, and in [108] there is a nice
summary. To calculate the dipole matrix elements for the helium atom, one needs to solve
the Schrödinger equation, the first step is the precise determination of the energies and eigen-
functions of the initial and final states. The dipole matrix elements can be calculated with the
expression from [109, 110]

FDME =

√
8π

2l + 1
⟨Ψ0|

2∑
i=1

rliYlm(ri) |Ψn⟩ . (5.9)

In the references, sometimes they have comparable absolute values but with opposite signs,
selected transition are listed in Tab. 5.4. The values listed here are found from theoretical
calculations with different methods, for instance Stooß [106] and Tarana [107] uses ab-initio,
Loh [102] uses eigenchannel R-matrix [110, 111], Ho [109] uses stabilization method.

The relative signs of dipole matrix elements have thus far not been tested experimentally,
whereas it becomes possible with our experiment scheme. The signs of the dipole matrix
elements seemed to appear differently depending on different calculation methods, which can
be easily changed in our few-level simulation to compare their influence on absorption spectra.
To study the effect of the sign convention of the dipole matrix elements, simulations with the
combination of positive and negative signs for µab and µbc are performed, and it was observed
that only different relative signs result in different absorption spectrum. The most intuitive
comparison is to take delay-dependent lineouts and observe the oscillations. One directly sees
different relative signs between µab and µbc will lead to a π phase shift in the oscillations (cf.
the orange and gray lines in Fig. 5.7). Thus, it is sufficient to classify the sign conventions
into µabµbc > 0 and µabµbc < 0 and further compare with the experiment.
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Figure 5.6: Absorption spectrum from simulation and measurement zoomed in on the two res-
onant states. Horizontal lines plot the delay 0, 6, and 7 fs. Vertical dashed lines
mark the resonance energy of 2s2p 60.15 eV and sp2,3+ 63.66 eV, solid lines indi-
cate the region where the delay-dependent lineouts are extracted from. The energy
between the two vertical solid lines are: (a) 0.045 eV, (b) 0.043 eV, (c) 0.045 eV,
and (d) 0.032 eV.

In previous absorption analysis, one could define the delay zero precisely in simulation by
shifting the oscillation lineout obtained from the experiment along the time delay axis. With
our simultaneous measurements, we are able to obtain a time-delay zero calibrated absorption
measurement and simulation. With the Fano phase introduced in 5.2, one knows the modified
asymmetric lineshape introduces a phase change, therefore when taking the lineout, one needs
to select a very small region so that the oscillation will not be smeared out too much by the
delay-dependent phase change.

The here observed oscillation is from the beating of a wave packet, which is a direct conse-
quence of the coherent superposition of quantum states, between at least two energetic states,
the time evolution oscillates with a cycling period of Tc = 2π–h/∆E, determined by the energy
spacing of the involved states [99]. The time between two oscillation maxima observed in Fig.
5.7 is 1.2 fs, corresponding to the energy level difference ∆E = 63.66 − 60.15 ≈ 3.51 eV
between the two mostly dominantly populated states 2s2p and sp2,3+.

The comparison of the delay-dependent lineout of measurement and simulation shown in
Fig. 5.7, one directly sees different relative signs between µab and µbc lead a π phase shift in
the oscillations, and only µabµbc < 0 agrees with experimentally measured data.

From state 2s2 to 2s2p is a one-photon transition, while 2s2p and sp2,3+ are coupled through
the dark state 2p2. However, from references in Tab. 5.4, one sees µab and µbc sometimes are
calculated separately and are not consistent in sign. Although for transition 2s2p to 2p2 all
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Figure 5.7: Delay-dependent lineouts of the (a) 2s2p and (b) sp2,3+ resonant states from sim-
ulated and measured absorption spectrum. The grey and orange lines are with dif-
ferent relative signs between dipole matrix elements µab and µbc.

calculated values are positive, with our observations, we find µab can be both signs as long
as µabµbc < 0. We also simulated with positive and negative dipole matrix elements for 2s2
to 2s2p, and found that it does not change the lineout oscillation phase. As 2s2 is the lowest
doubly excited state in helium above the N=1 continuum threshold, there is no other state below
this energy level to form a coupling scheme similar to 2s2p and sp2,3+.

The lineouts are compared in the region of 3 to 10 fs, because in the time overlap, absorption
spectra aremodulated byNIR-induced ponderomotive shift of the state’s energy, it is prominent
in 5.6 (a) that the 2s2p line is shifted to larger energies, and after 10 fs, the spectral structures
are more complex with an additional branch to the left of the main resonance. The few-level
model simulation used here does not include ponderomotive shift or other couplings to states
that are not included, and this leads to different structures in the OD plots. Nevertheless, it
simulates the most important two-electron wavepacket oscillation which is the main goal of
this analysis.

Asmentioned in the previous context, due to symmetry properties of the Fano lineshape there
is a π phase shift over the resonance, the delay-dependent lineouts are sensitive to the region
which is being selected manually, thus may lead to artificial shifts in the phase of the lineout.
Therefore, to further analyze the precision of our time-delay calibration and extract more in-
formation on delay-dependent phases from absorption lineshapes directly, one can apply the
Fano phase method from [112], described in the next sections.
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5.5 Fano lineshape fit
This Fano phase method requires the delay-dependent Fano phase and amplitude values of the
near-resonantly coupled doubly-excited states, which can be extracted by fitting the lineshapes
with Eq. 5.7. After the discussion of dipole matrix elements in the last section, we used
µea = −2.17, µab = 2.17 and µbc = −0.81 to produce simulated absorption spectra.

For high NIR intensities, it has been found that additional effects, such as AC Stark shift,
will change the lineshape and resonant energy positions [113] or broadening of the linewidth
due to ponderomotive potential [114]. One sees in Fig. 5.8, on the resonance 2s2p starting at
temporal overlap, the whole lineshape is shifted to higher energy in measured data, while this
is not captured with our simulation. There is no such energy shift in the other excited state.
The fit is applied to a small energy region of the two resonant states for delay from -5 to 15
fs, plotted in Fig. 5.8. One can see in subplot Fig. 5.8 (b) and (d), the Fano fit is only applied
to the energy range of 60.1-60.25 eV because if more data points are included on the lower
energy side, the fit does not give optimal results.

Fig. 5.9 visualizes the quality of Fano fit, it shows the data points between delay 6 to 7 fs from
simulation and their Fano fitted lineshape, the fitted Fano phase and amplitude information in
this delay region will be used to extract the delay-dependent relative phases.

5.6 Dipole phase and amplitude
From the Fano fit, one can further use the phase φFano and amplitude AFano information ob-
tained from the previous step and insert into the Fano phase method described in [112], which
maps the Fano asymmetry parameter q to a phase φ of the time-dependent dipole response
function.

Kaldun’s paper assumed the general case of three states |1⟩, |2⟩, and |3⟩, with energy spacing
∆ωL ≈ ∆ω12 ≈ ∆ω23, he then derived the contributions to the quantum state coefficient of
|3⟩

amod = a1 + aself + ainter(τ), (5.10)

where amod is connected to the lineshape of state |3⟩ which is modulated by the couplings with
other states, aself is the two-photon laser coupling of state |1⟩ to |2⟩ and back to |1⟩, and ainter(τ)
is the coupling pathway of state |1⟩ to |2⟩ and to |3⟩. This assumption for the couplings between
the excited states can be applied to our system, therefore in the following, the names of the
terms in the Fano phase method will be adapted and explained in detail.

Here, the system of interest consists of one ground state |g⟩, three excited states |a⟩= |2s2p⟩,
|b⟩= |2p2⟩, and |c⟩= |sp2,3+⟩. The energy spacing between states |a⟩ and |c⟩ is 3.51 eV, ap-
proximately equal to 2ωL of the laser. According to dipole selection rules, the transition from
the ground state directly to state |2p2⟩ is not allowed. Thus, |2p2⟩ is coupled by the NIR pulse
through states |2s2p⟩ and |sp2,3+⟩.
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Figure 5.8: (a), (e) Measured and (c), (g) simulated absorption spectra for varying time delay,
and next to them on the right are their Fano fit of each individual delay. All subplots
share the same colorbar. The horizontal dashed line marks delay zero, solid line
marks delay 6 fs and 7 fs. The vertical dashed line are the resonance energy 60.15
eV and 63.66 eV. Note that for subplots (b) and (d), the Fano fit is only applied to
energy range 60.1-60.25 eV, for (f) and (h) it is applied to 63.55-63.8 eV.
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Figure 5.9: Absorption spectrum (dot) and its Fano fit (line) near the helium 2s2p and sp2,3+
states. Every spectra is plotted with an offset in the y-axis for better visualization.
The resonant lineshape changes with time delay τ from 6 to 7 fs of the NIR fol-
lowing the XUV excitation. The fit is performed in the energy region 60.1-60.25
eV for 2s2p and 63.55-63.85 eV for sp2,3+.
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The Fano phase method in a nut shell, starts with a system at time t = 0, population from
the ground state |g⟩ is excited by the XUV pulse to an excited |a⟩, the wave function at this
time is expressed by

Ψ(t = 0) ∝ ag |g⟩ − iaga |a⟩ . (5.11)
Here, the coefficient ag ≈ 1 for all times of a weak excitation, which is the case in our ex-
periment. Then the NIR resonantly couples |a⟩ to |c⟩ by a two photon transition via |b⟩, the
expansion coefficient will become

aamod(τ) = Aa
mod(τ) e

iφa
mod(τ)

= aga + aab + aca(τ).
(5.12)

The different interaction pathways that contributes to state |a⟩ are:

aga : |g⟩ → |a⟩
aab : |g⟩ → |a⟩ → |b⟩ → |a⟩
aca : |g⟩ → |c⟩ → |b⟩ → |a⟩

(5.13)

The first term is
aga = Aga e

iφga

∝ −ag E2
NIR |µga|2

(5.14)

The second term describes the laser coupling between the states |a⟩ and |b⟩

aab = Aab e
i(φab+π)

∝ −aga E2
NIR |µab|2.

(5.15)

Population is transferred to state |b⟩ and back to |a⟩ with a small loss of population during this
process, which leads to the π phase term. The third term is written out as:

aca(τ) = Aca e
i(φca+π+∆ωcaτ)

∝ −agc E2
NIR µab µbc e

i∆ωcaτ ,
(5.16)

where INIR is the laser intensity, µab and µbc are the dipole matrix elements. And ∆ωca is the
relative phase between |a⟩ and |c⟩, because they are excited by the same XUV but due to NIR
coupling, they will evolve differently in time.

The dipole response of |a⟩ after interaction is given by

d̃a(t) = ⟨Ψ(t)| r |Ψ(t)⟩

∝ Aa
mod e

i(φa
mod−∆ωgct)e

−Γ
2 t

+ c.c.
(5.17)

with the decay rateΓ = 1/τlife. The Fourier transform of dc(t) is proportional to the absorption
cross-section:

σFano(ω) ∝ F [da(ω)]

∝ F

[
Aa
mode

iφa
mod

i− ϵ(ω)

1 + ϵ2(ω)

]
,

(5.18)
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where ϵ = 2(ω − ∆ωa)/Γ is the reduced energy. Because of the linearity of the Fourier
transformation, acmod(τ) contributions in the complex factor which is related to the lineshape
of absorption spectrum, it is written out as

Aa
mod(τ)e

iφa
mod(τ) = Agae

iφga + Aabe
i(φab+π)

+ Aca e
i(φca+π+∆ωcaτ).

(5.19)

From experimental data, one also analyses the absorption lineshape of sp2,3+, thus it would
be helpful to write out the formula for state c:

acmod(τ) = Ac
mod(τ) e

iφc
mod(τ)

= agc + acb + aac(τ).
(5.20)

The different interaction pathways that contribute to state |c⟩ are:

agc : |g⟩ → |c⟩
acb : |g⟩ → |c⟩ → |b⟩ → |c⟩
aac : |g⟩ → |a⟩ → |b⟩ → |c⟩

(5.21)

The delay-dependent term reads

aac(τ) = Aac e
i(φac+π+∆ωacτ)

∝ −aga E2
NIR µab µbc e

i∆ωacτ .
(5.22)

Similarly, the dipole response of |c⟩ and its absorption cross-section depends on the coefficient

Ac
mod(τ)e

iφc
mod(τ) = Agce

iφgc + Acbe
i(φcb+π)

+ Aac e
i(φac+π+∆ωacτ).

(5.23)

From the above equation, one sees the absorption spectrum σ(ω) varies with delay τ . Thus
when taken the real and imaginary parts of da(ω) and plot in the complex plane as shown in Fig.
5.10 (a), it forms a circle around a fixed center varying with time delay. In Eq. 5.19, the first
and second terms are π out of phase with each other and independent of τ , and the third term
has constant amplitude Aca while varying with the phase ∆ωca. The complex phase varies
in opposite directions for state 2s2p and sp2,3+ with respect to time delay, because the ∆ω
term for transition from one excited state to another and the other way around have opposite
signs, meaning∆ωca(τ) will become−∆ωac(τ) in Eq. 5.19, thus data points will rotate in the
opposite direction with respect to time delay (see Fig. 5.10(b)).

5.7 Delay-dependent phase
With the theoretical model, one can compare measured and simulated data to quantify the
delay-dependent state-specific phases. It is most helpful to first plot the Fano fitted phase and
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Figure 5.10: Graphical representation of the complex amplitude of the excited states in the
complex plane, adapted from [112]. |a⟩ = 2s2p resonantly couples to a dark in-
termediate state |b⟩ = 2p2 and a coherently excited bright state |c⟩ = sp2,3+. The
contribution from the coherently excited bright state Aca forms a circle varying
with respect to time delay due to the energy difference between the states and their
corresponding field-free time-dependent phase evolution. The coupling scheme
is similar for |c⟩ = sp2,3+.

amplitudes of simulated data over a large delay range to have a general impression. Fig. 5.11
shows the evolution of φFano and AFano from -10 to 20 fs.

In [112], the complex phases and amplitudes of state sp2,3+were studied over a delay range of
1.2 fs (from delay 9.8 to 11 fs) corresponding to half a laser cycle for varying laser intensities,
it was found for increasing intensity the radius and ellipticity also increases, while the overall
shape over longer delay range was not mentioned. Plotted in Fig. 5.11, the complex phase
rotates in opposite directions as discussed in the last paragraph, while their overall evolving
trend shows a spiral shape. One can observe from Fig. 5.11 (a), the overall shape is elliptical
with varying radii and the center point of rotation shifts in the plane, while in (b) the center
shifts in a smaller range and its radius decreases with time delay. The center position is given
by values aga and agc from 5.12, 5.20, which will be discussed later.

Both the measured and simulated data are discrete in time, therefore to apply the Fano phase
formalism one fits the data points with an ellipse using least squares minimization based on
[115], and then extracts the phases for comparison. Some of the fitted parameters are listed in
the table below.

Fig. 5.12 plots the measured and simulated data from around 6 to 7 fs and their ellipsoidal
fits, one can observe data points 2s2p and sp2,3+ to rotate in opposite directions with delay.
This delay range was chosen such that it is not in the time overlap between the NIR and XUV
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Figure 5.11: Spectral dipole amplitude and phases as a function of time delay from Fano line-
shape fit of simulated resonant states. Each subplot represents a complex plane
with aspect ratio 1. The grey dots show data from delay range -10 to 20 fs, and
are connected with straight lines to better visualize the trend. The first delay data
point -5 fs is marked with blue cross. Lines in orange selects a certain delay range
(from delay 1 to delay 2) which will be further used to extract delay-dependent
phases in the next section. (a) State 2s2p, time delay ranges from 5.8 to 6.9 fs.
(b) State sp2,3+, time delay ranges from 6 to 7 fs.
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state center pos. [xc, iyc] φga φgc

2s2p measure. [7.3,−9.8i] −53◦ −
2s2p simu. [−3.6, 14.4i] 104◦ −
sp2,3+ measure. [15.7, 5.1i] − 18◦

sp2,3+ simu. [4.0, 6.8i] − 59◦

Table 5.3: Parameters extracted from ellipsoidal fits.

state slope displacement ∆ωca displacement ∆ωac

measurement -5.20 rad/fs (3.42 eV) -
simulation -5.22 rad/fs (3.44 eV) -
measurement 5.71 rad/fs (3.75 eV) -
simulation 5.35 rad/fs (3.52 eV) -

2s2p
1.028-1.120 rad
0.196-0.214 fs

sp2,3+
0.502-0.208 rad
0.096-0.039 fs

Table 5.4: Parameters extracted from linear fit in Fig. 5.13.

pulse, also state 2s2p has a natural lifetime of 17 fs and the state will not be significantly
depleted on the timescale of the laser-driven two-electron dynamics. In subplots (a) and (b),
one can see the two ellipses locate in different quadrants of the complex plane, nevertheless,
the value of interest is ∆ωca/ac(τ). From the ellipsoidal fit, one can extract the center, width,
height, and angle parameters to obtain the dipole phase information. Data points from the fit
on the ellipse [xn, i yn] and center point [xc, i yc] is used to calculate the angle in the complex
plane

∆ω = angle [(xn + i yn)− (xc + i yc))] . (5.24)

In the end, ∆ωca/ac(τ) is plotted as a function of time delay for both excited states (see Fig.
5.13), then an linear fit is performed to extract the difference in phase. Parameters extracted
from the fit are the slope and vertical displacement in phase, the difference in phase is calculated
between delay 6 and 7 fs, listed in Table 5.3 below

The slope in rad/fs can be converted into energy by multiplying the Planck’s constant, which
theoretically should equal to the energy difference between the two coupling bright states 3.51
eV. One observes the difference in phase between simulation and measurement for 2s2p is
around 0.2 fs while for sp2,3+ is 0.1 fs or lower. The signs of their slopes are opposite of each
other because of the rotating direction of data points as shown in Fig. 5.10.

To discuss the phase ∆ωca/ac(τ) and center position, one could return to the formula that
describes the complex expansion coefficients aamod(τ) and acmod(τ). The delay-dependent term
is only ∆ωca/ac(τ), however Fig. 5.13 indicates a delay-dependent translation or rotation of
the data points as a whole. From the formula, the remaining parameters that are determined
by experiment are dgc/gc and ENIR, thus two other simulations with different parameters are
performed (see Fig. 5.14), and following the same analysis procedure, their spectral amplitude
and phase are plotted in the complex plane in Fig. 5.15 and Fig. 5.16).
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Figure 5.12: Spectral dipole amplitudes and phases as a function of time delay. Each subplot
shows the evolution of the dipole moment with its real and imaginary part plotted
in the complex plane with aspect ratio 1, the horizontal and vertical grey line
marks y=0 and x=0. The dots show (a), (c) measured and (b), (d) simulated data
covering delay range of around half the laser cycle, green lines are ellipsoidal fits,
the center point and the phase with respect to the center point are extracted from
the fit as a function of delay. The first data point of each subplot is highlighted
with a cross marker, the order of the subsequent delay dependent complex values
are indicated by the grey arrows. In (a) and (b), the delay ranges from 5.8 to 7 fs,
in (c) delay ranges from 6 to 7 fs, and in (d) delay ranges from 6.15 to 7.1 fs.
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Figure 5.13: Spectral phase as a function of time delay. The data points are presented in cross
markers, with their respective linear fits in the same color. (a) and (b) have op-
posite slopes because the phase rotates in opposite directions in Fig. 5.10. The
offset of linear fit between measurement and simulation are listed in Table 5.3.
Between delay 6-7 fs, the offset of 2s2p is 196 to 214 as, while for sp2,3+ is 39 to
96 as.
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Figure 5.14: Simulated spectra of the helium doubly excited states as a function of time delay,
they have different simulation parameters. (a) and (b) have smaller NIR intensity.
One can see the lineshape of 2s2p is less modulated at time overlap. (c) The
field-free Fano parameter is set to q = −1.7 and q = −1 for 2s2p and sp2,3+,
respectively.
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Figure 5.15: Spectral dipole amplitude and phases as a function of time delay from Fano line-
shape fit of simulated resonant states, the Fano q parameters are different com-
pared to Fig. 5.13, labeled in the title of each subplot. Each subplot represents a
complex plane with aspect ratio 1. The grey dots show data from delay range -10
to 20 fs, and are connected with straight lines to better visualize the trend. The
first delay data point -5 fs is marked with a blue cross. Lines in orange selects a
certain delay range (from delay 1 to delay 2) which will be further used to extract
delay-dependent phases in the next section. (a), (c) State 2s2p, time delay ranges
from 5.8 to 7 fs. (b), (d) State sp2,3+, time delay ranges from 6 to 7.1 fs.
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Figure 5.16: Spectral dipole amplitude and phases as a function of time delay from Fano line-
shape fit of simulated resonant states, the NIR intensities are different compared
to Fig. 5.13, labeled in the title of each subplot. Each subplot represents a com-
plex plane with aspect ratio 1. The grey dots show data from delay range -10
to 20 fs, and are connected with straight lines to better visualize the trend. The
first delay data point -5 fs is marked with a blue cross. Lines in orange selects a
certain delay range (from delay 1 to delay 2) which will be further used to extract
delay-dependent phases in the next section. (a), (c) State 2s2p, time delay ranges
from 5.8 to 7 fs. (b), (d) State sp2,3+, time delay ranges from 6 to 7.1 fs.

79



Chapter 5 Attosecond dynamics of dipole-coupled doubly excited states in helium

The simulation with different dgc/ga, reflected in the Fano q parameter in Eq. 2.40, which
is related to the dipole matrix elements for ground to excited states and ground to continuum
states, and the configuration matrix elements. The new q parameters obtained from fitting the
simulated spectrum are -1.7 and -1 for 2s2p and sp2,3+, respectively. The other simulation still
used literature q values, while the NIR intensity is multiplied by

√
0.5 and 0.5.

The newly generated figures can be discussed alongside Fig. 5.11 in mainly two aspects,
the phase of interest∆ω(τ) and the phase φga/gc. The first data point is the blue cross marker,
for instance its amplitude in vector representation is equal to A⃗ga − A⃗ab, and by observation
it depends more on dipole matrix element µga rather than INIR, while its phase changes more
with INIR. At large negative delays, the coupling starts with only XUV excitation, then going
over time overlap the absorption lineshapes will become stronglymodulated, which is reflected
in the data points after the blue marker. Also, it is reasonable that with decreasing INIR, the
absorption lineshape is less modulated, it can be seen in the plots with smaller NIR intensity
the range of distribution of data points are more convergent to the blue marker. The phase φga

varies much more with delay compared to φgc in all four simulations, for sp2,3+ the center of
different circles almost remain at the same phase.

From the position of the red cross markers, which is the first data point of delay range 6-7 fs,
one could already see the rotation of the ellipse formed by the orange data points is different,
this change is reflected in Fig. 5.17. The displacement of the measured and simulated linear
fits for 2s2p is on the order of 1 rad, while for sp2,3+ it is below 0.5 rad.

In the delay-dependent complex coefficients aca(τ) and aac(τ) (Eqs. 5.16,5.22), the terms
E2

NIR µabµbc are the same, while aca(τ) contains the term agc ∝ |µgc|2 and aac(τ) contains
aga ∝ |µga|2. Therefore, in simulations with different qFano, for state sp2,3+ the value changed
from -2.53 to -1, using 5.6 to convert to radius is

φ = 2 arg(2.53− 1− i) = 1.15 rad. (5.25)

This estimation could be the reason of the observed displacement between the linear fit for the
case of different Fano q parameter (orange and purple line in Fig. 5.17 (a)).

For the reconstruction of the full temporal dipole response one could refer to the method
in [106], where the amplitude and phase of the time-dependent dipole moment of isolated
resonances are reconstructed from a single absorption spectrum, with certain constrains such as
the initial excitation pulse is much shorter than the system’s dynamics. They also investigated
different NIR intensities from the weak perturbative regime to strong coupling and strong-field
ionization of the autoionizing states.

The phase off-set of fitted lines of 2s2p in Fig. 5.13 can be explained by parameters that
are chosen in the simulation. We have confirmed this with simulations of different Fano q and
NIR intensities. Therefore, state sp2,3+ which is less dependent on simulation parameters, is
more reliable to quantify the precision of our simultaneous measurement, which is below 100
as.
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Figure 5.17: Spectral phase as a function of time delay. The phase of 2s2p and sp2,3+ are com-
pared to simulations with different Fano q and NIR intensities. The data points
are presented in cross markers, with their respective linear fits in the same color.

81





Chapter 6

Conclusion and outlook

The general theme of this thesis revolves around the interferometric observation, understand-
ing, and control of ultrafast electron quantum dynamics. The coupling dynamics within cor-
related two-electron states in helium were experimentally measured and modeled. We have
shown a novel beamline for the simultaneous measurement of both the resonant photoabsorp-
tion spectra and streaked photoelectrons in the same gas target. With the attosecond-precision
simultaneous measurements, we are able to access delay-calibrated information from the ob-
tained data, which in turn can be applied to enhance our understanding of the two-electron
dynamics in external strong fields.

On the experimental side, to make the simultaneous transient absorption and streaking mea-
surement possible, some upgrades were applied to the setup. One is the installation of a new
electron time-of-flight spectrometer. Also, with our newly designed and fabricated target cell
and time-of-flight tube entrance piece the measurement conditions of both spectroscopic meth-
ods are fulfilled, making it possible to operate the electron detector while recording absorption
spectra with sufficient signal. To the best of my knowledge, this is the first time such a setup
has been realized. For the streaking experiment, it is important to stabilize the carrier-envelope
phase (CEP) of the laser, thus, an optical setup to measure and stabilize the CEP inside the am-
plifier was installed, it provides access to control the CEP within a standard deviation of 200
mrad.

With the experimental methods, we are able to calibrate the absolute time-delay zero of the
measurement. It is realized through the streaking measurement, with retrieval algorithms one
can reconstruct the time delay zero and the full temporal profile of the interacting XUV and
NIR electric fields, from which one can calibrate the absolute time-delay zero in the measured
absorption spectra. The algorithm implemented in this analysis is ePIE [79], and simulations
were performed to test its robustness to noise.

To understand the dynamics in absorption spectra, a numerical model based on a few-level
TDSE simulation of the relevant states is conducted. Instead of simulated XUV and NIR
pulses, we are able to directly use the pulses retrieved from streaking measurement for the
simulation, as well as the retrieved time-delay axis. Usually, the time-delay calibration of
transient absorption spectra is done with separate reference measurements, for instance, model
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the Autler-Townes splitting from an intensity scan [83, 99], or phase changes in highly excited
states due to ponderomotive shifts in the NIR field [88]. We are able to retrieve the delay
axis for transient absorption in the same measurement. Within the numerical model, one can
selectively change the signs of dipole matrix elements between bound states, which in turn
may result in different absorption resonance lineshapes. By taking delay-dependent lineouts
of the resonant states, one observes a π phase shift of the oscillation. However, in theoretical
calculations, the signs of the transition dipole elements are usually calculated for individual
dipole transitions are non-uniform [109]. By comparing the lineouts of the resonant states
between the measured and simulated absorption spectra, it was possible to quantify the signs
of the transition dipole matrix elements for the laser-coupled autoionizing states 2s2p − 2p2

and 2p2 − sp2,3+ to be opposite of each other.

Due to the interferometric principle of transient absorption spectroscopy, the measurement
is sensitive to the amplitude and phase of the atomic dipole response. We applied the Fano
phase formalism from [112] to the resonant coupling of the two states, and extracted the am-
plitude and phase modifications by the NIR laser from different quantum pathways that are
involved in the coupling dynamics of the autoionizing states. Higher precision measurements
and analysis of the different phase contribution will help to better understand the laser coupling
of autoionizing states. And with the Fano-phase approach, we have shown the difference be-
tween experiment and simulation of the spectral phase of state sp2,3+ is below 100 attoseconds.

Further on, one could experimentally measure the exact buildup time of the Autler-Townes
splitting in gas targets which theoretically have been calculated to be on the order of few fem-
toseconds for a few-cycle pulse [116]. With this novel experimental method, one could make
full use of the spectral and temporal information, and extract information from the lineshape,
time-dependent phase and amplitude induced by resonant laser coupling to study strong-field-
induced dynamics, thus opening the possibility for a new class of attosecond experiments in
gas targets.
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Appendix A

Atomic units

Atomic units (a.u.) are uses in this thesis, it is a system of natural units commonly used in
atomic, molecular, and quantum physics to simplify the complexity of calculations and express
the physical quantities and equations in a dimensionless manner. In atomic units, fundamental
physical constants are set to unity, for instance,me = e = –h = a0 = 1/(4πε0) = 1. Table A.1
gives the basic physical quantities, adapted from [88].

Quantity Unit Value

Mass Electron massme 9.109× 10−31 kg
Charge Elementary charge e 1.602× 10−19 C
Angular momentum Reduced Planck constant –h 1.055× 10−34 Js
Length First Bohr radius a0 5.292× 10−11 m
Velocity v0 = αc0 2.188× 106 ms−1

Momentum p0 = mev0 1.993× 10−24 kgms−1

Time a0/v0 2.419× 10−17 s
Energy Eh = e2

4πε0α0
= α2mec

2
0 27.2114 eV

Electric potential Eh/e =
e

4πε0α0
27.2114 V

Electric field E0 =
e

4πε0α2
0

5.142× 1011 Vm−1

Intensity I0 =
1
2
ε0c0E

2
0 3.509× 1016 Wcm−2

Table A.1: Relationship between physical quantities in the system of atomic units and the SI.
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