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Kurzfassung

Messungen atmosphärischer Treibhausgase (THGs) wie zum Beispiel Kohlen-
dioxid (CO2) und Methan (CH4) tragen entscheidend dazu bei unsere Kennt-
nisse von THG Quellen und Senken zu verbessern. Dies ist nicht nur wichtig
um unser Klimasystems besser zu verstehen, sondern auch um anthropogene
Emissionen von THGs zu quantifizieren, zu überprüfen und zu attribuieren. Hi-
erfür sind urbane Räume von besonderer Wichtigkeit, stellen aber aufgrund der
stark strukturierten Emissionsmuster eine besondere Herausforderung dar. Hier
stelle ich die Entwicklung, Konstruktion und Implementierung eines Langpfad-
Observatoriums vor, das THG Konzentrationen entlang eines 1.55 km langen
Pfades gemittelt misst. Ich analysiere die Leistungsfähigkeit des Aufbaus und
vergleiche sie mit In-situ-Messungen um Schlussfolgerungen über die jeweilige
Repräsentativität der beiden Messmethoden auf der Kilometerskala zu ziehen.

Bei fünf minütig gemittelten Mischungsverhältnissen erreicht das Langpfad-
Observatorium Präzisionen von 1.4 ppm (0.32 %) für CO2 und 8.3 ppb (0.40 %)
für CH4. Insgesamt stimmen die Langpfad- und In-situ-Messungen gut überein,
aber für bestimmte Bedingungen, wie zum Beispiel Südostwinde treten Unter-
schiede von bis zu 20 ppm für CO2 auf. Solche Unterschiede könnten Emission-
sschätzungen, die typischer weise mittels Verknüpfung von Messungen mit at-
mosphärischen Transportmodellen auf Kilometerskalen errechnet werden, erhe-
blich beeinträchtigen. Ich lege dar, dass die Messungen des Langpfad-
Observatoriums eine solide Basis für weitere Analysen zur Frage der Repräsenta-
tivität von Konzentrationsmessungen bilden und einzigartige Möglichkeiten zur
Validierung und Verbesserung spektroskopischer Datenbanken bieten und des
Langpfad-Observatorium dadurch allgemein zu Verbesserungen im Bereich der
atmosphärischen Fernerkundung von THG beitragen kann.



Abstract

Measuring the atmospheric concentrations of greenhouse gases (GHGs) like car-
bon dioxide (CO2) and methane (CH4) is crucial to improve our knowledge of
their sources and sinks. This is essential to understand our climate system, but
also to quantify, verify, and attribute anthropogenic emissions of GHGs. For the
latter, urban areas are particularly important, but pose unique challenges due to
often highly structured emission patterns. Here, I present the design, setup, and
implementation of an open-path observatory, which measures averaged GHGs
concentrations along a 1.55 km long path and evaluate its performance. I com-
pare these measurements to in-situ measurements to evaluate their respective
representativeness on a kilometer-scale grid.

Averaging over five minutes, the open-path observatory achieves precisions of
1.4 ppm (0.32 %) and of 8.3 ppb (0.40 %) for CO2 and CH4 dry air mole fractions,
respectively. Overall, the open-path and in-situ measurements agree well, but
I also identify conditions, such as south-easterly winds, where discrepancies of
up to 20 ppm occur in CO2. Such differences can seriously impact emission es-
timates obtained from pairing measurements with kilometer-scale atmospheric
transport models. I demonstrate that the observatory can provide a sound mea-
surement basis for further investigations into the representativeness issue and of-
fers unique opportunities to validate and improve spectroscopic databases. Both
can contribute to general improvements to atmospheric remote sensing of GHGs.
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1 Introduction

Earth and humankind currently experience a rapid climate change, which is
driven by anthropogenic emissions of greenhouse gases (GHGs) (Intergovern-
mental Panel On Climate Change, 2023). The rate at which global surface tem-
perature has changed in the last decades is unprecedented over at least the last
2000 years (e.g., Mann et al., 1999; Mann, 2007; Rohde and Hausfather, 2020) and
the current climate state is most likely the hottest in the current interglacial period
(Kaufman and McKay, 2022). Anthropogenic emissions of GHGs are by far the
dominant driver for this development (Haustein et al., 2017, 2019; Gillett et al.,
2021), with carbon dioxide (CO2) and methane (CH4) contributing the most (Et-
minan et al., 2016). Currently, the atmospheric concentration of both are higher
than within at least the last 800 000 years (Lüthi et al., 2008; Loulergue et al., 2008;
Schilt et al., 2010; Jouzel, 2013; Keeling and Keeling, 2017). The changing climate
is already affecting humankind across the globe, for example in the form of more
frequent extreme weather events like heatwaves, storms, and heavy precipitation
(e.g., Collins et al., 2010; Shepherd, 2014; Diffenbaugh and Scherer, 2011). These
effects will continue to increase in frequency and intensity, and will pose a sub-
stantial challenge or even threat to large parts of the global population (Xu et al.,
2020).

Because of this outlook, the international community has pledged itself to limit
global warming below 2.0 ◦C, ideally below 1.5 ◦C, with respect to the period
of 1850–1900 (Paris Agreement, United Nations Framework Convention on Cli-
mate Change (UNFCCC), 2015). It is possible, that the warming already exceeds
this goal of 1.5 ◦C by now. Hence, decisive action in form of substantial reduc-
tions of CO2 and CH4 emissions is required (Intergovernmental Panel On Climate
Change, 2022). But effective, efficient, and informed policy decisions must rely
on a solid database and on independent monitoring and evaluation thereof. A
large part of the current data base relies on bottom up calculations on a yearly
and national basis. But since many policies are implemented and take effect on
smaller scales, direct measurements of GHG fluxes are desirable and would fur-
thermore significantly extend the toolbox for independent monitoring (?Mueller
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et al., 2021).

This is especially the case for urban areas, which are a major and growing con-
tributor to anthropogenic GHG emissions (Marcotullio et al., 2013). As a result,
the reduction of direct and indirect urban emissions are the target of many mitiga-
tion strategies and efforts (e.g.,“EU Covenant of Mayors for Climate & Energy”).
But it is necessary to independently validate and monitor the reported emissions
of cities by measurement driven methods, since the reported emission invento-
ries contain considerable uncertainties (?Gurney et al., 2021). Further, improving
on these uncertainties and on the temporal and spatial resolution of the exist-
ing emission inventories can help policy makers to achieve their emission goals
(Gurney and Shepson, 2021; Jungmann et al., 2022). The ideal tool to achieve
this improvement would be a spatially resolved measurement of GHG emissions
within urban areas in real time.

The measurement basis for such validation efforts can come in the form of
fluxes or concentrations. Fluxes are typically measured with eddy covariance in-
struments on flux towers (Swinbank, 1951; Rebmann et al., 2018), but their mea-
surement principle relies on spatially homogeneous conditions (Aubinet et al.,
1999). Thus, in heterogeneous environment like urban areas, the attribution of
the measured fluxes to emissions is situation specific and depends most obvi-
ously on the atmospheric state (e.g., Velasco and Roth, 2010; Davis et al., 2017;
Stagakis et al., 2019, 2023). Concentration measurements can also provide a han-
dle on emissions, since the observed atmospheric enhancement is directly linked
to the integrated emissions (e.g., Gurney et al., 2002; Rodenbeck et al., 2003; Beck
et al., 2013; Wang et al., 2018; Kostinek et al., 2021; Luther et al., 2022; An et al.,
2022; Chandra et al., 2022; Chevallier et al., 2022). As a result, both types of mea-
surements require knowledge about atmospheric transport to translate their in-
formation to emissions. Only simulations can provide this transport information
at the required level of detail, especially in complex and heterogeneous environ-
ments like urban areas (Davis et al., 2017; Shekhar et al., 2020). Mesoscale trans-
port models (Grell et al., 2005; Baklanov et al., 2014; Rieger et al., 2015) on grid
scales of 10 km are a well established tool for providing the atmospheric transport
component for emission estimates (Wang et al., 2006; Brioude et al., 2011, 2013).
Since a higher spatial resolution is preferable to resolve subscale processes (Ger-
big et al., 2008), these models are more and more operated on grid scales of 1 km
(Shin and Dudhia, 2016; Zheng et al., 2019; Park et al., 2020), especially for ur-
ban areas (Staufer et al., 2016; Sargent et al., 2018; Zhao et al., 2019), and recently
on even smaller scales (Zhao et al., 2023). Modelling atmospheric transport at
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such small scales poses unique challenges, for example with the parameteriza-
tion of turbulence (Kountouris et al., 2018) or the necessity to simulate even the
topography of buildings and street canyons (Zhong et al., 2016). At the extremely
local end, Reynolds-averaged Navier-Stokes (RANS) models are now capable of
city scale simulations on 10 m grids (Berchet et al., 2017a; Vardag and Maiwald,
2023). Emission estimates from measurements are typically based on atmospheric
inversion calculations with such transport models. Drastically simplified, these
calculations perform a forward run of the model, where the measurements are
simulated based on a priori knowledge of the emissions. In the inversion step,
the emissions are then adapted to best fit the observations. The increasing spa-
tial resolution of the transport models increases also the requirements on the a
priori information, since every inversion requires some knowledge on spatial and
temporal structure of the emissions, due to the finite information content of the
measurement (Kaminski et al., 2001). Spatially (and temporally) resolved emis-
sion inventories typically provide this a priori information, but also their reso-
lution varies significantly and spans scales from 100 km (e.g., Sindelarova et al.,
2022), via 10 km (e.g., Solazzo et al., 2021; Dou et al., 2023) and 1 km (e.g., Oda
et al., 2018), down to the street level (e.g., Ulrich et al., 2023). They also differ
vastly in their aggregation methods, accuracy, and sector resolution (Oda et al.,
2019; Super et al., 2020), especially on the urban/city scale (Arioli et al., 2020).
The continuously improving resolution and quality of both, atmospheric trans-
port models and emission inventories, allows for increasingly better predictions
of atmospheric measurements. This in turn might bring increasing interest to the
question if the measurements themselves are representative for the spatial scale
their information is used on.

There are different methods to measure GHG concentrations in and around a
source region of interest for the purpose of emission quantification. Satellite mis-
sions like GOSAT and OCO-2 cover large parts of the globe on a regular basis
with spectroscopic remote sensing of the atmosphere (e.g., Butz et al., 2011; Ham-
merling et al., 2012; Hakkarainen et al., 2016; Hu et al., 2018). Their trade offs
are a comparatively low spatial resolution and they typically rely on sunlight.
They are often in a sun-synchronous orbit, which means they revisit the same site
only on a fixed time of the day. This can introduce sampling bias. They are es-
pecially useful for analysis of GHG fluxes on the continental and sub-continental
scale (e.g., Frankenberg et al., 2008; Basu et al., 2013; Metz et al., 2023), but also
demonstrated applicability to urban areas and similar targets (e.g., Kort et al.,
2012; Nassar et al., 2017; Kiel et al., 2021). It is possible for space-borne measure-
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ments to achieve spatial resolutions on the scale of tens of meters, but their typical
application is the quantification of strong point source emissions, rather than area
fluxes (e.g., Guanter et al., 2021; Cusworth et al., 2021). A related remote sensing
technique are ground based sun-viewing spectrometers, which also sound the
full atmosphere column (Wunch et al., 2010, 2011; Gisi et al., 2012). They also rely
on sunlight, but due to their stationary nature can provide a densely sampled
record during daylight hours for a single point in space. Because of this, they are
typically operated in networks (e.g., Hase et al., 2015; Frey et al., 2019) to provide
measurements over a region of interest. The most localized measurement tech-
nique are in-situ sensors (Bousquet et al., 1996; Derwent et al., 2002; Masarie et al.,
2014; Keeling and Keeling, 2017). They measure concentrations at a single point,
at high temporal resolution and around the clock. Due to their nature of sampling
air from a point it is usually possible to calibrate them against known standard
gas mixtures. This allows a posteriori correction of inaccurate measurements and
instrument drifts and enables in-situ systems to produce highly accurate results
(e.g., Hall et al., 2021). To estimate emissions, they can be deployed in networks
(e.g., Shusterman et al., 2016) or on moving platforms (e.g., Fiehn et al., 2020).
Since they only sample air in the lower troposphere, they are more sensitive to
local emissions than the two remote sensing techniques above, which average
over the full atmospheric column. On the other hand their concentration mea-
surements are so localized, that it is unclear how representative these are for the
spatial grid cells of the transport models they are coupled with to estimate emis-
sions. Remote sensing GHG concentrations integrated along a horizontal path
combines these two features: Such a measurement is sensitive to local emission
patterns and inherently averages the concentration on hundreds or thousands of
meters, matching the grid scales of atmospheric transport models.

These horizontal path integrated measurements (called open-path measure-
ments within this work) have the following characteristics: They rely on artifi-
cial light sources instead of the sun and can provide measurements around the
clock. They rely on spectroscopic information to calculate gas amounts from the
measured spectra and are as accurate as the utilized spectral database. And as
already mentioned, they are only sensitive to concentrations in the lower atmo-
spheric layer and inherently operate on the spatial scales of atmospheric transport
models. This puts them in a promising middle ground between highly localized,
sensitive and available in-situ measurements and spatially averaged, less sensi-
tive and less available remote sensing techniques. Thus, they are an interesting
candidate to build a bridge in two related fields of local and regional emission
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estimates: They could bridge the measurement gap between in-situ and satellite
measurements and help to develop methods to best synthesize the information
from the two most widely used measurement types. And they could provide a
bridge between atmospheric transport models and in-situ measurements, by in-
forming on the representativeness of the measurements for the model grid scales.

There are various absorption spectroscopic techniques available for open-path
measurements. Laser systems offer the advantage of high brightness with good
collimation of the light beam, making them highly practical for measurements
along long paths. Their downside is their low spectral coverage (at least for tradi-
tional lasers). Systems based on continuous wave lasers (e.g., Dobler et al., 2013;
Lian et al., 2019) typically measure at a few discrete spectral points. Typically
one point is located on a sufficiently strong spectral absorption line of a target
gas and another one in a transparent region next to it. This does of course not
provide any information on the shape of the absorption line and often leads to
results which are correlated with environmental parameters like humidity, tem-
perature, and pressure. Further, they are basically limited to measure a single
species. The use of tunable diode lasers extends this technique to the measure-
ment of a full absorption line or even a few spectrally close ones (e.g., Bailey et al.,
2017). This can reduce the correlations to environmental factors. Laser frequency
combs drastically improve on the spectral coverage and can span many hundreds
of wavenumbers. This gives such setups access to full rotational-vibrational ab-
sorption bands and multiple species at very high resolutions, typically also re-
moving their reliance on separate temperature, pressure, and humidity informa-
tion. In the context of atmospheric remote sensing they are typically deployed
in a dual-comb setup (e.g., Coddington et al., 2016; Truong et al., 2016; Olson
et al., 2018; Waxman et al., 2019; Galtier et al., 2020; Giorgetta et al., 2021). How-
ever, these systems in their current state of development typically require labor
intensive maintenance to keep them running stably. A technique which provides
even larger spectral coverage is Fourier-transform infrared spectroscopy (FTIR).
With the use of thermal light sources, such spectrometers can measure spectra
spanning several thousand wavenumbers, providing simultaneous access to a
plethora of species and their respective spectral features. FTIR open-path sys-
tems working in the mid infrared (MIR) are well established (e.g., Wiacek et al.,
2018; Bai et al., 2020; You et al., 2021). These MIR systems are typically limited
to absorption path lengths of a few hundred meters, due to the low brightness of
the available light sources and the interference with the thermal emissions of the
measured gases themselves. Shifting the spectral range to the near infrared (NIR)
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allows the use of hotter thermal light sources like halogen lamps, enabling such
systems to achieve path lengths exceeding kilometers.

Griffith et al. (2018) pioneered such FTIR open-path measurements of GHGs
in the NIR in a demonstration study at the Institute of Environmental Physics
(IUP) in the city of Heidelberg, Germany. They based their system on an IRCube,
a compact and robust FTIR spectrometer manufactured by Bruker Optics. Since
then they improved the setup in portability and light throughput, optimizing it
for filed deployments (Deutscher et al., 2021). The FTIR open-path system at the
heart of this work focuses on a different, complementary set of features:

1. Providing long term records of path averaged GHG concentrations above
Heidelberg.

2. Providing flexibility for methodological exploration and for testing the pa-
rameter space of open-path measurement design.

To achieve this, our atmospheric observatory utilizes a Bruker Optics IFS 125HR,
a high resolution research spectrometer with a modular and spacious layout, con-
figurable spectral resolution, and the possibility to easily switch between various
detectors.

Within the work presented in this thesis, I developed and set up this open-path
observatory, which includes the open-path optics, custom detector electronics for
low light FTIR spectroscopy, and the system integration with the spectrometer
itself. Further, I developed and implemented software and routines to operate
and characterize the instrument and to retrieve information on GHGs from the
measured spectra. Subsequently, I used the first eight months of measurements
to characterize the systems performance and potential. In the following, I first
describe the necessary fundamentals of absorption spectroscopy in Chapter 2. In
Chapter 3, I give a comprehensive overview of the operating principle of a FTIR
instrument. In Chapter 4, I lay out the details of the open-path setup and its
design, and of the retrieval which extracts information from the spectra. I fur-
ther describe the methods I use to further process and analyze the resulting data
on GHGs. In Chapter 5, I present the results from the first eight months of the
ongoing deployment. They include an analysis of different instrument and mea-
surement configurations (choice of detector, spectral resolution, temporal reso-
lution) and of different ways to evaluate the data. The chapter concludes with
an analysis of the full time series of CO2 and CH4 measurements, where I show
that the system detects different patterns than the local in-situ sensor showcasing
that representativeness is a key issue under heterogeneous emission landscapes
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and challenging meteorological conditions. The thesis concludes with Chapter 6,
where I give a final summary and analysis of my findings, as well as an outlook
on further research opportunities with the now operational permanent open-path
GHG observatory.
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2 Molecular Spectra in the

Atmosphere

Remote sensing of gases relies on measurements of spectra and the subsequent
identification and quantification of gas amounts using their spectroscopic sig-
natures. Thorough knowledge of these signature is necessary for accurate re-
sults. To predict and understand them requires quantum mechanical calcula-
tions. While highly accurate laboratory measurements still yield better results
than pure ab-initio calculations, they are important to fill gaps, attribute spectral
residuals, and identify physical and efficient ways to parameterize these spectro-
scopic signatures (Hartmann et al., 2018; Fleurbaey et al., 2021; Birk et al., 2021;
Malarich et al., 2023; Rothman et al., 1987, 2005, 2013). Hence, this chapter deals
with the physical origins of molecular spectra in the atmosphere, how we can
parameterize the spectroscopic signatures of gases, and how we can use them to
quantify gas amounts with remote sensing. First, we take a look at the quantum
mechanical origin of isolated spectral lines and derive some other useful results
along the way. Second, we discuss vibration-rotation spectra of molecules. This
continues with a discussion of line broadening and the profile of absorption lines,
followed by a brief overview of two collisional effects in the form of line mixing
and collision induced absorption (CIA). The chapter concludes with the funda-
mentals of absorption spectroscopy in the atmosphere and how we can calculate
gas amounts from measured spectra. The first two sections are mostly based on
Bransden et al. (2003). The following sections on line profiles and collisional ef-
fects follow Hartmann et al. (2021), who provide and extensive and fundamental
discussion of collisional effects on the spectra of molecules. In general Bransden
et al. (2003), Bernath (2005), and Hartmann et al. (2021) provide a solid quan-
tum mechanical treatment of the matter, but may not be the best choice to build
a first basic understanding. Petty (2006) and also to some extend Griffiths and
De Haseth (2007) provide a more intuitive, although slightly more superficial ap-
proach. Herzberg (1989, 1991) provides an extensive overview of the transition
bands for many molecules, how they result from the symmetry of their structure,
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and on the numbering of vibrational bands, which is relevant to understand most
notations of specific transition lines.

2.1 The Origin of Discrete Spectral Lines

The Schrödinger equation describes the time evolution of the wave function |Ψ⟩
of a (non relativistic) quantum mechanical system, where the Hamiltonian H is
the quantum mechanical operator which corresponds to the energy of the system:

ih̄
∂

∂t
|Ψ⟩ = H |Ψ⟩ , (2.1)

with the imaginary unit i and the reduced Planck constant h̄. If a Hamiltonian is
explicitly time independent, we denote it as H0. The eigenstates |ψk⟩ of H0 have
a defined energy Ek,

H0 |ψk⟩ = Ek |ψk⟩ , (2.2)

and form a complete basis in which |Ψ⟩ can be expressed. This equation is usually
called the time independent Schrödinger equation. There are two direct corollar-
ies to this: First, these eigenstates have a trivial time evolution (given by a phase
term) and are thus stationary states. Second, they have a well defined energy. In
the end, the latter results in discrete spectra if the stationary states of a system
are coupled via electromagnetic (EM) radiation: To satisfy energy conservation,
the transition from one eigenstate to another has to absorb/release the energy
difference between the two states in form of a photon.

In the following, I provide a more detailed argument by outlining the typical
quantum mechanical calculations which give rise to discrete lines. This enables
us to acknowledge the central simplifications and also to later understand why
the discrete spectra are not infinitely sharp in practice. The Hamiltonian of a
particle with mass m in a potential V is

H0 =
1

2m
(−ih̄∇)2 + V, (2.3)

where the first term describes the kinetic energy of the particle. For a (spinless)
particle of charge q in an EM field (described by the vector potential A) the Hamil-
tonian is

H =
1

2m
(−ih̄∇− qA)2 + V. (2.4)

For simplicity (and since this is not an essay on theoretical quantum mechanics)

10



we already adopted the Coulomb gauge (∇ · A = 0) and do not further discuss
the gauge invariance. We can now separate this Hamiltonian in an unperturbed
part without the EM field (H0, Equation 2.3) and a part which describes the inter-
action of the particle with the EM field (Hint):

H = H0 + Hint, (2.5)

with

Hint = − ih̄q
m

A ·∇+
q2

2m
A2. (2.6)

If we now assume, that the interaction is comparatively small, we can use pertur-
bation theory to analyze the reaction of the particle to the perturbation of H0. For
this we assume the system in an initial state |ψi⟩ and that the perturbation starts
at t = 0. We also assume incoherent radiation and drop interference terms. The
probability to find the system in the final state |ψ f ⟩ is then

p f (t) ∝
⃓⃓⃓⃓∫︂ t

0
⟨ψ f |Hint |ψi⟩ exp(iω f it′)dt′

⃓⃓⃓⃓2
, with h̄ω f i = E f − Ei. (2.7)

Two more assumptions now give rise to discrete absorption lines: First we
make the so called weak field approximation and drop the A2 term in Hint. Then
we assume a plane wave with wave vector k, linear polarization ε and angular
frequency ω. The vector potential at time t and point x is then

A = εA0 cos(k · x − ωt + δ). (2.8)

It is easy to extend this to a superposition of plane waves by integrating over
ω and having A0 and δ be functions of ω, but I keep the following discussion
limited to a single plain wave for simplicity and also set the phase δ to zero. The
probability for |ψ f ⟩ now reads

p f (t) ∝
⃓⃓⃓⃓
A0

∫︂ t

0
M f i exp(i(ω f i − ω)t′)dt′

⃓⃓⃓⃓2
, (2.9)

where M f i is the matrix element

M f i = ⟨ψ f | exp(ik · x)ε ·∇ |ψi⟩ , with|k| = cω. (2.10)

Here, the term ω f i − ω, meaning the difference between the angular frequencies
of transition and the interacting radiation or also the detuning between the two,
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appears for the first time. Since this detuning is in the exponent of an oscillatory
term, the probability p f (t) is only non zero if ω f i ≈ ω. This is the origin of
isolated lines, since the EM radiation can only cause a transition from an initial
state |ψi⟩ to a final state |ψ f ⟩, if its frequency is tuned to the frequency matching
the energy difference between the two states. We can further see, that the integral
can be non zero even for a slightly detuned ω, but only for a finite time t. This
property gives rise to the Lorentzian line shape of pressure broadening discussed
in Subsection 2.3.2 (and also to the natural line width, which is not relevant in the
context of this thesis).

We get further insights on the strength of the transition, if we now tune our
electric field exactly to the transition frequency. The probability p f (t) then re-
duces to

p f (t) ∝ A2
0
⃓⃓
M f i(ω f i)

⃓⃓2 t, (2.11)

which means that the system has a transition rate of

d
dt

p f (t) ∝ A2
0
⃓⃓
M f i(ω f i)

⃓⃓2 . (2.12)

We see that the rate at which our system changes into a new final state depends
on two factors: First the intensity of the EM field A2

0, and further on the strength
of the transition itself. The strength of the transition is calculated as

⃓⃓
M f i(ω f i)

⃓⃓2,
with the matrix element M f i(ω f i). The dependency on the EM field intensity
implies, that double the amount of radiation causes double the amount of tran-
sitions. As a result, the absorption rate of EM radiation is proportional to the
amount of EM radiation and the strength of the transition at this frequency. This
is essentially the well known Beer-Lambert law (Equation 2.30), which forms the
basis for all radiative transport in this thesis and which I discuss further in Sec-
tion 2.6. The second result is, that we need to calculate M f i(ω f i) in order to get
access to the strength of the transition. This calculation of the effect of the inter-
action on the initial state and the resulting overlap with the final state is at the
core of all ab-initio calculations of transition probabilities and absorption cross-
sections.

To get some insight on what governs this strength of the transition, we now
make a final approximation in this quantum mechanical description of the inter-
action between EM fields and charged particles: k · x is small, due to the very
small extend of atoms and molecules, and since we deal with visible or infrared
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radiation. Hence, we can expand exp(ik · x):

exp(ik · x) = 1 + (ik · x) +
1
2!
(ik · x)2 + . . . (2.13)

For many applications it is sufficient to only keep the first term and approximate
exp(ik · x) with unity. This is the so-called dipole approximation, because after
introducing the dipole operator D = −ex (where e is the elementary charge) and
some calculations (e.g. Bransden et al., 2003, p. 195f) the matrix element takes the
form

M f i =
mω f i

h̄e
ε · D f i, (2.14)

with D f i = ⟨ψ f |D |ψi⟩. The matrix element of the transition is now proportional
to the projection of the matrix element of the dipole operator on the plane of po-
larization. We call transitions, where this term dominates the matrix element,
electric dipole transitions. The other terms in Equation 2.13 are typically only im-
portant in two cases: First, if a high level of accuracy is required, the subsequent
terms can sometimes not be neglected, and second, if D f i is zero. In the latter case
we call the transition electric dipole forbidden and the subsequent terms are now
the dominant contribution to M f i. For example the term ik · x in Equation 2.13
gives then rise to magnetic dipole and electric quadrupole transitions.

2.2 Description of Molecules and Vibration-Rotation

Spectra

Up to now, the discussion concerned a charged particle in a potential and within
an external EM field. The most instructive case for this is a charged particle within
the potential of a harmonic oscillator or an electron in an attractive central poten-
tial, so basically the hydrogen atom. But the results also apply to more complex
cases like molecules (which we are interested in), as I outline in the following.

Typically, the quantum mechanical treatment of molecules revolves around the
Born-Oppenheimer approximation: Since electrons are more than three orders of
magnitude lighter than the nuclei of atoms, their motion is near instantaneous in
comparison to the nuclei. As a result, we can neglect the motion of the nuclei in
a first step and just calculate the eigenstates and energies of the electrons, with
the position of the nuclei as a parameter. This gives rise to an effective poten-
tial, in which the nuclei move, and which depends on the electronic state of the
molecule. If we now assume a diatomic molecule like O2, we can describe the
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relative position of the nuclei with a single vector R (separating and ignoring the
center of mass movement). In this case, our description is again equivalent to a
single particle in a potential and all our results apply. For molecules of three or
more nuclei this becomes more complex and typically involves the decomposi-
tion of the problem in eigenmodes of the nuclei’s movement and treating them
separately. Hence, I limit the following discussion mostly to a diatomic molecule.
At the end of the section, I give a short overview of the transition bands most
relevant in this thesis and on the underlying transitions.

2.2.1 Molecular Vibration

For a two atomic molecule in an electronic ground state, the Morse potential
(Morse, 1929) is a good description of the effective potential in which the nu-
clei move. Figure 2.1 shows the Morse potential and the energies of the first
11 eigenstates for radial motion within this potential. It is common to perform
a harmonic approximation to the Morse potential for fundamental discussions.
The figure shows that this approximation gives a good estimate of the ground
state energy, and is still quite accurate for the energy of the first excited state. For
larger excitations the approximation gets steadily worse, but it provides a good
starting point to interpret the excited states within the potential: In states with
higher energy, the molecule’s wave function can extend over a wider part of the
potential, but is still centered around the equilibrium distance. This is similar to
the classical concept of oscillation around an equilibrium position. Hence, we re-
fer to these energy levels as molecular vibrations and label the level of excitation
with the vibrational quantum number ν, starting at ν = 0 for the ground state.
This is the same for the Morse potential, except that the mean nucleus separation
depends on the level of excitation.

The harmonic approximation also grants some insight into the allowed transi-
tions between vibrational levels. As mentioned earlier, in the dipole approxima-
tion the matrix element takes the form of Equation 2.14 and is only non zero if
D f i = ⟨ψ f |D |ψi⟩ is not zero. In case of the harmonic oscillator, D f i is non zero
when the difference in vibrational excitation between the initial and final level
is ∆ν = ±1 and vanishes for all other cases1. Many textbooks thus formulate
a selection rule of ∆ν = ±1 for vibrational transitions of molecules. But since
this is a result from the harmonic approximation, which is inadequate for higher

1This results from the expression of the position operator in terms of ladder operators and can
be found in most books providing an introduction to quantum mechanics and the harmonic
oscillator.
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Figure 2.1: Morse potential for a diatomic molecule (in this example HCl) and its
harmonic approximation. The dashed lines give the fist 11 energy lev-
els for the vibrational quantum number ν = 0 to 10 for both potentials
respectively. Molecule specific parameters are taken from Bransden
et al. (2003). Formulas for the calculation of the eigen energies can
also be found there.

vibrational excitations, this is not true in practice. As a matter of fact, all major
transitions relevant within this work do not comply with this selection rule. Tran-
sitions of higher ∆ν are possible due to the, in some cases small, anharmonicity of
the Morse potential. But since they are a product of only the anharmonic terms,
they are less likely/weaker than transitions which satisfy ∆ν = ±1 and are also
allowed for a harmonic oscillator. As a final remark, we acknowledge, that the
energy spacing between vibrational levels is on the order of 100 meV, which is
equivalent to a photon of wavenumber 1000 cm−1 or wavelength of 10 µm.

2.2.2 Molecular Rotation

Up to now, we covered the radial motion of the molecule’s nuclei in a potential,
but ignored the rotational motion. It is common, within the quantum mechanical
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treatment of a diatomic molecule in the Born Oppenheimer approximation, to
separate the angular momentum of the nuclei from the rest of the Hamiltonian
and obtain the following Hamiltonian for the rotational energy:

Hrot =
h̄2

2µ

J(J + 1)
R2 , (2.15)

where J is the rotational quantum number, corresponding to the total angular mo-
mentum of the molecule, R is the nucleus separation, and µ = (MAMB)/(MA +

MB) is the reduced mass of the two nuclei of masses MA and MB. Like for vi-
bration, we can address this part of the nuclei’s motion in an approximated form
first, to draw conclusions on the basic structure and then acknowledge the short-
comings of this approximation and estimate how the un-approximated reality
differs.

First, in the rigid rotator approximation, we can assume the internuclear dis-
tance to be constant at an equilibrium position R0. Equation 2.15 then simplifies
to a scalar and the resulting energies are given by

EJ =
h̄2

2µR2 J(J + 1) =
h̄2

2I0
J(J + 1), (2.16)

where we redefine I0 = µR2 as the moment of inertia of the molecule in a classical
analogy. Since a photon in the dipole approximation carries an angular momen-
tum of J = 1, a transition between two rotational states must include a change in
angular momentum of ∆J = ±1 to satisfy the conservation of angular momen-
tum. Thus a transition can only occur between neighboring states.

A transition between two rotational states with rotational quantum numbers J
and J + 1 corresponds to an energy difference of

∆E = EJ+1 − EJ =
h̄2

I0
(J + 1). (2.17)

Thus, a transition corresponding to a change in the rotational quantum number
of ∆J = +1 gives rise to multiple lines at energies depending linearly on the
quantum number J of the initial state and which are equidistantly spaced by a
molecule specific rotational energy constant h̄2/I0. For our earlier example of
HCl, h̄2/I0 ≈ 5 meV, which is equivalent to a photon of wavenumber 40 cm−1 or
wavelength of 250 µm. We see, that the energy of rotational transitions is smaller
than the energy of vibrational transitions by more than an order of magnitude.

A treatment of Equation 2.15 without the rigid rotator approximation yields
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two correction terms to the energies EJ :

EJ,cor = −a
(︃

ν +
1
2

)︃
J(J + 1)− bJ2(J + 1)2, (2.18)

where a and b are molecule specific constants2. The first correction term describes
the dependency of the rotational energy levels on the current vibrational state,
since for larger vibrational excitations ν the effective nucleus separation increases
for the Morse potential (Figure 2.1). The second correction term is more inter-
esting, since it is not linear in J(J + 1) but quadratic. It can be interpreted as an
increase of the nucleus separation with increasing J, so the result of a centrifugal
force in a classical interpretation, correcting the rigid rotator assumption. Both
correction terms account for a larger effective nuclear separation than our initial
assumption. Since the rotational energy is proportional to R−2, both corrections
terms are negative.

Including these two correction terms yields a correction to the transition ener-
gies (Equation 2.17) of

∆Ecor = −2a
(︃

ν +
1
2

)︃
(J + 1)− 4b(J + 1)2(J + 1), (2.19)

bringing the energy difference between the rotation states J and J + 1 to

∆E = EJ+1 − EJ =

(︄
h̄2

I0
− 2a

(︃
ν +

1
2

)︃
− 4b(J + 1)2

)︄
(J + 1). (2.20)

We can see that the first correction term just contributes a correction of the en-
ergy spacing for the different transitions. The second term however distorts the
equidistant spacing, since now the energy spacing is dependent on (J + 1)2, caus-
ing a deviation to lower energies for larger values of J.

2.2.3 Combined Vibration-Rotation Spectra

Vibrational and rotational transitions often occur simultaneously. As we saw, the
energies of rotational transitions are much lower than those of vibrational transi-
tions. They are even lower then the typical thermal energy kBT ≈ 26 meV at room
temperature (T ≈ 300 K), where kB is the Boltzmann constant. Thus, in a large en-
semble of gas molecules many rotational states can be excited and the molecules

2Their dependency on the microscopic parameters of the molecule can be found in Bransden
et al. (2003, p. 521).
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can also transition between rotational excitations via collisions with each other.
The energies of vibrational transitions are typically substantially larger than
26 meV and most molecules are in the vibrational ground state. As a result, most
vibrational transitions are transitions from the ground state ν = 0 to some excited
state.

In a diatomic molecule, and for many vibrational transitions in general, a vibra-
tional transition must be accompanied by a rotational transition. This is again due
to the angular momentum of a photon in dipole approximation and the conser-
vation of total angular momentum. The accompanying rotation transition must
still follow

∆J = ±1. (2.21)

If the vibrational transition corresponds to an energy difference of ∆Eν and the
rotational transition to an energy difference of ∆EJ , the combined transition is of
energy ∆Eν ± ∆EJ . This results in two branches, one at slightly higher energies
called R branch (∆J = +1) and one at slightly lower energies called P branch
(∆J = −1), as can be seen in Figure 2.2. The dependency of ∆EJ on the initial
rotational excitation J and the fact that the molecules can be in many different
initial rotational excitations at typical temperatures causes a further substructure
of these branches, which is similar to that of purely rotational transitions dis-
cussed before. The result is a spectrum like the one in Figure 2.3, composed of
multiple (mostly) equidistant lines in each branch according to Equation 2.20.

Figure 2.2 also indicates the existence of a Q branch (∆J = 0) without any
rotational transitions. This branch would be a cluster of lines exactly at the energy
of the vibrational transition, since transitions would occur from all possible initial
rotational states, giving it a high degree of degeneracy. This Q branch is allowed
for cases, where the difference in angular momentum can be accounted for by
other means. Examples are transitions which include an electronic transition with
a change in angular momentum of the electrons, or combinations of vibrations
which contain angular momentum of the nuclei, typically including a break of the
molecule’s symmetry. The latter are especially common for initial states which are
not in the vibronic ground state3. The two examples most relevant to this thesis
are the Q branches of O2 at an approximate wavenumber of 7880 cm−1 and of CH4

at 6000 cm−1. The first one is a combination of vibrational rotational transitions
with an electronic one, while the latter case is a symmetry changing transition,
where the angular momentum is taken up in other form by the nuclei.

3Those are often called hot bands, due to the high temperatures needed to have a sufficient
number of molecules in this initial state.

18



E
n

e
rg

y

ν

ν0

QP R Branch

0
1
2

3

4

J'

v'

v"

{
5

0
1
2

3

4

J"

{
5

Figure 2.2: Schematic of the energy structure behind combined vibrational rota-
tional transition with ∆J = ±1 and for a vibronic transition energy
corresponding to the wavenumber ν0. All transition for ∆J = +1 form
the R branch at higher energies/wavenumbers, while the transition
for ∆J = −1 form the P branch at lower energies/wavenumbers. If
∆J = 0 is not forbidden, all corresponding transitions form a highly
degenerated Q branch at ν0, independently of their initial J. The line
spacing within each branch is equidistant, since the energies were cal-
culated within the rigid rotator approximation. Figure taken with
kind permission from Petty (2006).

For a final remark on bands of vibration-rotation transitions we look again at
Figure 2.3 and note that all absorption lines are of different depth. While the exact
calculation of line depth is a complicated matter, we can observe a general trend:
Lines at around J = 10 are strongest in both branches, while the lines closer to
the center (lower J) and further out (higher J) continuously decrease in strength.
This is largely an effect of the population of the corresponding initial states. It is
rather obvious, that radiation corresponding to a line, whose initial state is not
present in a population of molecules, can not interact with anything and does not
appear in a spectrum. For higher temperatures, the average amount of energy
stored in the rotational degree of freedom increases, increasing the population of
states with higher J and shifting the intensity of the spectral band away from the
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Figure 2.3: Exemplary transmission spectrum for a vibrational rotational transi-
tion compromised of a P and R branch. The decreasing spacing of the
rotational lines with higher wavenumbers/energies due to the cen-
trifugal corrections is clearly visible.

center and further out.

2.2.4 Relevant Transition Bands

The following overview over some relevant transition bands is based on Herzberg
(1989, 1991). It is designed to provide some basic understanding of the underly-
ing transitions and the resulting structure of the bands. The explanations I pro-
vide are by no means extensive and a detailed discussion would typically require
group theory and a discussion of symmetries and point groups. Thus, for any
further explanations, I would like to direct the curious reader to the above men-
tioned books by Gerhard Herzberg as a starting point. Since the here presented
conventions might be in wide use, but are not necessarily universal, I still refer to
the transition bands by their rough wavelength in the spectrum in the rest of this
thesis.
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CO2 General Notation

The numbering scheme for the quantum states of CO2 follows the convention
ν1ν2lν3n, where the vibrational quantum number ν1 refers to the symmetric stretch
mode, ν2 refers to the bending mode, and ν3 refers to the asymmetric stretch
mode. The quantum number l refers to the possible rotational excitation that is
possible once the vibrational bending mode ν2 is excited and breaks the symme-
try of the molecule. The number n is a practical addition to the convention since
in the case of the linear CO2 molecule, the two vibrational modes ν1 and ν2 have
fundamental energies which form so-called Fermi resonances. The fundamental
modes correspond to 1337 cm−1 and 667 cm−1 for ν1 and ν2, respectively. Thus,
for example the energy levels corresponding to ν1 = 1 and ν2 = 2 “collide”, their
eigenstates mix and the result are new energy eigenstates which are a mix of both
and can not be attributed to one of the vibrational states. The energies of these
new energy eigenstates do not all correspond exactly to the combined energy of
the excitations, but are rather “pushed” apart. Typically, the closer one of these
energy eigenstate is to the initial resonance energy, the stronger the coupling to
this band is. To indicate this, the vibrational states corresponding to such Fermi
resonances are denoted by giving the maximum value for ν1 and setting ν2 to
zero, but numerating all states corresponding to this resonance with the number
n from high to low energy. Thus, for the above example of the ν1 = 1 and ν2 = 2
Fermi resonance, the resulting states are denoted as 10001 and 10002.

CO2 2 µ 2.0 µm Band

The underlying vibrational transitions for the 2.0 µm band of CO2 are the 2001n-
00001 transitions, where 2001n refers to the final state and 00001 to the initial
state (in this case the ground state). The three vibrational bands in the 2.0 µm
region are the transitions 20011-00001, 20012-00001, and 20013-00001. They all
include a single excitation of the asymmetric stretching mode and a combined
excitation of the symmetric stretching mode and bending mode, with an energy
corresponding to a twofold excitation of the symmetric stretching mode. The
20012-00001 band is the strongest of the three, since the 20012 final state is closest
to the resonance energy.

CO2 1.6 µm Band

The underlying vibrational transitions for the 1.6 µm band of CO2 are the 3001n-
00001 transitions, where 3001n refers again to the final state and 00001 is the initial
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and ground state. Thus the transitions are quite similar to those of the 2.0 µm
band, but contain a larger excitation of the resonant ν1 and ν2 modes. As a result,
one more combination is possible and the resulting transitions are 30011-00001,
30012-00001, 30013-00001, and 30014-00001. The 30012-00001 and 30013-00001
band are the two strongest bands, since their respective final states are closest to
the resonance energy.

CH4 1.65 µm Band

The underlying vibrational transitions for the 1.65 µm band of CH4 are a two fold
excitation of the ν3 vibrational mode. This mode corresponds to a translation
of the central carbon atom and a corresponding translation of all four hydrogen
atoms in the opposite direction (similar to the asymmetric stretching mode for
CO2). The transition contains a Q branch, which is a result of the different sym-
metries the excited state can have and the possibility to take up angular momen-
tum in the motion of nuclei.

O2 1.3 µm Band

This transition is an exception in the context of this thesis, since its origin is not
a vibrational, but an electronic transition from the ground state X 3Σ−

g to the ex-
cited state a 1∆g. Without diving deeper in the notation of these two states, we
just note that because of this the transition band is sometimes referred to as O2-∆
band. Due to the “gerade” symmetry of the states, the transition is electric dipole
forbidden, but is an allowed magnetic dipole transition. Electric quadrupole com-
ponents also provide a minor contribution to the transition (Gordon et al., 2010).
Due to this, the transition is comparatively weak, but doe to the high abundance
of O2 in the atmosphere the band is suitable for atmospheric remote sensing. A
comparison with the 1.65 µm band of CH4 provides a nice demonstration of that:
even though the atmospheric concentration of methane is about five orders of
magnitude lower than the concentration of O2, both absorption bands are sim-
ilar in strength. Since we did not really discuss electronic transition, Figure 2.4
provides a depiction of the transition at hand. The transition can be visualized
as transition between the two vibrational ground states of two Morse potentials,
each corresponding to one of the two electronic states. The transition band con-
tains a Q branch, since the electronic transition can take up angular momentum.
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Figure 2.4: Morse potential for the ground state and first electronic excited state
of O2. The dashed lines indicate the fist vibrational. The black arrow
indicates the transition corresponding to the O2-∆ band at approxi-
mately 1.3 µm. Molecule specific parameters are taken from Herzberg
(1989). Formulas for the calculation of the eigen energies can also be
found there.

2.3 Profiles of Isolated Lines

Up to now, we concerned ourself only with the spectral position of transition
lines and to some extend with their strength. In the following, we take a look
at the shape of individual lines, which effects influence it, and how we can pa-
rameterize it. First, we take a look at the shift caused by the relative motion of
the molecules (Doppler broadening). Then, we analyze the effect of collisions be-
tween the molecules and how this results in pressure broadening. Further, we
combine both effects in the Voigt profile. Finally, we briefly discuss some more
advanced profiles like the speed-dependent Voigt (SDV) and Hartmann-Tran pro-
files.
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2.3.1 Doppler Broadening

Molecules in a gas are constantly in motion and at speeds of several hundred
m s−1. Thus they are in a different inertial frame of reference than an observer
who measures their absorption or emission spectrum and the spectra experience
a Doppler shift. The doppler shift of an EM wave of wavenumber ν̃ observed at
a relative velocity of v is

ν̃′ = ν̃
(︂

1 − v
c

)︂
, (2.22)

where c is the speed of light. The velocities of molecules in a gas mixture with an
equilibrated temperature T is governed by the Maxwell-Boltzmann distribution
and the velocity along an arbitrary axis x follows a Gaussian distribution:

p(vx) =
1

vT
√

π
exp

(︄
− v2

x

v2
T

)︄
, (2.23)

where p(vx) is the probability for the velocity along x-axis vx, and vT is the most
probable velocity. The most probable velocity is specific to the molecule’s mass
m and given by vT =

√
2kBT/m.

The result is a Gaussian broadening of the observed line according to

fD(ν̃ − ν̃0) =

√︁
ln(2)

αD
√

π
exp

(︄
− ln(2)(ν̃ − ν̃0)

2

α2
D

)︄
, (2.24)

where ν̃0 is the center of the line and the half width at half maximum (HWHM)
αD is given by

αD = ν̃0

√︃
2 ln(2)kBT

mc2 . (2.25)

A quick estimation shows, that for a molecule like CO2 the relative broadening at
room temperature is approximately αD/ν̃0 ≈ 1 × 10−6.

2.3.2 Pressure Broadening

Molecules in a gas constantly undergo collisions and exchange energy. These
collisions can change the quantum mechanical state of the molecule, for exam-
ple by changing to a different rotational state. Hence, the collisions “interrupt”
the interaction of the molecule with the EM radiation. We earlier deduced from
Equation 2.9 that a transition line is only infinitely sharp, if the interaction time
approaches infinity and otherwise also small perturbances can result in a finite
result of the integral for the transition probability. Calculation of the transition
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probability as a function of spectral detuning and for a characteristic life time of
the molecule’s state yields a Lorentzian shape for the line:

fL(ν̃ − ν̃0) =
αL/π

(ν̃ − ν̃0)
2 + α2

L

, (2.26)

where αL is the HWHM. αL is approximately linear in pressure and at room
temperature and atmospheric pressure for typical transitions within this work
αL/ν̃0 ≈ 1 × 10−5. Thus pressure broadening is the dominant broadening effect
for vibration-rotation spectra in the lower levels of the atmosphere.

Apart from the broadening of the transition lines, collisions of molecules also
cause a minor distortion to the potential energy of the molecule. This results
in a slight shift of energy which is also approximately proportional to pressure.
Typically, this is a measured quantity for each line and parameterized as a linear
shift of the line center with pressure.

2.3.3 The Voigt Profile

The Voigt profile allows to account for both pressure and Doppler broadening by
convolving the two line profiles:

fV(ν̃ − ν̃0) = fL(ν̃ − ν̃0) ∗ fD(ν̃ − ν̃0). (2.27)

This profile is in wide use, since it is well understood, covers the two most rel-
evant effects of line broadening, and requires only a limited amount of informa-
tion to calculate: For the calculation of the Doppler broadening the knowledge of
molecular mass and temperature is sufficient. The pressure broadening is typi-
cally parameterized by a broadening coefficient linear in pressure and an expo-
nent for the temperature dependency. Further, a parameter accounting for the
pressure shift is needed. All of these are typically measured quantities, specific
for each line. So a knowledge of three parameters is sufficient to calculate the
Voigt profile for a transition line at a specific pressure and temperature.

2.3.4 Advanced Line Profiles

The Voigt profile can not adequately cover some more intricate effects of collisions
between molecules. Maybe the most obvious example is the speed dependency of
the pressure broadening and pressure shift, which was first discovered by Mattick
et al. (1973). This speed dependency results in a sum of Lorentzian profiles with
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different broadenings and shifts to describe the pressure effects. Importantly, this
sum is not again a Lorentzian profile. There are multiple line profiles which try to
include this effect by ad hoc modifications. One such example is the SDV profile,
which includes a second parameter for the pressure shift and pressure broaden-
ing, respectively. By now, there are profile models which are based on a physical
description of the underlying processes, enabling them to parameterize such ef-
fects more correctly. One example of such models is the Hartmann-Tran profile
(HTP)(Ngo et al., 2013, 2014), which is today the recommended profile for high
resolution spectroscopy (Tennyson et al., 2014). But the use of these profiles re-
quires the measurement of the respective parameters and the publication in spec-
troscopic databases like HITRAN (Gordon et al., 2022), as well as the availability
of software to perform the non trivial calculation for these profiles in an efficient
way. Further, in many atmospheric remote sensing applications the accuracy of
the Voigt profile might not be the limiting factor. Hence, the HTP is not widely
used yet in this field of application, even though the availability of parameters
improved within the recent years (Gordon et al., 2022).

2.4 Collisional Line Mixing

Collisional line mixing causes a change of the shape and strength of spectral lines
which are in near proximity and correspond to molecular states which experience
efficient collisional coupling. More precisely, it requires that a molecule has a high
probability to transition between the two initial and the two final states due to
collisions with other molecules. A perfect example are rotational substructures of
spectral bands with narrow spacing4: Due to the low energies of rotational excita-
tions way below the thermal energy kBT, molecules regularly transition between
rotational states. Let us consider a molecule in a state |ν, J⟩, described by a vibra-
tional quantum number ν and a rotational quantum number J. Collisions allow
for efficient transitions between states of different J:
|ν, J⟩ ↔ |ν, J′⟩. If we now consider a band of vibrational rotational transitions,
for example from the ground state ν = 0 to the excited state ν = 1, the resulting
spectrum is made up of branches as in Figure 2.3. Within a branch, neighboring
lines differ in their rotational excitation by one, so the two initial states are |0, J⟩
and |0, J + 1⟩. Then, the corresponding final states (assuming a transition in the R
branch, so ∆J = +1) are |1, J + 1⟩ and |1, J + 2⟩. We denote transitions under the
absorption of a photon with γJ , with J being the rotational quantum number of

4Making this is of course especially relevant for Q branches.
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the initial state. Thus, we now consider the two spectral lines which we identify
with γJ and γJ+1, and write

|0, J⟩
γJ−−−−−→ |1, J + 1⟩

|0, J + 1⟩
γJ+1−−−−−→ |1, J + 2⟩ .

But the transition from |0, J⟩ to |0, J + 1⟩ can also include the following process:

|0, J⟩ collision−−−−−→ |0, J + 1⟩
γJ+1−−−−−→ |1, J + 2⟩ collision−−−−−→ |1, J + 1⟩ ,

where the molecule first changes its rotational state due to a collision, then under-
goes a different vibrational rotational transition and then changes its rotational
state again due to a collision. This means, that we can not consider the individual
lines in isolation to calculate their shape and intensity, but have to account for
mixing processes due to the collisions in a thermodynamically equilibrated gas
mixture.

The exact effects of line mixing on the intensity and shape of lines is difficult
to predict and typically involves costly computation. But in general line mixing
transfers intensity from weaker lines to stronger ones. The following argument
can motivate this behavior: Let ρJ be the population of the state J and pJ−→J′ be the
probability to transition from state J to J′ via collision. Assuming thermodynamic
equilibrium, the populations and transition probabilities must satisfy the detailed
balance relation and the total number of transitions in each direction must be
equal:

pJ−→J′ ρJ = pJ′−→J ρJ′ .

If now ρJ > ρJ′ , this requires pJ−→J′ < pJ′−→J . Thus, the coupling from the less
populated state J′ to the more populated state J is more efficient. In general,
this leads to an intensity transfer of weaker absorption regions to stronger ones,
amassing more intensity at the center of gravity of close transition lines.

2.5 Collision Induced Absorption

Up to now, we only considered the intrinsic coupling of molecular states to the
EM field, for example due to their permanent dipole moment. This neglects
effects like temporarily induced dipole moments due to collisions with other
molecules. Since these induced dipoles give rise to absorption bands, the effect
is called collision induced absorption (CIA). These CIA bands are typically broad
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and can span hundreds of wavenumbers, and are thus sometimes indistinguish-
able from the continuum background in a spectroscopic measurement. But they
can also show narrower substructures in the range of tens of wavenumbers. Pa-
rameterizations of these CIA bands is available for some molecules and spectral
regions (Karman et al., 2019).

2.6 Absorption Spectroscopy

Now turning to a macroscopic scale, the intensity of light is typically quantified
by a measure of power. The basic quantity to discuss the transport of this power
in space is the spectral radiance

Iν̃ =
∂3P

∂A ∂Ω ∂ν̃
, (2.28)

which describes how this power is distributed over an Area A, solid angle Ω, and
along the spectral dimension ν̃. In general, the change of spectral radiance along
a path s through the atmosphere is described by the radiative transfer equation
(e.g. Petty, 2006):

∂Iν̃

∂s
= −βa,ν̃ Iν̃ − βs,ν̃ Iν̃ + βa,ν̃Bν̃ + βs,ν̃

∫︂
4π

Pν̃(θ)Iν̃(θ) cos(θ)dΩ, (2.29)

where βa,ν̃ and βs,ν̃ are the coefficients of absorption and scattering, Bν̃ is the ther-
mal emission according to Planck’s law, and Pν̃(θ) is the scattering phase func-
tion. The four additive terms on the right hand side of Equation 2.29 describe
the absorption of radiation, the scattering of radiation out of the beam, thermal
emission along the path, and finally the scattering of radiation into the beam.

For the application within this work, we can simplify this equation and neglect
all terms but the absorption of radiation: Atmospheric scattering at molecules or
particles is typically spectrally broad and much broader than the narrow absorp-
tion features of molecular vibration-rotation transitions which we are interested
in. Hence, out of beam scattering blends in with our broad band description of
the initial intensity Iν̃,0 and does not interfere with our analysis of narrow spec-
tral features. Further, the design of the instrument setup makes it insensitive to
the two additive terms describing thermal emission and into beam scattering.
Section 4.1 elaborates on the reasons for this. Also, thermal emission of the atmo-
sphere does not play a major role in the regime of NIR radiation. This reduction
of the radiative transfer equation purely due to the absorption term is typically
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called the Beer-Lambert law. In the following, we derive an expression of this
law, which is most practical for the contents of this thesis.

If we reduce the right hand side of Equation 2.29 solely to the absorption term,
we can easily integrate the equation and find

Iν̃ = Iν̃,0 exp
(︃
−
∫︂ s

0
βa,ν̃(s′)ds′

)︃
, (2.30)

where we account for the possibility that βa,ν̃ changes along the path. Since
the molecular absorption depends linearly on the number of molecules and the
molecule’s spectroscopic signature, which we describe with the absorption cross-
section σν̃, we can split up the absorption coefficient:

βa,ν̃(s′) = ∑
i

σν̃,i(s′)ni(s′), (2.31)

where we sum over all molecules i with their respective absorption cross-sections
σν̃,i and number densities ni. The transmission from Equation 2.30 now reads

Iν̃

Iν̃,0
= exp

(︄
−
∫︂ s

0
∑

i

(︁
σν̃,i(s′)ni(s′)

)︁
ds′
)︄

. (2.32)

Under the assumption, that the absorption cross-sections are constant along the
path (which is typically valid for constant temperature and pressure along the
path), we can write

Iν̃

Iν̃,0
= Iν̃,0 exp

(︄
−∑

i
σν̃,i

∫︂ s

0
ni(s′)ds′

)︄
. (2.33)

We can now define the column density (CD) of a molecule CDi as the integral
over the number density along a path and finally arrive at

Iν̃

Iν̃,0
= exp(−∑

i
σν̃,i CDi). (2.34)

In this form, our transmission depends on the absorption cross-section and the
total CD of each molecule. Either summing up their products for each molecule
and calculating a total transmission from that or calculating a transmission for
each molecule and multiplying them is possible. The implementation of this law
to retrieve CD of gases from spectra is later described in Section 4.2.
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3 Operating Principle of Fourier

Transform Spectrometry

Fourier transform spectrometry relies in a broad definition on the coherence of a
radiation source, which is then measured in a time- or spatial-domain. A Fourier
transform (FT) of this measurement then yields a spectrum over temporal or spa-
tial frequencies. This work focuses on a measurement principle commonly re-
ferred to as FTIR. FTIR as a measurement technique is not limited to the infrared,
but can also be applied to the visible and ultra-violet spectral regions.

This chapter gives a description of FTIR spectrometry, focusing on the instru-
ment type used within this thesis and rigorous mathematical descriptions which
can be directly implemented in software. Griffiths and De Haseth (2007) explain
in great depth all intricacies of FTIR Spectrometry, typically including illustrative
and detailed examples and focusing more on a conceptual understanding. Within
this thesis, I follow their notation where applicable, to allow for easy cross refer-
encing.

3.1 Concept of a Fourier Transform Infrared (FTIR)

Spectrometer

At the heart of any FTIR instrument is an interferometer. It fulfills the role of a se-
lector for certain wavelengths. Unlike a typical wavelength selector built around
a grating or prism, it does not select a narrow band around a central wavelength.
The transmission is rather a mix of wavelengths as a function of the operational
state of the interferometer. Most commonly, the implementation is similar to a
Michelson interferometer as depicted in Figure 3.1.

Let us assume a given optical path difference (OPD) of δ between the two
arms of the interferometer. A monochromatic source of light of wavelength λ0

or wavenumber ν̃0 = 1/λ0 and intensity I(ν̃0) enters the interferometer. In this
case, the beams in each arm pick up a phase of ∆ϕ = 2πν̃0δ. Adding two os-
cillations that differ only in the above phase shift and applying trigonometric
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Figure 3.1: Schematic of a Fourier Transform Spectrometer. A thermal source
emits radiation, which is focused on the entrance aperture of the in-
strument. The collimator passes a parallel light beam to the interfer-
ometer, where the beam splitter separates the light in the two arms
of the interferometer. In both arms a mirror returns the light back to
the beam splitter (BS), where it recombines and interferes. It is then
focused on a detector, which measures the intensity of the radiation
depending on the position of the moveable mirror.

identities yields the light intensity at the detector Î as a function of the OPD δ

Î(δ) = 0.5 I(ν̃0) (1 + cos(2πν̃0δ)) . (3.1)

This shows, that Î(δ) is constituted of a constant and a modulated component.
In the context of FTIR they are called the dc and ac component respectively. The
modulated ac component contains all of the spectral information and is generally
referred to as the interferogram (IFG), denoted here as I(δ):

I(δ) = 0.5 I(ν̃0) cos(2πν̃0δ). (3.2)

In all practical applications, there are additional factors that affect the mag-
nitude of the measured signal: All optical elements (such as the beam splitter,
mirrors, filters, etc.), the detector material and the amplifier introduce factors,
which are typically also wavenumber dependent. We combine all of these fac-
tors in a single instrument specific parameter G(ν̃). In a well controlled system,
G(ν̃) varies only slowly with wavenumber and does not change between mea-
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surements, resulting in two important corollaries: First, if accurate radiometric
information is important, G(ν̃) can be calibrated rather well, at least in the con-
text of the difficulty that accurate radiometric measurements present. Second
and most importantly, parts of I(ν̃) which vary rapidly compared to G(ν̃), can
be easily separated from these instrument effects. Note, that molecular transi-
tions typically belong in this category. We absorb all wavenumber dependencies
in a single parameter B(ν̃) = 0.5 G(ν̃)I(ν̃), which gives the spectral intensity as
measured by the instrument. Additionally, we denote the IFG measured by the
instrument as S(δ). The equation for the IFG (Equation 3.2) now reads

S(δ) = B(ν̃0) cos(2πν̃0δ). (3.3)

We extend our description from a monochromatic light source at wavenumber
ν̃0 to a continuum source by integrating over all wavenumbers:

S(δ) =
∫︂ ∞

−∞
B(ν̃) cos(2πν̃δ)dν̃. (3.4)

This allows us to make two observations, first on the shape of the IFG and sec-
ond concerning its relationship to B(ν̃). Concerning the shape, we can see that
at zero path difference (ZPD), meaning δ = 0, all cosines are in phase and hence
the integral is maximal. We call this the center burst of the IFG. For any wide
and continuous spectrum B(ν̃), the different cosine components are quickly out
of phase. Hence, far out from the center burst, they only produce minor mod-
ulations. We can further see, that S(δ) is the cosine Fourier transform of B(ν̃).
Hence, we can formulate the back transformation

B(ν̃) =
∫︂ ∞

−∞
S(δ) cos(2πν̃δ)dδ. (3.5)

This is the core equation of FTIR spectroscopy and means, that measuring the IFG
S(δ) with an instrument and Fourier transforming it yields the spectrum B(ν̃) of
the observed source.

In practice there are still some limitations to this result: Obviously, we can not
measure the IFG up to infinite OPD, which gives rise to a limited resolution of
our resulting spectrum. Also, the capabilities of a real electro optical system in
terms of light throughput and noise are limited, which results in an additional
limit to resolution and a trade-off with signal to noise ratio (SNR). Finally, we
can not sample the IFG on a continuous OPD grid, but have to make do with
a specific sampling grid and perform a discrete Fourier transform an this data.
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The rest of this chapter discusses such issues and how to resolve them and their
corresponding trade-offs.

3.2 Resolution of a FTIR Spectrometer

An interferometer for a FTIR instrument will always be finite in size and hence
only allow for finite OPD up to an instrument specific maximum optical path
difference (OPDmax, in equations denoted as ∆max). This modifies Equation 3.5
for the spectrum measured by a real instrument B′(ν̃) in practice to

B′(ν̃) =
∫︂ ∆max

−∆max

S(δ) cos(2πν̃δ)dδ (3.6)

=
∫︂ ∞

−∞
D(δ)S(δ) cos(2πν̃δ)dδ. (3.7)

D(δ) is the so-called boxcar truncation function and defined as

D(δ) =

⎧⎨⎩1 if − ∆max ≤ δ ≤ ∆max

0 else
. (3.8)

Since the FT of a product of functions is the convolution of the FT of each function,
Equation 3.7 can be written as

B′(ν̃) = f (ν̃) ∗ B(ν̃), with f (ν̃) = F [D(δ)](ν̃). (3.9)

with F [D(δ)](ν̃) denoting the FT of D(δ). We can see, that the measured spec-
trum B′(ν̃) is a convolution of the true spectrum B(ν̃) with f (ν̃). Hence, the
measured spectrum of an infinitely sharp monochromatic line of wavenumber ν̃0

is f (ν̃ − ν̃0), which is why we call f (ν̃) instrument line shape (ILS). The FT of the
boxcar truncation function is given by

f (ν̃) = 2∆max
sin(2πν̃∆max)

2πν̃∆max
(3.10)

= 2∆max sinc(2πν̃∆max). (3.11)

We can see that f (ν̃) is centered around zero and has the shape of an (non-
normalized) cardinal sine (sinc) function. The first intersections with the ν̃-axis
are at ν̃ = ±0.5 ∆max. Hence, the central peak of two lines separated by ∆max

would be fully resolved at the base line. Accordingly, we define the nominal reso-
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lution ∆ν̃ of our FTIR instrument as

∆ν̃ =
1

∆max
. (3.12)

Hence, the nominal resolution of an FTIR instrument improves by the same factor
as the maximal optical path difference of which the interferometer is capable of.

There are many other definitions for the resolution ∆ν̃, like the full width at
half maximum (FWHM) of the ILS or a modification of the Rayleigh criterion for
FTIR. All of these definitions only differ from Equation 3.12 by a constant factor,
typically between 0.5 and 1. Thus, when comparing values for resolutions quoted
by different sources it is important to consider the utilized resolution criterion. In
practice, referring to OPDmax of the interferometer instead of a resolution helps to
avoid ambiguities. Within this thesis, all quoted resolutions use the definition of
Equation 3.12, which is further emphasized by calling it nominal resolution. This
is especially important to users of spectrometers made by the company Bruker
Optics, since they use the definition ∆ν̃ = 0.9/∆max within their user interface.

It is important to note, that Equation 3.9 holds also if D(δ) is not the boxcar
truncation function of Equation 3.8. D(δ) might be modified due to apodization
(Subsection 3.6.1) or self-apodization (Section 3.3). In these cases, the ILS f (ν̃) is
still the FT of D(δ) and changes accordingly.

3.3 Optical Throughput and Self-Apodization

Up to now, we just considered rays of light which travel parallel to the optical
axis within the interferometer. In a real instrument we depend on a finite light
throughput, which necessitates that we collimate an extended (not infinitesimally
small) light source. A typical implementation collimates the light of an illumi-
nated spherical aperture with radius r, using a mirror of effective focal length f .
This results in a maximal beam divergence of αmax = arctan(r/ f ) in the colli-
mated beam, with α denoting the angle between the optical axis and the respec-
tive ray of light. Simple geometry shows, that a beam of light at an angle of α

in an Michelson interferometer experiences only an OPD of δ cos(α), with δ still
being the OPD of a ray of light along the optical axis (Griffiths and De Haseth,
2007, Section 2.6). Plugging this into Equation 3.4, we find for the IFG measured
under a specific angle α

S(δ, α) =
∫︂ ∞

−∞
B(ν̃) cos(2πν̃δ cos(α))dν̃. (3.13)
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We can now integrating over all solid angles which pass through our interfer-
ometer to calculate Ŝ(δ), the IFG as measured by our Instrument:

Ŝ(δ) =
1
Ω

∫︂ 2π

0

∫︂ αmax

0
S(δ, α) sin(α)dα dϕ (3.14)

=
2π

Ω

∫︂ αmax

0

∫︂ ∞

−∞
B(ν̃) cos(2πν̃δ cos(α))dν̃ sin(α)dα (3.15)

=
2π

Ω

∫︂ ∞

−∞
B(ν̃)

∫︂ αmax

0
cos(2πν̃δ cos(α)) sin(α)dα dν̃, (3.16)

where Ω denotes the total solid angle over which we integrate, and which is
necessary for normalization. From here we can substitute β = ν̃ cos(α), to again
find a cosine FT:

Ŝ(δ) =
2π

Ω

∫︂ ∞

−∞
B(ν̃)

1
ν̃

∫︂ ν̃

ν̃ cos(αmax)
cos(2πβδ)dβ dν̃. (3.17)

We use a generalized rectangular function to absorb the integration boundaries
for the integration over β, which we define as

rect(x, a, b) =

⎧⎨⎩1 if a ≤ x ≤ b

0 else
. (3.18)

We observe, that rect(x − y, a − y, b − y) is always the same for all values of y,
and for easier reading substitute w = 1 − cos(αmax). This, together with Equa-
tion 3.18, leads to the final transformations

Ŝ(δ) =
2π

Ω

∫︂ ∞

−∞
B(ν̃)

1
ν̃

∫︂ ∞

−∞
rect(β, ν̃ cos(αmax), ν̃) cos(2πβδ)dβ dν̃ (3.19)

=
2πw

Ω

∫︂ ∞

−∞
cos(2πβδ)

∫︂ ∞

−∞
B(ν̃)

1
ν̃w

rect(β, ν̃ cos(αmax), ν̃)dν̃ dβ (3.20)

=
2πw

Ω

∫︂ ∞

−∞
cos(2πβδ)

∫︂ ∞

−∞
B(ν̃)

1
ν̃w

rect(β − ν̃,−ν̃w, 0)dν̃ dβ. (3.21)

We can now identify the Fourier transform of Ŝ(δ):

B̂(ν̃) =
∫︂ ∞

−∞
B(x)

1
xw

rect(ν̃ − x,−xw, 0)dx. (3.22)

B̂(ν̃) is the spectrum as measured by a real instrument, that accepts light with a
beam divergence of up to αmax. We can see that B̂(ν̃) is a convolution of the true
spectrum B(x) with a spectral rectangle of variable width xw. This obviously
limits the achievable resolution of our measured spectrum, depending on the
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wavenumber and the maximum beam divergence. Equation 3.22 further shows,
that the spectrum is shifted, since the spectral rectangle is not centered around
zero. At each wavenumber, the spectrum is shifted by half the rectangle width
towards lower wavenumbers. All of this becomes even more apparent if we cal-
culate the measured spectrum for a spectral delta peak B(ν̃) = δ(ν̃ − ν̃0) using
Equation 3.22:

B̂(ν̃) =
1

ν̃0w
rect(ν̃ − ν̃0,−ν̃0w, 0) (3.23)

=
1

ν̃0(1 − cos(αmax))
rect(ν̃, ν̃0 cos(αmax), ν̃0). (3.24)

We can see, that the delta peak at ν̃0 is transformed into a rectangle between
ν̃0 cos(αmax) and ν̃0.

In the previous section we defined a function, which convolved with the real
spectrum yields the measured spectrum, the ILS. Equation 3.22 shows, that we
have to deal with a wavenumber dependent ILS once we have diverging beams
in the interferometer. Ideally, the contribution of the spectral rectangle is small
compared to the ILS resulting from a finite IFG (Section 3.2). In these cases, it can
be a valid simplification to set the width of the spectral rectangle constant within
in certain wavenumber range, and calculate a constant ILS within this range. If
we assume a constant width ∆ = ν̃0w = ν̃0(1 − cos(αmax)), the measured spec-
trum takes the form

B̂(ν̃) =
∫︂ ∞

−∞
B(x)

1
∆

rect(ν̃ − x,−∆, 0)dx (3.25)

= B(ν̃) ∗
(︃

1
∆

rect(ν̃,−∆, 0)
)︃

. (3.26)

Since a folding operation is associative, we can just fold the rectangle into the ILS
resulting from a finite IFG and handle it as one single ILS for this spectral domain.
For computational reasons, which I discuss in Section 3.7, it is useful to transform
this equation to IFG space. The dependency between ideal IFG S(δ) and the IFG
including beam divergence Ŝ(δ) is then

Ŝ(δ) = S(δ)F
[︃

1
∆

rect(ν̃,−∆, 0)
]︃
(δ) (3.27)

= S(δ) sinc(π∆δ). (3.28)

Since this looks similar to apodization functions (discussed in Subsection 3.6.1),
this effect of diverging beams within the interferometer is often called self-apodization.
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As mentioned, it is desirable to keep self-apodization small. This is of course
done by limiting the solid angle from which the instrument accepts light. But this
means limiting the light throughput of the instrument and decreasing SNR of the
measured spectra. So if light throughput and self-apodization are both issues, it
is necessary to balance them against each other. To determine the acceptable limit
for divergence of light in the interferometer, we can formulate the following con-
dition: The largest angles should still contribute positively to the net modulation
at maximum optical path difference for the largest frequency. This condition is
violated, once the difference in OPD at maximum OPD for the center ray and the
most angled rays increase beyond half a wavelength (corresponding to a phase
difference of π) for the highest wavenumber ν̃max. A brief calculation shows, that
this is equivalent to limiting the width of the self-apodization rectangle to half
the nominal resolution ∆ν̃:

ν̃max(1 − cos(αmax)) =
∆ν̃

2
. (3.29)

If we now assume small angles for αmax and use a Taylor expansion around zero,
for the cosine, limit it to the first non constant term, and solve for αmax we arrive
at the popular equation

αmax =

√︄
∆ν̃

ν̃max
, (3.30)

or for the total solid angle Ωmax, which is proportional to the light throughput, at

Ωmax = 2πα2
max = 2π

∆ν̃

ν̃max
. (3.31)

3.4 Sampling the Interferogram

Since we would like to digitize the IFG for processing and evaluation, we need
to sample it at discrete points. These points need to be equidistant (in OPD) to
allow the usage of algorithms like the fast Fourier transform (FFT) and in general
for easier data handling. In Section 3.2 we defined how large the covered OPD in-
terval needs to be. This leaves the question, how far the sampling points should
be spaced out. However, this is easily answered by the well known Nyquist-
Shannon sampling theorem, which states that a signal must be sampled at twice
the rate of its largest frequency. This allows for full reconstruction of the signal
with no aliasing. Since wavenumbers are spatial frequencies, we can directly ap-
ply this and conclude, that the sampling rate must be at least twice that of the
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largest wavenumber, where the spectrum is not zero. For a maximum wavenum-
ber of 10 000 cm−1 follows a minimal sampling frequency of 20 000 cm−1, which
means 2 × 106 sampling points per meter.

3.5 Technical Implementations

This section is about concrete technical implementations of a FTIR instrument
as utilized within this work. Some of these details are only listed for the sake
of completeness and do not significantly impact the operating principle of the
instrument. This section does not cover aberrations within FTIR optics, detector
non-linearities, so-called ghost lines and sampling errors, since these are today
well under control by the manufacturers for NIR spectrometers like the one used
in this thesis. If these topics are of interest, they are well described in Hase (1995)
and Hase (2000).

3.5.1 Cube Corner Interferometers

Up to now, we only discussed a typical Michelson interferometer as depicted
in Figure 3.1, which uses plane mirrors in the interferometer arms. This comes
with major challenges when building and aligning an FTIR instrument: the tilt of
both interferometer mirrors with respect to the optical axis and to each other. A
different tilt of the mirrors with respect to each other causes a different tilt of the
light exiting the interferometer for each interferometer arm, respectively. These
different angles then result in a relative positional shift in the image plane on the
detector for each interferometer arm. This shift needs to be significantly smaller
than the diffraction limited image of a point source (Airy disk) at the detector,
otherwise light originating from the same point would not interfere anymore. For
reference, the Airy disk of an optic with a diameter D = 7.5 cm at a wavenumber
ν̃ = 6600 cm−1 has an opening angle of θ ≈ 1.22/(Dν̃) ≈ 2.5 × 10−5 rad ≈
5 ′′. The respective tilt of both interferometer mirrors to each other needs to be
significantly smaller than that. Further, this must be true for the whole path of the
movable mirror, a significant challenge, especially in high resolution applications
with interferometer arms on the scale of meters.

A common technical solution to this problem is the use of cube corners instead
of plane mirrors in the interferometer arms. A cube corner is formed by three
reflective surfaces aligned orthogonally to each other. Such a system reflects an
incoming beam of light back in the direction it came from (while also adding an
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offset to the ray’s position) and is sometimes called retro-reflector. This means,
that tilt of the cube corners does not introduce tilt in the reflected beams of light,
completely negating the effect described above. The FTIR spectrometer in this
work uses aluminum cube corners in the interferometer arms.

3.5.2 Rapid-Scan Interferometers

As mentioned before, the IFG needs to be measured and digitized at discrete
points, preferably equidistant in OPD. First of all, this means that the OPD range
of interest must be scanned, meaning that the movable mirror is moved through
the respective range. One way of implementing this scanning of the IFG is the
so-called rapid-scan interferometer. In a rapid-scan interferometer, the movable
mirror is kept at a constant velocity, typically between 0.1 cm s−1 and 10 cm s−1.
It scans through the whole used range of the interferometer. Once it reaches the
end, the mirror can either be quickly returned to the starting position to start
the next scan or it can scan the IFG in the other direction now starting from the
endpoint. The later concept improves the duty cycle of the instrument, meaning
that a larger fraction of the time is actually used to acquire data. This scanning
in both directions is sometimes called forward-backward scan and is the typical
mode of operation within this work.

To identify the equidistant points where we actually want to sample the IFG it
is common to use a laser for reference. The idea is to pass the laser through the
interferometer and use the resulting cosine IFG (assuming the laser is a perfectly
sharp peak) as a measure for OPD. For example the zero crossings should occur
at OPD of multiples of half the wavelength of the laser. The zero crossings can
now be used to trigger an analog to digital converter (ADC) to record the signal
of the actual spectrometer detector. This of course means, that the laser needs
to be passed parallelly to the light path through the interferometer and detected
separately.

Many precision spectrometers use a frequency stabilized HeNe laser for ref-
erence. At typical mirror speeds of rapid-scan interferometers, the HeNe laser
signal oscillates at several kHz. This is an easily accessible way to monitor how
constant the mirror velocity is. It is common to quote the mirror speed in terms of
this oscillation of the reference laser, for example saying that an IFG was recorded
at a speed of 5 kHz. With an approximate laser wavenumber of 15 800 cm−1, this
would correspond to a physical mirror velocity of 0.16 cm s−1 or an optical veloc-
ity of 0.32 cm s−1. This comes with the advantage, that it resolves the ambiguity
of optical velocity and physical velocity of the mirror.
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Using the separately detected reference laser signal to constrain the points
where the IFG is sampled introduces a minor problem to the signal chain: The
laser signal and the infrared signal are typically not in phase. Electronic filters
and amplifiers within the circuitry add a phase error between the two signals,
which then depends on the direction of mirror travel. Hence, the forward and
backward scans of the IFG must be stored and processed separately and only the
final spectra can be averaged. This process is described in more detail in Subsec-
tion 3.6.2.

In many modern instruments, such as the one used in this work, the refer-
ence laser signal is strictly speaking not really used to trigger an ADC to record
the IFG, since these instruments use so-called sigma-delta ADCs. These ADCs
were developed for audio signals and can not be triggered, but operate at a fixed
frequency. This problem was solved by Brault (1996), who developed an adap-
tive digital filter, which basically interpolates the values of the IFG at spatially
equidistant points.

3.5.3 Detectors and Detector Readout Electronics

The concept of FTIR is in principle applicable to all wavelength ranges, as long as
there are mirrors and beam splitters (BSs) available to build an interferometer. In
the final step, a detector needs to quantify the radiation and this detector element
is often a limiting factor for the spectral bandwidth and performance. There are
thermal detectors (for instance bolometers or thermistors), which detect radiation
by the total power transmitted to them. They allow to access a broad spectral
bandwidth, but usually do not allow for high scanning speeds due to their com-
paratively low response times (order of several milliseconds). Detectors, which
rely on the photoelectric effect and the quantum nature of light, are more com-
mon today. Typical examples are mercury cadmium telluride (MCT) detectors for
the MIR and indium gallium arsenide (InGaAs) detectors for the NIR. Within this
work, I utilized two different InGaAs photodiodes. I now give an overview over
the design principles of an FTIR detector based on photodiodes. For an in-depth
discussion, please consult again Griffiths and De Haseth (2007) for anything FTIR
specific or Hobbs (2009) for electro-optical design in general.

When designing a detector for an instrument with a rapid-scan interferome-
ter, the spectral bandwidth of the detector needs to comfortably contain the alias
frequency of our largest wavenumber of interest. So if our highest appearing
wavenumber with the selected scanning speed has an alias frequency of 15 kHz,
a factor of 2 is a good margin of safety. But it is also important to choose the
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spectral bandwidth not too large. A spectral bandwidth beyond the Nyquist fre-
quency of our ADC results in the noise (or worse, signal) beyond the Nyquist
frequency appearing folded back below the Nyquist frequency. This results in
an increase in noise, or even fake spectral features. Most ADCs probably come
with their own filter to make sure of this, but limiting the spectral bandwidth be-
low 100 kHz should safeguard against any of these problems when using typical
rapid scan interferometers with sigma-delta ADCs, since their Nyquist frequencies
are typically above that.

To achieve a meaningfully resolution with an FTIR instrument, we are inter-
ested in the variations of the IFG far out from the center burst, where the varia-
tions are small compared to those around the center burst. To be able to resolve
those, while not clipping the center burst, we need an ADC with a large dynamic
range. A typical target is 24 bit. Thankfully, this is often provided within the
interface to the FTIR instrument and in this thesis not part of the considerations.
However, to make use of this dynamic range it is important to bring the output
signal to the expected input level of the ADC without clipping it. The amplifica-
tion and transformation of the photocurrent to an output voltage has to generate
an appropriate signal level (typically 1 V to 10 V).

A front end, consisting of an transimpedance amplifier, typically performs all
of these tasks (amplification, transformation, spectral bandwidth). To provide an
ideal noise performance is the final, but important, requirement to the front end
electronics. An intensive discussion of bandwidth and noise of photodiode front
ends is given in Hobbs (2001). Here, we limit ourselves to the following typical
noise sources for a photo diode with transimpedance amplifier:

1. Photocurrent shot noise, with a noise current spectral density of iSN =
√

2eiS, where e is the elementary charge, and iS the signal current. If there
is any current due to background signal, than this increases the noise anal-
ogously.

2. Johnson noise or thermal noise of a resistance R at temperature T, with a
noise current spectral density of iTN =

√
4kBT/R where kB is the Boltzmann

constant.

3. Voltage or current noise of the utilized operational amplifier. Choosing an
appropriate amplifier typically reduces this noise source to an insignificant
level. Hobbs (2001) again provides more details on this.

In an ideal case, the dominant noise source is the signal current shot noise. This
noise source is fundamentally unavoidable, since it results from the Poissonian
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statistics of the photon flux on the detector. If this noise source dominates and
the SNR is insufficient, the only direct solution is an increase in the signal cur-
rent. While this increases the noise by the square root, it also increases the signal
linearly, resulting in a SNR, which increases with the square root. An important
corollary to this is, that the total photocurrent contributes to the shot noise. This
does include the photocurrent generated by background photons, as well as pho-
tons from spectral regions which are not of interest. So the shot noise can also
be reduced by narrowing the optical bandwidth of the system, if this is possible
without reducing the signal of interest.

To achieve a shot noise limited system, the other noise sources need to be sig-
nificantly smaller. While we will not deal with amplifier noise here, since this
can typically be handled by appropriate choice of parts, a discussion of thermal
noise is necessary for the understanding of typical trade-offs when comparing
detectors/photodiodes. In a transimpedance amplifier front end there are typi-
cally two relevant resistances which are sources of thermal noise: the feedback
resistance and the shunt resistance of the diode itself. Since the magnitude of
the feedback resistance is chosen so that the signal current iS results in an out-
put voltage on the order of at least 1 V, a brief calculation yields, that the shot
noise is around 20 times larger than the thermal noise of the feedback resistor at
300 K. However, if the shunt resistance of the diode is significantly smaller than
the feedback resistance, its thermal noise can start to dominate the shot noise.
The shunt resistance of photodiodes typically decreases for materials which are
sensitive to lower energy photons, due to their smaller band gap. The typical
way to address this is by cooling the diode. This accomplishes two things: First,
by reducing the temperature the thermal noise of the diode is reduced, and sec-
ond it increases the resistance of the diode and again reduces the thermal noise.
Since this increase in resistance is typically exponential, the latter contribution is
far more important and even a few 10 K temperature reduction can significantly
reduce the thermal noise. Standard InGaAs photodiodes, which are sensitive to
wavelengths up to 1.8 µm, do typically not need cooling, except for very small
signal currents or large area detectors. For extended InGaAs photodiodes, which
can access longer wavelengths than standard InGaAs photodiodes, it is typically
sufficient to use thermoelectric (TE) cooling to operate them at temperatures of
−10 ◦C to −30 ◦C.
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3.6 From Interferogram to Spectrum

This section describes the way from a properly measured and sampled IFG to
a finished spectrum. There are three main components to the evaluation chain:
The apodization, to purposefully change the ILS, the FT to convert the IFG into
a spectrum (typically performed with an FFT), and finally the phase correction,
a way to correct for phase errors in the recording of the IFG caused by hard-
ware imperfections. Again, Griffiths and De Haseth (2007) is a great reference
with illustrative explanations. The following subsections describe apodization
and phase correction.

3.6.1 Apodization

In Section 3.2, we discussed that multiplying a truncation function D(δ) to an
IFG is the same as folding the spectrum with its FT f (ν̃) = F [D(δ)](ν̃). A di-
rect corollary of this observation is that f (ν̃ − ν̃0) is the measured shape of an
infinitely sharp spectral line at wavenumber ν̃0. Further, we introduced this trun-
cation function due to the limitations of an instrument. For these two reasons,
we call f (ν̃) instrument line shape. To describe the finite size of an instrument,
we initially used a boxcar truncation function for D(δ), which does nothing else
than limiting the IFG to a maximum extend. In theory, the truncation function
could have any shape, and still its FT would give the ILS. We can also perform
such a modification artificially by multiplying a function to the ILS. We call such
a function A′(δ) an apodization function. Equation 3.7 then modifies to

B′(ν̃) =
∫︂ ∞

−∞
A′(δ)D(δ)S(δ) cos(2πν̃δ)dδ. (3.32)

The ILS is then the FT of A(δ) = A′(δ)D(δ):

f (ν̃) = F [A′(δ)D(δ)](ν̃) = F [A(δ)](ν̃). (3.33)

Since it is common to define apodization functions in relation to a maximum
OPD, we absorb the truncation aspect into it and call it A(δ).

There are many choices for apodization functions. Basically all of them have in
common, that they roll off to lower values for high OPD, before eventually reach-
ing the point of truncation (from where on they are zero). This causes a relative
reduction of the information content at higher OPD compared to lower OPD and
has to result in a reduction of resolution. But since the transition at the trunca-
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tion point is less sharp, the FT (meaning the ILS) experiences less “ringing”. This
is very often desirable, since it decreases the interference between close spectral
lines. The resulting spectra might be easier to interpret for humans and algo-
rithms alike. During the development of FTIR spectrometry, many apodization
functions were tested, to find an optimum between the desired reduction in ring-
ing and the accompanying reduction in resolution. A widely used set of functions
are the so-called Norton-Beer apodization functions (Norton and Beer, 1976, take
note of the errata published 1977). They offer a near optimal trade-off between
ringing and resolution reduction and come in three different strengths of apodiza-
tion, which offers the user to tailor the apodization to their needs. They are called
Norton-Beer weak (NBW), Norton-Beer medium (NBM), and Norton-Beer strong
(NBS). Within this work, I exclusively use the NBM apodization function.

3.6.2 Phase Correction

When recording IFGs, there are different sources of so-called phase errors, as
mentioned before. The most typical cases are a frequency neutral phase error,
when the sampling of the IFG does not perfectly align with the center burst, and
a chromatic phase error, for example due to frequency dependent delays in the
electronics of a rapid-scan interferometer. As a result, all or some frequencies are
not completely in phase at the point we identify as ZPD. To describe the resulting
interferogram, we can modify Equation 3.4 by introducing a phase function θ(ν̃):

S(δ) =
∫︂ ∞

−∞
B(ν̃) cos(2πν̃δ − θ(ν̃))dν̃. (3.34)

We can immediately see, that the relationship between measured IFG and spec-
trum is no longer given by the cosine FT. Instead, we need to correct for the effects
of the phase function θ(ν̃). This process is called phase correction and there are
multiple ways to do this, either in IFG-space or spectral space. In the following, I
derive a way to correct for these phase effects after Fourier transforming the IFG
to a spectrum.

Looking at Equation 3.34 and using the basic trigonometric identity cos(α −
β) = cos(α) cos(β) + sin(α) sin(β), we can infer that this introduces sine terms,
where we just had a cosine FT before. As a result, we now have to deal with
cosine and sine FTs, where we before only encountered cosine FTs. To differen-
tiate, I denote the cosine FT of a function g(ν̃) as Fc[g(ν̃)](δ) and its sine FT as
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Fs[g(ν̃)](δ). They are defined as

Fc[g(ν̃)](δ) =
∫︂ ∞

−∞
g(ν̃) cos(2πν̃δ)dν̃ and (3.35)

Fs[g(ν̃)](δ) =
∫︂ ∞

−∞
g(ν̃) sin(2πν̃δ)dν̃. (3.36)

We can now transform Equation 3.34, by applying the above trigonometric iden-
tity:

S(δ) = Fc[B(ν̃) cos(θ(ν̃))](δ) +Fs[B(ν̃) sin(θ(ν̃))](δ). (3.37)

To evaluate this expression, we remind ourselves, that applying a sine or cosine
FT twice yields the initial function, and that the sine FT of a cosine FT (or vice
versa) is zero. This also follows via a brief calculation from the definitions (Equa-
tion 3.35 and Equation 3.36) and the orthogonality of sine and cosine functions.
A calculation of both FTs results in

Bc(ν̃) = Fc[S(δ)](ν̃) = B(ν̃) cos(θ(ν̃)) and (3.38)

Bs(ν̃) = Fs[S(δ)](ν̃) = B(ν̃) sin(θ(ν̃)), (3.39)

where Bc(ν̃) denotes the cosine spectrum of the IFG and Bs(ν̃) denotes its sine
spectrum. Neither quantity gives us direct access to B(ν̃), the quantity which we
are interested in, but we need information on the phase function θ(ν̃). B(ν̃), the
spectrum without any phase effects, is still the quantity we are interested in. To
get access to it, we need the phase function θ(ν̃), which we can calculate:

Bs(ν̃)

Bc(ν̃)
= tan(θ(ν̃)) (3.40)

⇒ θ(ν̃) = arctan
(︃

Bs(ν̃)

Bc(ν̃)

)︃
. (3.41)

This does not only give us the phase function θ(ν̃), but also shows us that we can
interpret Bc(ν̃) and Bs(ν̃) as values along two orthogonal coordinates and θ(ν̃)

the angle between the x-axis and the vector (Bc(ν̃), Bs(ν̃))
T. We could now re-

store the spectrum B(ν̃) multiple ways, for example by taking the absolute value
of this vector. But this (and other methods) come with the downside that they ac-
tually restore the absolute value of B(ν̃). This becomes a relevant difference once
we incorporate measurement noise in our spectrum. In areas where the spectrum
is zero, it is desirable to have gaussian noise centered around zero. Taking the
absolute of such a spectrum returns noise which no longer follows a normal dis-
tribution, but a χ2-distribution with one degree of freedom. We can solve this
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problem if we assume that we have sufficient knowledge over θ(ν̃) by just rotat-
ing the vector (Bc(ν̃), Bs(ν̃))

T by −θ(ν̃). The result is the vector (B(ν̃), 0)T, with-
out taking the absolute value. Applying a standard rotation matrix for a rotation
angle −θ(ν̃) yields the equation for the phase corrected spectrum:

B(ν̃) = Bc(ν̃) cos(θ(ν̃)) + Bs(ν̃) sin(θ(ν̃)). (3.42)

To obtain the knowledge of θ(ν̃), we use the fact that all relevant phase effects
in our optics and electronics vary slowly and smoothly with wavenumber. Be-
cause of this, we can just take the phase spectrum from a low resolution measure-
ment and interpolate it for higher resolution, which solves two problems: A low
resolution spectrum experiences less noise in general and thus can give a more
precise estimation of a slowly varying phase angle. In case of saturated lines a
higher resolution spectrum drops to zero and it is not possible to calculate a phase
angle, while a spectrum of sufficiently low resolution still has enough available
information to estimate the phase angle. This low resolution spectrum is typically
taken from the same IFG, by just using it to a lower maximum OPD. This is espe-
cially true for single sided IFG, where only a short double sided part is available
for phase correction. In these cases the phase function is again calculated from
a low resolution double sided IFG and sometimes even further smoothed by fit-
ting a polynomial to it. This estimation for the phase function is then sufficient to
perform the phase correction on the high resolution spectrum obtained from the
single sided IFG. This method of phase correction is often called Mertz method
(Mertz, 1967).

Actual implementations of FT and phase correction usually differ in a few de-
tails. Instead of calculating the cosine and sine FT of the IFG, it is rather common
to calculate a complex FT and taking the real and imaginary part of the resulting
spectrum. This is of course equivalent, since the complex FT of the function g(δ)
is Fc[g(δ)](ν̃) + iFs[g(δ)](ν̃), where i is the imaginary unit. In this case, the iden-
tification of the cosine and sine FT as components of a vector along a phase angle
θ(ν̃) is straight forward and does not require the identification via Equation 3.40.

3.7 Instrument Line Shape (ILS)

The term instrument line shape (ILS) describes the shape of an infinitely sharp
line in a spectrum measured by the instrument in question. In an equivalent def-
inition, the ILS is the function which convolved with the real spectrum yields the
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measured spectrum (Equation 3.9). In FTIR spectroscopy, the maximum OPD,
the apodization and the self-apodization of the IFG determine the shape of the
ILS (Equation 3.33). But effects of imperfect instruments, for example due to mis-
alignment, can further alter the ILS.

There are typically two relevant imperfections in this context and they both re-
fer to imperfections in the interferometer. The first one in modulation efficiency.
It is possible that the modulation strength of the interferometer does change with
OPD. A typical example is vignetting or other imperfections which reduce the
overall light throughput of the interferometer at a specific OPD. This is basically
a physical implementation of an apodization function and modifies the ILS as
such. The second one is phase error. Subsection 3.6.2 discussed multiple sources
of phase error and how to correct for it. There we just assumed a constant phase
error for each wavenumber. It is, however, possible that this phase error varies
with OPD, for example due to variable mirror velocity along the interferometer
arms. The phase correction then only removes the phase error for small OPD,
since typically a low resolution spectrum (meaning small OPD) provides the
phase information. Phase effects typically include sine components in the ILS,
making it asymmetric.

To get an accurate description of the ILS, it is necessary to describe or param-
eterize modulation efficiency and phase error. Typically, they vary slowly along
OPD, which allows parameterization at a few grid points or even with a single
parameter each. Hase et al. (1999) introduced this together with two types of
parameterization: a so called simple model and an extended model. While the ex-
tended model parameterizes modulation efficiency and phase error at multiple
grid points along the OPD, in many applications it can be sufficient to use the
simple model. It describes the modulation efficiency as a line from unity at ZPD
to a parameterized modulation efficiency at maximum OPD. Further, it assumes
a constant phase error along the full range of the interferometer. This latter as-
sumption is unrealistic, since the phase correction removes this kind of error. A
phase error curve, which starts at zero and shows deviations at higher OPD might
be more realistic. But it turns out that a constant phase error can be a sufficient pa-
rameterization for the types of asymmetries that such more complex phase errors
produce. I employ only the simple model in the context of this thesis.

To calculate an ILS for any parameterization, it is necessary to implement the
above descriptions of modulation efficiency and phase error. There is a straight
forward, but not computationally efficient way to do this: Simulate the IFG of a
monochromatic line, apply a FT, and extract the ILS form the resulting spectrum.
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Figure 3.2 shows this process step by step and illustrates again how modulation
efficiency and phase error, but also self-apodization and apodization influence
the spectrum/ILS. In a last step (not shown here), the resulting line spectrum is
centered at zero, cut to specified size to both sides of the peak, and normalized.
I implemented this, together with computationally more efficient methods, in
a small python package called ftslineshape. This package only covers a subset
of the functionality of the well established software package linefit (Hase et al.,
1999), but provides this subset accessible for python scripts. With this, it also
provides an easy, high-level access for visualization and educational purposes. I
perform all ILS calculation with this package.
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Figure 3.2: Calculation of an ILS according to the simple model. Plots in the
left column show monochromatic IFGs for a line at 6000 cm−1. Sin-
gle oscillations in the IFG are not visible. Plots in the right column
show the respective spectrum after FT. Top row: Monochromatic IFG
and resulting spectrum with a modulation efficiency of 0.9 and a con-
stant phase error of 0.05. Middle row: Now after accounting for self-
apodization at 6000 cm−1 and for a beam divergence half angle of
12 mrad, according to Equation 3.28. Bottom row: Now after apodiza-
tion with a Norton-Beer medium function.
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4 Methods

In this chapter, I describe the methods used in experiments and analysis. I first
describe the open-path setup in detail, including design choices and implemen-
tation. The chapter then continues with a description of the trace gas retrieval
software, which extracts information on different gases from the spectra. Further,
I describe the data post processing used to make the retrieved information com-
parable to different data sources and to analyze its precision. The chapter closes
with a description of the bias correction method I employ when comparing the
data of the open-path system to the data of the in-situ analyzer.

4.1 Open-Path Setup

4.1.1 Location

The open absorption path of the setup extends between the IUP and the old build-
ing of the physics institute (OPI). It has a one way length of (1553 ± 1)m, as de-
termined with a laser rangefinder. Figure 4.1 depicts an aerial view of the city of
Heidelberg and the location of the path within it. The path crosses mostly over
residential area, but also a major road close to the IUP, which experiences a lot
of commuter traffic. The spectrometer/interferometer, the telescope, the detector
and nearly all of the optics are located in the roof-top observatory of the IUP (Fig-
ure 4.2, left), at the western end of the path. A retro-reflector array is located on
the roof of the OPI (Figure 4.2, right), at the eastern end of the path.

The IUP roof top houses additional important instrumentation, most notably,
the air inlet for an in-situ analyzer. The analyzer is a cavity ring-down spec-
troscopy (CRDS) system by the manufacturer Picarro (Inc., Santa Clara, CA) of
the type G2201-i. In this work, the in-situ data is used for comparison and bias
correction. The whole system, including the air drying and calibration setup and
process, is described in detail by Hoheisel et al. (2019) and Hoheisel (2021). The
second important piece of instrumentation is the weather station on the roof of
the institute, which provides measurements of temperature, wind speed, wind
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Figure 4.1: Location of the atmospheric absorption path in the city of Heidelberg,
Germany. All active components are located at the western end of the
path, on the roof of the IUP, about 30 m above ground. These com-
ponents include the spectrometer, the telescope, the reference in-situ
analyzer and a weather station. A retroreflector array forms the east
end of the path and is located on the roof of the OPI. The absorption
path has a total length of (1553 ± 1)m and the ground beneath it is
mostly flat (slow variations within 5 m). During the last 200 m (in the
east), the ground rises nearly linearly by about 20 m. The absorption
path crosses mostly residential area, with the notable exception of a
major road with heavy commuter traffic at the west end, just 120 m
from the IUP.
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Figure 4.2: Left: The roof top observatory of the IUP, containing the spectrometer
and telescope. Right: View of the reflector array at night, co-aligned
with the telescope. The array is visible as a bright spot in the center of
the image on the dark roof of the OPI.

direction, humidity and pressure in intervals of 1 min.

4.1.2 Open-path optics

The design of the open-path optics follows two central specifications:

1. The light should first pass through the interferometer and then along the
absorption path.

2. The open-path telescope design should be fiber based.

The first specification ensures that light scattered into the light path (usually sun
light) is not modulated by the interferometer and so does not create a modulated
signal on the detector. It only creates a constant offset in the detector signal in-
stead. Hence, it does not produce a spectral signal after the FT. This is a common
principle in modern FTIR analyzers and is a well known technique to reduce the
impact of scattered light or even the own thermal emission of the analyzed gas,
if the analysis is performed in the long wavelength infra red (e.g. Yokelson et al.,
1997). The second specification allows for easier pointing of the telescope and in
general for a mechanical decoupling of telescope and spectrometer. A fiber ad-
ditionally homogenizes the illumination of the detector. Griffith et al. (2018) also
employed a fiber coupled telescope, even though subsequent works abandoned
the fiber coupling to achieve greater light throughput (Deutscher et al., 2021).
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Figure 4.3: Schematic of the open-path optics. The light travels from the source
through the interferometer, and then couples into a fiber bundle (de-
picted in blue). The open-path telescope then collimates the light and
sends it to the retro-reflector array, where it is returned. Along this
path, absorption and attenuation occurs, according to the atmospheric
composition and physical state (e.g. pressure and temperature). The
telescope focuses the light into a single receiving fiber (depicted in
red). In a last step, an optic images the light onto the photo diode of
an external detector module.

However, this was achieved by a rigid coupling between the telescope and the
spectrometer and then pointing with the integrated unit, which is only feasible
with compact low resolution spectrometers.

Following these specifications, I settled for the design outlined in Figure 4.3.
The light path is as follows:

1. Emission by the source, the internal halogen lamp of the spectrometer.

2. Collimation with an off-axis parabolic mirror (30◦, effective focal length
418 mm, diameter 75 mm) and an entrance aperture (diameter 2 mm).

3. Transmission and modulation through the interferometer.

4. Coupling into a fiber bundle (6 × 200 µm, length 5 m, VIS-IR silica), via a
spherical mirror (focal length 150 mm, diameter 75 mm).
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5. Collimation by the spherical telescope mirror (focal length 813 mm, diame-
ter 406 mm).

6. Transmission through the atmosphere and absorption (length 1553 m).

7. Reflection at an array of retro-reflectors (41 solid ultraviolet (UV) quartz
cube corners, diameter of 53 mm each, Figure 4.4).

8. Again transmission through the atmosphere and absorption.

9. Coupling in a central receiving fiber (200 µm, length 5 m, VIS-IR silica) in
the center of the fiber bundle by the telescope mirror.

10. Focusing on the photo diode of the detector. The detector fore-optics are
detector specific.

For coupling the light from the interferometer to the fiber bundle, I chose a spher-
ical mirror over an off-axis parabolic mirror to allow for easier adjustment. Con-
sequently, the fiber bundle has to be placed on the optical axis in front of the
spherical mirror, blocking a portion of the light. I determined the one way path
length of (1553 ± 1)m with a laser rangefinder and it accounts for the travel dis-
tance within the tube of the telescope. It does neither account for any traversed
air before coupling into the sending fiber bundle (e.g. within the spectrometer
or in front of it), nor for after leaving the receiving fiber (e.g. within the detec-
tor fore-optics). The detector fore-optics differ for the two different detectors and
will be discussed in Subsection 4.1.4. The principle design of the telescope is
based on Merten et al. (2011), who originally developed it for UV differential op-
tical absorption spectroscopy and which was utilized since then to great success
(Nasse et al., 2019; Kuhn et al., 2023). It is important to note that the fiber bundle
is not directly placed in the focus of the telescope mirror, but slightly detuned.
The concept relies on imperfect imaging of the telescope mirror in combination
with the lateral displacement of a ray of light when being reflected by a cube-
corner retro-reflector to wash out the returned image of the sending fibers and
optimize the amount of light coupled into the central fiber. As a result, a calcu-
lation of the possible transmission of such a telescope system requires raytracing
simulations. To get a very rough upper limit of the achievable transmission we
can calculate the geometrical loss of the light spot at the reflector array. With
a focal length of 813 mm and (including cladding and packaging) a rough fiber
bundle radius of 0.4 mm, the resulting collimated beam has a divergence of ap-
proximately 0.5 mrad. After a traveling distance of 1550 m and an initial beam
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Figure 4.4: Picture of the reflector array with its 41 solid UV quartz cube corners.
The diameter of each cube corner about 53 mm, with the exact shapes
and sizes varying.

diameter of 0.4 m, the beam has a diameter of 1.9 m at the reflector array. The
41 retro-reflectors cover only about 3 % of the beam area. Other effects further
reduce this transmission. Such effects include the (imperfect) imaging on the re-
ceiving fiber, blocking of light by structural elements of the telescope (mainly
fiber mount), extinction due to scattering along the path, diffraction in the atmo-
sphere, and a loss of about 8 % at every air-glas interface (when coupling into the
fiber or at the reflectors)

4.1.3 Spectrometer

The spectrometer is an IFS 125HR, manufactured by the company Bruker Optics
GmbH & Co. KG, Ettlingen, Germany. It is a high resolution FTIR spectrometer
for scientific applications, allowing for flexible configurations and modifications.
The available resolution depends on the length of the interferometer arm: The
instrument at the IUP allows for a maximum optical path difference of 135 cm,
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which corresponds to a nominal resolution of 0.0074 cm−1. The spectral range
of the instrument is constrained by the photosensitivity of the available detector
diodes and the reflectance and transmittance of the optical elements like mirrors,
windows and BS. The IFS 125HR at the IUP is equipped with aluminum mirrors,
enabling good performance from the NIR to the near UV. It is further equipped
with a CaF2 BS, which allows operation from NIR to near UV, and the same holds
for the installed CaF2 windows. The spectrometer is further equipped with sev-
eral different detectors (InGaAs, Si, GaP, SiC) to accordingly span the wide spec-
tral range from NIR via the visible to the UV. However, these pre-installed de-
tectors are not a good choice for the open-path measurements within this thesis,
mostly because they are not sensitive enough for this purpose or at least have too
high of a noise floor. Subsection 4.1.4 provides more details on this topic.

The field of view (FOV) of the interferometer is limited by the selectable en-
trance aperture diameter (within this work always 2 mm) and the fixed focal
length of the main collimating mirror (418 mm). The interferometer is a cube cor-
ner design, with the moving reflector on a sledge carriage, using 75 mm optics, of
which approximately 65 mm are used.

4.1.4 Detectors and Detector Optics

The internal detectors of the IFS 125HR spectrometer are not well suited for an
open-path application. This is due to the following two reasons, with the second
being the more constraining one:

1. We based the open-path telescope design on optical fibers, with the return
light transmitted from a single fiber. A point to point image of this fiber
onto a photodiode of an external detector is the easiest and most efficient
way of measuring the returning light.

2. Bruker designed the detectors within the instrument to handle the irradi-
ance span from the internal halogen source and up to direct sun light. This
already spans up to two orders of magnitude, especially when combined
with limited light throughput to allow for high resolution measurements
(Section 3.3). With the utilized telescope optics and other losses the trans-
mission drops by at least two orders of magnitude or more. The internal
detectors are either too noisy or completely unable to measure these small
signals.

Hence, I use two external detectors, which I optimized for low light conditions.
First, I built a custom detector, based on a room temperature (RT) InGaAs pho-
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todiode (Hamamatsu G12181-003K). Later, I carried out a long deployment pe-
riod using a detector module built by Bruker, containing a TE cooled extended
InGaAs photodiode (Hamamatsu G12183-210KA-03). For an uncooled RT pho-
todiode it was necessary to settle for a lower spectral bandwidth, to avoid the
thermal noise that a lower cut-on frequency comes with. Thus, the custom RT
diode is not sensitive to the 2 µm absorption bands of CO2, as well as to bands
of CH4 and CO at even lower frequencies. Due to this limitation, the RT initially
served two purposes: first, serve as an engineering model while setting up the
open-path optics and demonstrating the concept with an external detector, and,
second, to gather experience for a later specification and procurement of a TE
cooled detector. From here on, I refer to the detector modules as RT detector and
TE detector respectively. In the following, I describe both detectors with their
respective coupling optics. In the case of the custom RT detector, I walk through
the considerations behind the design.

RT detector

The photoactive element of the RT detector is an InGaAs photodiode with a high
wavelength cutoff at around 1.85 µm. This gives only access to the 1.6 µm band
of CO2 and CH4. However, these photodiodes come with fairly high shunt re-
sistances (MΩ and above) and hence with good noise performances, rendering
cooling of the photodiode unnecessary.

To design a detector module, specifically the front end electronics, we need
an estimation of the photocurrent. For this, we need to know the total optical
power transmitted to the photo diode in our spectral region of interest (6000 cm−1

to 8000 cm−1). Starting at the source, a thermal radiator at 3000 K emits about
102 W m−2 sr−1 cm in this spectral region, according to Planck’s radiation law.
The étendue of the optical system is approximately limited to 10−8 m2 sr. The
optical bandwidth spans a range on the order of 103 cm−1. Finally, we need
to assume at least a loss factor of 10−3, mostly due to the open-path telescope
transmission (Merten et al., 2011), but also accounting for the loss due to optical
surfaces, the BS, the emission coefficient of the light bulb, and so on. With a pho-
tosensitivity of about 1 A W−1, we arrive at an estimation of 1 µA photocurrent.
To convert this to the dynamic range of our ADC of 10 V, we need a front end
with a transimpedance gain of 10 V/1 µA = 10 MΩ. Since we operate the FTIR
instrument at a scanning speed of 20 kHz equivalent, which translates to a rough
upper limit of 15 kHz modulation for our optical signals, we apply a factor of
2 and limit the bandwidth of our amplifier electronics at around the cutoff fre-
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Figure 4.5: Schematic of the custom built RT detector. I limited the amplifier
electronics to a high gain transimpedance amplifier. The photodiode
is unbiased and directly connects to both input terminals of the opera-
tional amplifier. The amplifier is a low noise amplifier with high input
impedance.

quency fc = 30 kHz. The implementation of this limit is a simple RC-element in
the feedback loop of the transimpedance amplifier, where a capacitance in paral-
lel to the amplifier resistance reduces the amplification for high frequencies. The
cutoff frequency of such an RC-element is fc = (2πRC)( − 1) and we can solve
this for the necessary feedback capacitor C for our calculated feedback resistor
R = 10 MΩ:

C =
1

2πR fc
≈ 0.5 pF. (4.1)

Figure 4.5 shows the schematic of the RT detector and amplifier as used within
this work. Since we deal with a low photocurrent, the photodiode (Hamamatsu
G12181-003K) is unbiased, since the resulting leakage current might contribute
substantially to the shot noise of the diode. I designed the front end around an
OPA627, a high end operational amplifier by Texas Instruments, which exhibits
exceptional low noise performance and high input impedance. The feedback loop
of the transimpedance amplifier is closed by the aforementioned RC-element of a
10 MΩ resistor and a 0.5 pF capacitor. The power supply is a ±12 V bus provided
by the spectrometer, with a separate ground (GNDPWR in schematic). There
are several filter capacitors to safeguard against noise on the power bus, ranging
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from 0.1 µF to 10 µF. The polar capacitors are tantalum capacitors, while the un-
polar capacitors are ceramic. The signal is referenced to a separate signal ground
(GNDS in schematic). A coaxial connector for testing purposes allows for easy
access to the signal line with an oscilloscope. The layout of the connector follows
the pin-out specification of the spectrometer interface.

The detector optics consist of a single spherical, gold coated mirror (diame-
ter 75 mm, focal length 75 mm), which couples the light from the receiving fiber
to the detector. The fiber end is mounted next to the photodiode (about 1 cm
apart) and projected onto the photodiode. The small lateral distance between
fiber and photodiode is necessary to reduce spherical aberrations. This optic has
two advantages: it minimizes optical surfaces (and with that losses) and is free of
chromatic aberrations by using a mirror. The major drawback of this optic, which
was originally conceived as a quick prototype solution, is the difficulty of shield-
ing the diode and amplifier against electromagnetic interference (EMI). The close
proximity of fiber and the electronics make it difficult to enclose the electronics
while not interfering with the light path. Hence, from time to time, it experiences
issues with induced noise.

TE detector

The photoactive element of the TE detector is an extended InGaAs photodiode
with a high wavelength cutoff at around 2.55 µm. This gives access to the bands
of CO2 at 2 µm, as well as to CH4 and CO at 2.3 µm. But, the low shunt resis-
tances (kΩ and above) of these photodiodes necessitate cooling to improve noise
performance.

The detector module from Bruker contains a TE cooled extended InGaAs pho-
todiode (Hamamatsu G12183-210KA-03). The TE cooler is a two stage design,
bringing the operating temperature of the diode down to about −30 ◦C. This is
necessary, since extended InGaAs diodes have a substantially lower resistance,
up to three orders of magnitude, than their not extended counterparts. This re-
sults in a more than an order of magnitude worse noise performance. Reduc-
ing the temperature of the diode reduces the thermal noise and increases the re-
sistance of the diode. I modified the detector module by replacing one of the
feedback RC-elements it shipped with to increase the transimpedance gain. The
detector currently operates with a 10 MΩ resistor and no feedback capacitor.

The detector optics for the TE detector are a bit more complex than for the RT
detector. This is due to the standardized detector housing by Bruker, which does
not allow to mount the fiber close to the photodiode. This is an acceptable draw-
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Table 4.1: Settings for the FTIR instrument.

ID 1 2 3
mode name benchmark one minute high resolution

OPDmax 1.8 cm 1.8 cm 9 cm
nominal resolution 0.55 cm−1 0.55 cm−1 0.11 cm−1

coadded scans 34 6 16
measurement duration 306.7 s 52.7 s 285.6 s

repetition period 311.4 s 57.4 s 295.3 s
IFG type double sided double sided single sided

typical SNR 690 240 130

back, since the housing provides excellent shielding for the photodiode and the
amplifier against EMI. On paper, an optic consisting of two off-axis parabolic mir-
rors would be a perfect, non-chromatic solution. In practice, such an optic is diffi-
cult to set up and adjust accurately. The alternative solution, which is currently in
use, consists of two achromatic doublets (diameter 25.4 mm, focal length 50 mm,
Thorlabs AC254-050-C-ML), imaging the fiber onto the detector area. Choosing a
lens system over mirrors comes with the drawback of chromatic aberrations. The
achromatic doublets reduce, but do not negate this. However, this is acceptable
in this case, since the utilized photodiode has an active area with a diameter of
1 mm and the fiber a diameter of 0.2 mm. This means, that even for wavelengths
where the photodiode is not exactly in the focal plane, the full image will fit on the
photodiode and no light is lost. Finally, a long pass filter (Thorlabs FELH1100)
behind the achromatic doublets filters wavelengths below 1.1 µm to reduce the
number of photons on the detector and, with that, reduce shot noise.

4.1.5 Instrument Settings

I operated the open-path setup in three main modes to probe the parameter space
of such measurements, while still ensuring long, not too fractured, and compa-
rable measurement time series. The three modes of operation are identical in the
optical setup but differ in the settings for the spectrometer. Table 4.1 provides
an overview of the different modes. The number of coadded scans is the sum of
forward and backward scans. The measurement duration gives the total time of
a measurement, and the repetition period additionally includes the time between
two measurements, where the instrument is preoccupied with data processing
and setup for the next measurement.

The first mode, called “benchmark mode”, uses the same resolution of 0.55 cm−1
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and overall measurement time of about 5 min as Griffith et al. (2018) to allow for
easy comparison. The second mode, called “one minute mode”, increases the
temporal resolution to about 1 min, while keeping other parameters the same as
the “benchmark mode”. The third and final mode, called “high resolution mode”,
increases the spectral resolution to 0.11 cm−1 but keeps the measurement time of
5 min of “benchmark mode”. The “high resolution mode” measures single sided
IFGs, since the interferometer of the spectrometer is not capable of measuring
symmetric double sided IFGs for a maximum OPD of 9 cm.

4.1.6 Resulting Spectrum

A typical measurement with the TE detector in the “benchmark mode” (see Ta-
ble 4.1) with a maximum OPD of about 1.8 cm and 17 scans in each direction
produces an IFG similar to the example shown in Figure 4.6.

The operation software “OPUS” of the manufacturer Bruker performs the trans-
formation to a spectrum. It applies a Norton-Beer Medium apodization function,
performs the FT, and the phase correction (for more details see Section 3.6). The
result is the spectrum in Figure 4.7.

4.2 Trace Gas Retrieval

To retrieve information on the path-integrated CDs of the target gases, I perform
fits to the measured spectra. A forward model simulates the spectra based on
several input parameters as following:

1. Calculation/Look up of target gas spectral absorption cross-sections, based
on temperature and pressure.

2. Calculation of the transmission spectrum based on target gas CDs and spec-
tral absorption cross-sections according to Beer-Lambert’s law (Equation 2.30).

3. Convolution of the transmission spectrum with the ILS of the spectrometer.

4. Multiplication with a polynomial to represent the continuum.

A fit of the forward model to the measured spectra, using a Levenberg-Marquardt
implementation for least-squares optimization, retrieves some of these param-
eters. The retrieval takes a noise estimation from the off-band (3000 cm−1 to
4000 cm−1) to weigh the differences between simulated and measured spectrum.
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Figure 4.6: Typical IFG recorded with the TE detector, using a nominal resolution
of 0.55 cm−1 and averaged over 17 scans in each direction over a time
of approximately 307 s. The top left panel shows the full IFG, with
the grey dashed line separating the forward scan on the left and the
backward scan on the right. The bottom left panel shows a zoom on
the base line of the IFG. The right panel shows a zoom on the (left)
center burst.
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Figure 4.7: Typical spectrum recorded with the TE detector, using a nominal res-
olution of 0.55 cm−1 and integrating over approximately 307 s. The
highlighted spectral regions are the main fit windows for CO2 (or-
ange), CH4 (green), and O2 (blue). The grey band marks the area
where information on the spectral noise is retrieved. Section 4.2 gives
details on the fit windows and information retrieval from the spec-
trum.
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4.2.1 Absorption Cross-Sections

I calculate absorption cross-sections of lines with the Voigt implementation of
HAPI (Kochanov et al., 2016), a python interface for the high-resolution trans-
mission molecular absorption database (HITRAN). I use line-by-line data from
the 2020 iteration of HITRAN (Gordon et al., 2022). For the CO2 bands around
5000 cm−1, I augment these absorption cross-sections with additional line mix-
ing corrections (Hartmann et al., 2009; ?). Finally, in the O2 band at 7900 cm−1, I
take into account CIA by fitting a pseudo absorber. To calculate the absorption
cross-sections for this pseudo absorber, I use the CIA data currently provided
by HITRAN (Karman et al., 2019) for O2–Air interaction and a temperature and
pressure dependent air mass (using the ideal gas law, assuming dry air). I use
this composition of absorption cross-sections in all retrievals within this thesis,
unless explicitly stated otherwise.

4.2.2 Retrieval Configurations

The retrieval allows for configuration of the following major parameters: Fixed or
fitted pressure and temperature, configuration of absorption windows, coupling
of absorbers between windows, choice of ILS, and the degree of background poly-
nomial. In general, I use the following global settings:

• Temperature is fitted. A priori from the weather station.

• Pressure is fixed. A priori from the weather station.

• ILS is calculated for each window, but with global parameters for modula-
tion efficiency and phase error.

Table 4.2 lists all spectral fit windows with the respective fitted species. All win-
dows use a background polynomial of degree 2, except window 6, which uses a
polynomial of degree 5. This is necessary, most likely due to the large uncertainty
of the broad band CIA structure. HDO and 13CO2 are coupled between windows
2 and 3. CO2, H2O, and HDO are coupled between windows 4 to 6. A priori val-
ues for all gas CDs are at a fixed value. Those are a rough estimation (for each
gas) assuming average conditions. The fit is sufficiently well constrained that this
does not pose any problems throughout the time series. I use this retrieval con-
figuration in all retrievals within this thesis, unless explicitly stated otherwise, for
example in the context of sensitive studies.
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Table 4.2: Spectral windows and corresponding fitted trace gases. The main ab-
sorbers of interest are highlighted in bold for each window.

window ID spectral range / cm−1 fitted species

1 4800 – 4900 CO2, H2O, HDO, 13CO2
2 4910 – 5030 CO2, H2O, HDO, 13CO2
3 5940 – 6145 CH4, CO2, H2O, HDO
4 6173 – 6276 CO2, H2O, HDO
5 6308 – 6390 CO2, H2O, HDO
6 7770 – 8010 O2, O2(CIA), H2O

4.2.3 ILS

Within the retrieval, the ILS is parameterized according to the simple model de-
scribed in Hase et al. (1999) and Section 3.7. The input parameters are the FOV,
variable modulation efficiency, and phase error. The retrieval then calculates the
ILS for each window separately with these parameters (using the center wavenum-
ber for self-apodization).

A modification of the retrieval does further allow to retrieve the ILS parame-
ters. Within this work, I retrieve the ILS of the full open-path system with this
modification by keeping a fixed FOV and fitting modulation efficiency and phase
error for a sample size of spectra. This sample typically involves 100 to 300 spec-
tra during stable signal conditions. The ILS retrieval operates in the O2 window
at 7820 cm−1 to 8000 cm−1. The final ILS parameters are the mean of all individ-
ual retrieved parameter sets. This is only used to retrieve ILS parameters in a
statistical approach and explicitly not during evaluation of time series. This is
important, since modulation efficiency of the ILS and target gas CDs are typically
correlated, especially for low resolution applications. A fixed ILS, as described
above, is used for time series evaluations.

4.3 Dry Air Mole Fractions

For many applications, such as comparison to models or other measurements, it
is convenient to translate path-integrated CDs into path-averaged dry air mole
fractions. There are two approaches to do this. The first is to divide the target
gas CD by the measured CD of a dry air mass tracer with known dry air mole
fraction. Alternatively the dry air mass can be calculated from information on
temperature, pressure, humidity and path length.

A perfect tracer for the first method is O2, with a known dry air mole fraction
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of about 0.20946. One can easily calculate the dry air mole fraction xQ of a target
gas Q:

xQ =
CDQ

CDO2

· 0.20946, (4.2)

where CDQ and CDO2
are the measured CDs of the target gas Q and O2, respec-

tively.

The second method relies on available and representative information on the
temperature T, the pressure p, and the path length l to calculate a total (wet) air
column using the ideal gas law. With further information on humidity, we can
subtract CDH2O, the total water vapor CD, from the wet air column to calculate
the total dry air column CDdry:

x̂Q =
CDQ

CDdry
, CDdry =

p
kBT

l − CDH2O, (4.3)

where kB is the Boltzmann constant. I denote the dry air mole fraction calculated
this way with x̂Q to avoid ambiguity.

It is possible to measure pressure and path length to high accuracy with read-
ily available equipment. Temperature is easy to measure with high precision,
but has higher spatial gradients than pressure and might be unrepresentative for
the whole path when measured at a single point (Subsection 5.5.1). Humidity
is sometimes more difficult to measure and might show spatial gradients in the
vicinity of a water body like the Neckar. But since the water column typically
contributes a few percent at maximum to the total air column, a relative error of
a few percent on the humidity propagates to an error on the mixing ratio on the
level of permille or below. In principle, the calculated dry air mass should be
about an order of magnitude more precise than the inference over O2 as a proxy.
As a result, the precision of the calculated dry air mole fractions should then be
dominated by the precision of the target gas CD. Because of this, studies like Grif-
fiths and De Haseth (2007) employed this method. However, I calculate most dry
air mixing ratios within this work using Equation 4.2, since I find this to actually
provide results with higher precision. The details of this finding are discussed in
Subsection 5.5.2.

4.4 Precision of Time Series

To estimate the precision of the retrieved values such as gas CDs from the mea-
sured time series, I use a statistical estimation called Allan deviations. I calculate
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the difference of consecutive measurements and then the standard deviation of
their distribution σdi f f . If two consecutive measurements are independent mea-
surements of the same quantity, the single measurement uncertainty σsingle can be
calculated as follows:

σsingle =
σdi f f√

2
. (4.4)

However, if the measurement uncertainty is on the same order as the changes of
the real value between two consecutive measurements, the latter starts to domi-
nate the distribution of the differences and the resulting estimation of the single
measurement uncertainty is biased high. As I will show later, 5 min averaging
intervals are just short enough to ensure that the single measurement uncertainty
due to noise dominates (at least for the TE detector operated in “benchmark
mode”). This can be estimated by calculating Allan deviations σT for different
averaging intervals of length T. If the resulting uncertainties were purely gov-
erned by statistics, they would decrease with the square root of the increase of
the averaging time:

σT =
σT0√
T/T0

, (4.5)

where T0 is the initial averaging time, with a corresponding Allan deviation of
σT0 . However, once real variability and not the single measurement uncertainty
dominates the differences on larger times scales, the corresponding Allan devia-
tions start to deviate from this purely statistical expectation to larger values.

4.5 Bias Correction to in-situ Data

It is necessary to bias correct the measured open-path dry mole fractions to com-
pare them to other data such as the in-situ measurements. This results mostly
from errors in the tabulated spectroscopic line parameters, such as line strengths
and broadening coefficients. Errors in these values propagate to the calculated
absorption cross-section and from there to the estimation of total gas CDs. For
HITRAN, the inconsistencies between absorption bands can easily lead to offsets
on the order of a few percent (Birk et al., 2021). Different parameterizations of the
same band can easily lead to the same level of difference (Malarich et al., 2023).
This is a general challenge of remote sensing experiments, which rely on the qual-
ity of spectroscopic databases like HITRAN to deliver accurate measurements.

In-situ analyzers do not suffer from these errors in the spectroscopic databases,
since they are typically calibrated to well known standard gas mixtures and are
highly accurate (Hall et al., 2021). Hence, it is common to bias correct remote
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Figure 4.8: Histogram of the measured xCO2 (left) and xCH4 (right), each for the
open-path instrument (blue) and the in-situ analyzer (orange). Mea-
surements are from the calibration period from Mar. 23 to May 10. A
peak at low concentrations, when measuring mostly background air,
is visible for both instruments (blue and orange bar respectively). For
xCO2 (xCH4), there are 33426 (37633) in the selected peak area for the
open-path instrument and 17064 (22127) measurements for the in-situ
analyzer. Of those, 13633 (16525) are coincident in time. The mean
correction factors calculated for all these coincident measurements are
0.9784 (0.9887).

sensing measurements with in-situ measurements (Messerschmidt et al., 2011).
I perform this bias correction of the open-path data with the in-situ analyzer as
reference. The two instruments measure different bodies of air, by nature and
intention. Thus, it would be ideal to perform the bias correction only under con-
ditions where there are no significant spatial gradients within the measurement
area and the local concentrations at the IUP are representative for the full absorp-
tion path. However, such conditions are hard to identify and would only occur
if there are no relevant effects from local emissions compared to the bulk concen-
tration in the boundary layer.

To identify suitable conditions, where local emissions do not play a significant
role for the measured concentrations, I examine the histograms of xCO2 and xCH4

in Figure 4.8. The histograms exhibit a notable peak at low concentrations and a
tail towards higher values. The peaks at lower values correspond to unenhanced
measurements, where local emissions are less relevant and presumably the spa-
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Table 4.3: Bias correction factors for open-path xCO2 and xCH4 measurements,
depending on their spectral resolution. I estimated the correction fac-
tors from the measurements in the given time period. The given uncer-
tainties on the correction factors are estimates from sensitivity studies.

spectral correction factor for time periodresolution xCO2 xCH4

0.55 cm−1 0.9784(20) 0.9887(50) 2023-03-23 – 2023-05-10
0.11 cm−1 0.9864(20) 0.9726(50) 2023-07-12 – 2023-09-09

tial gradients are small. To calculate a correction factor, I visually identify these
peaks and filter for observations which are coincident in both peaks. I determine
the final correction factor as the mean of all individual ratios between these se-
lected open-path and in-situ measurements. It is necessary to perform this bias
correction separately for measurements with different resolutions, since they dif-
fer in their sensitivity to the errors in the spectroscopic data.

Table 4.3 lists the resulting correction factors for xCO2 and xCH4 and for both
utilized spectral resolutions. It also indicates the measurement period used to
calculate the correction factors. To roughly estimate their uncertainties, I per-
form this bias correction for different subsets of the low resolution measurements,
where more data is available. From the resulting spread, I estimate an uncertainty
of 0.002 for the xCO2 correction factor and of 0.005 for the xCH4 correction factor.
Translating this to the accuracy of the bias corrected mixing ratios yields better
than 1 ppm for xCO2 and about 10 ppb for xCH4. From here on, these factors are
applied to all discussed open-path mole fractions.
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5 Results

5.1 Overview of the 2023 Campaign

The data presented in this chapter is the result of the ongoing deployment and
operation (since 2023-02-08) of the open-path setup presented in Section 4.1. The
main purpose of the deployment is to investigate the sensitivity of the open-path
setup to local emissions und a variability of meteorological conditions and com-
pare this performance to established measurement techniques such as in-situ sen-
sors. From this overall scientific goal, four technical objectives can be derived:
First, to build a dataset which can inform on the performance of open-path se-
tups in comparison to in-situ data. Second, to demonstrate continuous operation
of the setup, ideally requiring low effort and maintenance. Third, to test out the
parameter space of open-path measurements, compare different modes of oper-
ation, and use this to draw conclusions for further deployment configurations.
And finally, and more a target of opportunity, to extend this search in the pa-
rameter space to the detector hardware and test the validity of a custom build
detector module using a RT InGaAs diode, which has lower noise level, but no
access to the strong CO2 bands in the 2 µm windows. Due to the latter two goals, I
changed the instrument settings, and in one case even the utilized detector during
the ongoing campaign. Table 5.1 gives an overview over the deployment period
and the respective experiment configuration. Some results from 2023-02-08 until
2023-07-11 are already published (Schmitt et al., 2023).

In the following, I present the results from this timeseries including the data
until 2023-10-09. In Section 5.2, I compare the performance of the two detectors.
Following that, I focus on the data obtained with the TE detector and Section 5.3
goes on to compare the different modes of operation. In Section 5.5, I show some
key results on how to obtain high quality results from such open-path measure-
ments. Finally, in Section 5.6, I analyze the full timeseries of the TE detector
data, independent of the modes of operation, and compare the performance of
the open-path instrument to an established in-situ measurement station.
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Table 5.1: Overview of the employed instrument settings. Settings in reference to
Table 4.1. All times in UTC, rounded to 5 min. The local time switched
from UTC+1 to UTC+2 on 2023-03-26.

From Until Instrument Settings Detector

2023-02-08, 14:35 2023-02-15, 17:55 1 (benchmark mode) TE
2023-02-15, 18:00 2023-02-20, 10:20 1 (benchmark mode) RT
2023-02-20, 10:25 2023-02-23, 15:15 1 (benchmark mode) TE
2023-02-23, 15:15 2023-02-24, 12:55 — different experiment —
2023-02-24, 12:55 2023-03-08, 09:30 1 (benchmark mode) TE
2023-03-10, 09:30 2023-03-10, 15:35 — different experiment —
2023-03-10, 15:35 2023-03-22, 10:50 1 (benchmark mode) TE
2023-03-22, 10:50 2023-03-23, 16:25 — different experiment —
2023-03-23, 16:25 2023-05-10, 11:25 2 (one minute mode) TE
2023-05-10, 11:35 2023-05-25, 13:25 3 (high resolution mode) TE
2023-05-25, 13:50 2023-07-11, 23:10 1 (benchmark mode) TE
2023-07-12, 11:40 2023-10-09, 08:50 3 (high resolution mode) TE

5.2 Detector Performances

In this section, I compare the performance of the two detectors, namely a stan-
dard InGaAs detector operating at room temperature (RT detector) and a ex-
tended InGaAs detector, which is sensitive for the 2 µm band of CO2, but which
requires cooling (TE detector). Subsection 4.1.4 gives details to both detectors. I
first compare the spectra measured by the two detectors and discuss their noise
performance. Subsequently, I discuss the resulting performance on retrieved tar-
get gases.

5.2.1 Spectra and Noise Performance

As discussed before, Figure 4.7 shows a typical spectrum recorded with the TE
detector at nominal resolution of 0.55 cm−1 and integration time of 5 min (bench-
mark mode). Figure 5.1 shows a spectrum recorded with the same settings, but
with the RT detector. The first apparent, but expected, difference, is in the low
frequency cutoff of the two spectra: The atmospheric transmission window be-
low 1.9 µm is not visible in the RT detector spectrum, since the detector material
is insensitive to this spectral region. The second large difference is in the high
frequency cutoff: The spectrum of the TE detector is cut off at 1.1 µm, due to
an optical filter. The spectrum of the RT detector, simply rolls off to higher fre-
quencies due to a combination of reduced photosensitivity of the detector and the
source spectrum. But it does not show a clear cutoff, since there is no according
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Figure 5.1: Example Spectrum measured with the RT detector. Colored bands as
in (Figure 4.7). In comparison with the TE detector, the low frequency
cutoff at higher wavenumber is clearly visible. There is no high fre-
quency cutoff at 9200 cm−1, since this detector setup is not equipped
with a respective long pass filter. The inset shows a zoom in the noise
band. A significant structure at around 3100 cm−1 protrudes from the
otherwise flat (white) noise. This is most likely caused by electro-
magnetic interference due to insufficient shielding of the detector and
its electronics. The noise structure results in an overestimation of the
noise level, making it an high noise outlier in Figure 5.2.
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Table 5.2: Theoretical noise contributions for RT and TE detector.

RT detector TE detector

SNR 1500 500
estimated photocurrent iS 0.25 µA 0.34 µA

detector temperature T 300 K 240 K
noisy resistance R 380 kΩ 10 MΩ

shot noise iSN =
√

2eiS 2.8 × 10−13 A/
√

Hz 3.3 × 10−13 A/
√

Hz
thermal noise iTN =

√
4kBT/R 4.0 × 10−14 A/

√
Hz 1.8 × 10−13 A/

√
Hz

i2
SN/i2

TN 49 3.4

filter in place. The final difference, which is difficult to judge by eye, is the lower
noise level of the RT detector.

To compare the noise level quantitatively, I define the SNR as the ratio of signal
and noise according to the following two measures: The signal is the spectrum
intensity at 6300 cm−1, between the two CO2 bands. This spectral region is close
to the maximum for both detectors and in a spectral region of interest. The noise is
the gaussian noise estimated from the off-band (3000 cm−1 to 4000 cm−1). Using
this definition of spectral SNR, the RT detector shows a SNR of 1400 to 1500, and
the TE detector shows an SNR of 450 to 500 in the adjacent time frames. So at a
first glance, the RT detector shows better noise performance by a factor of three.

We further look at the relationship between signal and noise for each detector,
beyond a simple typical SNR. Figure 5.2 shows noise plotted over signal for each
detector in a log-log plot. It further shows a fit of a function a

√
s + c for both

datasets, where s is the signal, c an offset, and a a proportionality constant. This
functions is a simple, but effective noise model, which separates signal dependent
shot noise from signal independent noise sources. For the RT detector, the fit is
basically a straight line with a slope of 1/2, which shows us that it is dominated
by the shot noise term a

√
s, and is visibly shot noise limited. However, this is not

the case for the TE detector. For the TE detector, we see just a minor dependance
on the signal (increase in noise of at maximum 20 % when doubling the signal),
which shows that other noise contributions than the shot noise still play a major
role.

We also estimate the contribution of thermal noise and shot noise using the
description in Subsection 3.5.3. I performed such an estimation for a spectrum
of average to high SNR for each detector in Table 5.2. I estimated the photocur-
rent from the respective IFGs, the known transimpedance amplification and the
ADC input specification of ±8.5 V. I estimated the detector temperature in the
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Figure 5.2: Noise performance comparison for RT and TE detector. A noise
model, consisting of a constant offset for signal independent noise and
a term proportional to the square root of the signal for shot noise, is
fitted to both datasets. For the RT detector, the square root term vis-
ibly dominates, showing that the detector is shot noise limited, as is
ideal. The high noise outliers for the RT detector are a result of in-
flated noise estimations due to insufficient shielding of the detector
electronics. Figure 5.1 shows the spectrum of the marked outlier ex-
ample, where this is clearly visible. The TE detector on the other hand
is far from shot noise limited and operates in a regime where the noise
is mostly dominated by constant components, like the thermal noise
of the detector diode itself.
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typical operating range of the photodiode, since I do not have knowledge on the
exact settings of the TE-cooling. The noisy resistance is the total resistance of the
photodiode shunt resistance and the transimpedance resistance in parallel. I took
the shunt resistance estimation from the photodiode data sheet, according to the
estimated detector temperature. It is sensible to compare the quadratic ratio of
both noise contributions, since the spectral noise densities add quadratically. We
arrive at a quadratic shot noise to thermal noise ratio of 49 for the RT detector
and of 3.4 for the TE detector. This shows again, that even for high SNR spectra
taken with the TE detector, thermal noise is still a relevant contribution, while the
contribution is negligible for the RT detector. We find this result from theoretical
estimations, as well as directly from the spectra.

Finally, I have to mention the outliers showing high noise for the RT detector
in Figure 5.2, like the specific example marked with a red x. Figure 5.2 shows
the spectrum of this specific example. We see a structure at roughly 3100 cm−1

in the otherwise gaussian noise band for this spectrum. This results in a gross
overestimation of the actual white noise. The noise structure is most likely a result
from improper shielding against EMI and can occur also at different places in the
spectrum. While it seems to affect only a small fraction of the recorded spectra, an
improved shielding is advisable when considering this detector for a long term
deployment. This would avoid potential interference of noise structures with
target absorption features, if the noise structure ends up in spectral windows
used for evaluation.

5.2.2 Timeseries and Target Gas Performance

A side by side deployment would be ideal to compare the performance of the
two detectors in actual atmospheric measurements. But since they both rely on
the same spectrometer and telescope setup, and the switch between the two de-
tectors requires manual labor, this is not possible. Instead, I performed a short
deployment of the RT detector within the larger measurement campaign with
the TE detector. The RT detector deployment lasted about 110 h from 2023-02-15
to 2023-02-20. For evaluation of the detector performances with respect to each
other, I choose the comparison period from 2023-02-08 to 2023-03-09.

Figure 5.3 shows the timeseries for xCO2 and xCH4 in the comparison period.
To retrieve information from the RT detector spectra, I ran the retrieval on all
spectral windows, which are accessible with the spectral bandwidth (windows
3 to 6 in Table 4.2). To allow for a more informed comparison, the spectra from
the TE detector are retrieved twice: once using the same retrieval windows as
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Figure 5.3: xCO2 and xCH4 as measured with the RT and the TE detector for the
comparison period. The TE detector is once evaluated using the same
retrieval settings as the RT detector (orange, omission of the 2 µm win-
dows), and once evaluated using its full spectral band width (green,
including the 2 µm windows). The lower scatter of the values mea-
sured with the RT detector is clearly visible for both gases. The two
evaluations for the TE detector do not differ significantly for xCH4,
since there is no additional information on xCH4 in the 2 µm windows.
This is different for xCO2, where the inclusion of the 2 µm windows re-
duces the scatter significantly. In the second half of the period, the two
TE detector xCO2 timeseries drift away from each other. This is caused
by a drift between the CO2 retrieved from the 2 µm windows and the
1.6 µm windows. Figure 5.4 shows a zoom in on the transition region
around Feb. 20.
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Figure 5.4: As Figure 5.3, but a zoom in on the transition period from the RT to
the TE detector. It is clearly visible, that for xCO2 the scatter for the RT
detector is lowest, and the scatter for the TE detector using the 2 µm
windows is better than not using it. For xCH4, the RT detector again
shows the best performance, while the TE detector results just show a
minor offset between the two evaluations.

for the RT detector, and once using all spectral windows. Looking at Figure 5.3
reveals the following: For the TE detector, the scatter for xCO2 is significantly
lower when including the windows 1 to 2 to take advantage of the strong CO2

absorption bands around 2 µm. Since these windows do not include information
on CH4, there is negligible difference for xCH4 between the two retrievals. When
further taking a detailed look into the transition region on 2023-02-20 (Figure 5.4),
it becomes apparent, that the scatter for both gases is lower for the measurements
with the RT detector.

A quantitative analysis of the precision for the full comparison period, yields
the results in Table 5.3. They confirm the initial visual assessment from the time-
series, with better precision for the RT detector compared to the TE detector, and
better precision for xCO2 when including the 2 µm windows for the TE detector
compared to omitting them. In general, the RT detector shows roughly a factor of
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Table 5.3: Precision of 5 min gas measurements for RT and TE detector.

RT detector TE detector TE detector
(only 1.6 µm band) (incl. 2 µm band)

xCO2 1.4 ppm (0.32 %) 3.5 ppm (0.80 %) 2.9 ppm (0.65 %)
xCH4 8.3 ppb (0.40 %) 19.2 ppb (0.92 %) 19.2 ppb (0.92 %)

O2 0.36 % 0.80 % 0.80 %
H2O 0.57 % 1.5 % 0.86 %

2.5 better performance in comparison to the TE detector with the same retrieval.
For xCO2, the accessibility of the 2 µm windows for the TE detector reduces this
advantage to a factor of 2. Including the 2 µm windows also brings an improve-
ment for the retrieved H2O CD, but this is hardly relevant. If more precise in-
formation on H2O is required, it is always easy to fine tune retrieval windows to
include more water vapor absorption lines. While this result shows, that the RT
detector is the superior choice when the interest lies solemnly on xCO2 and xCH4,
the majority of the timeseries uses the TE detector. This enables the evaluation of
additional species, which are only available in the extended spectral range, in the
future and allows to analyze the quality of spectral databases in the 2 µm band of
CO2.

5.3 Comparison of Different Modes of Operation

All measurements presented from here on are recorded with the TE detector. In
this section I analyze the performance of the different modes of operation (Ta-
ble 4.1) with respect to quality of spectra and fit, averaging times and retrieved
target gas information.

5.3.1 Spectrum and Fit Quality

We recall that Figure 4.7 shows a typical spectrum measured in benchmark mode.
For a lower temporal resolution (one minute mode), the spectra look similar, just
with increased noise. Because of that I will omit their discussion in the context
of spectrum and fit quality. For a higher spectral resolution and similar measur-
ing time (high resolution mode), the spectrum shows higher noise, but notably
deeper absorption structures (Figure 5.5). This is particular visible in the O2 band
at 1.3 µm and the CO2 bands at 1.6 µm. Further, the saturation of the absorption
lines in both 2 µm CO2 bands is somewhat visible.
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Figure 5.5: Typical example of a spectrum measured in high resolution mode
(resolution of 0.11 cm−1). Colored bands as in example spectrum for
benchmark mode (Figure 4.7). In comparison to benchmark mode, the
deeper absorption lines are clearly visible, especially in the CO2 bands
at 1.6 µm and the O2 band at 1.3 µm. The spectrum also shows higher
noise.

For a more detailed analysis it is helpful to look at the spectrum and fit resid-
uals in the absorption windows. Figure 5.6 shows these for measurements in
benchmark mode and Figure 5.7 shows these for measurements in high resolu-
tion mode. The plots include a residual for a single measurement and one which
is averaged over a large number of measurements and basically free of noise. The
latter provides an approximation for the systematic residual. The following ob-
servations are the same for both types of measurements: The CO2 bands in win-
dow 1 and 2 show a significant systematic residual, especially when compared
to the absorption bands in the other windows. In windows where the system-
atic residual does not contribute significantly, the residual is dominated by noise
and a brief analysis reveals the noise to be gaussian/white and matching the es-
timation from the noise band. In windows where the systematic residual does
contribute significantly, a similar analysis is possible by subtracting the averaged
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residual from a single one and performing the same analysis. This shows that also
for these windows the noise beyond the systematic residual is well described by
the noise estimation and that the averaged residual is a reasonable description
of the systematic contribution, even for single spectra. Where the systematic
residual does contribute significantly, it is typically aligned with spectral struc-
tures like absorption lines. Window 2 shows a underlying broad band structure
aligned with the CO2 P and R branch, which hints at an insufficient description
of the continuum absorption.

When looking for the cause of the residuals, it becomes clear that the high res-
olution measurements provide a significant improvement over the benchmark
mode. With a resolution of 0.11 cm−1, the ILS is significantly narrower than a typ-
ical absorption line at a pressure of 105 Pa, which is around 0.2 cm−1 to 0.3 cm−1.
Especially in regions, where multiple absorption bands and lines of different
species overlap (multiple lines within 1 cm−1), the higher spectral resolution is
necessary to attribute the spectral errors. Based on Figure 5.7, we can judge the
quality of the spectral model (meaning forward model and cross-sections) for the
different windows. It is apparent that windows 3 to 6 are described well, with
only a few single lines showing systematic errors. Those lines usually correspond
to H2O. A notable exception of this is the CH4 Q branch at 6000 cm−1 in window
3, which also experiences systematic deviations between fit and measurement.
Window 1 shows some systematics in the CO2 lines, with a couple of strongly
deviating H2O lines. Window 2 shows the worst spectral description, with many
strongly deviating H2O lines and systematic errors in the CO2 description, in-
cluding a broad band continuum structure.

5.3.2 Time Resolution

In general, measuring in higher temporal resolution is obviously desirable when
looking at time dependent signals and especially if this variability is of interest.
But if not enough information on the signal is gathered in a short amount of time,
the measurement is dominated by noise, and the actual signal variability is not
visible. A common tool in the geoscience community to estimate how much sig-
nal averaging is beneficial to decrease the measurement noise, but not to average
real signal variability, are Allan deviations, as described in Section 4.4.

I applied this to the measurements in one-minute mode, which have the high-
est temporal resolution and thus can inform also on averaging times below 5 min.
Figure 5.8 shows the Allan deviations for the retrieved open-path values of xCO2

and xCH4, as well as for the in-situ data. The open-path data initially follows
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Figure 5.6: Spectrum and fit residual for single measurement (blue) and averaged
(orange), for each fit window. Recorded in benchmark mode (resolu-
tion of 0.55 cm−1).
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Figure 5.7: Spectrum and fit residual for single measurement (blue) and aver-
aged (orange), for each fit window. Recorded in high resolution mode
(resolution of 0.11 cm−1).
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Figure 5.8: Allan deviations for xCO2 (left) and xCH4 (right), each for open-
path in one minute mode (blue) and in-situ measurements (orange).
Dashed lines show the statistical extrapolation (decreasing with the
square root of time) starting from the first value.

the statistical extrapolation, showing that noise dominates in this region and av-
eraging just increases the measurement precision. Around an averaging time of
5 min, the open-path measurements start to deviate from this statistical extrapo-
lation. This shows, that real world variability and measurement precision are of
the same magnitude there. A comparison with the in-situ instrument yield three
important observations: First, the in-situ instruments has in general a signifi-
cantly higher 1 min precision then the open-path system and is generally limited
by real variability. Secondly, for long averaging times of 30 min to 100 min, the
Allan deviations of in-situ and open-path measurement are nearly identical. And
finally, for averaging times of 24 h, the variability decreases again. This shows,
that the sensitivities to fluctuations on the scale of hours and above is similar for
both measurement systems. Further, the drop at an averaging time of 24 h shows,
that a large part of the variability is driven by the diurnal cycle and is smoothed
out when averaging over a full day. Judging from Figure 5.8, an averaging time
of 5 min is a good compromise between averaging out noise and the unwanted
side effect of smoothing out real signal. If any relevant improvement to the SNR
is achieved, reducing the averaging time to somewhere from 1 min to 3 min is
advisable.
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5.3.3 Direct Comparison of Target Gas Performance

While both high spectral and high temporal resolution are desirable, they usually
come with trade-offs. Measuring at higher spectral resolution decreases SNR for
basically any spectroscopic method. For FTIR, assuming constant light through-
put, the SNR is directly proportional to the resolution, meaning that an improve-
ment in spectral resolution by a factor of 5 leads to 5 times more noise. If however
the spectral features under investigation are weak lines, which are significantly
more narrow than the ILS, the feature strength (i.e. the line depth) increases also
by the same factor. In these cases the SNR might be worse, but the information
retrieved from the spectrum would not be more noisy. However, many target
gas absorption lines can not be considered weak, as is apparent from Figure 5.7,
especially not the CO2 lines in the 2 µm windows. Also most relevant absorption
lines are 0.2 cm−1 to 0.3 cm−1 wide at a pressure of 105 Pa. This means that their
feature strength does not increase linearly once the spectral resolution is of com-
parable magnitude. In both of these cases, a measurement of high spectral reso-
lution yields more noisy information on the target gases, than its lesser resolved
counterpart. The only exception to this are cases, where the low resolution is in-
sufficient to disentangle information, for example if two close absorption lines of
different species can not be resolved. If the spectral features are oversampled, an
increase in resolution increases the noise linearly, while only adding linearly more
datapoints to an otherwise unmodified spectral feature. Since averaging over n
more datapoints only reduces the noise of the retrieved information by 1/

√
n, the

resulting information is more noisy by a factor of
√

n. For measurements of high
temporal resolution the trade-offs are less obvious, since it is simply possible to
average the higher resolved results in post processing. So if data storage or pro-
cessing power is not a primary concern, it seems always beneficial to measure in
higher temporal resolution. But a typical FTIR spectrometer experiences a certain
fixed measurement overhead, reducing the duty cycle efficiency for many short
measurements in comparison to fewer but longer measurements. This is also vis-
ible in Table 4.1, where the number of scans in one repetition period is slightly
worse for the one minute mode.

I estimated the 5 min target gas precisions for all three measurement modes
from the following timespans: from 2023-05-25 to 2023-07-12 for the benchmark
mode, from 2023-04-01 to 2023-05-01 for the one minute mode, and from 2023-07-
13 to 2023-09-15 for the high resolution mode. The results are listed in Table 5.4.
The benchmark mode shows overall the best performance. The high resolution
mode shows the worst performance, with a roughly 60 % worse performance for
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Table 5.4: Precision of gas measurements for the different operation modes, after
resampling on a 5 min grid.

benchmark mode one minute mode high resolution mode

xCO2 2.1 ppm (0.49 %) 2.7 ppm (0.61 %) 3.3 ppm (0.78 %)
xCH4 15 ppb (0.73 %) 20 ppb (0.97 %) 25 ppb (1.2 %)

O2 0.67 % 0.77 % 1.1 %
H2O 1.1 % 1.1 % 1.1 %

xCO2 and xCH4 compared to the benchmark mode. This is expected from rea-
soning above, since in this mode the lines are oversampled by a factor of 2 to 3,
which corresponds to 30 % to 70 % more target gas noise. The one minute mode
shows a roughly 30 % worse performance for xCO2 and xCH4 compared to the
benchmark mode. This is worse then expected from the less than 10 % worse
duty cycle. A possible explanation for this is a higher actual variability of xCO2

and xCH4 during the respective evaluation period, since we just saw that 5 min
measurements already show influence from real variability (Figure 5.8). Indeed,
the precision of the 5 min averaged in-situ values show a xCO2 (xCH4) variability
of 1.0 ppm (3.3 ppb) and 1.4 ppm (5.1 ppb) in the respective timeframes for the
benchmark mode and one minute mode. This comparison assumes that the mea-
sured in-situ values are a good approximation for the real variability measured
by the open-path system. The Allan deviations discussed earlier are an indicator
for this. Assuming this for now, it at least partially explains the worse then ex-
pected performance of the one minute mode. A notable exception to all of this are
the retrieved values for H2O, which show the same precision for all three modes.
While the exact cause of this is unclear, it might be a mixture of the high vari-
ability of water vapor and the poor quality of the available spectral information.

5.4 Optimal Operation Configurations

The observatory’s performances in the different modes of operations and with
the different detectors allows to draw conclusions on optimal configurations de-
pending on the goal of the measurements.

First, the measurements using the TE detector with a resolution of 0.55 cm−1

and an averaging time of 5 min provide a stable and flexible baseline. They pro-
vide good precisions of 2.1 ppm (0.49 %) for xCO2 and of 15 ppb (0.73 %) for xCH4.
They also offer a wide spectral range and thus more possibilities to later enhance
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the scope of an analysis to other target gases. An example of such a species is CO,
which is only accessible at wavelengths longer than 1.7 µm.

Second, if just the xCO2 and xCH4 are the primary measurement targets, the RT
detector provides a better performance: 1.4 ppm (0.32 %) for xCO2 and 8.3 ppb
(0.40 %) for xCH4. A spectral resolution around 0.55 cm−1 should be a good
choice, since the measurements with the TE detector showed the best target gas
precisions at these settings. This behavior of the TE detector at different spectral
and temporal resolutions should be transferable to the RT detector. The optimal
averaging time should be smaller than the 5 min of the setup with the TE detector.
A proper estimation requires an analysis like the one in Figure 5.8, but it is possi-
ble to estimate a good averaging time for the setup with the RT detector from the
precisions for xCO2 and xCH4. Since the RT detector shows a better precision by
a factor of 1.5 to 1.8, the measurement time can be reduced by the square of that in
a first approximation. Since the real variability also reduces for a shorter averag-
ing time, an averaging time of 2 min to 3 min should be a good approximation for
an open-path setup based on the RT detector and focused on the xCO2 and xCH4

performance. Such a deployment of the RT detector should include two minor
modifications to the setup: an improved shielding against EMI and the inclusion
of a long pass filter at around 1.1 µm like in the TE detector optics.

Third, if the main purpose of the measurements is the test of spectroscopic
parameters, a spectral resolution in the range of 0.11 cm−1 is advisable. This
provides fully resolved spectral residuals with only a marginal influence of the
ILS, while still providing acceptable target gas performance (3.3 ppm (0.78 %) for
xCO2 and 25 ppb (1.2 %) for xCH4, using the TE detector). Using the RT detector
over the TE detector is in theory preferred, but since I consider the CO2 absorp-
tion bands at 2 µm the most interesting target for such an analysis, the TE detector
might be required. The current dataset provides already several weeks of mea-
surements in this configuration.

There are a few possibilities for general improvements of the setup, which ap-
ply more or less to all modes of operations and which can alter their ideal pa-
rameters, especially the averaging time. All of these possibilities are related to an
improvement of the spectral SNR performance. The first and most obvious one is
an enhanced light throughput. The geometrically most limiting optical element
is currently the receiving fiber. Any changes there necessarily need to include a
full analysis of the telescope system, similar to Merten et al. (2011). Possible im-
provements are difficult to estimate and would most likely require a substantial
overhaul of and investment in the telescope system. Nonetheless, there are a few
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other points where it is possible to enhance the light throughput anyways: First
are the fiber mounts, where the light is coupled from the spectrometer to the fiber
and where the fiber is coupled to the telescope. Both of these mounts necessarily
obstruct the light path, but there is room for optimization on the order of tens of
percent each, using custom machined mounts. The second possibility is an in-
crease of the reflector area. This could provide a SNR improvement of a couple
percent. Last is a fine tuned optimization of the spectral resolution. As mentioned
before, for weak spectral lines measured at low resolution, the information con-
tent is theoretically independent of the exact resolution they are measured at. But
in reality many relevant absorption lines are not weak and the choice of reso-
lution can also alter the duty cycle of the instrument. Any improvements rely
heavily on the details of the spectrometer at hand and the spectral features un-
der investigation. Hence, it is advisable to apply an empirical approach for these
cases.

5.5 Open-Path Measurements of Carbon Dioxide and

Methane

In this section, I discuss technical results and details of the long term deployment
of the TE detector. This covers retrieval settings, the calculation of dry mole frac-
tions, and how ILS fluctuations caused by varying light throughput contributes
to noise on the retrieved quantities. Some of the results presented here are already
published in Schmitt et al. (2023).

5.5.1 Path Average Temperature and Line Mixing

Already Griffith et al. (2018) found that fitting a path averaged temperature yields
better results than fixing the temperature to the values measured by the weather
station at the IUP. They also found substantial differences between their fitted
temperature and the weather station data, with the fitted temperature being low
biased by 2 K to 6 K. I performed a similar experiment with my data by once
fixing the temperature to the weather station results and once fitting it in the
retrieval. Additionally, I included an evaluation where the temperature is fitted
and the cross-sections for CO2 in the 2 µm band include line-mixing (as described
in Subsection 4.2.1). Figure 5.9 shows the results in a short comparison timeframe.
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Figure 5.9: Comparison of fixed temperature and fitted temperature for a short
comparison timeseries. The fixed temperature is the temperature mea-
sured by the weather station. The fixed temperature shows large devi-
ations from the other two curves and spikes in the afternoon. The χ2

red
values of the forward model fit show, that these temperature spikes
are most likely not a good description for the path average tempera-
ture. But the fitted temperature matches the measured temperature at
night within 1 K, if line-mixing is included. Without line-mixing, this
difference is at about 3 K. χ2

red is minimal for a fitted temperature in-
cluding line-mixing.
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The most notable difference is the one between the weather station tempera-
ture and the fitted path average temperature during daytime. During daytime,
the weather station temperature mostly shows significantly higher results and
sometimes rather abrupt structures (for example on 2023-02-11, around midday).
This is likely not a realistic description of the air column temperature and the
smoother timeline of the retrieved temperatures seem more realistic in this re-
gard. The spikes in χ2

red, when the weather station temperature deviates most,
are a further indication for this. A possible explanation for this behavior of the
weather station temperature sensor would be insufficient shielding against radi-
ation or an other effect of local heating close to the weather station due to solar
radiation, als also Griffith et al. (2018) concluded.

The second important observations are the rather constant differences during
night times. Here, all three temperature curves follow mostly the same trend, but
show different offsets: The measured temperature is typically 2 K to 3 K above
the fitted temperature without line-mixing and 1 K above the fitted temperature
with line-mixing. In absence of a strong local heating source like solar radiation, a
temperature difference of 2 K to 3 K seems unlikely and the 1 K far more realistic.
Also, the overall quality of the fit (using χ2

red as a criterion), improves significantly
when fitting the temperature, while including line-mixing effects.

Figure 5.10 shows the spectroscopic effects behind this. It shows the spectrum
and the fit residuals for the respective retrieval configurations for the 2 µm CO2

band. The effects are clearest in the stronger of the two absorption bands at
4930 cm−1 to 5020 cm−1. For lower temperatures, the states with lower rotational
quantum number j in the center of the window are higher populated, while the
states with high j at the wings of the band are less populated. If the fit over-
estimates the temperature, we get a residual like for the fixed temperature case
(Figure 5.10, blue curve): The fit overestimates the line strengths in the wings
(4940 cm−1 and 5000 cm−1) and underestimates the line strengths in the center
(4965 cm−1 and 4985 cm−1). But also the residual for a fitted temperature (orange
curve) still shows significant systematic structures concerning the intensity distri-
bution within the band. Including line-mixing in the cross sections (green curve)
yields a substantial additional improvement here and removes a substantial part
of the broad band structure in the residuum. So both the resulting temperature
curves and the quality of the spectral fit indicate, that a fitted temperature, is the
best description for the actual temperature along the absorption path, as long as
line-mixing is included in the cross-sections.
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Figure 5.10: Fit residuals for fixed and fitted temperature, with and without line-
mixing. Plotted are the averaged measured spectrum and the aver-
aged residuals for the three retrieval configurations. They are av-
eraged over the comparison time frame from Figure 5.9. The fitted
temperature is an improvement over the fixed temperature retrievals.
But including line-mixing achieves the most obvious improvements
and greatly reduces the systematic structures especially in the range
of 4930 cm−1 to 5020 cm−1.
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Table 5.5: Relative precisions of measured total CDs and dry air mole fractions
for retrieved species. xQ is the dry air mole fraction obtained by di-
viding through the measured O2 column (Equation 4.2). x̂Q is the dry
air mole fraction obtained by calculating the dry total air column from
temperature, pressure and the measured water content (Equation 4.3).
O2 (calc.) is the O2 amount calculated this way.

species CDs / % dry mixing ratios / %
xQ x̂Q

CO2 0.78 0.64 0.82
CH4 1.04 0.99 1.07

O2 0.77 — —
O2 (calc.) 0.10 — —

5.5.2 Mole Fractions

In Section 4.3, I discussed two possible ways to calculate dry air mole fractions
from the open-path data: Either using the measured O2 CD as a proxy for the
dry air column (denoted as xQ) or calculating the dry air column from meteo-
rological data and the retrieved water amount (denoted as x̂Q). Table 5.5 shows
a comparison of the achieved mixing ratio precisions for these two methods. A
first glance already tells us, that mixing ratios calculated with the measured O2

CD perform better. A further look reveals a couple of interesting details: First,
dry mixing ratios calculated with the measured O2 CD show a better precision
than the target gas CD used to calculate them, and, in case of CO2, than the O2

CD. Second, the precision of calculated dry air CD (or for better comparison of
a calculated O2 CD) is nearly an order of magnitude better than the measured
O2 CD. This is expected, since pressure and temperature are measured to a high
precision. Finally, the dry mixing ratios calculated from this calculated air mass
show the expected precision, which closely follows the precision of the respective
target gas CD, but slightly worse.

It is obvious that dividing a target gas CD by the measured O2 CD should not
lead to better precisions than those of the two CDs; at least if both of them are
uncorrelated. This indicates, that the noise on spectrum retrieved CDs includes a
component, which is correlated between them. In the following chapter, I discuss
a possible mechanism behind this correlation.
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5.5.3 ILS Fluctuations

The ILS is the one obvious influence which correlates all CDs retrieved from one
spectrum. If the ILS is more narrow and peaked, a smaller amount of trace gas re-
sults in sufficiently deep absorption lines to fit the measured spectrum. Contrary,
if the ILS is broader and less peaked, a larger amount of trace gas is necessary to
produce sufficiently deep absorption lines. Assuming such a correlation, a more
narrow ILS would result in smaller amounts of measured CO2, CH4, and O2, but
the quotients of CO2 and CH4 with O2 respectively would vary less. Thus, the
mixing ratios calculated by taking the ratio with the O2 CD could vary less than
the mixing ratios calculated from meteorological parameters.

To test this hypothesis, I retrieve a set of spectra with a reference ILS and a
slightly modified ILS. More precisely, I add a minor variation to the modulation
efficiency, the parameter which governs how narrow the ILS is. I then calculate
the sensitivities of different retrieved quantities. To check the influence of the
resolution, I perform this analysis for spectra measured in benchmark mode and
for spectra measured in high resolution mode. Table 5.6 shows the results of this
sensitivity analysis. I compare the sensitivities between the two modes once with
a fixed variation for both resolutions, to get a direct indication of the effect of
higher resolution on that matter. Additionally, I estimate a typical ILS variation
from the standard deviation of the ILS retrieval results (Subsection 4.2.3), which is
larger for the high resolution mode. I use these estimations for typical modulation
efficiency variations to scale the sensitivities for each measurement mode and get
a more realistic “in field” comparison of the sensitivity.

The results in Table 5.6 support the hypothesis, that a variation in the ILS gen-
erates correlated deviations in the retrieved trace gases, which the partially cancel
out when taking ratios. Using the low resolution measurements at a fixed modu-
lation efficiency variation as an example we see this clearly: An assumed sharper
ILS leads to lower retrieved values of CO2 and O2. Their measured CDs change by
−0.30 % and −0.22 % respectively. The ratio of the two changes only by −0.08 %.
The analysis also supports the assumption, that the use of a sharper ILS in the
retrieval leads in general to lower retrieved CDs. But since the sensitivities of the
different gas CDs to the ILS variation differ, their ratios still show some sensitiv-
ity and vary in both directions. We further see, that calculating the dry air CD
from meteorological parameters is nearly insensitive to ILS variations (0.03 % for
a calculated O2 CD). This then results in a high sensitivity of mixing ratios calcu-
lated with this dry air mass (−0.33 % for x̂CO2). These general observations are
true for low resolution and high resolution measurements.
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Table 5.6: Sensitivity of retrieved trace gas results on ILS modulation efficiency.
Relative changes in the retrieved trace gas quantities as a result of a
changed ILS in the retrieval. I varied the modulation efficiency of the
ILS, either by a fixed value (∆ = 0.01) or by a measurement mode
typical variation. “Low resolution” refers to the benchmark mode and
“high resolution” refers to the high resolution mode.

quantity
fixed variation (∆ = 0.01) respective typical variation

low resolution high resolution low resolution high resolution
(∆ = 0.0175) (∆ = 0.034)

CO2 −0.30 % −0.07 % −0.52 % −0.24 %
xCO2 −0.08 % 0.05 % −0.14 % 0.17 %
x̂CO2 −0.33 % −0.09 % −0.58 % −0.32 %
CH4 −0.17 % −0.09 % −0.30 % −0.29 %

xCH4 0.04 % 0.04 % 0.08 % 0.12 %
x̂CH4 −0.21 % −0.11 % −0.36 % −0.37 %

O2 −0.22 % −0.12 % −0.38 % −0.41 %
O2 (calc.) 0.03 % 0.02 % 0.06 % 0.08 %

Comparing the two resolution modes for a fixed variation shows a smaller in-
fluence of the ILS variation on the retrieved gas CDs for a higher resolution. This
also fits our understanding, since for a higher resolution the measured shape of
a transition line is less dominated by the ILS and more of its actual own shape.
However, when retrieving the ILS from a set of consecutive spectra, the typical
ILS variation is larger for high resolution measurements. Taking this into account,
the performance of both resolution modes becomes comparable in magnitude.

All of this shows, that a variation of the modulation efficiency of the ILS in-
deed does generate a correlated variation in retrieved gas CDs. If the modulation
efficiency is subject to some kind of noise, this results in a corresponding noise
on the retrieved CDs, but this noise partially cancels for their quotients and thus
for the calculated mixing ratios. But this still leaves the question open, what the
mechanism behind such a noise on the modulation efficiency could be.

We can converge to an explanation of the mechanism behind these ILS fluctu-
ations by looking again at the concept of the modulation efficiency. The modula-
tion efficiency describes the variation of modulation strength of the interferome-
ter as a function of OPD, as explained in Section 3.7. A reason for this variation
can be a variation in light throughput through the interferometer. In the context
of characterizing the ILS of a laboratory instrument, we typically think of this
modulation variation as a instrument specific function depending on the OPD,
which is then of course constant in time. But when now looking at a faint light
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source through 3 km turbulent atmosphere, refraction1 add a noise on the light
throughput over time and thus on the IFG, which is also measured over time.
This then results in a variable light throughput along the OPD for a measured
IFG. The instrument thus records all spectra with a somewhat different effective
ILS. Later, the spectra are processed using a constant ILS for all of them, so each
spectrum is analyzed with a slightly wrong ILS. This is similar, to the above sen-
sitivity analysis. Averaging the IFG over multiple scans of course reduces this
effect of randomly varying light throughput, since it is not coherent between the
scans. This also corresponds to the larger ILS variation for the high resolution
measurements, because those measurements average the IFG over fewer scans,
since each scan takes more time.

These fluctuations of total light intensity reaching the detector are similar to
those encountered in sun-viewing measurements. There, the typical solution is
a so-called DC corrections, which uses the low frequency components of the de-
tector signal as a proxy for these fluctuations. However, this is not necessarily
applicable to open-path measurements, since contrary to sun-viewing measure-
ments, in-beam scattering can contribute significantly to the overall light inten-
sity on the detector. Even though this scattered light does not contribute spectral
information (since it is not modulated in the interferometer, as explained in Sub-
section 4.1.2), it contributes a constant or low frequency offset. As a result, this
offset can no longer serve as a direct proxy for the amount of light transmitted
along the light path. How a similar technique can be applied to open-path mea-
surements and how much it improves measured target gas quantities requires
further investigation.

5.6 Comparison of Open-Path and In-Situ

Measurements

In this section, I present the timeseries for xCO2 and xCH4 from the long term
deployment of the TE detector and the results from the side-by-side comparison
with the in-situ analyzer. The timeseries up to 2023-07-11 and some of the corre-
sponding results are published in Schmitt et al. (2023).

Figure 5.11 shows the measurements of xCO2 and xCH4 from 2023-02-08 un-
til 2023-10-09, each for the open-path and the in-situ instrument. The measure-
ments are averaged on a grid of 5 min. The plotted open-path measurements

1similar to astronomical seeing
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exclude low signal measurements (for example due to fog or dense rain). The
open-path instrument achieves a coverage of more than 75 % on the 5 min grid
over the full period. In months were the spectrometer was fully dedicated to the
open-path measurements, the coverage is up to 90 %. A first look at the timeseries
reveals a good agreement between open-path and in-situ data. For example, both
records show a decrease of the background xCO2 from mid April onwards. This
is expected and results from seasonal enhanced biosphere activity in the northern
hemisphere. On top of this trend, the diurnal cycle dominates the signal and is
also present in both records. Figure 5.12 provides a closer look on the diurnal cy-
cle for ten consecutive days. The diurnal cycle typically shows a steadily increas-
ing nighttime enhancement, followed by a drop in the morning, a few hours after
sunrise. The predominant driver for this is the height of the planetary boundary
layer, which is typically low during the nights and the emitted CO2 accumulates.
The boundary layer height increases with the onset of solar heating, leading to
more efficient mixing and a resulting drop in xCO2. The onset of solar heating is
typically a few hours after sunrise due to the hills in the east of Heidelberg. Both
records also agree well for xCH4, but the timeseries shows a less clear structure
and diurnal cycle than for xCO2. The timeseries show visually more scatter in
the open-path data for both gases, which matches earlier results in this chapter,
especially in Figure 5.8 for an averaging time of 5 min. The average open-path
measurement precisions for the full dataset gridded to 5 min are 2.8 ppm (0.64 %)
for xCO2 and 20 ppb (0.99 %) for xCH4.

5.6.1 Diurnal Cycle

The choice of time zone for an analysis of the diurnal cycle is not straight for-
ward, since there is a switch to daylight savings time (from UTC+1 to UTC+2)
on 2023-03-26. Because of this, the difference between local time and UTC is no
constant offset. Anthropogenically driven signals like rush hour should follow
local time. However, for meteorological signals, like the build up and dispersion
of the boundary layer enhancement, the actual sunrise and sunset are relevant.
Since those significantly shift throughout half a year, this information is washed
out anyways. Because of this, and because we are interested in anthropogenic
signals, I decided to look at the diurnal cycle in reference to the local time. Fig-
ure 5.13 shows the diurnal cycle of xCO2 averaged for weekends and weekdays
and for both instruments. It further shows the differences between weekends and
weekdays, as well as between the instruments. The general shape of the diurnal
cycle follows the observations from the examples in Figure 5.12 as expected: A
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Figure 5.12: Ten days of xCO2 and xCH4 open-path and in-situ measurements.
The grey shadings mark the time between local sunset and sunrise.

night time build up of xCO2, followed by a morning drop, with the whole process
spanning a range of 30 ppm on average. While this general shape matches the
expectations, there are some differences between open-path and in-situ measure-
ments, and between weekdays or weekends. First, the in-situ instrument seems
to measure higher values on weekday afternoons and early evenings than the
open-path instrument. This is visible in the larger weekday weekend difference
for the in-situ instrument than for the open-path. Further, the difference between
the instruments differ between weekdays and weekends during this time of the
day. Second, during the night time buildup the in-situ instrument measures on
average higher values for both weekend and weekdays. But these differences are
of a comparable magnitude as the differences between weekend and weekdays
during the night for both instruments, showing that sampling effects play most
likely a comparable role.

Especially the significantly higher values for the in-situ instrument in the late
afternoon could be a result of rush hour traffic. But, there is no comparable sig-
nal in the early morning. The absence of a clear rush hour signal (at least in the
morning) is unexpected, since the in-situ instrument is located close to a major
road with heavy commuter traffic. This should result in a stronger signal in the
in-situ analyzer than the open-path measurements, since for the latter, the signal
is diluted over the measurement path. While this might be the cause of the differ-
ences on weekdays around 14:00 to 17:00, the signal is maybe to weak to be visible
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Figure 5.13: Top panel: Diurnal cycle of xCO2 for weekdays and weekends. Mid-
dle panel: Differences between weekdays and weekends for each in-
strument. Bottom panel: Differences between the two instruments,
separated for weekdays and weekends. Translucent bands give the
standard error of the means. Please note, that the time axis is in local
time.
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in the mornings There, the total signal is dominated by the mixing of the night
time boundary layer enhancement with sharp temporal and maybe also spatial
gradients. These large gradients also reinforce the problem of sampling bias, es-
pecially on the weekends. Still, it should be possible to extract signals on the dif-
ferences between the two instruments and/or between weekends and weekdays.
But this might require a larger dataset to reduce sampling error or more sophis-
ticated evaluation routines to compensate for it. In the following, I take a closer
look at the second potential signal in the diurnal cycle: the on average 1 ppm to
2 ppm smaller night time enhancements for the open-path measurements.

5.6.2 Statistical Analysis

Figure 5.14 shows histograms of the differences between the two instruments for
both target gases for the full timeseries. Both distributions are centered around
zero. The precision of the open-path instrument is the dominating factor in this
comparison. We further ignore the systematic difference that the two instruments
measure different bodies of air. Then, we calculate an expected FWHM for the
distribution purely from the averaged precisions of the open-path timeseries (The
FWHM of a gaussian is roughly 2.35 times its standard deviation). The resulting
FWHMs are 6.6 ppm for xCO2 and 47 ppb for xCH4. This matches the observa-
tion in the histogram in the case of xCO2. However, the distribution of the xCO2

differences has a significant tail towards lower values, where the open-path in-
strument measures lower concentrations than the in-situ analyzer. This indicates
a substantial number of measurements where the xCO2 is substantially larger at
the institute in comparison to the averaged concentration along the light path.

For xCH4, the observed FWHM is around 60 ppb, which is wider than ex-
pected. Overall, the differences for xCH4 follow a mostly symmetric distribution
with no significant tails or biases. The reason for the larger than expected FWHM
remains unclear, but might be a result of the different emission characteristics of
CH4 compared to CO2. Leakages from the natural gas distribution system and in
some cases from the sewer system are the dominant emission sources in Heidel-
berg (Wietzel and Schmidt, 2023). Figure 5.15 gives an overview of such leakages
in Heidelberg, which are highly variable in time and space. The residential area
below the open-path (just north of the river Neckar) shows several such leakages.
This could result in some measurements where the emission plumes pass the in-
situ analyzer, resulting in higher values than for the open-path system, where
the signal is diluted through the averaging nature of the measurement. If no or
strongly diluted emission plumes pass the analyzer, this would turn around and
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Figure 5.14: Value-by-value differences between the two instruments (open-path
minus in-situ) for xCO2 (left) and xCH4 (right). Both distributions
are centered around zero. We expect FWHMs of 6.6 ppm for xCO2
and 47 ppb for xCH4, assuming the open-path precisions of 2.8 ppm
and 20 ppb respectively and neglecting the precision of the in-situ
measurements, as well as neglecting any systematic differences. This
does fit well for xCO2, but less so for xCH4, where the FWHM is
more around 65 ppb. There are significant tails for xCO2, with a clear
bias towards lower values, so lower concentrations measured by the
open-path instrument and higher concentrations measured by the in-
situ analyzer.
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Figure 5.15: Overview of methane emissions in Heidelberg. LI stands for Leak
Indication. A 5 % (10 %) LI refers to a 5 % (10 %) enhancement of the
measured concentration over the background concentration in accor-
dance with Weller et al. (2019). Figure taken with kind permission
from Wietzel and Schmidt (2023).

result in larger values for the open-path instrument, since it is sensitive to a larger
footprint and would measure a signal on a more regular basis. This matches
the observation from Figure 5.12, where xCH4 shows far more irregular patterns,
dominated by hour long peaks and not by a diurnal cycle like xCO2. But a de-
tailed analysis of such a theory requires local air transport modelling, which is
beyond the scope of this work.

5.6.3 Wind Direction Dependency

It turns out that most of these xCO2 measurements, for which the open-path in-
strument measures significant lower values than the in-situ analyzer, occur in
around a dozen events in February and March. Figure 5.16 showcases two such
event in subsequent nights. The short four day time series starts with a night,
which does not show a typical night time buildup, most likely due to the high
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Figure 5.16: Example for night time xCO2 enhancement of in-situ measurements
compared to open-path results. During the two nights (grey shad-
ings) from 2023-03-17 to 2023-03-19, the in-situ instrument measures
significantly higher xCO2 than the open-path instrument. For both
nights, the wind is steadily blowing from (135 ± 15)◦ (lower panel,
green horizontal band). xCH4 does not show any comparable signal
within these nights.

wind speeds. In the following two nights we see a significant night time buildup
for xCO2, but a much stronger signal in the in-situ data than in the open-path
measurements. The xCH4 signal does not show any remarkable features in the re-
spective night. The wind blows steadily with moderate intensity from south east.
In the final night, the two instrument records on xCO2 match again. The only
difference during this last night is a shift in wind direction to southern winds.
A manual analysis of the time series reveals, that all similar events which show
these strong night time differences take place during steady wind situations with
the wind blowing from about 135◦. The correlation is also robust in reverse di-
rection: all steady wind situations from this direction take place during night
times in February and March and all but one indeed show this enhancement of
the in-situ signal over the open-path values.
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Moving away from manual analysis of events, we take a look at the differences
for the two instruments depending on the wind direction. Figure 5.17 shows
these for xCO2 and xCH4. We see clear difference in xCO2 for wind directions
from south east, while the difference is around zero for all other directions. Again
and as expected, the in-situ instrument measures higher values than the open-
path setup. We can also see that this is the result from a substantial number of
measurements and these wind directions are in fact rather prominent. For xCH4

the differences are around zero and do not show such a clear feature.

There are several potential explanations for this wind direction dependent xCO2

bias between the two instruments. The most obvious one is a strong point source
in the respective wind direction. If the plume of such a source directly passes
the in-situ instruments, it measures a high enhancement, while the signal is di-
luted for the open-path instrument, which averages across 1.55 km path. How-
ever, there are two problems with this theory: Firstly, this should give rise to
a wind vector where the plume is only passing through the measurement path
of the open-path instrument but not the in-situ instrument. Thus, there should
be a wind vector, where the open-path instruments measures significantly larger
values, but there is no respective observation. Secondly, there are no matching
point sources in this direction, as the map in Figure 5.18 of the inventories of
the Netherlands Organisation for Applied Scientific Research (TNO, Super et al.,
2020) shows. The only strong source which would match the wind direction is a
road junction close to the in-situ analyzer. Together with the surrounding build-
ings, this could explain a strong CO2 signal at the in-situ analyzer from a south
eastern arc, but again this would not solve the problem of the missing reverse bias
for a different wind direction. Also, there is no particularly strong traffic during
night times, when these differences occur. Thus, it is unlikely that the wind di-
rection dependent xCO2 bias between the two instruments is caused by a strong
and localized source.

Another possible reason for these wind direction dependent xCO2 differences
between the instruments is the different air mass transport for the two measure-
ment setups. Up to now, we assumed a uniform wind direction across the sur-
rounding region in our arguments. To estimate how valid this assumption is, we
can consult simulated wind fields: Figure 5.19 shows a wind field 10 m above
ground level, which was simulated with a combination of the Graz Mesoscale
Model (GRAMM, Oettl, 2019a) and the Graz Lagrangian Model (GRAL, Oettl,
2019b). The plotted wind field is an average over all night time wind situations
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Figure 5.17: Differences between the two instruments (open-path minus in-situ)
for xCO2 and xCH4 depending on wind direction. The solid blue line
gives the average over all measurements, where the wind direction
is within a ±15◦ interval centered at the respective direction. The
surrounding band marks the area which contains the central 68.2 %
(one sigma for a gaussian distribution). The red line marks the view-
ing direction of the open-path instrument. The lower plot gives the
number of measurements falling in each interval.
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Figure 5.18: Emission map of anthropogenic CO2 in the region around Heidel-
berg. All values taken from the inventories of the Netherlands Or-
ganisation for Applied Scientific Research (TNO, Super et al., 2020).
Values below 1 × 106 kg year are not displayed. The coordinate sys-
tem ist centered on the IUP. The red line indicates the measurement
path of the open-path system. The blue arrow indicates the 135◦

wind direction. The two relevant point sources in the direct area are
a cement plant in the south and a close but small gas power plant
north to north west of the institute. Further to the west is a large coal
fired power plant in Mannheim. There are little emissions to the east
of Heidelberg in the low mountain ranges of the Odenwald, but the
most CO2 emissions happen in the Rhine valley.

106



which experience wind from (135 ± 15)◦ at the IUP from a catalogue2 of sim-
ulated wind fields. The plotted wind field reveals that the wind direction and
speed can vary significantly, especially in areas with high gradients in the to-
pography. These gradients can result from the hills of the low mountain ranges
in the east and the river valley cutting through them, or they can result from a
high density of buildings and tall structures. Such transport differences could
cause the two instruments to effectively measure quite different air masses. For
example a wind of 135◦ at the west end of the path (at the IUP) might bring air
from the densely populated areas south of the river (“Weststadt”, “Südstadt” ar-
eas), while the eastern parts of the open-path is exposed to CO2–poor air from
the river valley. This would again fit the observation from Figure 5.18, which
shows that little emission takes place in the area east of Heidelberg. But while
this concept can maybe explain the observed differences, it is clear that a robust
argument needs accurate, high resolution information on air transport, which
is currently only available through respective models. The combination of such
high-resolution meteorological models with sufficiently resolved emission data
is still a topic of ongoing research (Berchet et al., 2017b; Vardag and Maiwald,
2023). While it is unclear if they can sufficiently represent such effects, they are
a promising candidate to inform on the representativeness of path averaged and
point like measurements respectively.

5.6.4 Implication of the Instrument Differences for Emission

Estimations.

By comparing the two instrument setups, we found two major points of inconsis-
tency between them:

1. The xCH4 differences show a larger variance then expected, symmetric in
both directions.

2. The xCO2 differences show a wind direction dependent high bias of the in-
situ values for specific night time wind situations.

As discussed before, the exact identification of the origin of these differences re-
quires further investigation, but the currently best explanations are, respectively,
as follows:

2The catalogue contains wind fields for a variety of parameters, like the boundary conditions for
wind speed and direction, as well as atmospheric stability.
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Figure 5.19: Simulated night time wind field in the city of Heidelberg. The co-
ordinate system ist centered on the IUP. Plotted is the wind at 10 m
above ground level. The plotted wind field is an average over all
simulated wind situations during night, which experience wind from
(135± 15)◦ at the IUP. The grey contours outline buildings, while the
black contour lines show height in intervals of 50 m. The wind fields
were simulated with the combined models GRAM/GRAL. Maximil-
ian May carried out the simulation and kindly provided the data for
this plot.
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1. The larger xCH4 differences are a result of the spatially and temporally ir-
regular local emissions, caused mostly by leaks in the natural gas distribu-
tion system, and the different sensitivity/footprint of the two instruments
to these emissions.

2. The wind direction dependent xCO2 differences result from high sensitivi-
ties to the wind direction of the in-situ measured xCO2 values. This is most
likely caused by a local atmospheric transport phenomenon, where a slight
change in wind direction changes the origin of the sampled air mass signif-
icantly.

We can now infer requirements for an atmospheric inversion setup to resolve the
underlying processes. This resolving of the processes would be necessary for the
inversion to arrive at the same flux results independently of which of the two
measurements we would provide as input. As outlined in Chapter 1, an emis-
sion estimation based on an atmospheric inversion relies always on some prior
assumption concerning the spatial and/or temporal structure of the emissions
(Kaminski et al., 2001). Typically, a combination of (gridded) emission invento-
ries, other spatially and temporally gridded data (e.g., population density, vol-
ume of traffic, or meteorological information), and models provide this structure
(e.g., Stagakis et al., 2023). One example would be the gridding of emissions
related to residential heating according to population density information, and
modeling the emission strength as a function of temperature. Such an approach
allows to account for the higher resolved structures of emissions, while limiting
the degrees of freedom for example to a single scaling factor and avoid overfitting
of the available measurement data. However, this relies on assumptions, gener-
alizations, and simplified models, and uncertainties for example in the temporal
profiles contribute significantly to the uncertainty of emission estimates (Super
et al., 2020).

Against this background, we can conclude that resolving the effect of the larger
xCH4 differences due to the spatially and temporally irregular emissions by leak-
ages would require some prior knowledge on their distribution. It is unlikely,
that an inventory or other data could provide the knowledge of the spatial distri-
bution of these leaks and model their emission strength with time. Thus, such an
effect can likely not be captured, independently of the quality of the underlying
atmospheric transport model. Spatially average measurements, like open-path
measurements, could provide some advantage in this context, since they aver-
age over larger areas and are thus less sensitive to individual events than in-situ
measurements.
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However, resolving the effect of the wind direction dependent xCO2 measure-
ments caused by a local atmospheric transport phenomenon might be possible
with sufficiently high spatial resolution of the atmospheric transport. We can
conclude from Figure 4.1, Figure 5.18, Figure 5.19, and our prior analysis, that
the relevant transport effects take place on the scale of at maximum one or two
kilometers. It is unlikely that such transport phenomenon can be sufficiently rep-
resented on grid scales of kilometers and it is likely that a resolution on the scale
of at least a hundred meter is required. This could include mesoscale models
run on the scale of hundreds of meters (Zhao et al., 2023) or RANS models like
GRAMM/GRAL (Berchet et al., 2017b; Vardag and Maiwald, 2023). In this case,
the open-path measurements showed a less strong dependency on the wind di-
rection, again indicating that spatially averaged measurements might provide an
advantage by being less sensitive to processes unresolvable by the grid scale.
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6 Summary and Conclusion

In this thesis, I set out the design, setup, and successful implementation of an
open-path GHG observatory, which is based on a high resolution FTIR spec-
trometer. I evaluated the performance of the observatory based on the first eight
months of measurements of the long term deployment in the city of Heidelberg,
Germany. The main purpose of this observatory is to inform on the represen-
tativeness of point like measurements when compared to values averaged on a
scale of kilometers, which is the typical grid spacing for mesoscale atmospheric
transport models when used to estimate emissions from concentration measure-
ments. To provide the database for such analysis, the setup aimed for contin-
uous, low maintenance operation over months and possibly years. Finally, the
setup was intended to serve as a flexible development tool for open-path mea-
surements and their possible applications in general.

The open-path observatory is designed around the IFS 125HR high resolution
FTIR spectrometer. The radiation from a halogen lamp is first modulated in the
interferometer before transmitted along the open-path to make the measurement
insensitive to light scattered into the beam. The open-path optics are based on
fiber telescope technique, which is well established for differential optical absorp-
tion measurements with grating spectrometers and in the visible and ultraviolet
spectral range. The detectors are a custom designed and built low noise room
temperature (RT) InGaAs detector and a modified thermoelectric (TE) cooled In-
GaAs detector with wider spectral range, but worse noise performance. The cus-
tom retrieval software calculates column densities (CDs) of target gases. To do so,
it models a spectrum based on tabulated absorption cross-sections and fits it to
the measurements, using a Levenberg-Marquardt implementation. To correct for
biases in the tabulated absorption band strengths, the resulting dry mixing ratios
are bias corrected against in-situ data.

The setup showed an overall temporal coverage of more than 75 % in the pe-
riod from 2023-02-08 until 2023-10-09, with up to 90 % in months were the instru-
ment was fully dedicated to these measurements. This exceeds even the tempo-
ral coverage of the in-situ analyzer (70 %) within this time frame. The open-path
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observatory can operate around the clock for months and requires only little to
no maintenance within this time. Weather only partially affects the operation
of the setup: Only weather conditions which significantly reduce the visibility
along the 1.55 km path (like fog or heavy precipitation) constitute unsuitable con-
ditions. With that, the current setup demonstrated its capability of continuous,
unattended operation.

The open-path instrument demonstrated easy and flexible configuration of spec-
tral and temporal resolution. Measurements at a resolution of 0.55 cm−1 and av-
eraging times of 5 min currently provide the best performance for target gases
like CO2 and CH4. An analysis of Allan deviations on the basis of the 1 min mea-
surements showed that an averaging time of 5 min is a good choice for the setup
up in its current form and noise performance to avoid averaging out real signal
variability, while still minimizing measurement uncertainty. Measurements at
higher spectral resolution (0.11 cm−1) provide informative spectral residuals due
to the nearly negligible width of the ILS, though a the cost of worse precision
of the retrieved target gas mixing ratios. Three months of such measurements
are already available and could provide a useful dataset for future testing and
validation of cross-section databases. The tests of the custom built RT detector
demonstrated the capability to swap out the utilized detectors, which provides
further possibilities to adapt and optimize the setup for different target gases and
research interests in the future. Due to its good noise characteristics, the RT de-
tector provides better performances whenever the higher spectral bandwidth of
the TE detector is not required. With that, the open-path observatory proved to
be a versatile research instrument and a capable vehicle for methodology devel-
opment.

Evaluation of the open-path spectra lead to technical findings, which concern
(FTIR) open-path measurements in general. First, I found that inclusion of line-
mixing effects in the cross-sections for the 2 µm CO2 window is necessary to ob-
tain accurate temperature information on the gas column and to improve the
spectral fit. This is an improvement with respect to the pilot study performed by
Griffith et al. (2018) and subsequent works based on their achievements. More-
over, this applies to open-path measurements independent of the spectroscopic
technique, especially if the retrieved temperature information is further used to
calculate dry air columns and mixing ratios. Second, I found that fluctuations of
the transmitted light intensity due to refraction in a turbulent atmosphere mod-
ifies the ILS for each measured spectrum individually. As a result, the retrieved
gas CDs contain systematic errors, which partially cancel out when calculating

112



ratios, resulting in lower than expected noise for mixing ratios. In the presented
case, this reduced the noise of mixing ratios even below the noise for the individ-
ual CDs, but for setups with higher light throughput the noise reduction might
not be as severe. This concerns all types of FTIR open-path setups and is simi-
lar to intensity fluctuations encountered with sun-viewing measurements using
FTIR instruments, where typically a so-called DC correction is employed to com-
pensate. This invites further research into how this method can be adapted for
open-path setups, since this method is likely not directly applicable to this type
of measurement.

The open-path measured CO2 and CH4 data are overall in good agreement
with a co-deployed in-situ instrument. Both records show the seasonal decrease
of CO2 from mid April onward, which results from increased gross primary pro-
duction in the northern hemisphere. They also follow the same general diurnal
cycle, which is dominated by an accumulation of CO2 over night in the plane-
tary boundary layer, followed by a subsequent sharp drop with the onset of solar
heating and resulting mixing of the boundary layer. The two instruments show
some differences in the afternoon and early evening, especially when compar-
ing weekday and weekend signals, potentially a result of different sensitivities to
traffic emissions.

The comparison of open-path and in-situ measurements also revealed two ma-
jor inconsistencies: First, the differences between the instruments for xCH4 mea-
surements showed a larger variance then expected (around 65 ppb instead of
47 ppb). This is likely caused by the spatially and temporally irregular emissions
from leaks in the natural gas distribution system. They are the dominant source
for CH4 emissions in the area (Wietzel and Schmidt, 2023) and are not captured by
both instruments equally. Second, the comparison revealed a substantial number
of measurements where the in-situ instrument measured significantly (10 ppm
and more) higher xCO2 values than the open-path instrument. These measure-
ments correspond to around ten specific nighttime events in February and March
and showed a strong correlation with wind direction, occurring only together
with firm winds from 135◦ ± 15◦. While there are multiple possible explana-
tions, this differences is most likely the result of a local atmospheric transport
phenomenon. As a result, the two instruments measure air masses of different
origin and have a different sensitivity to local emission patterns. In summary,
both of these inconsistencies between the two instruments likely result from their
respective spatial averaging scales. Detailed modelling of such point-based and
path averaged measurements on a scale of tens of meters in combination with
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the measured data could provide further insight in the origin of the instrument
differences and increase the significance of the results. To reconcile the measured
CO2 differences for emission estimates, it is likely necessary to resolve the under-
lying local transport effect, requiring modeling of the atmospheric transport at
grid scales below one kilometer. However, it is unrealistic that emission patterns
like those of the CH4 leaks can be accurately captured by the current model ap-
proaches on the basis of emission inventories, rendering an accurate capture and
local attribution of such emissions by atmospheric inversion techniques unlikely.
In conclusion, the dataset obtained with the presented open-path observatory for
GHGs fulfills its primary objective to provide information on the representative-
ness of in-situ systems on the kilometer scale and can inform on the importance of
sub-grid processes unresolvable by the mesoscale atmospheric transport models
used for emission estimates.

Continuous operation of the open-path observatory will steadily expand the
presented dataset. High resolution measurements will provide a valuable test-
ing ground for spectroscopic databases. They bridge the gap between highly
controlled laboratory settings with absorption paths on the order of tens to hun-
dreds of meters to a real and variable atmosphere with an absorption path of kilo-
meters, while keeping the overall radiative transport and environmental condi-
tions rather simple. Substantial improvements of cross-section databases would
improve on the native accuracy of GHG remote sensing techniques and could
reduce their current reliability on in-situ data for bias correction. A long time-
series of open-path xCO2 and xCH4 measurements in combination with in-situ
data will provide a great basis to further explore the representativeness of in-situ
instruments on the kilometer scale. Combining this data with combinations of
atmospheric transport models and a-priori emission data will in turn provide in-
sights into the representativeness of the respective models and weather they can
resolve such effects and differences. Both applications contribute to bridge be-
tween in-situ measurements and spatially averaged measurements like satellite
data, helping to synthesize their information and to improve on emission estima-
tions.
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A.: Estimating CH4, CO2 and CO Emissions from Coal Mining and Indus-
trial Activities in the Upper Silesian Coal Basin Using an Aircraft-Based Mass
Balance Approach, ATMOS CHEM PHYS, 20, 12 675–12 695, https://doi.org/
10.5194/acp-20-12675-2020, 2020.

Fleurbaey, H., Reed, Z. D., Adkins, E. M., Long, D. A., and Hodges, J. T.: High
Accuracy Spectroscopic Parameters of the 1.27 Mm Band of O2 Measured
with Comb-Referenced, Cavity Ring-down Spectroscopy, Journal of Quan-
titative Spectroscopy and Radiative Transfer, 270, 107 684, https://doi.org/
10.1016/j.jqsrt.2021.107684, 2021.

Frankenberg, C., Bergamaschi, P., Butz, A., Houweling, S., Meirink, J. F.,
Notholt, J., Petersen, A. K., Schrijver, H., Warneke, T., and Aben, I.: Trop-
ical Methane Emissions: A Revised View from SCIAMACHY Onboard EN-
VISAT, Geophysical Research Letters, 35, 2008GL034 300, https://doi.org/
10.1029/2008GL034300, 2008.

Frey, M., Sha, M. K., Hase, F., Kiel, M., Blumenstock, T., Harig, R., Surawicz, G.,
Deutscher, N. M., Shiomi, K., Franklin, J. E., Bösch, H., Chen, J., Grutter, M.,
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Kountouris, P., Gerbig, C., Rödenbeck, C., Karstens, U., Koch, T. F., and Heimann,
M.: Atmospheric CO2 Inversions on the Mesoscale Using Data-Driven Prior
Uncertainties: Quantification of the European Terrestrial CO2 Fluxes, Atmos.
Chem. Phys., 18, 3047–3064, https://doi.org/10.5194/acp-18-3047-2018, 2018.

Kuhn, J., Bobrowski, N., Boudoire, G., Calabrese, S., Giuffrida, G., Liuzzo, M.,
Karume, K., Tedesco, D., Wagner, T., and Platt, U.: High-Spectral-Resolution
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Lavrič, J. V., Notholt, J., Palm, M., Ramonet, M., Rettinger, M., Schmidt, M.,
Sussmann, R., Toon, G. C., Truong, F., Warneke, T., Wennberg, P. O., Wunch,
D., and Xueref-Remy, I.: Calibration of TCCON Column-Averaged CO2: The
First Aircraft Campaign over European TCCON Sites, Atmos. Chem. Phys., 11,
10 765–10 777, https://doi.org/10.5194/acp-11-10765-2011, 2011.

Metz, E.-M., Vardag, S. N., Basu, S., Jung, M., Ahrens, B., El-Madany, T., Sitch,
S., Arora, V. K., Briggs, P. R., Friedlingstein, P., Goll, D. S., Jain, A. K., Kato, E.,
Lombardozzi, D., Nabel, J. E. M. S., Poulter, B., Séférian, R., Tian, H., Wiltshire,
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