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IV SUMMARY 

Summary 

Pediatric low-grade gliomas (pLGGs) are the most common primary brain tumors in children 

and are almost exclusively driven by alterations in the mitogen-activated protein kinase 

(MAPK) pathway, most commonly BRAF fusions and BRAFV600E point mutations. This makes 

pLGGs a fitting candidate for targeted therapies using MAPK inhibitors (MAPKi), which have 

shown promising results in clinical trials. This led to the FDA-approval of dabrafenib and 

trametinib combination as front-line treatment for BRAFV600E driven pLGGs. However, despite 

the efficacy of MAPKi treatment, a subset of patients experiences a rapid tumor regrowth upon 

treatment stop, also referred to as rebound growth, which constitutes a significant clinical 

challenge. 

To model rebound growth in vitro, based on viable cell counts in response to MAPKi treatment 

and withdrawal, four patient-derived pLGG models were tested. Following, a multi-omics 

dataset of the rebound model, encompassing different MAPKi withdrawal timepoints, was 

generated using RNA sequencing and LC-MS/MS-based phospho-/proteomics. Using this 

data set, I identified putative rebound growth driving mechanisms, which were further validated 

in vitro and in vivo.  

Of the tested models, BT-40 (BRAFV600E, CDKN2A/Bdel) showed rebound growth, 

characterized by faster cell regrowth after MAPKi withdrawal compared to standard-of-care 

chemotherapy, thereby mimicking what is observed in patients. Using this model, I observed 

MAPK pathway reactivation within hours after withdrawal, associated with a transient 

overactivation of key MAPK molecules on transcriptional (e.g. FOS) and phosphorylation (e.g. 

pMEK) levels. Furthermore, AKT activity and expression and secretion of cytokines (in 

particular CCL2, CX3CL1, CXCL10 and CCL7) were increased upon MAPKi treatment and 

maintained during early withdrawal (until 6-24 h). While neither increased AKT activity nor 

cytokine expression affected rebound growth in a tumor cell intrinsic manner, upregulated 

cytokines mediated increased attraction of microglia cells during MAPKi treatment and 

withdrawal. Importantly, MAPK pathway reactivation during rebound growth and increased 
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expression of CX3CL1 and CXCL10 upon MAPKi treatment were also observed in vivo using 

the BT-40 orthotopic xenograft model. 

In summary, this study suggests rapid MAPK reactivation as a tumor cell intrinsic rebound 

driving mechanism and modulation of MAPK activity during treatment withdrawal may be a 

possible strategy to target rebound growth, which should be further investigated. Furthermore, 

I could show increased microglia attraction, mediated by cytokines induced upon MAPKi 

treatment, suggesting a possible role of the immune microenvironment, in particular microglia 

cells, during MAPKi treatment and withdrawal, which warrants further investigation.  
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Zusammenfassung 

Pädiatrische niedriggradige Gliome (pLGG) sind die häufigsten pädiatrischen Hirntumore und 

werden hauptsächlich von Mutationen im „mitogen-actived potein kinase (MAPK)<-Signalweg, 

am häufigsten BRAF-Fusionen und BRAFV600E-Punktmutationen, angetrieben. Dadurch sind 

pLGGs ein geeigneter Kandidat für zielgerichtete Therapien mit MAPK-Inhibitoren (MAPKi), 

die in klinischen Studien vielversprechende Ergebnisse gezeigt haben. Dies führte zur FDA-

Zulassung der Kombination aus Dabrafenib und Trametinib als Erstlinienbehandlung für 

pLGGs mit BRAFV600E Mutation. Trotz der Wirksamkeit der MAPKi Behandlung erfährt ein Teil 

der Patienten, die während der Behandlung auf die Inhibitoren angesprochen haben, innerhalb 

kurzer Zeit ein Rezidiv. Dieses kurzfristige, schnelle, erneute Tumorwachstum wird auch als 

Rebound-Wachstum bezeichnet und stellt ein signifikantes klinisches Problem dar. 

Um das Rebound-Wachstum in vitro während und nach MAPKi Behandlung zu modellieren, 

wurden vier Zellmodelle, die von humanen Tumoren etabliert wurden, mittels 

Zellzahlzählungen getestet. Anschließend wurde ein Multi-Omics Datensatz mittels RNA-

Sequenzierung und LC-MS/MS-basierter Phospho-/Proteomik von dem Rebound-Modell 

erstellt. Basierend auf diesem Datensatz wurden Mechanismen identifiziert, die 

möglicherweise eine Rolle während des Rebound-Wachstums spielen könnten, und 

anschließend in vitro und in vivo validiert.   

Von den getesteten Modellen zeigten BT-40 Zellen (BRAFV600E, CDKN2A/Bdel) ein Rebound-

Wachstum, welches durch ein früheres, erneutes Zellwachstum nach Absetzen der MAPKi 

Behandlung im Vergleich zu Chemotherapeutika gekennzeichnet war und somit die 

Beobachtungen in Patienten wiederspiegelt. Auf molekularer Ebene zeigte dieses Model eine 

Reaktivierung des MAPK-Signalwegs innerhalb weniger Stunden nach Behandlungsstop, 

welches mit einer transienten Überaktivierung zentraler MAPK-Elemente auf transkriptioneller 

(z.B. FOS) und posttranslationaler (z.B. MEK-Phosphorylierung) Ebene einherging. Zusätzlich 

führte MAPKi Behandlung zu einer erhöhten Aktivität des AKT-Signalweges sowie einer 

erhöhten Expression und Sekretion von Zytokinen, insbesondere CCL2, CX3CL1, CXCL10 
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und CCL7, welche auch bis 6-24 Stunden nach Behandlungsstop erhalten blieben. Weder die 

erhöhte AKT-Aktivität noch erhöhte Zytokinexpression beinflussten das Rebound-Wachstum 

auf eine tumorzellintrinsische Weise. Erhöhte Zytokinsekretion während und nach MAPKi 

Behandlung führte jedoch zu einer erhöhten Anziehung von Mikrogliazellen. Die schnelle 

Reaktivierung des MAPK-Signalwegs während des Rebound-Wachstums sowie die erhöhte 

Expression von CX3CL1 und CXCL10 während MAPKi Behandlung konnten zudem in vivo in 

einem orthotopen BT-40-Xenotransplantationsmodell nachgewiesen werden. 

Zusammenfassend zeigen diese Daten eine schnelle Reaktivierung des MAPK-Signalweges 

als potentiellen, tumorzellintrinsischen, Rebound-antreibenden Mechanismus. Dies deutet 

darauf hin, dass Modulation der MAPK-Aktivität nach Behandlungsstop eine mögliche 

Strategie sein könnte, um das Rebound-Wachstum zu verhindern, die weiter untersucht 

werden sollte. Darüber hinaus konnte ich nachweisen, dass die erhöhte Zytokinproduktion, 

induziert durch die MAPKi Behandlung, zu einer erhöhten Anziehung von Mikrogliazellen führt. 

Dies legt nahe, dass Immunzellen, insbesondere Mikrogliazellen, innerhalb des Tumor-

Mikromillieus eine Rolle während der MAPKi-Behandlung sowie während des Rebound-

Wachstums spielen, welche in zukünftigen Studien weiter untersucht werden sollte. 
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INTRODUCTION 1 

1 Introduction 

1.1 Pediatric low-grade glioma 

1.1.1 Clinical information 

In 2020, approximately 26 000 children (<19 years) were diagnosed with cancer in Europe.1 

After leukemias, which account for approx. one third of cancer diagnosis, central nervous 

system (CNS) tumors are the most common tumors diagnosed in children (approx. 20% of all 

patients with cancer).2,3 Amongst CNS tumors, pediatric low-grade gliomas (pLGGs) are the 

most common primary brain tumors, accounting for approx. 25-30% of all pediatric brain 

tumors (Figure 1).4  

pLGGs are a diverse group of WHO grade 1-2 glial and glioneuronal tumors.5,6 Tumor types 

include relatively circumscribed tumors such as pilocytic astrocytomas (PAs) or pleomorphic 

xanthoastrocytomas (PXAs), as well as more infiltrative tumors such as diffuse astrocytoma 

(DA) or angiocentric glioma.5,6 A full list of tumor types belonging to pLGGs can be found in 

Table 1. pLGG tumors can arise throughout the CNS, but age-specific locations are observed.7 

In infants (< 3 years) and adolescents (12-15 years) cortical pLGGs are common, while in 

children (3-12 years) pLGGs commonly occur in the posterior fossa or the optic nerve.7 

Figure 1 Distribution of brain and CNS tumor entities by histology 
age: 0-19 years. CBTRUS Childhood and Adolescent Report: US Cancer 
Statistics (2014–2018). Adapted from Ostrom et al. 20224 
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Pediatric low-grade gliomas are very distinct from adult low-grade gliomas. Transformation into 

high-grade tumors, as commonly seen in adults, is rare for pLGGs, which appear very stable 

over time, and seem to become quiescent with transition to adulthood.8,9 A study of long-term 

Pediatric-type diffuse 

low-grade gliomas 

Diffuse astrocytoma, MYB- or MYBL1-altered 

Angiocentric glioma 

Polymorphous low-grade neuroepithelial tumor of the young 
(PLNTY) 

Diffuse low-grade glioma, MAPK pathway-altered 

Circumscribed 

astrocytic gliomas 

Pilocytic astrocytoma (PA) 

Pleomorphic xanthoastrocytoma (PXA) 

Subependymal giant cell astrocytoma (SEGA) 

Choroid glioma 

Glioneuronal and 

neuronal tumors 

Ganglioglioma (GG) 

Desmoplastic infantile ganglioglioma/ desmoplastic infantile 
astrocytoma 

Dysembryoplastic neuroepithelial tumor 

Diffuse glioneuronal tumor with oligodendroglioma-like features 
and nuclear clusters 

Rosette-forming glioneuronal tumor 

Papillary glioneuronal tumor 

Myxoid glioneuronal tumor 

Diffuse leptomeningeal glioneuronal tumor (DLGNT) 

Gangliocytoma 

Multinodular and vacuolating neuronal tumor 

Dysplastic cerebellar gangliocytoma (Lhermitte-Duclos 
disease) 

Central neurocytoma 

Extraventricular neurocytoma 

Cerebellar liponeurocytoma 

 
Table 1 2021 WHO classification of pediatric low-grade glioma and glioneuronal tumors 
adapted from Louis et al. 20215 and Manoharan et al. 20236 
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survivors that reached adult-hood showed 93% 30-year overall survival (OS) for these 

patients.8  

While the outcome for this type of tumors is very favorable for overall survival (15-year OS 

from diagnosis: approx. 90%),10,11 progression-free survival is considerably lower (15-year 

PFS: approx. 50%)10,11 (Figure 2), and in particular dependent on surgical resection status.10 

In cases where gross-total resection was possible, 10-year PFS reaches 86%, while in cases 

with less than gross-total or no resection 

it only reaches 43% or 27% 

respectively.10 Therefore, patients often 

undergo multiple lines of therapies and 

suffer from complications and morbidity 

caused by the tumor and/or the 

treatment,10 warranting the need for 

more effective therapies, with a focus on 

improving quality of life.  

1.1.2 Genetic background and molecular features 

pLGGs are almost exclusively driven by alterations in the extracellular regulated kinase 

mitogen-activated protein kinase (ERK/MAPK) pathway (Figure 3).7 The most common 

alterations are structural rearrangements 

affecting BRAF and KIAA1549 (KIAA:BRAF 

fusion; ~45%),11–14 most commonly observed 

in PAs.7 This rearrangement results in fusion 

of the N9-terminus of the KIAA1549 protein 

and C9-terminus of the BRAF protein, 

containing the kinase domain.15 The 

negative regulatory domain of BRAF, located 

at the N9-terminus is lost, thereby leading to 

Figure 2 Overall (OS) and progression-free survival
(PFS) of pLGG cohort 
adapted from Ryall et al. 202011 

Figure 3 Genetic alterations in pLGGs 
n=1192 tumor samples. Data was taken from Ryall 
et al. 2020,11 Shapiro et al. 2023,12 Hardin et al.
202313 and Sturm et al. 202314 
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constitutive activation of BRAF inducing increased MAPK signaling.15,16 Fusions of BRAF with 

other proteins have been described as well, although appear to arise less frequently (e.g. 

FAM131B:BRAF).17,18 Another common alteration found in pLGGs are BRAFV600E mutations 

(10-20%)11–14 leading to constitutive activation of the kinase, which are most commonly 

observed in PXAs or gangliogliomas (GGs),7 associated in the former with additional loss of 

CDKN2A/B.5 Some studies suggest that BRAFV600E-driven tumors have a worse outcome 

compared to BRAF-fusion driven tumors, in particular if associated with a co-occurring 

CDKN2A/B deletion (13-25% of all BRAFV600E-driven pLGGs).11,19 With increasing numbers of 

pLGG samples subjected to genomic analysis, further genomic alterations have been 

described, such as receptor tyrosine kinase (RTK) alterations (most commonly FGFR 

alterations and fusions) or MYB/MYBL1 fusions.7 In addition to purely somatic driver 

alterations, genetic predisposition syndromes have been observed in pLGG patients as well. 

Most commonly, inactivating NF1 alterations (which can arise also sporadically) are observed, 

especially in optic pathway gliomas (OPGs).7,20 

1.1.3 MAPK pathway 

1.1.3.1 MAPK pathway regulation 

The mitogen-activated protein kinase (MAPK) pathway plays an important role in the regulation 

of many molecular processes, such as cell proliferation, differentiation or survival, and can be 

activated by several stimuli (e.g. growth factors, cytokines or stress inducers).21 Different 

groups of MAPKs are known: extracellular signal-regulated kinase (ERK)1/2, c-Jun N-terminal 

kinase (JNK), p38 and ERK5.21 Additionally, kinases sharing similarities with components of 

the MAPK pathway have been described (ERK3/4 and ERK7/8), however their exact signaling 

mechanism is not fully understood yet.22  

The MAPK/ERK pathway (Figure 4) is most commonly activated by growth factors binding to 

RTKs.23 Activation of the receptor leads to recruitment of adapter proteins (e.g. Grb2) and 

upstream activators (e.g. Sos) ultimately leading to the activation of RAS, a GTPase.24–27 RAS 

then activates the cascade of MAP kinases through activation of RAF,28,29 which 
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phosphorylates and activates MEK1/230 

which in turn phosphorylates and activates 

ERK1/231. In the cytoplasm, active ERK 

phosphorylates several target proteins,32 

including the p90 ribosomal S6 kinase 

(RSK).33 Once translocated to the nucleus, 

ERK activates several transcription factors 

such as the ETS family members (e.g. 

Elk-1) to induce the expression of early 

response genes.34–36 Early response genes 

induced upon ERK activation encompass 

mainly transcription factors, including the 

FOS family members (c-Fos, Fra1, Fra2, 

FosB),37 JUN family members (c-Jun, JunB, 

JunD)37 and ATF family members (ATF2, ATF3, ATF4, BATF, BATF3).37 These transcription 

factors then dimerize to form the AP-1 transcription factor complex21,37 and induce late ERK 

response genes.23  

The activity of the MAPK pathway is tightly regulated and includes several negative feedback 

loops directly or indirectly mediated by ERK.38 Active ERK can inactivate RAF39 and MEK40,41 

via inhibitory phosphorylation. Additionally, genes induced by ERK activation include dual-

specific phosphatases (DUSPs), such as DUSP6, which dephosphorylate ERK42 or sprouty 

proteins (SPRY)38 which inhibit MAPK upstream activators.43 

The MAPK/ERK pathway plays a role in many different processes including cell proliferation, 

survival and differentiation. Cell cycle progression induced by ERK activation is regulated by 

the transcription factors c-Fos and c-Jun amongst others.44 These factors induce the 

expression of cyclin D,44 which associates with the cyclin-dependent kinase (CDK) 4/6 to 

promote G1- to S-phase transition by inactivation of pRb.45 Furthermore, ERK activation can 

Figure 4 MAPK/ERK signaling pathway 
created using BioRender.com 
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prevent apoptosis by inhibition of the pro-apoptotic protein Bad through phosphorylation by 

RSK.23,46 Lastly, ERK activation can also play a role in the differentiation of cells, depending 

on the cell type and context. For instance, studies showed that ERK activation is involved in 

the development and differentiation of neurons.47 

1.1.3.2 MAPK pathway deregulation 

Alterations leading to increased MAPK activity are found in several different cancer entities 

and, overall, the MAPK pathway is the most commonly altered pathway in cancer.48 Alterations 

can be found upstream of the MAPK cascade and include mutations in RTKs (e.g. EGFR or 

FGFR) or in different components of the RAS/RAF/MEK/ERK cascade (e.g. RAS or BRAF).49-51 

The type of alteration can vary across cancer types, with the most common alteration across 

cancer types being oncogenic RAS mutations.52 Inactivating mutations within NF1, considered 

a tumor suppressor gene, which is responsible for inactivating RAS via GTP hydrolysis, have 

a similar effect.53 NF1 germline mutations cause neurofibromatosis type I, a genetic tumor 

syndrome.53 Acquisition of additional somatic mutations in the second, healthy, NF1 allele (= 

loss of heterozygosity) leads to tumor formation in these patients.53 Furthermore, BRAF point 

mutations, most commonly V600E, leading to constitutive activation of BRAF without the need 

for dimerization, are a main driver of melanoma and are also found in colorectal cancer 

(CRC).52 

Conversely, MAPK/ERK activation, especially if activation is too high, can also have 

deleterious effects by inducing oncogene-induced senescence (OIS)54 or cell death.55 This is 

sometimes referred to as the so-called <goldi-locks= principle56, where too little MAPK/ERK 

activity does not promote cell proliferation/survival, the right amount of MAPK/ERK activation 

induces proliferation/survival and can be involved in tumor formation but too high MAPK 

activation has negative effects on cell proliferation/survival and tumor formation. How exactly 

this fine-tuning and in particular the consequences of different MAPK activity levels are 

regulated is not fully understood yet.56  
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Induction of oncogene induced senescence (OIS)54 is a characteristic feature observed in 

pLGGs.57 OIS is generally considered a protective mechanism of the cell to avoid aberrant 

growth.58 However, factors secreted by senescent cells (senescence associated secretory 

phenotype (SASP) factors) can have growth suppressing and promoting effects.58,59 The 

presence of OIS is likely a reason for the slow growth and overall good outcome of these 

tumors, and high expression of OIS and SASP gene signatures correlates with increased PFS 

in PA patients.60 On the other hand, the presence of senescent cells (only 5% of PA cells 

express proliferation marker Ki-67)61 can potentially be a limiting factor in the response to 

chemotherapeutics as well as other targeted agents as senescent cells may be less responsive 

to treatments targeting cell proliferation.60,62–64  

1.1.3.3 Targeting of the pathway 

MAPK-driven tumors can be targeted using different small molecule inhibitors. These inhibitors 

can target components upstream of the MAP kinase cascade, such as RTKs or RAS, or 

components within the MAP kinase cascade. The focus here will be on inhibitors targeting 

different components of the MAP kinase cascade, so-called MAPK inhibitors (MAPKi).  

MAPK inhibitors can broadly be divided into three categories: 1) RAF inhibitors, 2) MEK 

inhibitors and 3) ERK inhibitors.  

One class of BRAF inhibitors, including for instance the type 1 ½ inhibitors dabrafenib or 

vemurafenib, specifically target BRAFV600E.65,66 In non-V600E-altered cells, these inhibitors 

cause paradoxical activation of the pathway as they facilitate dimerization (i.e. activation) of 

wild-type (WT) BRAF unless used at oversaturating concentrations, which are not clinically 

achievable.52,65,66 Following this discovery, so-called paradox breakers (e.g. PLX7904), where 

developed, which inhibit BRAF independent of its alteration status and type.65–67 Furthermore, 

there are also pan-RAF inhibitors available (e.g. tovorafenib) which inhibit all forms of RAF.68 

MEK inhibitors are divided into ATP competitive and ATP non-competitive inhibitors (e.g. 

trametinib or selumetinib).69 The latter ones often function through allosteric inhibition and are 

most commonly used due to their high specificity.69,70   
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Lastly, ERK inhibitors, the newest class of MAPK inhibitors, function either as catalytic 

inhibitors (e.g. ulixertinib), by inhibiting ERK activity, or as dual-mechanism inhibitors, which 

additionally also prevent the activating phosphorylation of ERK through MEK.71  

Resistance to MAPKi is observed, and most commonly caused by activation of parallel 

pathways such as the PI3K/AKT/mTOR pathway.72 While the combination of MAPK and mTOR 

inhibitors (e.g. everolimus), to avoid or overcome resistance to treatment, has shown promising 

effects in preclinical studies,73,74 this combination was not well tolerated in adult patients.75 First 

trials in a pediatric population indicate a possibly better tolerability of this treatment combination 

in younger patients (clinical observation). In addition to parallel pathway activation, excessive 

activation of CRAF can bypass the inhibitory effect of BRAF inhibitors, thereby reducing the 

treatment effect.76 This can be circumvented for instance by the use of pan-RAF inhibitors or 

the combination of BRAF and MEK inhibitors. 

1.1.4 Pre-clinical models 

To date, there are very few faithful patient-derived pLGG models available.77,78 The induction 

of OIS is a limiting factor in the generation of in vitro and in vivo models.57,78,79 An exception to 

this are the BT-40 cells, which were derived from a juvenile PA and harbor a BRAFV600E 

mutation as well as a CDKN2A/B deletion.80 Based on the genetic background of the cell line, 

this model is considered to show features of a PXA. These cells grow both in vitro and in vivo 

(subcutaneously and orthotopically) in immunocompromised mice,80–85 as the CDKN2A/B 

deletion circumvents OIS.86 In addition to BT-40, three more models with BRAFV600E mutation 

and co-occurring CDKN2A/Bdel were generated from patient material: BXD-3635PXA,87 

derived from a grade 2 PXA and growing in vitro and in vivo, and SJ-HGGX49 and 

SJ-HGGX60,88 derived from grade 3 or grade 4 high-grade gliomas respectively and growing 

in vivo. In addition to being derived from high-grade gliomas in case of SJ-HGGX49 and 

SJ-HGGX60, none of these models is fully characterized yet though, including e.g. methylation 

profiling or response to MAPK inhibition.87,88 
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In recent years, several PA-derived cell models (KIAA:BRAF fusion: DKFZ-BT66, 

DKFZ-BT308, DKFZ-BT317; BRAFV600E: DKFZ-BT314) could be generated in our group by 

inhibition of OIS using the SV40 large T antigen (SV40-TAg),63,89,90 which inhibits p53 and 

pRb,91 thereby inhibiting G1/G0 cell cycle arrest (a characteristic of senescence). These 

models make use of a doxycycline-inducible system, meaning cells can be expanded 

(= proliferating state), but also studied in their senescent state upon doxycycline 

withdrawal.63,89,90 Xenotransplantation of these SV40-TAg based models has not be successful 

so far, most likely because replicative senescence is maintained (unpublished data). In another 

attempt to circumvent OIS, conditional reprogramming using a ROCK inhibitor was used to 

generate the NF1-loss-driven PA-derived cell line JHH-NF1-PA.92 Further efforts in generating 

patient-derived pLGG models included the use of astrocyte growth media93 or synthetic 

extracellular matrices.94 In both cases, tumor cell cultures could be established, however 

growth was limited to 30-50 days of culture.93,94 

In addition to patient-derived pLGG models, there are also advances in the generation of 

genetic pLGG models. These were generated by introducing pLGG driver mutations into neural 

stem cells (NSCs)95,96 or induced pluripotent stem cells (iPSCs)97 and can be used both in vitro 

and in vivo. While at the moment, these models only cover the most common alterations (BRAF 

fusion and NF1 mutations), genetic engineering in principle offers the possibility to introduce 

any alteration of interest and therefore also study rarer molecular subgroups, which are not 

covered by currently available patient-derived models.  

These models are of first importance in order to generate reliable pre-clinical data in order to 

support further clinical investigation of certain targeted therapies, such as MAPKi, for the 

treatment of pLGG patients.78,81 

1.1.5 Current therapies and clinical trials 

Standard-of-care (SOC) therapeutic interventions for pLGGs include surgery, if possible 

complete resection, and chemotherapy (vincristine (VCR) and carboplatin,98,99 monotherapy 

with vinblastine,100 or a combination of thioguanine, procarbazine, CCNU and vincristine 
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(TPCV))99 and most recently targeted MAPK inhibition with dabrafenib/trametinib.6,101  

Classical radiation therapy, while showing good effects on tumor control (5-year PFS: 

70-90%),102,103 is no longer considered as a standard-of-care in general, due to severe long-

term side effects, especially when administered to young patients, including secondary 

malignancy, cognitive and growth deficits as well as endocrine and vascular complications, in 

particular in NF1 patients.103,104 However, advances in technologies, such as development of 

proton therapy, have reduced side-effects while still maintaining tumor control and radiation 

therapy is still considered for the treatment of pLGG patients on a case-to-case basis.6,105 

Factors taken into account when considering radiation therapy are patient age, genetic 

background (particularly NF1 mutation status), tumor location, clinical course of the disease 

and other therapeutic options.6,105,106  

Advances in the molecular characterization of pLGGs has opened the possibility for molecular 

targeted treatment strategies targeting the hyperactivation of MAPK/ERK pathway. Several 

MAPK inhibitors are already approved for different diseases, such as melanoma or colorectal 

cancer,50 and several clinical studies have tested the use of these agents in pLGG with 

promising results.6 For example, studies assessing the efficacy of the BRAF type 1 ½ inhibitor 

dabrafenib showed an objective response rate (ORR) of 80% (retrospective analysis)107 and 

44% (phase I/II clinical trial).108 Furthermore, dabrafenib and trametinib combination treatment 

showed a superior overall response (OR, 47%), compared to chemotherapy (11%) in 

BRAFV600E-driven tumors.109 Additionally, side effects, while observed in all patients, where 

considered less severe for dabrafenib and trametinib treatment compared to chemotherapy, 

with common side effects including fever, skin toxicities, nausea and vomiting.109 The results 

of this phase II study recently lead to the FDA approval of dabrafenib and trametinib 

combination as first-line treatment of BRAFV600E driven pLGGs.101 Other MAPK inhibitors 

currently in clinical investigation include the type 1 ½ BRAF inhibitor vemurafenib, the pan-

RAF inhibitor tovorafenib or the MEK inhibitor selumetinib.110–112 (see Table 2 for a full list of 

trials).  
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Table 2 Clinical trials investigating MAPK inhibitors in pLGG 
Information was taken from the clinical trial database at https://clinicaltrials.gov (accessed 23.01.2024) 
If available, PubMed IDs (PMIDs) of publications related to a trial are listed. 

Compounds pLGG entities 
Phase, 

status 
Trial number 

Related 

publications 

Trametinib and 

everolimus 
Relapsed pLGG I, ongoing NCT04485559  

Dabrafenib 

BRAFV600E 
mutant pLGG and 
other pediatric 
tumors 

I/II, 
completed 

NCT01677741 
PMID: 
31811016, 
31506385 

Selumetinib Relapsed pLGG 
I/II, 
completed 

NCT01089101 
PMID: 
33631016, 
31151904 

Vemurafenib 

Relapsed 
BRAFV600E-
mutant pLGG 

I/II, 
completed 

NCT01748149 
PMID: 
32523649 

Dabrafenib, 

trametinib, 

hydroxychloroquine 

Relapsed BRAF-
mutant pLGG  

I/II, 
ongoing 

NCT04201457  

MEK162 

pLGG and other 
MAPK pathway 
related tumors 

I/II, 
ongoing 

NCT02285439  

Tovorafenib  

Relapsed MAPK 
pathway activated 
pLGG 

I/II, 
ongoing 

NCT03429803  

Dabrafenib and 

trametinib vs. 

carboplatin and 

vincristine 

First-line treatment 
of BRAFV600E 
mutant pLGG or 
treatment of 
BRAFV600E 
mutant relapsed 
pediatric high-
grade gliomas 

II, 
completed 

NCT02684058 

PMID: 
37733309, 
37643378, 
37610803 

Tovorafenib  
Relapsed BRAF-
altered pLGG 

II, ongoing NCT04775485 
PMID: 
37978284 

Trametinib 

MAPK activated or 
NF1 driven pLGG 
and plexiform 
neurofibroma 

II, ongoing NCT03363217 
PMID: 
31881853 

Trametinib vs. 

vinblastin 

Newly diagnosed 
non-NF1 driven 
and BRAF WT 
pLGGs 

II, ongoing NCT05180825  

https://clinicaltrials.gov/
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In addition to MAPK inhibitors, there are also studies investigating the use of mTOR inhibitors, 

as single agents or in combination.113–115 Of possible interest is furthermore the use of FGFR 

inhibitors in case of FGFR-driven tumors as preclinical data suggests sensitivity to these 

inhibitors.116 Additionally, BH3 mimetics, a class of senolytic agents, have shown efficacy 

against senescent PA cells in vitro.60,63 Clinical investigations of FGFR inhibitors or BH3 

mimetics in patients with pLGGs have not been conducted yet though.  

While targeted inhibitors, in particular MAPK inhibitors, are promising new therapeutic options 

for the treatment of pLGGs, several open questions and challenges still remain regarding the 

use of these inhibitors. For one, long-term effects of MAPK inhibitors are not fully understood 

yet.101 Furthermore, it is not fully understood why some patients respond to MAPKi therapy 

and others do not, despite sharing the same molecular background, tumor entity and location.82 

And lastly, while MAPK inhibitors show promising efficacy during treatment,  patients may 

experience rapid tumor regrowth upon treatment stop, also referred to as rebound growth.107,117  

1.2 Tumor rebound growth 

1.2.1 Rebound growth in pLGGs 

Tumor rebound growth in pLGGs refers to the rapid tumor regrowth after MAPKi treatment, 

that is observed in a subset of patients with response to MAPKi while on treatment (Patricia 

O9Hare et al., Neuro Oncol., under review).107,117 Rebound growth is to be differentiated from 

Selumetinib vs. 

carboplatin and VCR 

Newly diagnosed 
NF1 associated 
pLGG 

III, 
ongoing 

NCT03871257 
PMID: 
33395032 

Selumetinib vs. 

carboplatin and VCR 
Newly diagnosed 
non-NF1 pLGG 

III, 
ongoing 

NCT04166409 
PMID: 
33395032 

Selumetinib vs. 

selumetinib and 

vinblastine 
Relapsed pLGG 

III, 
ongoing 

NCT04576117  

Tovorafenib vs. 

chemotherapy 

(investigators 

choice) 

pLGGs with 
activating RAF 
alteration requiring 
first line treatment 

III, 
ongoing 

NCT05760586  
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classical progression, observed e.g. after SOC chemotherapy treatment, and is defined as 

> 25% increase in tumor size within 3 months after treatment stop (Patricia O9Hare et al., Neuro 

Oncol., under review; .e.g. median time to progression after dabrafenib treatment: 

2.3 months).107 Progression or relapse is referred to in cases of > 25% tumor growth 

> 6 months after treatment stop or occurrence of a new lesion/metastasis (Patricia O9Hare et 

al., Neuro Oncol., under review). For cases of tumor regrowth between three to six months 

after treatment stop, no consensus has been reached so far whether this should be considered 

rebound growth or progression (Patricia O9Hare et al., Neuro Oncol., under review). It is 

important to note, that patients showing rebound growth will in most cases respond again to 

the original MAPKi treatment,107,118 suggesting the absence of acquired resistance 

mechanisms driving the rebound growth. Possible mechanisms driving rebound growth are yet 

to be understood. 

1.2.2 Rebound growth in other tumor entities 

Rebound growth has also been described in other entities following withdrawal of targeted 

therapy. It is important to note that there are no clear definitions regarding timeframe or 

percentage of tumor growth for rebound growth in other tumor entities.119–121 However, rebound 

growth is commonly referred to tumor regrowth shortly after treatment cessation, while relapse 

is considered to happen later after a longer disease-free/controlled period.119–122 

A study investigating anti-angiogenic therapy using a VEGFR inhibitor showed that treatment 

stop can lead to rebound growth.119 This rebound growth was driven by the transient induction 

of a SASP-mimicking phenotype, referred to as antiangiogenic therapy-induced secretome 

(ATIS), which persisted during early withdrawal periods and normalized after prolonged 

treatment withdrawal. Inhibition of known SASP regulators mTOR or IL-6 could suppress 

rebound growth.119   

Furthermore, in MET amplified tumor entities, it was shown that rebound activation of MET-

driven pro-proliferative pathways may occur after treatment with ATP-competitive MET 

inhibitors120. This rebound activation was caused by a prolonged hyperphosphorylation of MET 
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upon inhibitor withdrawal due to receptor accumulation and loss of negative feedback 

regulators during treatment.120 Use of a MET therapeutic antibody inducing proteolytic 

cleavage of the receptor prevented rebound growth in this study, indicating actionability of this 

mechanism.120 

Lastly, rebound growth, associated with faster proliferation compared to untreated cells, was 

also observed in different cancer cell lines (including CRC, renal and hepatocellular carcinoma 

cell lines) during withdrawal of PI3K or mTOR inhibitors.121 In this study, rebound growth was 

shown to be caused by AKT overactivation mediated by IGF-1R and inhibition of either could 

prevent rebound growth.121 

While the above studied tumor entities and treatments are distinct from pLGGs, one could 

envision similar mechanisms involved in rebound growth in pLGGs after MAPKi withdrawal, 

e.g. a role of SASP factors or MAPK pathway overactivation due to loss of negative feedback 

regulation.  

1.3 Tumor microenvironment 

1.3.1 TME composition in pLGG 

A characteristic feature of most pLGGs is a high proportion of tumor microenvironment (TME) 

cells.77 The TME contains a high proportion of microglia (30-50%),123–125 followed by 

macrophages (~5-10%)123 and T cells (~5-10%).123,126 The proportion of the latter seems to 

vary across pLGG subtypes, with PXAs and GGs showing higher T cell content compared to 

PAs.126 The TME, specifically immune cells, play important roles in pLGG biology (Figure 5).  

1.3.1.1 Microglia 

Microglia cells were shown to be involved in tumor formation in murine models, as BRAF 

fusion-driven NSCs did not form tumors in mice lacking the chemokine receptor CCR2, which 

is expressed on microglia cells and involved in their recruitment.95 Furthermore, studies using 

NF1-loss-driven OPG models have shown that reduced numbers of optic nerve microglia 

cells127 and inhibition of microglia activation reduces glioma growth.128 In addition to positive 
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effects of microglia on tumor formation and growth, microglia have also been implied to play a 

potential role in the response to MAPK inhibitors, as it was shown that microglia infiltration 

correlates with a high predictive MAPK inhibitor sensitivity score (MSS).82  

1.3.1.2 T cells 

In cooperation with microglia cells, T cells have also been shown to have growth promoting 

effects in pLGGs. A study focusing on NF1-loss-driven pLGGs showed that neuronal  midkine 

induced CCL4 expression in CD8+ T cells, which in turn stimulated microglia cells to produce 

CCL5, a chemokine involved in pLGG stem cell survival and associated with reduced 

survival.129 In contrast to CD8+ T cells, CD4+ T cells were shown to inhibit formation of hiPSC-

Figure 5 Interactions between tumor cells and the tumor microenvironment in pLGGs 
1 based on information from Guo, X. et al. 2020129; 2 based on information from Chen, J.Y. et al. 201995; 
3 based on information from Anastasaki, C. et al. 202297; 4 based on information from Sigaud, R. et al.
202382 

created using BioRender.com 
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LGG xenografts through induction of CXCL10 expression in astrocytes.97 Taken together, 

these data indicate complex interactions between tumor cells and TME cells, involved in 

different tumor promoting and suppressing processes. 

In addition to effects of TME cells on tumor cells, it is also possible that tumor cells exert 

different effects on TME cells during tumor formation, progression, treatment and relapse.130 

Given the presence of OIS and the secretion of SASP factors, which include cytokines, an 

effect of tumor cells on TME cells, specifically immune cells, is likely.130 Studies in other tumor 

entities have shown various effects of senescent cells (tumor or stromal) and SASP factors, 

including tumor suppression through recruitment of tumor-clearing immune cells,131,132 or tumor 

promotion by establishing an immunosuppressive microenvironment.133,134 

1.4 Cytokine/chemokine signaling 

Cytokines are a diverse group of signaling proteins predominantly involved in inflammatory 

processes.135 These proteins can be classified into different subgroups and include 

chemokines, interleukins, tumor necrosis factors, colony stimulating factors, interferons and 

transforming growth factors.135 Of particular interest for this thesis are chemokines, in particular 

CCL2, CXCL10, CX3CL1 and CCL7, which will be the focus of this section 

Chemokines are a group of chemotactic cytokines, which signal through G-protein coupled 

receptors or atypical chemokine receptors and are typically involved in stimulating the 

migration of various cell types, in particular immune cells.136 They are grouped into subfamilies 

based on their primary amino acid sequence, specifically the arrangement of two cysteine 

residues at the N9-terminus: CC, CXC, CX3C and C, where X refers to the number of variable 

amino acids between the two cysteine residues.137  

Chemokines play an important role in controlling immune cell trafficking between lymphoid 

organs, blood and peripheral tissues.136 They are important mediators in the immune response 

during acute inflammation, by coordinating migration of immune cells to and from the 
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inflammatory site.136 Furthermore, they are involved in immune cell differentiation and 

maintenance.136  

1.4.1 Role of chemokines in cancer 

Chemokines can have various tumor promoting and suppressing effects through influencing 

not only immune cells in the tumor microenvironment but also non-immune cells as well as 

tumor cells.  

1.4.1.1 CCL2 

While some studies, using soft-tissue sarcoma tumor samples and different cancer cell lines 

(including e.g. breast cancer or melanoma cells), indicate a tumor suppressive function of 

CCL2,138,139 it is mostly described to promote tumor progression and metastasis through 

various mechanisms. For instance, CCL2 was shown to promote tumor progression and 

metastasis formation in chondrosarcoma or hepatocellular carcinoma both through direct 

effects on tumor cells, such as induction of matrix metalloproteinase expression,140,141 as well 

as indirectly by affecting the microenvironment, e.g. macrophages.142,143 Additionally, a study 

suggested a tumor-promoting role of CCL2144 and CXCL10 in gliomas.144,145  

1.4.1.2 CXCL10 

Increased CXCL10 expression in breast cancer cells, induced by increased RAS activity, was 

further shown to promote tumor cell proliferation.146 In contrast, CXCL10 was also shown to 

have antiangiogenic effects in melanoma, thereby suppressing tumor growth.147 In addition, 

CXCL10 was shown to improve the anti-tumor effect of dendritic cell-based tumor vaccines in 

glioma148,149 and CXCL10 plays a role in response to T cell therapy in melanoma.150,151  

1.4.1.3 CCL7 

Similarly to CXCL10, CCL7 has been implicated in promoting anti-tumor immunity by recruiting 

various immune cells to the TME, including dendritic cells, T cells and NK cells in non-small 

cell lung cancer or cervical carcinoma.152,153 In contrast to its anti-tumor effects, CCL7 has also 
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been shown to promote metastasis formation for instance through recruitment of monocytic 

cells in renal cancer154 or through activation of ERK/JNK signaling in CRC cells.155  

1.4.1.4 CX3CL1 

Cancer promotion through recruitment of monocytic cells, specifically M2-like macrophages, 

has also been shown for CX3CL1 in different entities, including testicular, breast or skin 

cancer.156–158 Furthermore, CX3CL1 was also shown to promote tumorigenesis for example 

through promoting tumor cell proliferation in breast cancer159 or epithelial to mesenchymal 

transition in prostate cancer.160 On the other hand, CX3CL1 can also have tumor suppressing 

effects, mainly mediated by the attraction of tumor-suppressive immune cells such as M1-like 

macrophages in lung cancer161 or T cells in renal cell carcinoma.162 

CCL2 and CXCL10 have also been shown to play a role in pLGG biology, as described in 

"1.3 Tumor microenvironment" above. 
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2 Aim 

Rebound growth after MAPKi withdrawal constitutes a significant clinical challenge that is not 

well understood in pLGGs. It is neither clear why only part of the patients responding to MAPKi 

therapy experience tumor rebound growth, nor is it known which mechanisms drive the 

rebound growth and how it could be inhibited. Therefore, the aim of my PhD project was to 

characterize possible mechanisms involved in the tumor rebound growth to provide a 

framework for future interventional studies.  

As patient samples, collected during rebound growth, are not available as of now, the first aim 

of this project was the establishment of an in vitro rebound model using patient-derived cell 

lines. 

Using the established in vitro rebound model, the second aim of the project was to investigate 

molecular mechanisms differentially regulated during MAPKi treatment and/or withdrawal 

using RNA sequencing, LC-MS/MS proteomics and phospho-proteomics analysis. 

Lastly, putative rebound driving mechanisms identified by multi-omics analysis, should be 

validated in vitro and in vivo to confirm differential regulation and possible rebound driving 

effect.  
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3 Materials and Methods 

3.1 Materials 

3.1.1 Cell lines and cell culture reagents 

Table 3 Cell lines used 

Cell line Type Mutations 
Genetic 

modifications 
Supplier 

BT-40 

Human 
juvenile PA-
derived cell 
line 

BRAFV600E, 
CDKN2A/Bdel 

 

A kind gift from Dr. 
P. Houghton, 
University of Texas 
Health Science 
Center at San 
Antonio, TX, USA  

DKFZ-BT66 

Human PA-
derived cell 
line 

KIAA1549:BRAF 
Doxycycline 
inducible SV40-
TAg (pFRIPZ)89 

Generated in the 
CCU Pediatric 
Oncology, 
Heidelberg, 
Germany  

DKFZ-BT308 

Human PA-
derived cell 
line 

KIAA1549:BRAF 

Doxycycline 
inducible SV40-
TAg (pCW57.1 
GFP-TAg)63 

Generated in the 
CCU Pediatric 
Oncology, 
Heidelberg, 
Germany  

DKFZ-BT314 

Human PA-
derived cell 
line 

BRAFV600E 

Doxycycline 
inducible SV40-
TAg (pCW57.1 
GFP-TAg)63 

Generated in the 
CCU Pediatric 
Oncology, 
Heidelberg, 
Germany  

HMC3 

Human 
microglia 
cell line 

 
SV40-TAg 
immortalized 

ATCC (cat. no. 
CRL-3304) 

 

Table 4 Cell culture reagents 

Article  Cat. no.  Supplier  

AGM™ Astrocyte Growth 
Medium BulletKit™ (ABM 
media and supplements) 

CC-3186 Lonza, Basel, Switzerland 

PBS  D8537  Sigma-Aldrich, St. Louis, MO, USA  

DMSO, cell culture grade  M6323.0100  Genaxxon bioscience, Ulm, Germany  

Doxycycline  sc-337691  Santa Cruz, Dallas, TX, USA  

FCS  F7524  Sigma-Aldrich, St. Louis, MO, USA  
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MEM 31095029 
ThermoFisher Scientific, Waltham, MA, 
USA 

10x NEAA 11140035 
ThermoFisher Scientific, Waltham, MA, 
USA 

RPMI 1640  21875034  
ThermoFisher Scientific, Waltham, MA, 
USA  

Sodium pyruvate (100 mM)  11360039  
ThermoFisher Scientific, Waltham, MA, 
USA  

0.05 % Trypsin-EDTA  25300054  
ThermoFisher Scientific, Waltham, MA, 
USA  

Vi-Cell XR Cell Viability 

AnalyzerTM solutions  
B94987  Beckmann Coulter, Krefeld, Germany  

 

3.1.2 Treatment reagents and drugs 

Table 5 Drugs used for in vitro treatment unless otherwise indicated 
This table was adapted from Kocher et al., under review 

Inhibitor 

Stock 

concentration 

[mM] 

Solvent 
Storage 

[°C] 

Cat. 

no. 
Supplier 

Alpelisip 10 DMSO -80 
HY-
15244 

MedChemExpress 

Carboplatin 27 Saline solution 4  
Pharmacy of the 
university hospital 
of Heidelberg 

Dabrafenib 10 DMSO -80 S2807 Selleckchem 

Dabrafenib 

for in vivo 

treatment 

200 mg/ml 

5% DMSO, 
0.5% 
hydroxypropyl 
methylcellulose, 
0.2% Tween-80 
in water 

4 
HY-
14660 

MedChemExpress 

Ipatasertib 10 DMSO -80 
HY-
15186 

MedChemExpress 

Trametinib 10 DMSO -80 S2673 Selleckchem 

Vincristine 10 DMSO -80 S9555 Selleckchem 
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Table 6 Recombinant cytokines 

Cytokine 
Stock concentration 

[µg/ml] 
Solvent 

Storage 

[°C] 
Cat. no. Supplier 

CCL2 100 
Sterile 
H2O 

-20 300-04 
PeproTech, 
Cranbury, NJ, USA 

CCL7 100  
Sterile 
H2O 

-20 300-17 
PeproTech, 
Cranbury, NJ, USA 

CX3CL1 100  
Sterile 
H2O 

-20 300-31 
PeproTech, 
Cranbury, NJ, USA 

CXCL10 100 
Sterile 
H2O 

-20 300-12 
PeproTech, 
Cranbury, NJ, USA 

 

3.1.3 Primers 

Table 7 Primers used for RT-qPCR 
This table was adapted from Kocher et al., under review 

Gene 
Forward primer 5’-
3’ 

Reverse primer 5’-
3’ Supplier 

ACTB 
CTGGAACGGTGAA
GGTGACA 

AAGGGACTTCCTG
TAACAATGCA 

Invitrogen, Waltham, 
MA, USA 

CCL2 

(PMID: 30504064) 

GCTCAGCCAGATG
CAATCAAT 

ACTTGCTGCTGGT
GATTCTTCTA 

Invitrogen, Waltham, 
MA, USA 

CCL7 

(PMID: 33257678) 

GTCCCCGGGAAG
CTGTAATC 

GCTTTGGAGTTTG
GGTTTTCTT 

Invitrogen, Waltham, 
MA, USA 

CX3CL1 

(PMID: 26015616) 

GGATGCAGCCTCA
CAGTCCTTAC 

GGCCTCAGGGTC
CAAAGACA 

Invitrogen, Waltham, 
MA, USA 

CXCL10 

(PMID: 18495678) 

GAACTGTACGCTG
TACCTGCA 

TTGATGGCCTTCG
ATTCTGGA 

Invitrogen, Waltham, 
MA, USA 

FOS / / 

Qiagen, Hilden, 
Germany  
(Hs_FOS_1_SG, cat. 
no. 249900) 

TBP 
AGAACAACAGCCT
GCCAC 

GTTGCTCTTCCAA
AATAGACAGAC 

Invitrogen, Waltham, 
MA, USA 
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3.1.4 Antibodies 

Table 8 Antibodies and positive controls used for western blot analysis 
1 5% BSA was commonly used, however blocking milk can also be used  
2 5% BSA was commonly used as diluent, however these antibodies can also be diluted in 5% milk 
temp. = temperature 

Antibody 
Blocking 

solution 

Dilution, 

diluent 

Incubation 

time (temp.) 

Source/ 

clonality 

Cat. 

no. 
Supplier 

AKT1/2 5% BSA1 
1:1000, 
5% BSA 

O/N (4°C) 
Rabbit 
polyclonal 

9272 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

pAKT1/2 

(S473) 
5% BSA1 

1:1000, 
5% BSA 

O/N (4°C) 
Rabbit 
polyclonal 

9271 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

β-Actin 5% BSA1 
1:10000, 
5% milk 

O/N (4°C) or 
2 h (RT) 

Mouse 
monoclonal 
(clone AC-
15) 

A5441  

Sigma-
Aldrich, 
Munich, 
Germany 

DUSP6 5% BSA 
1:500, 
5% BSA 

O/N (4°C) 
Rabbit 
polyclonal 

39441 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

ERK1/2 5% BSA1 
1:1000, 
5% BSA2 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
137F5) 

4695 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

pERK1/2 

(T202/T204) 
5% BSA1 

1:1000, 
5% BSA2 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
197G2) 

4377 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

FRA1 5% BSA 
1:1000, 
5% BSA 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
D80B4) 

5281 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

pFRA1 

(S265) 
5% BSA 

1:1000, 
5% BSA 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
D22B1) 

5841 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 
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GSK3a/b 5% BSA1 1:1000, 
5% BSA 

O/N (4°C) 
Rabbit 
monoclonal 
(D75D3) 

5676 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

pGSK3a/b 

(S21/S9) 
5% BSA1 

1:1000, 
5% BSA 

O/N (4°C) 
Rabbit 
polyclonal 

9331 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

HSP90 5% BSA1 
1:5000, 
5% BSA2 

O/N (4°C) or 
2 h (RT) 

Rabbit 
polyclonal 

4874 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

MEK1/2 5% BSA1 
1:1000, 
5% BSA2 

O/N (4°C) 
Rabbit 
polyclonal 

9122 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

pMEK1/2 

(S217/S221) 
5% BSA1 

1:1000, 
5% BSA2 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
41G9) 

9154 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

NF-kB p65 5% BSA 
1:1000, 
5% BSA 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
C22B4) 

4764 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

pNF-kB p65 5% BSA 
1:1000, 
5% BSA 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
93H1) 

3033  

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

PARP 
Blocking 
milk 

1:500, 
5% BSA2 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
46D11) 

9532 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

S6K1 5% BSA1 
1:1000, 
5% BSA 

O/N (4°C) 
Rabbit 
polyclonal 

9202S 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 
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pS6K1 5% BSA1 
1:1000, 
5% BSA 

O/N (4°C) 
Rabbit 
polyclonal 

07-
018 

Sigma-
Aldrich, 
Munich, 
Germany 

SMAD2/3 5% milk 
1:1000, 
5% milk 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
D7G7) 

8685 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

pSMAD2 

(S465/467)/ 

pSMAD3 

(S423/425) 

5% milk 
1:1000, 
5% milk 

O/N (4°C) 

Rabbit 
monoclonal 
(clone 
D27F4) 

8828 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

SMAD2/3 

controls 
    12052 

Cell 
Signaling 
Technology, 
Danvers, 
MA, USA 

anti-mouse 

IgG HRP  
 

1:10000, 
5% milk 

1-2 h (RT) 
Goat 
polyclonal  

115-
035-
003  

Dianova, 
Hamburg, 
Germany 

anti-rabbit 

IgG HRP  
 

1:10000, 
5% milk 

1-2 h (RT) 
Donkey 
polyclonal  

V795A 
Promega, 
Madison, 
WI, USA 

 

Table 9 Neutralizing antibodies and IgG used for treatments 

Antibody 

Stock 

concentration 

[mg/ml] 

Solvent 
Storage 

[°C] 
Cat. no. Supplier 

CCL2 0.5  
Sterile 
PBS 

-20 MAB279 
R&D Systems, 
Minneapolis, MN, 
USA  

CCL7 0.5  
Sterile 
PBS 

-20 MAB282 
R&D Systems, 
Minneapolis, MN, 
USA 

CX3CL1 0.5  
Sterile 
PBS 

-20 MAB3652 
R&D Systems, 
Minneapolis, MN, 
USA 

CXCL10 0.5  
Sterile 
PBS 

-20 MAB266 
R&D Systems, 
Minneapolis, MN, 
USA 

Mouse IgG 0.5  
Sterile 
PBS 

-20 MAB002 
R&D Systems, 
Minneapolis, MN, 
USA 
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3.1.5 Biochemical reagents 

Table 10 Biochemical reagents 

Article  Cat. no.  Supplier  

1,1,1,3,3,3-Hexafluoro-2-propanol 

(LC/MS grade) 
83378 

Biosolve B.V. Valkenswaard, 
Netherlands 

16% formaldehyde solution 

(methanol free) 
28908 

ThermoFisher Scientific, 
Waltham, MA, USA 

25% Ammonium hydroxide solution 40291H 
Honeywell International, 
Charlotte, North Carolina, US 

2-Chloroacetamide C0267 
Sigma-Aldrich, St. Louis, MO, 
USA 

5M potassium hydroxide solution 24-4710 
Sigma-Aldrich, St. Louis, MO, 
USA 

Acetic acid  6755.1 Carl Roth, Karlsruhe, Germany  

Acetonitrile (LC/MS grade) 1.00029 
Sigma-Aldrich, St. Louis, MO, 
USA 

Acrylamide/Bis solution (40 % w/v)  10681.01 SERVA, Heidelberg, Germany  

Aprotinin 4139/10 
R&D Systems, Minneapolis, MN, 
USA 

APS  A3678  
Sigma-Aldrich, St. Louis, MO, 
USA  

Bromophenol Blue  A23331.0005  AppliChem, Darmstadt, Germany  

BSA  A4612  
Sigma-Aldrich, St. Louis, MO, 
USA  

cOmpleteTM mini proteinase 

inhibitors 
11836153001 

Sigma-Aldrich, St. Louis, MO, 
USA  

DAPI D9542 
Sigma-Aldrich, St. Louis, MO, 
USA 

D-Luciferin 122799 
PerkinElmer, Waltham, 
Massachusetts, US 

DTT  A1101  AppliChem, Darmstadt, Germany  

ECL Primer Amersham  RPN2232  
GE Healthcare Dharmacon, 
Lafayette, CO, USA  

Ethanol, absolute  20821.321 
VWR chemicals, Radnor, PA, 
USA  

Formic acid  069178 
Biosolve B.V., Valkenswaard, 
Netherlands 

Glycerol  15523 
Honeywell Riedel-de-Haën, 
Seelze, Germany  

Glycine  33226 
Sigma-Aldrich, St. Louis, MO, 
USA  
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HCl  13-1683  
Sigma-Aldrich, St. Louis, MO, 
USA  

Iodoacetamide I6125 Sigma-Aldrich 

Isopropanol  20842.33 
VWR chemicals, Radnor, PA, 
USA  

Leupeptin hemisulfate 1167/25 
R&D Systems, Minneapolis, MN, 
USA 

LC/MS grade H2O 232178 
Biosolve B.V., Valkenswaard, 
Netherlands 

Methanol  M/4000/PC17  
ThermoFisher Scientific, 
Waltham, MA, USA  

Methanol (LC/MS grade) 047192-K2 
ThermoFisher Scientific, 
Waltham, MA, USA 

NaCl  BP358-1  
ThermoFisher Scientific, 
Waltham, MA, USA  

NaOH  30620 
Sigma-Aldrich, St. Louis, MO, 
USA  

Normal goat serum  5-000-121  Dianova, Hamburg, Germany  

Pepstatin A 1190/10 
R&D Systems, Minneapolis, MN, 
USA 

PhosSTOP phosphatase inhibitors 49068450001 
Sigma-Aldrich, St. Louis, MO, 
USA  

Precision Plus ProteinTM 

KaleidoscopeTM prestained protein 

standard  

1610375 Bio-Rad, Hercules, CA, USA  

ProLongTN Gold Antifade 

Mountant 
P10144 

ThermoFisher Scientific, 
Waltham, MA, USA 

Propidium iodide  A2261.0025  WR chemicals, Radnor, PA, USA  

qPCR Mastermix for SYBR® 

Green I 
4309155 

ThermoFisher Scientific, 
Waltham, MA, USA  

Ribonuclease A  R6513-10MG  
Sigma-Aldrich, St. Louis, MO, 
USA  

RNaseZAPTM  
R2020-
250ML  

Sigma-Aldrich, St. Louis, MO, 
USA  

SDC D6750 
Sigma-Aldrich, St. Louis, MO, 
USA 

SDS pellets  2326.1 Carl Roth, Karlsruhe, Germany  

Skimmed milk powder  T145.2  Carl Roth, Karlsruhe, Germany  

TEMED  2367.3 Th. Geyer, Renningen, Germany  

Trifluoroacetic acid (LC/MS grade) 202378 
Biosolve B.V. Valkenswaard, 
Netherlands 
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Tris (Trizma Base)  T1503  
Sigma-Aldrich, St. Louis, MO, 
USA  

Tris-(2-carboxyethyl)-phosphin 

hydrogen chloride (TCEP/HCL) 
PG82080 

ThermoFisher Scientific, 
Waltham, MA, USA 

Tri-Sodium citrate dihydrate  27833.294 
VWR chemicals, Radnor, PA, 
USA  

Triton X-100 A4975.0500  AppliChem, Darmstadt, Germany  

Triton-X 100  A4975.0500  AppliChem, Darmstadt, Germany  

Trypsin/Lys-C V5072 Promega, Madison, WI, USA 

Tween 20  500-018-3  
MP Biomedicals, Santa Ana, CA, 
USA  

β-mercaptoethanol  39563 SERVA, Heidelberg, Germany  

 

3.1.6 Buffers and solutions 

Table 11 Buffers and solutions 

Solution (storage) Final concentration Recipe 

APS (-20°C) 
10% APS in de-ionized H2O 5g APS 

50ml de-ionized water 

90% acetone (RT or -

20°C) 

90% acetone 45 ml 100% acetone 
5 ml LC/MS grade H2O 

Aprotinin solution 
10mg/ml aprotinin 10 mg aprotinin 

1 ml de-ionized H2O 

Array lysis buffer 

(per 10 cm dish) 

10 µg/ml aprotinin 
10 µg/ml leupeptin 
10 µg/ml pepstatin 

1 µl aprotinin solution 
1 µl leupeptin solution 
10 µl pepstatin solution 
488 µl Lysis Buffer 6 (Proteome 
Profiler Human Phospho-Kinase 
Array Kit) 

Blocking milk for WB 

(short-term: 4°C; 

long-term: -20°C) 

20% skimmed milk 
3% BSA 
1% normal goat serum 
0.2% Tween-20 
20% FCS 

200 g skimmed milk powder 
30 g BSA 
10 ml normal goat serum 
2 ml Tween-20 
200 ml FCS (not heat-
inactivated) 
Fill-up to 1000 ml with PBS  

5% BSA for WB 

(short-term: 4°C; 

long-term: -20°C) 

5% BSA in TBS-T 5 g BSA 
100 ml TBS-T 

DAPI staining 

solution (prepare 

fresh, protect from 

light) 

0.5 µg/ml DAPI 50 µl DAPI stock 
Fill-up to 10 ml with PBS 
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DAPI stock (-20°C, 

protect from light) 

100 µg/ml DAPI 1 mg DAPI 
10 ml de-ionized H2O 

10 mg/ml 

Doxycycline  

(-20°C, protect from 

light) 

10 mg/ml doxycycline 100 mg doxycycline 
10 ml sterile H2O 

1 mg/ml doxycycline 

(short-term: 4°C; 

long-term: -20°C; 

protect from light) 

1 mg/ml doxycycline 1 ml 10 mg/ml doxycycline 
9 ml sterile H2O 

1 M DTT (-20°C) 
1 M DTT 1.54 g DTT 

10 ml de-ionized, sterile H2O 

500 mM DTT (prepare 

fresh) 

500 mM DTT 38.565 mg DTT 
in 500 µl LC/MS grade H2O 

70% ethanol (RT) 
70% Ethanol 70 ml 99.9% absolute ethanol 

30 ml de-ionized H2O 

FACS staining 

solution, per sample 

(use immediately, 

protect from light) 

50 µg/ml PI 
50 µg/ml Ribonuclease A 

8 µl PI stock 
2 µl Ribonuclease A 
400 µl FACS washing buffer 

FACS washing buffer 

(4°C) 

38 mM sodium citrate buffer 3.8 ml sodium citrate buffer 
96.2 ml de-ionized H2O 

FCS (-20°C)  Heat-inactivated, 56°C for 30min 

Firefly D-Luciferin 

solution (-20°C, 

protect from light) 

15 mg/ml D-Luciferin 1 g D-Luciferin 
66.67 ml dPBS 

500 mM IAA (prepare 

fresh) 

500 mM iodoacetamide 184.96 mg iodoacetamide 
in 2 ml LC/MS grade H2O 

5x Laemmli buffer 

(once DTT is added 

store at -20°C and 

use within a week) 

10% SDS 
50% glycerol 
0.3125 M Tris-HCL 
5 mM DTT 

1 g SDS pellets 
5 ml 100% glycerol 
3.125 ml 1 M Tris buffer 
50 µl 1 M DTT 
Fill-up to 10 ml with de-ionized 
H2O 

Leupeptin solution 
10 mg/ml leupeptin 
hemisulfate 

25 mg leupeptin hemisulfate 
2.5 ml de-ionized H2O 

5% milk for WB 

(short-term: 4°C; 

long-term: -20°C) 

5% milk in TBS-T 5 g milk powder  
100 ml TBS-T 

MS resuspension 

buffer (RT) 

2.5% 1,1,1,3,3,3-Hexafluoro-
2-propanol 
0.1% Trifluoroacetic acid  
 

2.5 ml 1,1,1,3,3,3-Hexafluoro-2-
propanol (LS/MS grade) 
0.1 g trifluoroacetic acid (LC/MS 
grade) 
in 100 ml LC/MS grade H2O 
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Pepstatin solution 
1 mg/ml pepstatin A 10 mg pepstatin A 

10 ml Ethanol 

4% PFA (up to 1 

week at 4°C) 

4% Formaldehyde 10 ml 16% formaldehyde 
solution (methanol free) 
30 ml PBS 

PI stock (4°C; protect 

from light) 

2mg/ml PI 25 mg PI 
10 ml de-ionized H2O 

Primer mix 

10 µM fw. primer 
10 µM rev. primer 

10 µl 100 µM fw. primer 
10 µl 100 µM rev. primer 
80 µl nuclease-free H2O 

Proteomics elution 

buffer (RT) 

80% acetonitrile 
1.25% Ammonium hydroxide  

80 ml acetonitrile 
5 ml 25% Ammonium hydroxide 
solution 
15 ml LC/MS grade H2O 

Proteomics reduction 

buffer (prepare fresh) 

400 mM 2-Chloroacetamide  
100 mM Tris-(2-
carboxyethyl)-phosphin 
hydrogen chloride 
(TCEP/HCL) 
400 mM Potassium hydroxide 
 

37.4 mg 2-Chloroacetamide 
28.8 mg TCEP/HCL 
80 µl 5M Potassium hydroxide 

Proteomics wash 

buffer 1 (RT) 

1% trifluoroacetic acid 1 g trifluoroacetic acid (LC/MS 
grade) 
in 100 ml LC/MS grade H2O 

Proteomics wash 

buffer 2 (RT) 

0.2% trifluoroacetic acid 200 µg trifluoroacetic acid 
(LC/MS grade) 
in 100 ml isopropanol (LC/MS 
grade) 

qPCR mastermix (per 

sample) 

 10 µl qPCR Mastermix for 
SYBR® Green I 
2 µl primer mix 
3 µl nuclease-free H2O 

10X running buffer 

(RT) 

25mM Tris 
192 mM Glycine 
0.1% SDS  

30.3 g Tris 
144.1 g 
10 g SDS pellets 
Fill-up to 1000 ml with de-
ionized H2O 

1X running buffer 

(RT) 

 100 ml 10x running buffer 
900 ml de-ionized H2O 

SDB-RPS 

equilibration buffer 1 

30% methanol (RT) 

30% methanol 30 ml methanol (LC/MS grade) 
70 ml LC/MS grade H2O 

SDB-RPS 

equilibration buffer 2 

(RT) 

0.2% trifluoroacetic acid 200 µg trifluoroacetic acid 
(LC/MS grade) 
in 100 ml LC/MS grade H2O 
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SDC lysis buffer 

(short-term: -20°C) 

4% SDC 0.4 g SDC 
10 ml LC/MS grade H2O 

20% SDS 

20% SDS 20 g SDS pellets 
Fill-up to 100 ml with de-ionized 
H2O 

SDS lysis buffer 

stock (-20°C) 

2% SDS 
10% glycerol 
Stacking gel buffer 

10 ml SDS solution (20%) 
10 ml glycerol (100%) 
12.4 ml stacking gel buffer 
Fill-up to 100 ml with de-ionized 
H2O 

SDS lysis buffer  

(-20°C, use within 2 

weeks) 

 10 ml SDS lysis buffer stock 
1 tablet PhosSTOP phosphatase 
inhibitors 
1 tablet cOmpleteTM mini 
proteinase inhibitors 
10 µl 1 M DTT 

Separating gel buffer 

pH8.8 (RT) 

1.5 mM Tris 36.34 g Tris 
Fill-up to 200 ml with de-ionized 
H2O 
set pH to 8.8 by drop-wise 
addition of HCl 

Sodium citrate buffer 

(4°C) 

1 M tri-sodium cytrate 
dihydrate 

25.8 g tri-sodium cytrate 
dihydrate 
100 ml de-ionized H2O 

Stacking gel buffer 

pH 6.8 (RT) 

0.5 mM Tris 12.12 g Tris 
Fill-up to 100 ml de-ionized  

set pH to 6.8 by drop-wise 
addition of HCl 

10x TBS (RT) 

200 mM Tris 
1.37 M NaCl 

120 g Trizma Base 
400 g NaCl 
Fill-up to 5000 ml with de-

ionized  

set pH to 7.6 by drop-wise 
addition of HCl 
 

TBS for proteomics 

(RT) 

1X TBS 10 ml 10x TBS 
90 ml LS/MS grade H2O 

TBS-T (RT) 

1x TBS 
0.1% Tween-20 

100 ml 10x TBS 
1 ml Tween-20 
Fill-up to 1000 ml with de-
ionized H2O 

1% TFA (RT) 

1% Trifluoroacetic acid 100 µl Trifluoroacetic acid 
9.9 ml isopropanol (LC/MS 
grade) 
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1 M Tris buffer (RT) 

1 M Tris-HCL 12.114g Tris 
Fill-up to 100 ml with de-ionized 
H2O 
set pH to 6.8 by drop-wise 
addition of HCl 

0.5% Triton X (RT) 
0.5% Triton X-100 250 µl 100% Triton X-100 

49.75 ml PBS 

Trypsin/Lys-C mix  

(-0°C) 

0.5 µg/µl Trypsin/Lys-C 100 µg lyophilized Trypsin/Lys-C  
200 µl resuspension buffer 
(provided with enzyme mix) 

 

3.1.7 Consumables 

Table 12 Consumables 

Article  Supplier  

Cell scraper  Sarstedt, Nürnbrecht, Germany  

Conical tubes, 15 ml and 50 ml  
ThermoFisher Scientific, Waltham, MA, 
USA  

Cotton swabs Isana, Rossmann, Hannover, Germany 

Cryovials  Carl Roth, Karlsruhe, Germany  

D300e Digital dispenser dispenshead 

casettes T8+  
Tecan, Männerdorf, Switzerland  

Falcon® 5ml round bottom polystyrene 

tubes  

ThermoFisher Scientific, Waltham, MA, 
USA  

Falcon® Permeable Support for 24-well 

Plate with 8.0 µm Transparent PET 

Membrane 

Corning, Kaiserslautern, Germany 

Falcon® Permeable Support for 6-well 

Plate with 0.4 µm Translucent High 

Density PET Membrane 

Corning, Kaiserslautern, Germany 

Falcon® 24-well TC-treated Cell 

Polystyrene Permeable Support 

Companion Plate, with Lid, Sterile 

Corning, Kaiserslautern, Germany 

Falcon® 6-well TC-treated Polystyrene 

Permeable Support Companion Plate, 

with Lid, Sterile 

Corning, Kaiserslautern, Germany 

Glassware  SCHOTT AG, Mainz, Germany  

Greiner Bio-One 96-well sterile cell 

culture plate with flat bottom, black with 

transparent bottom 

Greiner Bio-One, Frickenhausen, Germany  

Kimtech wipes 
Kimberly-Clark Kimtech Science, Irving, TX, 
USA 
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Menzel-Gläser Coverslips, 21x60 mm #1 
ThermoFisher Scientific, Waltham, MA, 
USA  

Menzel-Gläser Polysine® Slides, 

25x75x1 mm 

ThermoFisher Scientific, Waltham, MA, 
USA  

Parafilm® M  Benis, Braine-l9Alleud, Belgium  

PCR tube strips and domed caps  
ThermoFisher Scientific, Waltham, MA, 
USA  

Pipette filter tips, 10 μL, 20 μL, 100 μL, 

200 μL, 1000 μL  
Nerbe plus, Winsen/Luhe, Germany  

PVDF membrane  Bio-Rad, Hercules, CA, USA  

Safe-Lock reaction tubes, 0.5 ml, 1.5 ml, 

2.0 ml, 5 ml  
Eppendorf, Hamburg, Germany  

Scalpels  VWR International, Radnor, PA, USA 

SDB-RPS extraction disk Merck Millipore, Burlington, MA, USA 

Serological pipettes, 5 ml, 10 ml, 25 ml, 

50 ml  
Sigma-Aldrich, St. Louis, MO, USA  

Sterile filter, 0.2 μm  Merck Millipore, Burlington, MA, USA  

Syringe 10 ml, 10 ml  Terumo, Tokyo, Japan  

Tissue culture dishes, 6 cm, 10 cm  
TPP Techno Plastic Products AG, 
Trasadingen, Switzerland 

Tissue culture flasks, 25 cm2, 75 cm2, 

175 cm2  
Greiner Bio-One, Frickenhausen, Germany  

Tissue culture plates, 6 well, 24 well Corning, Kaiserslautern, Germany  

ViCell 4 ml tubes  Beckmann Coulter, Brea, CA, USA  

 

3.1.8 Kits 

Table 13 Kits 

Article  Cat. no.  Supplier  

Agilent RNA 6000 Nano Kit 5067-1511 
Aligent, Santa Clara, CA, 
USA 

Agilent RNA 6000 Nano 

Ladder 
5067-1529 

Aligent, Santa Clara, CA, 
USA 

Amersham ECL Prime 

Western Blotting Detection 

Reagent  

RPN2232  
GE Healthcare Dharmacon, 
Lafayette, CO, USA  

Bio-Plex Pro HuCSP 

standard 
12007919 Bio-Rad, Hercules, CA, US 

Bio-Plex Pro Human 

Chemokine standard 
171DK0001 Bio-Rad, Hercules, CA, US 

Bio-Plex Pro Reagent Kit 3 71304090M Bio-Rad, Hercules, CA, US 
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CellTiterGlo 2.0 G9243 
Promega, Madison, WI, 
USA 

High-Select™ TiO2 
Phosphopeptide 

Enrichment Kit 

A32993 
ThermoFisher Scientific, 
Waltham, MA, USA 

PierceTM BCA Protein 

Assay Kit  
23227 

ThermoFisher Scientific, 
Waltham, MA, USA  

Pierce™ Quantitative 
Colorimetric Peptide Assay 

Kit 

23275 
ThermoFisher Scientific, 
Waltham, MA, USA 

Proteome Profiler Human 

Phospho-Kinase Array Kit 
ARY003C 

R&D Systems, 
Minneapolis, MN, USA 

QIAamp® DNA Mini Kit   Qiagen, Hilden, Germany  

qPCR Mastermix for 

SYBR® Green I  
4309155 

ThermoFisher Scientific, 
Waltham, MA, USA  

RevertAid First Strand 

cDNA Synthesis Kit  
K1622  

ThermoFisher Scientific, 
Waltham, MA, USA  

RNA ScreenTape 5067-5576 
Aligent, Santa Clara, CA, 
USA 

RNA ScreenTape Ladder 5067-5578 
Aligent, Santa Clara, CA, 
USA 

RNA ScreenTape Sample 

Buffer 
5067-5577 

Aligent, Santa Clara, CA, 
USA 

RNase free DNase Set 79254 Qiagen, Hilden, Germany 

RNeasy Mini Kit  74104 Qiagen, Hilden, Germany  

Trans-Blot Turbo RTA Mini 

0.45 µM LF PVDF Transfer 

Kit 

1704274 Bio-Rad, Hercules, CA, US 

Venor® GenM Classic 

Mycoplasma Detection Kit  
11-1250  

Minerva Biolabs, Berlin, 
Germany  

 

Table 14 Bioplex custom multiplexes  
All reagents were bought from Bio-Rad, Hercules, CA, US 
Singleplexes were combined to custom multiplexes (multiplex 1 or 2) as indicated 
This table was adapted from Kocher et al., under review 

Target Cat. no. Standard used Multiplex 

CCL2 171B5021M Bio-Plex Pro HuCSP standard 1 

CCL11 171B5015M Bio-Plex Pro HuCSP standard 1 

CXCL1 171B6007M Bio-Plex Pro HuCSP standard 1 

CXCL10 171B5020M Bio-Plex Pro HuCSP standard 1 

IL-1A 171B6001M Bio-Plex Pro HuCSP standard 1 

IL-1B 171B5001M Bio-Plex Pro HuCSP standard 1 

IL-8 171B5008M Bio-Plex Pro HuCSP standard 1 
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IL-9 171B5009M Bio-Plex Pro HuCSP standard 1 

LIF 171B6011M Bio-Plex Pro HuCSP standard 1 

CCL7 171BK38MR2 Bio-Plex Pro Human Chemokine standard 2 

CCL17 171BK53MR2 Bio-Plex Pro Human Chemokine standard 2 

CX3CL1 171BK18MR2 Bio-Plex Pro Human Chemokine standard 2 

CXCL2 171BK23MR2 Bio-Plex Pro Human Chemokine standard 2 

CXCL5 171BK14MR2 Bio-Plex Pro Human Chemokine standard 2 

CXCL6 171BK19MR2 Bio-Plex Pro Human Chemokine standard 2 

TNF-alpha 171BK55MR2 Bio-Plex Pro Human Chemokine standard 2 

 

3.1.9 Instruments and devices 

Table 15 Instruments and devices 

Instrument  Supplier  

2100 Bioanalyzer  Aligent, Santa Clara, CA, USA 

ABI 7500 real time PCR cycler  Applied Biosystems, Foster City, CA, USA  

Analytical balance <BP 121S=  Sartorius, Göttingen, Germany  

Azure c400 imaging system  Azure Biosystems, Dublin, CA, USA  

BarnsteadTM GenPureTM xCAD Plus 

Ultrapure water purification system  

ThermoFisher Scientific, Waltham, MA, 
USA  

BD FACS Canto II analyzer  
Becton, Dickinson and Company, 
Heidelberg, Germany  

Benchtop centrifuge Micro Star 17R  VWR International, Radnor, PA, USA 

Bio-Plex 200 System Bio-Rad, Hercules, CA, US 

CellCamper® Mini neoLab Migge GmbH, Heidelberg, Germany 

Centrifuge 5810 R Eppendorf, Hamburg, Germany 

Cryo freezing container Nalgene® Cryo 

1°C <Mr. Frosty=  
ThermoFisher Scientific, Waltham, MA, 
USA  

D300e Digital dispenser  Tecan, Männerdorf, Switzerland  

Einkanal-Mikroliterpipette Transferpette® 

S, 0.1-2.5 µl, 0.5-10 µl, 2-20 µl, 20-200 µl, 

100-1000 µl 

BRAND GMBH + CO KG, Wertheim, 
Germany 

Electrophoresis chamber Mini-Protean® 

Tetra System  
Bio-Rad, Hercules, CA, USA  

Eppendorf Mastercycler gradient   Eppendorf, Hamburg, Germany 

Epson perfection V700 photo scanner  EPSON, Nagano, Japan  

Fluorescence microscope Eclipse Ts2 Nikon, Minato, Japan 

FLUOstar Omega automated plate reader BMG Labtech, Ortenberg, Germany 

FLUOstar OPTIMA automated plate 

reader  
BMG Labtech, Ortenberg, Germany  
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Hamilton syringe Hamilton Company, Reno, NV, USA 

Heat sealer <Folio=  Severin Elektro, Sundern, Germany  

Heating block Thermomixer® Comfort  Eppendorf, Hamburg, Germany  

Incubator Heraeus B6420  Heraeus, Leverkusen, Germany  

IVIS Lumina III In Vivo imaging system PerkinElmer, Waltham, MA, US 

Light microscope CKX31  Olympus, Hamburg, Germany  

LSM 710 confocal microscope Zeiss, Oberkochen, Germany 

Magnetic stirrer with heating MR-3001  
Heidolph Instruments, Schwabach, 
Germany  

Microwave Severin MW 7869  Severin Elektro, Sundern, Germany  

Multi-axle rotating mixer TRM 56  IDL GmbH, Nidderau, Germany  

Nano-Drop ND-1000 spectrophotometer  PEQLab, Erlangen, Germany  

NovaSeq 6000 System Illumina, San Diego, CA, USA 

pH meter SevenCompact Mettler-Toledo, Gießen, Germany  

Pipetboy acu 2 INTEGRA Biosciences, Zizers, Switzerland 

Power supply EV231  PEQLab, Erlangen, Germany  

Power supply PowerPacTM Basic Power 

Supply  
Bio-Rad, Hercules, CA, USA  

Precision balance 440-47N  Kern & SOHN, Balingen, Germany  

Qubit Fluorometer 
ThermoFisher Scientific, Waltham, MA, 
USA  

Refrigerator with freezer  Liebher, Biberach and der Riß, Germany  

Rocking platform WT 16  Biometra, Göttinger, Germany  

TapeStation System Aligent, Santa Clara, CA, USA 

Test tube shaker Reax Top  
Heidolph Instruments, Schwabach, 
Germany  

timsTOF Pro 2 Bruker Daltonics, Billerica, MA, US 

Tip probe sonicator <Sonopuls HD2070< Bandelin, Berlin, Germany 

Tissue culture incubator <C200=  Labotect, Rosdorf, Germany  

Tissue culture incubator <CB220= Binder GmbH, Tuttlingen, Germany 

Tissue culture sterile bench <MaxiSafe 
2030i= 

ThermoScientific, Waltham, MA, USA 

Tissue culture sterile bench <Safe2020=  ThermoScientific, Waltham, MA, USA  

TissueLyser II  Qiagen, Hilden, Germany 

Trans-Blot Turbo Transfer System Bio-Rad, Hercules, CA, US 

Ultra-low temperature freezer  
ThermoFisher Scientific, Waltham, MA, 
USA  

Ultrasonic bath <Sonorex RK 52< Bandelin, Berlin, Germany 

Vacuum concentrator <Concentrator 

plus< 
Eppendorf, Hamburg, Germany 
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Vi-CELL XR automated cell counter  Beckmann Coulter, Brea, CA, USA  

Vortexer IKA VF2  
IKA Janke & Kunkel, Staufen im Breisgau, 
Germany  

VWR ® Shaking water bath (18L)  VWR chemicals, Radnor, PA, USA 

 

3.1.10 Databases and online tools 

Table 16 Databases used 

Database  Website  

Ensembl https://www.ensembl.org/index.html 

MSigDB v7.5.1 
https://www.gsea-
msigdb.org/gsea/msigdb/index.jsp  

NCBI  https://www.ncbi.nlm.nih.gov/  

PTMsigDB collection v2.0.0 
https://www.gsea-
msigdb.org/gsea/msigdb/ptmsig_genesets.jsp 

UniProt  https://www.uniprot.org/  

 

Table 17 Online tools used 

Online tool Website 

KSEA App https://casecpb.shinyapps.io/ksea/ 

GenePattern https://cloud.genepattern.org/gp/pages/login.jsf 

Ensembl biomart tool 
https://www.ensembl.org/biomart/martview/f56b42a8d6d680d78
eb80477314a5257 

 

3.1.11 Software 

Table 18 Software used 

Software  Supplier  

ABI 7500 software v2.3 
Applied Biosystems, ThermoFisher 
Scientific, Waltham, MA, USA  

Azure c400 acquisition software  Azure Biosystems, Dublin, CA, USA  

BioRender BioRender 

CellProfiler v.4.1.3 Broad Institute, Cambridge, MA, USA 

ClueGo v2.5.9 (Cytoscape plugin) 
Laboratory of Integrative Cancer 
Immunology, Paris, France 

Cytoscape v3.9.1 Cytoscape Consortium 

D300e Digital dispenser control software  Tecan, Männerdorf, Switzerland  

FlowJoTM v10.9.0 FlowJo, LLC, Ashland, OR, USA  

GraphPad Prism v8.0.2 
GraphPad Software Inc, San Diego, CA, 
USA  

ImageJ v2.9.0  National Institutes of Health  

https://www.gsea-msigdb.org/gsea/msigdb/ptmsig_genesets.jsp
https://www.gsea-msigdb.org/gsea/msigdb/ptmsig_genesets.jsp
https://www.uniprot.org/
https://cloud.genepattern.org/gp/pages/login.jsf
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Living Image Software Version 4.4 PerkinElmer, Waltham, MA, US 

MaxQuant software v1.6.17.0 
Max Planck Institute of Biochemistry, 
Martinsried, Germany 

Mendeley  Mendeley Ltd 

Microsoft Office 2019  Microsoft, Redmond, WA, USA  

Omega Microplate reader software 

v5.11R4 
BMG Labtech, Ortenberg, Germany 

OPTIMA Microplate reader software 

v2.20R2  
BMG Labtech, Ortenberg, Germany  

R 4.2.2 The R Foundation, Vienna, Austria  

RStudio v2023.12.0  RStudio, Boston, MA, USA  

Vi-CELLTM XR 2.03 software  Beckmann Coulter, Brea, CA, USA  

 

3.2 Methods 

3.2.1 Cell culture 

BT-40 cells84 were a kind gift from Prof. Houghton. DKFZ-BT66,64 DKFZ-BT30863 and 

DKFZ-BT31463 were generated in our group. The microglia cell line HMC3 was purchased from 

the ATCC. 

Cell lines were authenticated through SNP or STR profiling using Multiplex Cell Authentication 

by Multiplexion GmbH (Heidelberg, Germany). The purity of cell lines was evaluated using the 

Multiplex cell Contamination Test by Multiplexion GmbH (Heidelberg, Germany). Furthermore, 

cells were checked monthly for human mycoplasma contaminations by PCR with the Venor® 

GeM Kit. 

3.2.1.1 Maintenance and passaging 

Cells were maintained in the respective culture media as indicated in Table 19 in a humidified 

atmosphere containing 5% CO2 at 37°C. For DKFZ-BT66, DKFZ-BT308 and DKFZ-BT314, 

1 µg/ml doxycycline was added to the culture media to maintain cells in a proliferative state 

(induced by SV40-TAg expression). For all cell lines, media was replenished every 2-3 days 

and cells were passages when they reached a certain confluence as indicated in Table 19. For 

passaging, cells were washed 1-2 times with PBS before detaching using 0.05% Trypsin-

EDTA. After 5-10 minutes at 37°C, when cells were detached, trypsin was inactivated with 
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media (twice the amount of trypsin) and seeded in new cell culture vessels at varying ratios 

(see Table 19).  

Table 19 Cell culture conditions 

Cell line Culture media 
Freezing media 

(cell number) 

Max. confluence 

(splitting ratio) 

Max. no. of 

passages 

used 

BT-40 
RPMI + 10% 
FCS 

RPMI + 20% FCS 
+ 10% DMSO  
(3-5x106 cells; 
thaw in T75 flask) 

80-90%  
(up to 1:20) 

20 

DKFZ-BT66 

ABM + 
supplements  
Optional: 
1 μg/ml 
doxycycline 

ABM + 
supplements + 
10% DMSO  
(3-5x106 cells; 
thaw in T75 flask) 

90-100%  
(up to 1:10) 

15 

DKFZ-BT308 

ABM + 
supplements 
Optional: 
1 μg/ml 
doxycycline 

ABM + 
supplements + 
10% DMSO  
(3-5x106 cells; 
thaw in T75 flask) 

90-100%  
(up to 1:10) 

15 

DKFZ-BT314 

ABM + 
supplements 
Optional: 
1 μg/ml 
doxycycline 

ABM + 
supplements + 
10% DMSO  
(3-5x106 cells; 
thaw in T75 flask) 

90-100%  
(up to 1:10) 

15 

HMC3 

MEM + 10% 
FCS + 
1x NEAA + 
1 mM Sodium 
Pyruvat 

MEM + 10% FCS 
+ 10% DMSO  
(1.5-3x106 cells; 
thaw in T75 flask) 

70-80%  
(up to 1:10) 

25 

 

3.2.1.2 Freezing and thawing 

For freezing, cells were counted using the ViCELL XR (settings see Table 20) and 

resuspended in freezing media (Table 19), aliquoted into cryovials, transferred to 

a - 80°-freezer in a MrFrosty or CellCamper for at least 24h. Afterwards cells were either stored 

at -80°C for short-term storage (< 1 year) or in liquid nitrogen for long-term storage. 

For thawing, vials with frozen cells were placed in a 37°C water bath for 30 sec and then 

resuspended in warm (37°C) cell culture media until completely thawed. Following, cells were 
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spun down at 1200 rpm for 5 min, resuspended in fresh media and seeded in an appropriate 

cell culture vessel (Table 19). To remove dead cells and debris after thawing, media was 

changed the next day. 

3.2.1.3 Seeding for experiments 

For seeding, cells were detached as described above (3.2.1.1 Maintenance and passaging) 

and counted using the ViCELL XR using the settings in Table 20. Seeding densities for all 

experiments and conditions can be found in Table 21. If not otherwise indicated, BT-40, 

DKFZ-BT308 (proliferating) and DKFZ-BT314 (proliferating) were seeded for experiments two 

days prior to experiment start in complete media (containing all supplements) and upon 

experiment start switched to minimum media. For BT-40 cells, minimum media contained only 

2% FCS. For, DKFZ-BT308 and DKFZ-BT314, minimum media contained only 2% FCS and 

no EGF and insulin supplements. DKFZ-BT66 (proliferating) were also seeded two days prior 

to experiment start in complete media and experiments were also performed in complete 

medium. In case DKFZ-BT66, DKFZ-BT308 and DKFZ-BT314 were studied in senescent 

mode, cells were seeded five days before experiment start in complete media without 

doxycycline. Upon start of an experiment, DKFZ-BT308 and DKFZ-BT314 were switched to 

minimum media without doxycycline, DKFZ-BT66 remained in complete media without 

doxycycline.  

Table 20 ViCELL XR counting settings 
This table was adapted from Kocher et al., under review 

Parameter Setting 

Cell brightness 85% 

Cell sharpness 100 

Viable cell spot brightness 65% 

Viable cell spot area 5% 

Minimum circularity 0 

Decluster degree Medium 

Minimum diameter 5 microns 

Maximum diameter 50 microns 

Images 50 

Aspirate cycles 1 

Trypan blue mixing cycles 3 
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Table 21 Seeding densities 
wd = withdrawal; This table was adapted from Kocher et al., under review 

Experiment Format Cell line Condition 
Cell 

number 

Metabolic activity 

assay 
96-well-plate BT-40  0.03x106 

Cell counting for 

growth curve 

analysis 

6-well-plate 

BT-40  0.2x106 

DKFZ-BT66 
proliferating 

 0.1x106 

DKFZ-BT66 
senescent 

 0.2x106 

DKFZ-BT308 
and DKFZ-
BT314 
senescent 
and 
proliferating 

 0.1x106 

Sample generation 

for qPCR and WB 

analysis 

6-well-plate BT-40 
5 days DMSO + wd 0.2x106 

5 days treatment + 
wd 

1x106 

RNAseq sample 

generation 
6 cm dish BT-40 

5 days DMSO + wd 0.6x106 

5 days dabrafenib 
+ wd 

1.5x106 

Sample generation 

for LC-MS/MS 

proteomics and 

phosphoproteomics 

10 cm dish (3 
per sample) 

BT40 

5 days DMSO + wd 2x106 

5 days dabrafenib 
+ wd 

5x106 

Multiplexed ELISA 

assay 
6 cm dish BT-40 

5 days DMSO + wd 0.4x106 

5 days dabrafenib 
+ wd 

1.5x106 

Kinase 

phosphorylation 

array 

10 cm dish (3 
per sample) 

BT-40 
5 days DMSO + wd 0.4x106 

5 days dabrafenib 
+ wd 

1.5x106 

Conditioned media 

collection 
6 cm dish BT-40 

5 days DMSO + wd 0.4x106 

5 days dabrafenib 
+ wd 

1.5x106 

Transwell 

co-culture 

6-well-plate BT-40  0.2x106 

6-well 
transwells 

HMC3  0.08x106 

Transwell migration 

assay 

24-well 
transwells 

HMC3  0.1x106 
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3.2.2 Drug treatments and withdrawal 

All inhibitors used for in vitro experiments are listed in Table 5. 

3.2.2.1 Drug treatment 

For treatment, drugs were diluted in cell culture media to the desired final concentration, 

making sure that DMSO concentrations do not exceed 0.5%. In case of treatment with 

dabrafenib, media was changed every other day, except for 72 h treatment for metabolic 

activity assay (3.2.3 Metabolic activity assay for IC50 determination), to ensure constant 

inhibition. 

3.2.2.2 Treatment withdrawal 

For treatment withdrawal, cells were carefully washed three times with PBS, incubated for 

15 min in medium at 37 °C, followed by three PBS washes and lastly addition of fresh medium. 

Time of withdrawal was counted from the timepoint fresh medium is added after the last PBS 

wash. 

3.2.3 Metabolic activity assay for IC50 determination 

For metabolic activity assays, BT-40 were seeded as indicated in Table 21 in RPMI containing 

2% FCS and allowed to settle overnight (O/N). The next day, cells were treated using the 

D300e Digital Dispenser. In case of DMSO-solved drugs, DMSO concentrations were 

normalized to the highest-class volume across all treatment conditions to ensure comparability, 

and final DMSO concentrations were set to not exceed 0.5%. For water-based drugs, Triton 

X-100 was added to a final concentration of 0.1% before loading on D300e dispense heads 

and normalized to the highest-class volume across all treatment conditions. 72 h after 

treatment start, metabolic activity was measured using CellTiter-Glo 2.0. 100 µl reagent were 

added to each well containing 100 µl of cell culture media, contents were mixed on an orbital 

plate shaker for 2 min to induce cell lysis followed by 10 min incubation at RT to allow for 

stabilization of luminescent signal. Following, luminescence signal was measured using the 

FLUOstar OPTIMA automated plate reader. Cell viability was calculated relative to solvent 
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control. Dose-response-curves were plotted and IC50/IC75 values were calculated using 

GraphPad Prims (v8.0.2) with a 4-parameter dose-response model.  

3.2.4 Cell counting for growth curve analysis 

Cells were seeded as indicated in Table 21 and counted using the Vi-CELL XR using the 

settings described in Table 20. The mean viable cell number of two technical replicates for 

each time point and condition was calculated and plotted.  

3.2.5 Cell cycle analysis by flow cytometry 

For cell cycle analysis, cells were seeded as indicated in Table 21 and harvested through 

trypsinization using 1 ml trypsin after five days treatment. Once detached, cells were further 

resuspended in 10 ml medium, yielding 11 ml cell suspension of which 1 ml was aliquoted for 

cell counting using the Vi-CEL XR (settings see Table 20). The remaining cell suspension was 

centrifuged for 5 min at 1200 rpm and the supernatant was decanted, leaving approx. 200µl 

for resuspension of the cells prior to fixation. Cells were fixed and permeabilized by dropwise 

addition of 1 ml 70% ethanol (ice-cold) while vortexing. After incubation for 1-2 h on ice, cells 

were centrifuged at 4°C for 5 min at 1200 rpm, washed using 1 ml ice-cold FACS washing 

buffer (Table 11) and centrifuged at 4°C at 1400 rpm for 5 min. Next, cells were resuspended 

in 400 µl FACS staining solution (Table 11)  and incubated at 37°C for 20 min with gentle 

shaking in the dark. Of note, in case of highly variable cell numbers across treatment 

conditions, volume of FACS staining solution was adjusted to ensure equal staining efficacy, 

meaning e.g. if 1x106 cells were resuspended in 400 µl staining solution, 2x106 cells were 

resuspended in 800 µl. After staining, cells were centrifuged at 1400 rpm for 5 min at 4 °C, 

resuspended in 130 μL ice-cold PBS and subjected to measurement by BD FACS Canto II 

analyzer. 20 000 single cells were analyzed and PI fluorescence was acquired using the PE 

filter setting. Analysis was performed using the FlowJo® analysis software (v10.9.0). FACS 

experiments were carried out at the Flow Cytometry Core Facility, DKFZ, Heidelberg, 

Germany. 
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3.2.6 Quantitative reverse transcription real-time PCR (RT-qPCR) 

3.2.6.1 RNA isolation 

For RT-qPCR, RNA was extracted using the RNeasy Mini Kit with on-column DNA digestion 

according to the manufacturer9s instructions. In case of cell culture samples, cells were seeded 

as indicated in Table 21 and following treatment directly lysed in the cell culture vessel. In case 

of tumor tissue samples, the TissueLyser II was used for mechanical tissue dissociation with 

two cycles at 20 Hz for 2 min. Following isolation, RNA concentrations were determined using 

a NanoDrop spectrometer.  

3.2.6.2 cDNA synthesis 

 cDNA was synthesized from 100 ng RNA input using the RevertAid First Strand cDNA 

Synthesis Kit following the manufacturer9s protocol using random hexamer primers.  

3.2.6.3 RT-qPCR 

RT-qPCR was performed in a 96-well qPCR reaction plate using 15 µl ml qPCR mastermix 

(Table 11), 5 µl cDNA (1:10 diluted) and water up to 20 µl. Primers used are listed in Table 7. 

The reaction was run and signal amplification measured using an ABI 7500 Real Time PCR 

cycler with ABI 7500 Software (v2.3.) with settings described in Table 22. 

Table 22 RT-qPCR run setup 

Temperature [°C] Time 

50 2 min 

95 10 min 

40 cycles 

95 15 s 

60 1 min 

Melting curve (continuous) 

95 15 sec 

60 1 min 

95 30 sec 

60 15 sec 
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The ΔΔCt method was used for relative quantification with ACTB and TBP as housekeeping 

genes for all in vitro samples. For in vivo xenograft tumor samples only ACTB was used as 

TBP primers were not human specific and would also recognized mouse mRNA, falsifying the 

quantification. In case genes of interest were undetected in some samples, Ct values for these 

samples were set to 40 (max. number of cycles).  

3.2.7 Protein extraction and immunoblotting 

3.2.7.1 Protein extraction and sample preparation 

Cells were seeded as indicated in Table 21. For protein extraction, cells were washed with 

PBS followed by lysis directly in the well using SDS lysis buffer (150-200 µl per well in case of 

6-well plate; Table 11). Next, lysates were incubated at 95°C for 5 min with gentle shaking 

(350 rpm), centrifuged at 14 000 rpm for 5 min at 4°C to clear any debris and supernatants 

were transferred into a new reaction tube.   

Protein concentration was determined using the PierceTM BCA Protein Assay Kit according to 

the manufacturer9s instructions using a 1:5 diluted sample aliquot. After BCA reaction, 

absorbance was measured at 570 nm with background correction at 650 nm using the 

FLUOstar OPTIMA automated plate reader. Protein concentrations were calculated based on 

a BSA standard-curve using OPTIMA Microplate reader software. For western blot analysis, 

15-30 µg protein were used. Sample were prepared for SDS polyacrylamide gel 

electrophoresis by dilution in SDS lysis buffer and addition of 1 µl of a saturated 

bromophenolblue solution and were boiled at 95°C for 5 min. In case protein samples 

harvested with the array lysis buffer (Table 11) were used, samples were prepared by dilution 

in de-ionized H2O and addition of 1 µl of a saturated bromophenolblue solution and 5X Laemmli 

buffer (1/5 of the total sample volume, Table 11). 

3.2.7.2 SDS polyacrylamide gel electrophoresis (SDS-PAGE) and immunoblotting 

For SDS-PAGE, 7% or 10% acrylamide separating gels topped with stacking gels were used 

(Table 23). Electrophoresis chambers were assembled, filled with 1x SDS running buffer 

(Table 11), and samples or 7 µl Precision Plus ProteinTM KaleidoscopeTM
 were loaded. Gels 
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were then run at 80 V for approx. 15 min until samples passed through the stacking gel, then 

voltage was increased to 120 V for protein separation until bromphenolblue running front 

reached the end of the gel.  

Table 23 Separating and stacking gel recipe 

Reagent 7% separating gel 10% separating gel Stacking gel 

De-ionized H2O  3.8 ml 3 ml  1.538 ml  

Running gel buffer 

(Table 11) 
1.875 ml 1.875 ml  -  

Stacking gel buffer 

(Table 11) 
 -  625 μl 

20% SDS (Table 11) 37.5 µl  37.5 µl  12.5 µl 

40% Acrylamide/Bis 

solution (Table 10) 
1.7 ml 2.5 ml  335 μl 

10 % APS (Table 11) 75 µl 75 µl 25 µl 

TEMED  5 µl 5 µl 2.5 µl 

 

After SDS-PAGE, proteins were transferred from the gel to a PVDF membrane using the 

Trans-Blot Turbo RTA Mini 0.45 µM LF PVDF Transfer Kit with the Trans-Blot Turbo Transfer 

System for 7 min at 1.3 A (one gel) or 2.5 A (two gels) and up to 25 V. 

3.2.7.3 Immunodetection 

After immunoblotting, membranes were blocked either in blocking milk (Table 11) or 5% BSA 

(Table 11) depending on the primary antibody used (Table 8) for 1h at RT. Following, 

membranes were incubated with primary antibody either O/N at 4°C or for 1-2h at RT as 

specified in Table 8. Secondary antibody (Table 8) incubation was done for 1-2h at RT. After 

primary antibody and secondary antibody incubation, membranes were washed with TBS-T 

(Table 11) three times for 10 min. HRP-conjugated secondary antibodies were then detected 

using the Amersham ECL Prime Western Blotting Detection Reagent according to the 

manufacturer9s instructions with the Azure c400 image system. Images were quantified using 

ImageJ. 
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3.2.8 RNA sequencing, data processing and analysis 

3.2.8.1 Sample generation 

BT-40 were seeded as indicated in Table 21. Samples were harvested and RNA isolated as 

describe in <3.2.6.1 RNA isolation=. RNA sample integrity after isolation was assessed using 

the 2100 Bioanalyzer and Agilent RNA 6000 Nano Kit according to the manufacturer9s 

instructions. 

3.2.8.2 RNA sequencing 

RNA sequencing was performed by the NGS Core Facility at the DKFZ and the text passage 

below was provided by the core facility. 

<Sequencing libraries were prepared using the Illumina TruSeq mRNA stranded Kit following 

the manufacturer's instructions. In brief, mRNA was purified from 500 ng of total RNA using 

oligo(dT) beads. Following, poly(A)+ RNA was fragmented to 150 bp, converted to cDNA, end-

repaired, adenylated on the 3′ end, adapter ligated and amplified with 15 cycles of PCR. The 

final libraries were validated using Qubit and TapeStation. 2x 100 bp paired-end sequencing 

was performed on the Illumina NovaSeq 6000 according to the manufacturer's instructions.= 

3.2.8.3 Data processing and filtering 

FASTq files generated from the RNAseq run were submitted to the OTP RNAseq pipeline163 

for read-trimming, alignment to the hg19/GRCh37 human genome and calculation of raw read 

counts, TPM and FPKM values. Afterwards, data was filtered to only include protein-coding 

genes, using the Ensembl biomart tool. Additionally, lowly expressed genes (TPM < 1 in all 

samples) were excluded. 

3.2.9 LC-MS/MS proteomics and phosphoproteomics data generation and 

processing 

3.2.9.1 Proteomics and phosphoproteomics sample generation 

For proteomics and phosphoproteomics analyses cells were seeded as indicated in Table 21. 

For protein extraction, cells were washed once with TBS and lysed directly in the plate using 
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hot SDC lysis buffer (Table 11). Following, samples were boiled at 95°C, sonicated using a tip 

probe sonicator (1 s pulses, 40% power for 1 min) and precipitates were cleared by 

centrifugation at 14000 rpm for 10 min. Protein concentration was measured with the PierceTM 

BCA Protein Assay Kit according to the manufacturer9s instructions using 1:4 diluted samples. 

After BCA reaction, absorbance at 570 nM with background correction at 650 nm was 

measured using the FLUOstar OPTIMA automated plate reader and protein concentrations 

were calculated based on a BSA standard-curve using OPTIMA Microplate reader software.  

3.2.9.2 Proteomics sample processing 

For proteomics analysis, 50 µg protein in 90 µl SDC lysis buffer (Table 11) was used as input 

for the sample processing. To reduce and alkylate cysteine residues, 10 µl proteomics 

reduction buffer (Table 11) was added, followed by incubation at 45°C and 1000 rpm for 5 min. 

Next, proteins were digested using Trypsin/Lys-C mix (enzyme:protein ratio 1:50, Table 11) 

overnight (16-18 h) at 37°C and 1400 rpm. Trypsin was inactivated using 500 µl (=5 volumes) 

1% TFA (Table 11). 20 µg of digested protein (= 240 µl digested protein solution) was then 

used for peptide clean up on self-made SDB-RPS stage tips. These SDB-PRS stage tips were 

prepared by stuffing a 200 µl pipette tip (without filter) with 3 layers of an SDB-RPS extraction 

disk using a modified blunt-end syringe (5 ml, 14 gauge). For centrifugation, a custom 3D-

printed adapter was used. SDB-RPS stage tips were equilibrated prior to peptide loading using 

150 µl acetonitrile (Table 11), followed by 150 µl SDB-RPS equilibration buffer 1 (Table 11), 

followed by 150 µl SDB-RPS equilibration buffer 2 (Table 11), which were subsequently spun 

through the stage tips at 1500 rcf for 7 min. Next, the peptide solution was loaded and SDB-

RPS stage tips were centrifuged at 1500 rcf for 50 min. After peptide loading, washing was 

performed using 150 µl proteomics wash buffer 1 (Table 11) followed by 150 µl Proteomics 

wash buffer 2 (Table 11), which were subsequently spun through at 1500 rcf for 7 min. Finally, 

peptides were eluted in two elution steps each using 45 µl proteomics elution buffer (Table 11) 

at 1500 rcf for 7 min. Eluted peptides were dried using a vacuum concentrator at 45 °C and 

suspended in 10 µl MS resuspension buffer (Table 11). After sonication in an ultrasound bath 
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for 15 min, peptide concentration was determined using the Pierce™ Quantitative Colorimetric 

Peptide Assay Kit according to the manufacturer9s instructions and measured using the 

FLUOstar. Peptide concentrations were calculated based on a standard-curve using the 

Omega microplate reader software. A total amount of 0.5 µg was subjected to LC-MS/MS 

analysis. 

3.2.9.3 Phosphoproteomics sample processing 

For phosphoproteomics analysis, 500 µg protein in 500 µl SDC lysis buffer (Table 11) were 

used. To reduce disulfide-bonds 10 µl 500 mM DTT (Table 11) were added and samples were 

incubated at 57°C for 20 min. Following, 40.8 µl 500 mM IAA (Table 11) were added and 

samples were incubated at RT for 30 min in the dark to alkylate free cysteine residues. For 

sample clean-up, proteins were precipitated using acetone. For this, 2.5 ml (=5x the sample 

volume) ice-cold 100% acetone were added to the samples, mixed by vortexing and incubated 

at -20°C for 1h. Afterwards, samples were centrifuged at 3000 rcf at 4°C for 5 min. Supernatant 

was decanted and the pellet resuspended in 500 µl ice-cold 90% acetone (Table 11), followed 

by centrifugation at 3000 rcf at 4°C for 5 min. Supernatant was discarded and tubes were left 

open until remaining acetone was evaporated. Then the pellet was resuspended in 500 µl SDC 

lysis buffer (Table 11) and proteins were digested using Trypsin/Lys-C mix (enzyme:protein 

ratio 1:100, Table 11) overnight (16-18 h) at 37°C and 1400 rpm. After overnight incubation, 

5 µl formic acid were added to inactivate trypsin and precipitates were cleared through 

centrifugation at 21000 rcf for 5 min. Following, the supernatant was transferred to a new 

reaction tube and peptides were dried using a vacuum concentrator at 45°C for 1.5 h. Dried 

peptides were then resuspended in 150 μL Binding/Equilibration Buffer provided with the High-

Select™ TiO2 Phosphopeptide Enrichment Kit and phospho-peptides were enriched using this 

kit according to the manufacturer9s instructions. Enriched phospho-peptides were then dried 

using a vacuum concentrator at 45°C for 30 min and resuspended in 10 µl MS resuspension 

buffer (Table 11). After sonication in an ultrasonic bath for 15 min, sample quality was checked 

using a NanoDrop spectrometer. For LC-MS/MS analysis 2 µl of the peptide solution was used.  
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3.2.9.4 LC-MS/MS data acquisition 

Loading of samples into the mass spectrometer and parameter setup was done by Stefan 

Pusch and David Vonhören (Clinical Cooperation Unit Neuropathology, DKFZ) and the text in 

this section is adapted from information and text passages provided by David Vonhören. 

First, samples were separated by a NanoElute HPLC system using a 90 min gradient. 

Following, samples were subjected to MS/MS analysis using a timsTOF pro mass 

spectrometer using the following settings: Ion accumulation and ramp time were set to 50 ms, 

ions with a mobility ranging from 1/K0 = 0.85-1.3 V s cm-2 were included. Precursors reaching 

an intensity threshold of 1500 arbitrary units (a.u.) were classified as suitable. Resequencing 

of low-abundance precursors was performed, taking dynamic exclusion of 40 s into account, 

until a value of 20000 a.u. was reached. Ions with a mass range of 100-1700 m/z were selected 

for MS/MS fragmentation. A 2 Th window or a 3 Th window was used for ions with m/z < 700 

or mz > 700 respectively. Quadropole switching events were synchronized with the precursor 

elution profile for isolation. Collision energy for dissociation was lowered linear as a function of 

increasing ion mobility, ranging from 59 eV (1/K0 = 1.6 V s cm-2) to 20 eV (1/K0 = 0.6 V s cm2). 

Single charged precursor ions were excluded using a polygon filter. 

3.2.9.5 Data processing with MaxQuant 

Data processing using MaxQuant was done by Dennis Friedel (Department of Neuropathology, 

University Heidelberg) and the text passage below was provided by him. 

<For raw MS data processing the command line version of the MaxQuant software 

(v1.6.17.0)164 was used on a Linux machine with 128 physical cores (AMD EPIC 75032 32-

Core Processor) and 256Gb of RAM. Spectra were searched against the human Uniprot 

database of canonical protein sequences downloaded in March 2022. Default settings were 

used for the parameters enzyme specificity, FDR on peptide spectral match, protein level 

precursor as well as fragment ion mass tolerance remained on default settings. For whole 

proteome analysis the variable modifications Aminoacid deamidiation (NQ), Oxidation (M) and 

Acetyl (Protein N-term) and MaxQuant internal normalization algorithm MaxLFQ and the 
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search algorithm <Match between runs= were turned on. For the phosphoproteome analysis 

serine, threonine and tyrosine phosphorylation (STY) was included to the variable modification, 

the MaxLFQ and the search algorithm <Match between runs= remained off.= 

3.2.9.6 Further data processing and filtering 

Proteomics data was further processed before analysis using the R package <DEP= 

(v1.18.0).165 First, data was filtered to exclude proteins only identified by a modification site, 

reverse hits or possible contaminants. Additionally, only proteins detected in at least 2/3 

replicates per condition were kept for further analysis. Lastly, missing values were imputed 

through random draws from a gaussian distribution centered around a minimal value. 

Phosphoproteomics data was further processed before analysis using the R package <PhosR= 

(v1.6.0).166,167 First, data was filtered to exclude reverse hits and possible contaminants. 

Additionally, only peptides detected in at least 2/3 replicates per condition were kept for further 

analysis. Missing values were imputed through site- and condition-specific as well as tail-based 

imputation. Lastly, phosphoproteomics data was batch-corrected using a set of stably 

phosphorylated sites166,167 and implementation of the Removing Unwanted Variation-III 

method.168 

3.2.10 Analysis of cytokine secretion using Luminex-based multiplex assay  

Samples for this assay were harvested by myself. The Luminex-based multiplex assay was 

carried out by Melanie Langhammer and Sebastian Halbach (Institute of Molecular Medicine 

and Cell Research (IMMZ), Faculty of Medicine, University of Freiburg). 

For conditioned media (CM) harvesting, BT-40 cells were seeded as indicated in Table 21. CM 

for each condition and timepoint was collected from three 6 cm dishes, yielding approx. 9 ml 

of CM per condition. Cells were counted at the time of CM harvesting using the Vi-CELL XR 

using the settings described in Table 20. To clear cellular debris, CM was centrifuged at 1500 

rpm for 15 min and stored at -80 °C in aliquots until use.  
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For the Luminex-based multiplex assay, two custom detection antibody multiplexes were used 

as indicated in Table 14. For both multiplexes, the Bio-Plex Pro Reagent Kit 3 was used with 

either the Bio-Plex Pro HuCSP standard or the Bio-Plex Pro Human Chemokine standard (as 

indicated in Table 14). The assay was measured using the Bio-Plex 200 System. 

Protein concentrations in pg/ml were normalized to viable cell counts to account for differences 

in cell densities across the different conditions and timepoints.  

The area under the curve (AUC) of cytokine secretion during withdrawal was calculated using 

the <approxfun= and <integrate= function of the R package <stats= (v4.2.2)169 with default 

settings. The AUC-log2FC was calculated as follows:  

 ��� 2 ýĀ�2�� = ýĀ�2(����ÿĀ�ÿ �� + 1) 2  ýĀ�2(������ÿ �� + 1), where ����ÿĀ�ÿ �� and ������ÿ �� refer to the AUC of cytokine secretion during dabrafenib or DMSO withdrawal 

respectively. 

3.2.11 Kinase phosphorylation array 

BT-40 cells were seeded as indicated in Table 21. For protein extraction, cells were lysed 

directly in the dish using 500 µl array lysis buffer (Table 11) with gentle rocking at 4°C for 

30 min. Lysates were transferred to a reaction tube, centrifuged at 14000 rcf for 5 min and 

supernatants transferred to a new reaction tube. Protein concentration was determined using 

the PierceTM BCA Protein Assay Kit according to the manufacturer9s instructions using a 1:5 

diluted sample aliquot. After BCA reaction, absorbance was measured at 570 nm with 

background correction at 650 nm using the FLUOstar OPTIMA automated plate reader (BMG 

Labtech) and protein concentrations were calculated based on a BSA standard-curve using 

OPTIMA Microplate reader software. 

The Proteome Profiler Human Phospho-Kinase Array Kit was used according to the 

manufacturer9s protocol using 400 µg of protein lysate per array set. Arrays were visualized 

using the Azure c400 imaging system. First, the detection reagents provided with the kit were 

used. Following, a second visualization was performed using the Amersham ECL Prime 
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Western Blotting Detection Reagent to achieve better signal intensity. Quantification was done 

using ImageJ. 

3.2.12 Stimulation with recombinant cytokines 

Cells were treated for 1 h with 100 ng/ml of recombinant human CCL2, CX3CL1, CXCL10, 

CCL7 or a combination of all four. 

3.2.13 Treatment with neutralizing antibodies 

For cell count experiments, cells were either treated with neutralizing antibodies in combination 

with dabrafenib or after dabrafenib treatment. For western blot analysis, cells were treated with 

neutralizing antibodies for 24 h after dabrafenib treatment. Antibodies neutralizing CCL2 

(0.5 µg/ml), CX3CL1 (0.25 µg/ml), CXCL10 (0.25 µg/ml) and CCL7 (0.1 ng/ml) or mouse IgG 

(2 µg/ml) were used.  

3.2.14 BT-40 – HMC3 transwell co-culture 

For co-culture experiments, cells were seeded as indicated in Table 21. Transwell inserts were 

placed in wells containing only media but no cells for seeding and upon experiment start 

transferred to wells containing BT-40 cells. After seven days of co-culture (medium change 

every 2-3 days) viable cell numbers of BT-40 cells in the bottom wells of the transwell chamber 

were counted using the Vi-CELL XR using the settings described in Table 20. The mean viable 

cell number of two technical replicates for each time point and condition was calculated and 

plotted.  

3.2.15 Migration assay 

3.2.15.1 Conditioned media collection for transwell assay 

BT-40 cells were seeded as indicated in Table 21 for CM collection. CM was collected after 

five days of treatment, 24 h after the last media change, and 24 h after treatment withdrawal. 

After collection, CM was centrifuged for 5 min at 1200 rpm and filtered using a 0.22 µM sterile 

filter to clear cellular debris. 
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3.2.15.2 Transwell migration assay 

Three days prior to experiment start, 70-80% confluent HMC3 were split 1:4 and switched to 

RPMI containing 2% FCS. For the transwell migration assay, transwell inserts (24-well format, 

8 µM pore size) were placed into 24-well companion plates. HMC3 cells were seeded into the 

upper transwell chamber (0.1x106 cells in 100 µl) and allowed to settle for 30 min in the cell 

culture incubator. Then, 600 µl CM or media with different FCS concentrations (0% as negative 

control, 2% as control, 10% as positive control) were added to the bottom well of the transwell 

chamber. For cytokine-neutralization experiments, neutralizing antibodies were added to the 

CM and the CM-antibody mixture was incubated in a heatblock at 37°C for 30 min prior to 

addition of CM-antibody mixture to the bottom of the transwell chamber (1 µg/ml anti-CCL2, 

0.5µg/ml anti-CX3CL1, 0.5 µg/ml anti-CXCL10 and 0.2 ng/ml anti-CCL7 or 2 µg/ml mouse 

IgG). Cells were allowed to migrate overnight (16-18 h) before fixation and staining. 

3.2.15.3 Fixation, staining and imaging 

After O/N incubation, media inside the transwells was discarded and transwells were gently 

washed using PBS. Then, transwells were transferred to a new plate containing 500 µl/well 

4% PFA (Table 11) for fixation for 15 min. Following, transwells were washed by dipping 

3-5 times into PBS. Next, cells in the inside of the transwell (i.e. non-migrated cells) were 

removed with a cotton swab and cell debris was removed by dipping 3-5 times into PBS. Then, 

transwells were placed into wells containing 500 µl 0.5% Triton-X (Table 11) for 20 min for cell 

permeabilization. Following, cells were washed by dipping 3-5 times into PBS, transwells were 

place in wells containing 500 µl DAPI staining solution (Table 11) and incubated for 5 min in 

the dark. Following, cells were washed by dipping 3-5 times into PBS and once into ddH2O. 

Then, membranes were cut out of the transwell using a scalpel, transferred to glass slides and 

mounted in ProLong Gold Antifade Mountant, with the bottom side of the membrane (i.e., the 

side containing the migrated cells) facing up towards the coverslip. After overnight curation of 

the mounting media at RT in the dark, slides were imaged using the Zeiss LSM 710 confocal 

microscope in the Light microscopy facility at the DKFZ.  
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Number of migrated cells (i.e., number of DAPI stained nuclei on the bottom side of the 

transwell membrane) were counted either manually using ImageJ or automated using 

CellProfiler. The CellProfiler pipeline for automated counting was generated by Sonja Herter 

(CCU Pediatric Oncology, DKFZ). 

3.2.16 BT40 in vivo rebound model sample generation and analysis 

In vivo sample generation (3.2.16.1-3.2.16.3) was carried out at the University College London 

by Lei Cao (Developmental Biology and Cancer Programme, UCL GOS Institute of Child 

Health) and the text in these sections is adapted from information and text passages provided 

by Lei Cao and Romain Guiho (Developmental Biology and Cancer Programme, UCL GOS 

Institute of Child Health). All mouse procedures were performed under license (PP8308129), 

following UK Home Office Animals (Scientific Procedures) Act 1986 and local institutional 

guidelines (UCL ethical review committee) and ARRIVE guidelines.  

3.2.16.1 Intracranial tumor cell transplantation 

For generation of BT-40 orthotopic xenografts, six-week-old female NOD scid gamma (NSG) 

mice, purchased from Charles River UK, were used. 1.5x105 BT-40 cells (expressing luciferase 

and GFP) were injected intracranially using a Hamilton syringe, at the following coordinates: 

bregma + 1 mm anterior, 1.5 mm lateral and 3 mm ventral. Tumor growth was monitored 

through bioluminescence imaging. For this, 150 mg/kg Firefly D-Luciferin was injected 

subcutaneously 10 min before imaging using the IVIS Lumina III In Vivo imaging system. 

Images were analyzed using the Living Image Software.  

3.2.16.2 Dabrafenib treatment and withdrawal 

Treatment was started for each animal individually once bioluminescence signal reached a 

radiance of >107 photons/sec/cm2/sr. Animals were treated once daily per oral for six days with 

100 mg/kg dabrafenib.  
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3.2.16.3 Sample harvesting 

Samples during dabrafenib treatment were harvested 2 h after the last dabrafenib 

administration. Treatment withdrawal samples were harvested three days after the last 

dabrafenib administration. Untreated control samples were isolated when bioluminescence 

signal reached a radiance of >107 photons/sec/cm2/sr. Tumor tissue was dissected under 

fluorescent guidance, flash frozen and stored at -80°C until further use for subsequent RNA 

extraction.  

3.2.16.4 Sample analysis 

RNA isolation, cDNA synthesis and RT-qPCR were performed as described in <3.2.6 

Quantitative reverse transcription real-time PCR (RT-qPCR)=. All primers used for RT-qPCR 

(Table 7) were human-specific. 

3.2.17 Statistics, data analysis and visualization 

Statistical analysis was either performed using GraphPad Prism (v8.0.2) or R Studio (R version 

4.2.2). All experiments were performed in at least three independent biological replicates 

unless otherwise specified and number of replicates is indicated in the respective figure 

legends. Furthermore, the statistical tests performed are indicated in the respective figure 

legend. Unless otherwise specified, significance was defined as p-value or adj-p-value f 0.05. 

Graphical depiction of results was done using GraphPad Prism and R Studio using the R 

package <ggplot2= (v3.4.2)170 unless otherwise specified.  

3.2.17.1 RNAseq data analysis 

Principal component analysis (PCA) was performed using log2-transformed TPM+1 values 

with the <prcomp= function of the R package <stats= (v4.2.2)169 with default settings and 

visualized using the R package <ggbiplot= (v0.6.2).171 

The MPAS score was calculated using FPKM values as previously described.172 In brief, the 

gene expression z-score of ten MAPK-specific genes was calculated within each sample 

(PHLDA1, SPRY2, SPRY4, DUSP4, DUSP6, CCND1, EPHA2, EPHA4, ETV4, and ETV5).172 
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Then the MPAS score was calculated using the following formula: ���� 2 ĀāĀÿă =  ∑ ��√� , where 

z i is the z-score of each gene and n is the number of genes (i.e. 10).172 

Using the raw read counts, differential gene expression (including fold-changes, standard 

error, p-value and adj-p-value) was calculated using the DeSeq2 module (version 3)173 on 

GenePattern174 with default settings. 

Longitudinal k-means clustering of differentially expressed genes, using log2FCs, was 

performed using the R package <kml= (v2.4.6)175 with 20 iterations, only including genes with 

an adj-p-value f 0.01 for at least one timepoint. Up to 20 clusters were tested and five clusters 

were chosen because this yielded the highest Calinski-Harabasz index.176  

GO-term enrichment analysis of genes in up- or downregulated clusters, based on the 

longitudinal k-means clustering (mean cluster log2FC < -1.5 or > 1.5), was performed and 

visualized using ClueGo (v2.5.9)177 in CytoScape (v3.9.1).178 Enrichment of molecular function 

ontology terms was calculated using the right-sided hypergeometric test with Bonferroni step 

down p-value correction. GO-term groups were defined based on shared genes (Kappa Score: 

0.4) and named based on the GO-Term with the highest percentage of mapped genes. 

ssGSEA analysis using TPM values was performed using the ssGSEA module (v10.1.0)179 on 

GenePattern174 with default settings except for min. gene set size which was set to 1. Gene 

sets related to proliferation, cell cycle, RTKs and MAPK signaling were taken from the MSigDB 

(v7.5.1) C2 subcollection CP (Broad Institute). Gene sets were annotated in groups by Romain 

Sigaud (CCU Pediatric Oncology, DKFZ) and myself. ssGSEA scores were transformed into 

z-scores and visualized in a heatmap using the R package <ComplexHeatmap= (v2.12.1).180,181 

3.2.17.2 Proteomics data analysis 

Principal component analysis (PCA) was performed using log2-transformed, imputed protein 

intensities as described in <3.2.17.1 RNAseq data analysis=. 
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The MAPK activity score based on proteomics data contained a set of proteins shown to be 

downregulated upon MAPK inhibition.182 The activity score was calculated using 

log2-transformed, imputed protein intensities using ssGSEA analysis as described in <3.2.17.1 

RNAseq data analysis=.  

Differential protein expression was calculated from log2-transformed, imputed protein 

intensities using the R package <DEP= (v1.18.0)165 with default settings. This package was run 

under R version 4.1.3. 

Longitudinal k-means clustering of differentially expressed proteins, using log2FC, was 

performed as described in <3.2.17.1 RNAseq data analysis=. Two clusters were chosen 

because this yielded the highest Calinski-Harabasz index.176 

GO-term enrichment analysis of proteins in up- or downregulated clusters, based on the 

longitudinal k-means clustering (mean cluster log2FC < -1.5 or > 1.5), was performed and 

visualized as described in <3.2.17.1 RNAseq data analysis=.  

3.2.17.3 Phosphoproteomics data analysis 

Principal component analysis (PCA) was performed using log2-transformed, imputed peptide 

intensities as described in <3.2.17.1 RNAseq data analysis=. 

As phosphophroteomics-based MAPK activity score the MEK1 PTM-SEA signature from the 

PTMsigDB collection (v2.0.0)183 was use. The activity score was calculated using log2-

transformed, imputed peptide intensities using ssGSEA analysis as described in <3.2.17.1 

RNAseq data analysis=.  

Differential phosphorylation was calculated based on log2-transformed, imputed peptide 

intensities using the R package <PhosR= (v1.6.0).166,167 

For KSEA analysis, only phospho-peptides with a significant regulation at a given timepoint 

relative to control (adj-p-value f 0.05) were used. Kinase enrichment z-scores and p-values 

were calculated with the KSEA app using the PhosphoSitePlus and NetworkKIN kinase-
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substrate datasets and default parameters.184–187 z-scores were visualized in a heatmap using 

the R package <ComplexHeatmap= (v2.12.1).180,181 
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4 Results 

4.1 In vitro rebound modelling 

In order to investigate possible rebound driving mechanisms, I first tested several patient-

derived pLGG in vitro models to establish a MAPKi withdrawal rebound model which fulfills the 

following three criteria:  

1) Response upon MAPKi treatment (i.e. decreased cell proliferation or increased cell death) 

2) Cell regrowth upon treatment withdrawal 

3) Cell regrowth after MAPKi withdrawal is faster than after withdrawal of chemotherapy  

4.1.1 In vitro rebound model development 

To develop an in vitro MAPKi withdrawal rebound model, four patient-derived models, listed in 

Table 24, were tested.  

MAPK inhibitors used for rebound model generation included the BRAF type 1 ½ inhibitor 

dabrafenib, which was used in BRAFV600E-driven models, and the MEK inhibitor trametinib, 

which was used in KIAA:BRAF fusion-driven models. As SOC chemotherapy controls, 

vincristine (VCR) and carboplatin as single or combination treatment were used. Drug 

concentrations were chosen within clinically achievable ranges, based on pharmacokinetic 

(PK) data (Table 25), focusing on maximum plasma concentration (Cmax)188–190 and plasma-

protein-binding (PPB), as well as effect in vitro. Effect in vitro was assessed based on 

Cell line Alteration Patient tumor Cellular state 

DKFZ-BT6664 KIAA1549:BRAF  Pilocytic astrocytoma 
Senescent or proliferating 
(induced by SV40-TAg 
expression) 

DKFZ-BT30863 KIAA1549:BRAF  Pilocytic astrocytoma 
Senescent or proliferating 
(induced by SV40-TAg 
expression) 

DKFZ-BT31463 BRAFV600E Pilocytic astrocytoma 
Senescent or proliferating 
(induced by SV40-TAg 
expression) 

BT-4080 
BRAFV600E, 
CDKN2A/Bdel 

Juvenile pilocytic 
astrocytoma 

Proliferating 

Table 24 Patient-derived in vitro models 
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metabolic activity in BT-40 and a MAPK-reporter assay85 in DKFZ-BT6681, as metabolic activity 

is not an applicable read-out for the SV40TAg-based models.81,85,89 

Dabrafenib concentrations tested during the rebound 

model development were 5 nM and 10 nM. 5 nM 

corresponded to the absolute inhibitory concentration 

(IC)75 in BT-40 based on metabolic activity (Figure 6) 

and is within the unbound fraction of the Cmax (Table 25). 

10 nM dabrafenib corresponded to the ICmax (Figure 6) 

and is within the Cmax (Table 25). For trametinib, 1 nM 

and 5 nM were chosen, as they are within clinically 

achievable ranges (Table 25) and lead to > 50% MAPK 

pathway inhibition in DKFZ-BT66 as previously shown 

by our group (DKFZ-BT66 proliferating state: 

IC50 = 2.1 nM; DKFZ-BT66 senescent state: 

IC50 = 0.5 nM).81 

Treatment of the three PA-derived cell models BT-66, -308, and -314 did not decrease cell 

proliferation or induce cell death compared to untreated cells in either state (senescent or 

proliferating), as observed by viable cell counts (Figure 7). Furthermore, no changes in viable 

cell numbers (i.e., no rebound) were observed after treatment stop (Figure 7). Due to the lack 

of effect during MAPKi treatment (i.e., rebound model criteria #1) and the absence of regrowth 

Table 25 Pharmacokinetic data for drugs used 
Plasma-protein-binding was taken from DrugBank52 
(�ÿĀĀ�ÿĂ �þÿ� = �þÿ� ×  100−ĀĀ�100 ). 

This table was adapted from Kocher et al., under review 

Inhibitor Cmax [nM] 
Plasma-protein-

binding (%) 

Unbound Cmax 

[nM] 
Reference for Cmax 

Dabrafenib 2856.2 99.7 8.57 PMID: 37441736 

Trametinib 36.07 97.4 0.94 PMID: 37441736 

Vincristine 69.43 75 17.36 PMID: 32635465 

Carboplatin 59000 25-50 29500-44250 PMID: 8137457 

 

Figure 6 Dabrafenib dose-response 
curve in BT-40 
Metabolic activity was measured after 
treatment for 72 h with increasing 
dabrafenib concentrations. Metabolic 
activity is depicted relative to solvent 
control (DMSO) as mean±SD of three 
independent biological replicates. 
Dashed line indicates unbound Cmax

concentration. Absolute inhibitory 
concentrations (IC)50 and IC75 values 
were calculated using a 4-parameter 
dose-response model 
This figure was adapted from Kocher 
et al., under review 
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or increased proliferation (i.e., rebound growth) upon treatment withdrawal (i.e., rebound model 

criteria #2), these models were not suitable to study rebound growth in vitro and could therefore 

not be used further in this study. 

Figure 7 Viable cell counts during MAPKi treatment and withdrawal in PA-derived cell lines 
Cells were treated (trt) with trametinib or dabrafenib, as indicated, for different durations followed by ten 
days of withdrawal (wd). Dashed lines in the graphs indicate withdrawal timepoint. Viable cell counts 
are normalized to treatment start (first timepoint shown in each graph). Data is shown on a logarithmic 
scale (base 10) as mean±SD (n=3 independent biological replicates)  
This figure was adapted from Kocher et al., under review 
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In contrast, treatment of BT-40 cells with 5 nM dabrafenib for five or ten days decreased cell 

proliferation as indicated by static viable cell numbers (Figure 8). Treatment with 

10 nM dabrafenib for five or ten days additionally lead to decreased viable cell numbers 

compared to treatment start (Figure 8), suggesting cell death. Tumor cell regrowth was 

observed within ten days after dabrafenib withdrawal in all conditions except ten days 

treatment with 10 nM dabrafenib (Figure 8).   

As BT-40 fulfilled the first two criteria of a successful rebound model, I next investigated, 

whether regrowth after dabrafenib withdrawal is faster compared to SOC chemotherapy 

withdrawal. As SOC chemotherapy treatment, 0.75 nM VCR or 40 µM carboplatin, both 

corresponding to the respective metabolic IC50 (Figure 9) and within clinically achievable 

concentrations (< unbound Cmax; Table 25), were used. Furthermore, combination of 

1 nM VCR and 4 µM carboplatin, corresponding to the combination metabolic IC50 when 

combined in the ratio of the unbound Cmax of each drug (Figure 9), was used. All three 

treatments decreased cell proliferation during five or ten days of treatment, while regrowth 

upon treatment withdrawal within ten days only occurred in case of five days treatment with 

0.75 nM VCR (Figure 10), indicating a delay in tumor cell recovery after SOC chemotherapy 

withdrawal compared to dabrafenib withdrawal.  

Figure 8 BT-40 viable cell counts during dabrafenib treatment and withdrawal  
BT-40 were treated for five (A) or ten (B) days with dabrafenib (dabra) followed by ten days of 
withdrawal. Dashed line indicates withdrawal timepoint. Viable cell counts are normalized to 
treatment start (-5d (A) or -10d (B)). Data is shown on a logarithmic scale (base 10) as mean±SD
(n=3 independent biological replicates). Unpaired two-sided t-test; ns: not significant; no 
indication: not tested 
Part (A) of this figure was adapted from Kocher et al., under review 
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Accordingly, cell regrowth during withdrawal after treatment with 5 nM (but not 10 nM) 

dabrafenib was significantly increased compared to SOC chemotherapy treatment (Figure 11), 

thereby mimicking what is observed in patients with tumor rebound. As tumor cell regrowth 

was only faster than SOC after 5 nM dabrafenib treatment withdrawal and regrowth was most 

immediate after five days of treatment (Figure 11) this condition was used to further study 

rebound growth in vitro.  

Figure 9 Chemotherapy dose-response curves in BT-40 
Metabolic activity was measured after treatment for 72 h with increasing concentrations of vincristine
and carboplatin as single agents or in a combination (ratio: 1:4000). Metabolic activity is depicted relative 
to solvent control (DMSO or H2O) as mean±SD of three biological replicates. Dashed line indicates 
unbound Cmax concentrations. Absolute inhibitory concentrations (IC)50 and IC75 values were calculated 
using a 4-parameter dose-response model. N/A: not applicable 
This figure was adapted from Kocher et al., under review 

Figure 10 BT-40 viable cell counts during chemotherapy treatment and withdrawal  
BT-40 were treated for five (A) or ten (B) days with 0.75 nM vincristine (VCR), 40 µM carboplatin 
(carbo) or 1 nM VCR and 4 µM carboplatin followed by withdrawal. Dashed line indicates 
withdrawal timepoint. Viable cell counts are normalized to treatment start (-5d (A) or -10d (B)). 
Data is shown on a logarithmic scale (base 10) as mean±SD (n=3 independent biological 
replicates). Unpaired two-sided t-test; * p-value f 0.05; ns: not significant; no indication: not tested 
Part (A) of this figure was adapted from Kocher et al., under review 
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Rebound growth in BT-40 was additionally confirmed using 0.27 nM dabrafenib and 

0.03 nM trametinib combination treatment, corresponding to combination metabolic IC50 when 

combined in the ratio of the unbound Cmax of each compound (Figure 12A, Table 25), as this 

treatment was recently FDA-approved for the treatment of BRAFV600E-driven pLGGs.101 In line 

with effects observed upon dabrafenib treatment and withdrawal, cell proliferation was 

decreased during treatment and cell regrowth was observed after treatment withdrawal, 

starting two days after withdrawal (Figure 12B).  

Figure 11 Cell re-growth after treatment withdrawal  
Viable cell counts of BT-40 during treatment withdrawal after treatment for five (A) or ten (B) days.
Cells were pretreated with dabrafenib (dabra), 0.75 nM vincristine (VCR), 40 µM carboplatin (carbo) 
or 1 nM VCR and 4 µM carbo; viable cell counts are normalized to the withdrawal timepoint (five (A) 
or ten (B) days of treatment) for each condition. Data is shown on a logarithmic scale (base 10) as 
mean±SD (n=3 independent biological). Two-way ANOVA, Bonferroni post-hoc test, * adj-p-value f 
0.05 ** adj-p-value f 0.01 *** adj-p-value f 0.001; no indication: not significant 
Part (A) of this figure was adapted from Kocher et al., under review 

Figure 12 Dabrafenib and trametinib combination treatment and withdrawal in BT-40 
(A) Metabolic activity was measured after treatment for 72 h with increasing concentrations of 
dabrafenib and trametinib combined in a 9:1 ratio. Metabolic activity is depicted relative to solvent 
control (DMSO) as mean±SD of three independent biological replicates. Dashed line indicates 
unbound Cmax concentrations. Absolute inhibitory concentrations (IC)50 and IC75 values were 
calculated using a 4-parameter dose-response model 
(B) Viable cell counts of BT-40 during treatment and withdrawal using 2.7 nM dabrafenib (dabra) 
and 0.3 nM trametinib (tram). Dashed line indicates withdrawal timepoint. Viable cell counts are 
normalized to treatment start (-5d). Data is shown on a logarithmic scale (base 10) as mean±SD 
(n=3 independent biological replicates). Unpaired two-sided t-test; no indication: not tested 
This figure was adapted from Kocher et al., under review 
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Taken together, the BT-40 MAPKi withdrawal rebound model fulfills all criteria of a suitable 

rebound model and was therefore used to further study rebound growth in vitro. 

4.1.2 Effects of MAPK inhibition and chemotherapy treatment on cell cycle 

progression and cell death 

After successful rebound model generation, I analyzed the effect of the different treatments on 

cell cycle progression and apoptosis induction in the BT-40 model. Cell cycle analysis showed 

a significant increase in the G1/G0 phase during MAPK inhibition (Figure 13A), in line with the 

role of MAPK signaling in cell cycle progression,44,45 with no significant increase in PARP 

cleavage (Figure 13B-C), a marker for programmed cell death.191 In contrast, chemotherapy 

treatment induced a significant increase of the sub-G1/G0 population, indicating DNA 

fragmentation likely due to cell death,192 as well as an enrichment of the G2/M population in 

Figure 13 Cell cycle arrest and apoptosis induction 
(A) Cell cycle analysis using FACS after treatment for five days with 5 nM dabrafenib (dabra), 2.7 nM 
dabrafenib and 0.3 nM trametinib (d+t), 0.75 nM vincristine (VCR), 40 µM carboplatin (carbo) or 1 nM 
vincristine and 4 µM carboplatin (v+c). Percentage of single cell population in the different cell cycle 
phases are shown as mean±SD (n=3 independent biological replicates). One-way ANOVA, Tukey post-
hoc test, * adj-p-value f 0.05 ** adj-p-value f 0.01 *** adj-p-value f 0.01; no indication: not significant 
(B-C) Western blot analysis of full-length (fl) and cleaved (cl) PARP after treatment for five days with 
5 nM dabrafenib (dabra), 2.7 nM dabrafenib and 0.3 nM trametinib (d+t), 0.75 nM vincristine (VCR), 
40 µM carboplatin (carbo) or 1 nM vincristine and 4 µM carboplatin (v+c). Blots shown are representative 
of three biological replicates (B). Quantification (C) is shown as mean±SD (n=3 independent biological 
replicates). One-way ANOVA, Tukey post-hoc test, * adj-p-value f 0.05 ** adj-p-value f 0.01; no 
indication: not significant 
This figure was adapted from Kocher et al., under review 
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case of VCR and carboplatin combination (Figure 13A). PARP cleavage was observed in all 

chemotherapy treatment conditions, however only significantly increased compared to control 

in cells treated with 40 µM carboplatin (Figure 13B-C), in line with the strongest increase in the 

subG1/G0 population.  

In summary, these data indicate that MAPKi treatment causes cell cycle arrest with no 

significant cytotoxic effect, while chemotherapy leads to more cytotoxicity.  

4.1.3 Effects of MAPKi withdrawal on MAPK pathway reactivation 

Molecular analysis of MAPK pathway activity using WB and qPCR analysis in BT-40 showed 

near complete pathway inhibition after five days of treatment with 5 nM dabrafenib (Figure 14). 

This is indicated by decreased phosphorylation of MEK, ERK and FRA1 as well as decreased 

Figure 14 MAPK activity during
dabrafenib treatment and withdrawal 
(A-B) Western blot analysis of MAPK
activity markers after five days treatment
with 5 nM dabrafenib (dabra) followed by 
treatment withdrawal. Blots shown are
representative of three independent
biological replicates (A). Quantification 
(B) is relative to solvent control (DMSO; 
dashed line) and shown as mean±SD 
(n=3 independent biological replicates). 
One-sample t-test, * p-value f 0.05 
** p-value f 0.01 *** p-value f 0.01; no 
indication: not significant 
(C) RT-qPCR analysis of FOS gene
expression after five days treatment with
5 nM dabrafenib (dabra) followed by 
treatment withdrawal. Quantification is 
relative to solvent control (DMSO; 
dashed line) and shown as mean±SD 
(n=3 independent biological replicates).
One-sample t-test, * p-value f 0.05 
** p-value f 0.01 *** p-value f 0.01; no 
indication: not significant 
This figure was adapted from Kocher et
al., under review 
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FRA1 and DUSP6 protein and FOS gene expression (Figure 14). The strong reduction in FRA1 

protein expression and phosphorylation in particular indicates sustained MAPK inhibition.36 

Upon dabrafenib withdrawal, pathway reactivation is observed within hours. MEK and ERK 

phosphorylation reached baseline levels three hours after withdrawal (Figure 14A-B), with 

MEK phosphorylation showing a trend for a transient increase above control levels (4-fold 

increase, 6-48 h after withdrawal). Together with the 2.5-fold increased FOS gene expression 

2 h after withdrawal (Figure 14C), this indicates a possible transient overactivation of the MAPK 

pathway upon MAPKi withdrawal. Of note, an increased phosphorylation of ERK was not 

observed, likely due to the parallel re-expression of DUSP6 (Figure 14A-B), a negative 

regulator of pERK.193 While MAPK reactivation occurred later (6 h) after dabrafenib and 

trametinib withdrawal compared to dabrafenib alone, overall reactivation patters are 

comparable (Figure 15).  

Figure 15 MAPK activity during dabrafenib and trametinib combination treatment and withdrawal
(A-B) Western blot analysis of MAPK activity markers after five days treatment with 0.3 nM trametinib 
and 2.7 nM dabrafenib (d+t) followed by treatment withdrawal. Blots shown are representative of three 
independent biological replicates (A). Quantification (B) is relative to solvent control (DMSO; dashed 
line) and shown as mean±SD (n=3 independent biological replicates). One-sample t-test, * p-value f 
0.05 ** p-value f 0.01 *** p-value f 0.01; no indication: not significant 
(C) RT-qPCR analysis of FOS gene expression after five days treatment with 0.3 nM trametinib and 2.7 
nM dabrafenib (d+t) followed by treatment withdrawal. Quantification is relative to solvent control 
(DMSO; dashed line) and shown as mean±SD (n=3 independent biological replicates). One-sample
t-test, * p-value f 0.05 ** p-value f 0.01; no indication: not significant 



 

  
RESULTS 69 

Importantly, increased MAPK activity was not observed upon DMSO withdrawal (Figure 16), 

indicating that the observed effects are not induced by the withdrawal procedure.  

Furthermore, chemotherapy treatment and withdrawal did not induce consistent changes in 

MAPK activity apart from fluctuations in FOS expression during VCR withdrawal (Figure 17). 

Taken together, this suggests that the rapid MAPK reactivation, associated with a transient 

increased activity, is a MAPKi withdrawal specific effect, which could possibly be involved in 

the rebound growth. 

 

 

 

 

 

Figure 16 MAPK activity upon DMSO withdrawal 
(A-B) Western blot analysis of MAPK activity markers after 
five days treatment with DMSO followed by withdrawal. Blots 
shown are representative of three biological replicates (A). 
Quantification (B) is relative to five days DMSO treatment 
(dashed line) and shown as mean±SD (n=3 independent 
biological replicates). One-sample t-test, * p-value f 0.05 
** p-value f 0.01; no indication: not significant 
(C) RT-qPCR analysis of FOS gene expression after five 
days treatment with DMSO followed by withdrawal. 
Quantification is relative to DMSO treatment (dashed line) 
and shown as mean±SD (n=3 independent biological 
replicates). One-sample t-test, * p-value f 0.05 
** p-value f 0.01, *** p-value f 0.001; no indication: not 
significant 
This figure was adapted from Kocher et al., under review 
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4.2 Multi-omics analysis identifying putative rebound driving 

mechanisms 

Following the initial characterization of the BT-40 rebound model, I aimed at identifying 

molecular mechanisms driving rebound growth by generating a multi-omics dataset covering 

key dabrafenib withdrawal timepoints using RNA sequencing (RNAseq), LC-MS/MS based 

proteomics and phospho-proteomics. Timepoints for multi-omics analysis (Figure 18) were 

Figure 17 MAPK activity upon SOC chemotherapy treatment and withdrawal 
(A-D) Western blot analysis of MEK phosphorylation after five days treatment with 0.75 nM vincristine 
(VCR) (A, C) or 40 µM carboplatin (carbo) (B, D) followed by withdrawal. Blots shown are representative
of three biological replicates (A-B). Quantification (C-D) is relative to solvent control (DMSO or H2O; 
dashed line) and shown as mean±SD (n=3 independent biological replicates). One-sample t-test, 
* p-value f 0.05 ** p-value f 0.01; no indication: not significant 
(E-F) RT-qPCR analysis of FOS gene expression after five days treatment with 0.75 nM vincristine 
(VCR) (E) or 40 µM carboplatin (carbo) (F) followed by withdrawal. Quantification is relative to solvent
control (DMSO or H2O; dashed line) and shown as mean±SD (n=3 independent biological replicates). 
One-sample t-test, * p-value f 0.05; no indication: not significant 
This figure was adapted from Kocher et al., under review 
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identified based on the data described in <4.1 In vitro rebound modelling= and included five 

days treatment with 5 nM dabrafenib followed by: 

1) 0.5 h withdrawal, to observe immediate changes in the phospho-proteome, not influenced 

by changes in gene/protein expression during withdrawal  

2) 2 h withdrawal, where increased FOS expression was observed, to investigate early 

changes in gene expression 

3) 6 h withdrawal, which correlates with increased MEK phosphorylation, to investigate 

putative other increasingly activated signaling pathways  

4) 24 h withdrawal, to observe possible consequences of increased FOS expression and MEK 

phosphorylation. Additionally, cell regrowth started at 48 h of withdrawal, suggesting 

putative rebound driving mechanisms should latest be active 24 h after withdrawal. 

5) 72 h withdrawal, when all MAPK activation markers have reached baseline expression and 

cells are normally proliferating  

Time-matched DMSO treatment and withdrawal samples were used to control for possible 

effects induced by the withdrawal procedure. 

4.2.1 Controlling for possible batch effects in multi-omics data 

After omics data generation, each dataset was inspected for possible batch effects induced 

e.g. by sample generation at different timepoints and different BT-40 batches (i.e., biological 

replicates) or order of sample processing/analysis (in case of LC-MS/MS analysis).  

Figure 18 Multi-omics sample generation timeline 
created using BioRender.com 
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Principal component analysis (PCA) of RNAseq 

data showed clustering of samples based on 

condition (treatment vs. control) and timepoint 

after dabrafenib withdrawal (Figure 19). 

Different biological replicates for each condition 

and timepoint did not cluster apart, indicating the 

absence of a batch effect induced by sample 

generation (Figure 19). Furthermore, control 

samples clustered together across withdrawal 

timepoints apart from samples harvested 72 h 

after DMSO withdrawal (Figure 19), providing a first hint that the withdrawal procedure did not 

influence gene expression at early timepoints (up to 24 h).  

Proteomics analysis yielded approx. 6000 proteins in each sample and no increasing or 

decreasing patterns were observed over the course of the LC-MS/MS run (Figure 20A). 

Furthermore, PCA showed no obvious clustering of biological replicates but rather clustering 

of samples based on condition and dabrafenib withdrawal time (Figure 20B). This pattern is 

similar to the clustering observed in the RNAseq dataset (Figure 19), although with a less 

distinct clustering likely due to the lower variance explained by PC1 and PC2 in the proteomics 

Figure 20 Quality check of LC-MS/MS proteomics analysis data 
(A) Number of proteins detected in each sample before any filtering or clean-up steps were performed. 
Samples are depicted in the order they were subjected to LC-MS/MS analysis. 
(B) Principal component (PC) analysis of LC-MS/MS proteomics samples harvested after five days 
treatment (=t0) with DMSO (solvent control) or 5 nM dabrafenib (dabra) followed by withdrawal 
(t0.5h-t72h). 

Figure 19 Principal component analysis of 
RNAseq samples 
Principle component (PC) analysis of RNAseq 
samples harvested after five days treatment 
(=t0) with DMSO (solvent control) or 5 nM 
dabrafenib (dabra) followed by withdrawal 
(t0.5h-t72h).  
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dataset (Figure 20B). Taken together, no indications of a batch effect were observed in the 

proteomics data. 

In contrast to the proteomics dataset, the phospho-proteomics dataset showed high variation 

in peptide-count across samples, spanning from ~3300 to ~25000 (Figure 21A). Considering 

the order in which the samples were subjected to the MS/MS analysis, it became evident that 

in the first 19 samples, a lower number of peptides was detected (approx. 5000 peptides), 

compared to the later samples (approx. 17000 peptides). While the variance explained by PC1 

and PC2 in the PCA was < 20 %, to some extent a clustering based on the sample analysis 

order can be observed (Figure 21B). As samples were subjected to LC-MS/MS analysis in a 

random order, this batch effect is likely induced by the MS/MS analysis order. To reduce this 

Figure 21 Quality check of LC-MS/MS phospho-proteomics analysis data 
(A) Number of peptides detected in each sample before any filtering or clean-up steps were 
performed. Samples are depicted in the order they were subjected to LC-MS/MS analysis. 
(B-D) Principal component (PC) analysis of LC-MS/MS proteomics samples harvested after five 
days treatment (=t0) with DMSO (solvent control) or 5 nM dabrafenib (dabra) followed by 
withdrawal (t0.5h-t72h). (B) PCA before batch-correction was performed. (C-D) PCA after batch-
correction was performed. Data in both panels is the same, however different groups (run order 
or condition) are indicated by colors. 
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effect, batch correction was performed using the Removing Unwanted Variation-III method168 

based on a set of stably phosphorylated sites.166,167 As shown by PCA, batch correction did 

reduce the variation induced by the LC-MS/MS analysis order (Figure 21C). Clustering of 

samples based on condition (treatment vs. control) was observed in the batch-corrected 

phospho-proteomics dataset (Figure 21D), although clusters are not as distinct as for the 

RNAseq (Figure 19) and proteomics datasets (Figure 20B), likely due to the low variance 

explained by PC1 and PC2 in the phosphoproteomics dataset (Figure 21D). Clustering based 

on time of dabrafenib withdrawal is not evident in the PCA of the phospho-proteomic dataset, 

possibly due to the high variation in the dataset as PC1 and PC2 explain < 20% of the variance 

(Figure 21D).  

In summary, no indications of batch effects were observed in the RNAseq and proteomics 

data. The batch effect observed in the phosphoproteomics data could be corrected. Overall, 

all three omics layers showed clustering of samples based on condition (treatment vs. control) 

and furthermore based on dabrafenib withdrawal time in case of the RNAseq and proteomics 

datasets. 

4.2.2 Investigation of possible effects induced by the withdrawal procedure 

As mentioned previously, time-matched DMSO withdrawal controls were included to control 

for possible effects induced by the withdrawal procedure. At early withdrawal timepoints (up to 

24 h) DMSO controls showed no significant changes in gene expression and protein 

phosphorylation and only few significant changes in protein expression (Figure 22A). Only at 

72 h of withdrawal an increased number of significant changes in gene and protein expression, 

but not phosphorylation, were observed. However, these changes were likely not induced by 

the withdrawal procedure but are due to contact inhibition, as indicated by depletion of cell-

cycle related gene signatures and decreased proliferation starting after 24 h of withdrawal 

(Figure 22B-C).  



 

  
RESULTS 75 

Taken together, this indicates no effect of the withdrawal procedure on differential gene 

expression, protein expression or phosphorylation. Therefore, in the following analysis, five 

days DMSO was used as a reference. 

Figure 22 Multi-omics analysis of differential regulation upon DMSO treatment and withdrawal 
(A) Volcano plots showing differentially regulated phospho-peptides, genes and proteins during 
withdrawal (wd) after treatment with DMSO for five days. log2FCs are calculated relative to five days 
DMSO treatment. Horizontal dashed line indicates significance cut-off of adj-p-value < 0.01. Vertical
dashed lines indicate log2FC cut-off -/+ 1.5. n=3 independent biological replicates 
(B) Heatmap showing ssGSEA z-scores for cell cycle related gene signatures taken from the MSigDB 
C2 subcollection CP (canonical pathways) in RNAseq samples harvested during withdrawal (wd) after 
treatment with DMSO for five days. 
(C) Viable cell counts during treatment and withdrawal using DMSO for the seeding density used to 
generate the samples for multi-omics analysis. Dashed line indicates the timepoint of withdrawal. Data 
is shown on a logarithmic scale (base 10) as mean±SD (n=3 independent biological replicates) 
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4.2.3 Investigation of differentially regulated mechanisms 

Decreased MAPK activity was observed using omics specific activity signatures in all three 

layers, confirming on-target activity of dabrafenib treatment (Figure 23). Furthermore, in line 

with aforementioned data, reactivation of the MAPK pathway was observed within hours to one 

day (protein phosphorylation: 2 h; gene expression: 6 h; protein expression: 24 h) and 

associated with a transient overactivation on the level of gene expression and protein 

phosphorylation (Figure 23). Taken together, this further validates the rapid MAPK reactivation 

and transient overactivation observed upon MAPKi withdrawal.  

Conversely, longitudinal k-means (kml) clustering of differentially regulated genes, proteins 

and phospho-peptides showed no major cluster of transiently up- or downregulated genes, 

proteins or phospho-peptides during dabrafenib withdrawal (Figure 24), indicating that the 

main differential regulation was induced during dabrafenib treatment. This differential 

regulation was maintained for at least 24 h of withdrawal (mean of highest differentially 

regulated clusters g 1.5 or f -1.5; Figure 24).  

Figure 23 MAPK activity measured using omics specific signatures 
MAPK pathway activity scores after five days treatment with 5 nM dabrafenib (dabra) followed by 
withdrawal measured using the MEK1 PTM-SEA score for phospho-proteomics data (A), the MPAS
score for RNAseq data (B) and a proteomics-based MAPK ssGSEA-score for proteomics data (C). 
Boxplots depict the median, first and third quartiles. Whiskers extend from the hinge to the 
largest/smallest value no further than 1.5 * IQR from the hinge (where IQR is the interquartile range).
Dashed line indicates the mean of the solvent control (five days DMSO). Two-tailed unpaired t-test,
* p-value f 0.05 ** p-value f 0.01; no indication: not significant (n=3 independent biological replicates) 
This figure was adapted from Kocher et al., under review 
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GO-term enrichment analysis showed significant enrichment of terms related to cytokine 

signaling and TGF-beta signaling within the upregulated genes (kml-clusters 1 and 2, 

Figure 24B) and proteins (kml-cluster 1, Figure 24C) respectively (Figure 25A-B, 

Supplementary Table 1-2). Enrichment of cytokine-related GO-terms was additionally 

associated with the increased gene expression of 21 cytokines, indicated by a log2FC > 2 (adj. 

p-value < 0.01) at 6 h of dabrafenib withdrawal (Supplementary Figure 1). At this timepoint, 

cytokines possibly involved in rebound growth should be transcribed in order to be translated 

and secreted to induce rebound growth starting 48 h after withdrawal. Increased TGF-beta 

signaling, indicated by the GO-term enrichment analysis, was further predicted by kinase-

substrate enrichment analysis (KSEA) of significantly regulated phospho-peptides (adj. p-value 

< 0.01 at a given time-point; Figure 25E). Additionally, KSEA analysis suggested increased 

AKT activity as well as increased activity of JAK/STAT downstream effectors PIM and PAK 

upon dabrafenib treatment and early withdrawal (up to 6 h; Figure 25E). Furthermore, ssGSEA 

analysis of RNAseq data showed enrichment of signatures related to RTKs and MAPK 

upstream activators upon dabrafenib treatment but in particular during withdrawal 

(Supplementary Figure 2). Activity of either, which is regulated by phosphorylation, was not 

further indicated by the phospho-proteomics dataset (Figure 25E). 

Figure 24 Longitudinal k-means clustering 
Longitudinal k-means clustering of differentially regulated phospho-peptides (A), genes (B), proteins (C) 
and after five days treatment with 5 nM dabrafenib (dabra) followed by withdrawal relative to solvent 
control (five days DMSO; dashed line). Only genes, proteins and phospho-peptides with an adjusted p-
value < 0.01 for at least one timepoint were included in the analysis. Unframed lines represent single 
genes, proteins or phospho-peptides, framed lines show cluster means. Dotted line: log2FC = +/-1.5 
(n=3 independent biological replicates) 
This figure was adapted from Kocher et al., under review 
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In contrast, GO-terms enriched within the downregulated genes (kml-clusters 4 and 5, 

Figure 25B) and proteins (kml-cluster 2, Figure 24C) were related to DNA replication and cell-

cycle activity (Figure 25C-D, Supplementary Table 3-4). Accordingly, significantly decreased 

Figure 25 Multi-omics analysis of mechanisms differentially regulated upon dabrafenib 
treatment and withdrawal 
(A-D) GO-term enrichment analysis of upregulated genes (clusters 1 and 2 from Figure 24B) (A), and
proteins (cluster 1 from Figure 24C) (B) or downregulated genes (clusters 4 and 5 from Figure 24B) (C), 
and proteins (cluster 1 from Figure 24C) (D). Only terms with significant enrichment (adj-p-value f 0.05; 
Bonferroni step-down correction) are shown. GO-term groups are defined by overlapping genes and 
named based on the GO-Term with highest percentage of mapped genes 
(E) Kinase-substrate-enrichment-analysis (KSEA) of differentially regulated phospho-peptides relative 
to solvent control after five days treatment with 5 nM dabrafenib (dabra) followed by withdrawal (wd). 
Only phospho-peptides with a significant regulation (adj-p-value < 0.01 at a given timepoint) were 
included in the analysis. * adj-p-value f 0.05 ** adj-p-value f 0.01; ns: not significant; n.p.= no prediction 
(n=3 independent biological replicates) 
This figure was adapted from Kocher et al., under review 
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CDK activity up to 6 h of withdrawal was predicted by KSEA analysis of significantly regulated 

phospho-peptides (Figure 25E). Overall, this data is in line with cell cycle arrest during MAPKi 

treatment (Figure 13) and decreased proliferation until two days of withdrawal (Figure 8A).  

To summarize, the data above suggests MAPKi induced upregulation of cytokines and the 

activation of several signaling pathways (AKT, TGF-beta and JAK/STAT) as possible 

mechanisms involved in rebound growth. Upon treatment withdrawal, reactivation and 

transient overactivation of the MAPK pathway and reactivation of cell cycle related pathways 

was observed, while MAPKi induced changes were still maintained during early withdrawal (up 

to 24 h). 

4.2.4 Validation of differentially regulated mechanisms 

To validate mechanisms shown to be upregulated 

upon dabrafenib treatment and maintained during 

withdrawal in the multi-omics dataset, I first 

investigated the secretion of cytokines upregulated 

during treatment and withdrawal using a commercially 

available Luminex-based multiplex assay (covering 

16 of the 21 upregulated cytokines (mRNA)). Upon 

dabrafenib treatment, several cytokines showed 

increased secretion compared to control, which was 

maintained during withdrawal (Supplementary 

Figure 3). Furthermore, during dabrafenib withdrawal, 

11/16 cytokines showed a > 2-fold increased 

secretion compared to DMSO withdrawal 

(AUC-log2FC > 1; Table 26). Of these eleven 

cytokines, secretion of CCL2, CX3CL1, CXCL10 and 

CCL7 was significantly increased upon dabrafenib 

withdrawal compared to DMSO 24 h after withdrawal 

Table 26 AUC-log2FCs of cytokine 
secretion during dabrafenib withdrawal 
log2FC = log2(AUCdabrafenib wd +1) -
log2(AUCDMSO wd+1)   
AUC = area under the curve,  
wd = withdrawal  
This table was adapted from Kocher et al., 
under review 

Cytokine AUC log2FC 

CCL11 5.52 

CX3CL1 3.80 

CCL2 3.68 

CCL7 2.38 

IL1b 2.15 

CCL17 1.81 

LIF 1.51 

CXCL10 1.14 

CXCL2 1.10 

TNF 1.08 

CXCL5 1.00 

CXCL6 0.83 

IL8 0.59 

CXCL1 0.47 

IL9 -1.08 

IL1a -2.59 
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(Figure 26), which is one day before cells start to proliferate again (Figure 8A). Increased 

mRNA expression of CCL2, CX3CL1, CXCL10 and CCL7 was confirmed using RT-qPCR also 

upon dabrafenib and trametinib combination treatment and withdrawal (Figure 27). 

 

Figure 26 Cytokine secretion during dabrafenib withdrawal in BT-40 
Luminex-based multiplex assay showing secretion during withdrawal after treatment for five days with 
either DMSO (solvent control) or 5 nM dabrafenib. Data for 24 h dabrafenib withdrawal is the same as 
shown in Supplementary Figure 3. Data is shown as mean±SD (n=3 independent biological replicates). 
Two-tailed unpaired t-test, * p-value f 0.05 ** p-value f 0.01; not indicated: not significant 
This figure was adapted from Kocher et al., under review 

Figure 27 Cytokine expression during dabrafenib and 
trametinib combination treatment and withdrawal 
RT-qPCR analysis of cytokine gene expression after five 
days treatment with 2.7 nM dabrafenib and 0.3 nM 
trametinib (d+t) followed by treatment withdrawal. 
Quantification is relative to solvent control (DMSO; dashed 
line) and shown as mean±SD (n=3 independent biological 
replicates). CCL7 was undetected in solvent control 
samples, for these samples Ct values were set to 40 (max. 
number of cycles). One-sample t-test, p-value f 0.05 
** p-value f 0.01 *** p-value f 0.01; no indication: not 
significant 
This figure was adapted from Kocher et al., under review 
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In addition to validating increased cytokine expression and secretion, a kinase phosphorylation 

array and WB analysis were performed to validate increased activation of signaling pathways 

suggested by the multi-omics data. Increased AKT activation, indicated by increased GSK3a/b 

phosphorylation, was confirmed by the kinase array (Figure 28A). Furthermore, this was 

confirmed by WB analysis showing increased AKT phosphorylation upon treatment, which was 

maintained until 6 h after dabrafenib withdrawal (Figure 28B-C). Changes in NF-kB activity, 

involved in the expression of different cytokines194,195 and a possible down-stream mediator of 

the AKT pathway,195,196 was not observed (Supplementary Figure 4). Of note, AKT activity was 

also increased upon dabrafenib and trametinib combination treatment and maintain until 24 h 

of withdrawal (Figure 28D-E). 

Figure 28 Increased AKT activity during MAPKi treatment and withdrawal 
(A) Kinase phosphorylation array of samples treated for five days with 5 nM dabrafenib (dabra) or 
DMSO (solvent control) followed by 24 h withdrawal (wd). Arrays consist of two membranes, each 
target is detected in technical duplicates. Images shown are representatives of two biological
replicates. 
(B-E) Western blot analysis of AKT activity markers after five days treatment with 5 nM dabrafenib 
(dabra) (B-C) or 0.3 nM trametinib and 2.7nM dabrafenib (d+t) (D-E) followed by withdrawal. Blots 
shown are representative of three independent biological replicates (B, D). Quantification (C, E) is 
relative to solvent control (DMSO; dashed line) and shown as mean±SD (n=3 independent biological 
replicates). One-sample t-test, * p-value f 0.05; no indication: not significant 
This figure was adapted from Kocher et al., under review 
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In contrast, the kinase array and WB analysis did not indicate increased JAK/STAT or 

canonical TGF-beta signaling respectively (Supplementary Figure 5).  

Taken together, these data suggest increased AKT signaling and increased CX3CL1, CCL2, 

CXCL10 and CCL7 expression and secretion, induced upon MAPKi and maintained during 

withdrawal, which may be possible mechanisms involved in rebound growth. 

4.3 Investigation of putative tumor cell intrinsic rebound driving 

mechanisms 

Increased AKT signaling is known to have tumor promoting effects,197–202 suggesting a possible 

rebound driving effect of increased AKT signaling induced by MAPKi treatment. Furthermore, 

CCL2, CX3CL1, CXCL10 and CCL7 have been shown to be tumor promoting through direct 

effects on tumor cells.140,141,146,159,160 As some receptors for these cytokines203 are expressed 

in BT-40 (Supplementary Figure 6), increased secretion of these cytokines is another possible 

tumor cell intrinsic rebound driving mechanism. 

4.3.1 Investigation of a possible connection between upregulated AKT activity 

and cytokine expression upon dabrafenib treatment and early withdrawal 

As AKT signaling has been shown to both induce cytokine expression204,205 or be activated by 

cytokines,206–208 I first investigated whether AKT signaling and cytokine expression are 

connected in the BT-40 rebound model. Inhibition of CCL2, CXCL10, CX3CL1 and CCL7, 

individually or combined, during dabrafenib withdrawal using neutralizing antibodies (neuABs) 

did not decrease GSK3a/b phosphorylation (Figure 29A-B). In line with this, stimulation of 

untreated BT-40 with recombinant cytokines did not induce increased AKT or GSK3a/b 

phosphorylation (Figure 29C-D). Furthermore, inhibition of AKT signaling using the PI3K 

inhibitor alpelisib, despite showing on-target activity (Supplementary Figure 7A-B), did not 

reduce cytokine gene expression induced by dabrafenib treatment (Figure 29E).  

Taken together, these results indicate the independence of increased cytokine expression and 

AKT signaling induced by MAPKi treatment in the BT-40 model. 
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Figure 29 Cytokine expression and increased AKT activity are non-related mechanisms 
(A-B) Western blot analysis of GSK3a/b phosphorylation after five days treatment with 5 nM dabrafenib 
(dabra) followed by 24 h of withdrawal (-) or treatment with antibodies neutralizing CCL2 (aCCL2, 
0.5 µg/mL), CX3CL1 (aCX3CL1, 0.25 µg/mL), CXCL10 (aCXCL10, 0.25 µg/mL) and CCL7 (aCCL7, 
0.1 ng/mL) individually or as combination (combi). Blots shown are representative of three independent 
biological replicates (A). Quantification (B) is relative to IgG control (IgG, 1 µg/mL). One-sample t-test; 
no indication: not significant 
(C-D) Western blot analysis of AKT activity markers after stimulation with recombinant cytokines.
Treatment for five days with DMSO or 5 nM dabrafenib (dabra) served as negative and positive control 
for western blots (C). Blots shown are representative of three biological replicates (C). Quantification 
(D) was done relative to untreated samples (dashed line) and is shown as mean±SD (n=3 independent 
biological replicates). One-sample t-test; no indication: not significant 
(E) RT-qPCR analysis of cytokine gene expression after five days treatment with 5 nM dabrafenib 
(dabra) alone or in combination with increasing concentrations of alpelisib (alp). Quantification was done 
relative to dabrafenib only treatment (0; dashed line) and is shown as mean±SD (n=3 independent 
biological replicates). One-sample t-test, * p-value f 0.05 ** p-value f 0.01; no indication: not significant
This figure was adapted from Kocher et al., under review 
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4.3.2  Effect of increased AKT activity during MAPKi treatment and withdrawal 

AKT signaling can have growth promoting effects and upregulation of PI3K/AKT/mTOR 

signaling during MAPKi treatment is a possible mechanism leading to MAPKi resistance in 

other tumor entities.200,209–214 Therefore, the effect of AKT signaling on rebound growth in BT-40 

was investigated using the PI3K inhibitor alpelisib or the AKT inhibitor ipatasertib, at 

concentrations showing on-target effect (Supplementary Figure 7) and within Cmax 

concentrations188,215 (Table 27). PI3K or AKT inhibition in combination with MAPKi treatment 

did not affect viable cell counts during treatment compared to MAPKi only and furthermore, did 

not influence rebound growth after treatment withdrawal (Figure 30A-B). Additionally, PI3K or 

AKT inhibition upon MAPKi withdrawal did not affect tumor cell regrowth either (Figure 30C-D).  

Figure 30 Effect of PI3K/AKT inhibition on rebound growth 
(A-B) Viable cell counts during treatment with 5nM dabrafenib (dabra) (A) or 0.3 nM trametinib and
2.7 nM dabrafenib (d+t) (B) alone or in combination with 5 µM alpelisib (alp) or 1 µM ipatasertib (ipa) 
followed by ten days of withdrawal. Dashed line indicates withdrawal timepoint. Viable cell counts are 
normalized to treatment start (-5d). Data is shown on a logarithmic scale (base 10) as mean±SD of at 
least three biological replicates  
(C-D) Viable cell counts during treatment with 5 nM dabrafenib (dabra) (C) or 0.3 nM trametinib and 
2.7 nM dabrafenib (dabra+tram) (D) followed by withdrawal. During withdrawal cells were either 
untreated (=solvent) or treated for five days with 5 µM alpelisib (alp) or 1 µM ipatasertib (ipa), followed 
by five days of withdrawal. Dashed lines indicate withdrawal timepoints. Viable cell counts are 
normalized to treatment start (-5d). Data is shown on a logarithmic scale (base 10) as mean±SD of at 
least three biological replicates 
This figure was adapted from Kocher et al., under review 
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Taken together, this suggests that increased AKT signaling does not promote rebound growth 

in the BT-40 model. 

 

4.3.3 Investigation of autocrine effect of increased CCL2, CX3CL1, CXCL10 and 

CLL7 expression and secretion during MAPKi treatment and withdrawal 

In addition to affecting the tumor microenvironment, cytokines have been shown to have tumor 

promoting effects on tumor cells directly.140,141,146,159,160 Therefore, a possible autocrine, 

rebound-promoting effect of cytokines was investigated. Inhibition of CCL2, CX3CL1, CXCL10 

and CCL7 using a combination of neuABs during dabrafenib treatment did not further affect 

viable cell counts compared to dabrafenib treatment only nor did it influence rebound growth 

Figure 31 Effect of cytokine inhibition on rebound growth 
(A) Viable cell counts during treatment with 5 nM dabrafenib (dabra) alone or in combination with a 
combination of antibodies neutralizing CCL2 (0.5 µg/mL), CX3CL1 (0.25 µg/mL), CXCL10 (0.25 µg/mL) 
and CCL7 (0.1 ng/mL) (neuABs) or IgG control (1 µg/mL) followed by ten days of withdrawal. Dashed 
line indicates withdrawal timepoint. Viable cell counts are normalized to treatment start (-5d). Data is 
shown on a logarithmic scale (base 10) as mean±SD (n=3 independant biological replicates) 
(B) Viable cell counts during treatment with 5 nM dabrafenib (dabra) followed by withdrawal. During 
withdrawal cells were either untreated (=solvent) or treated for five days with a combination of antibodies 
neutralizing CCL2 (0.5 µg/mL), CX3CL1 (0.25 µg/mL), CXCL10 (0.25 µg/mL) and CCL7 (0.1 ng/mL) 
(neuABs) or IgG control (1 µg/mL). Dashed lines indicate withdrawal timepoints. Viable cell counts are 
normalized to treatment start (-5d). Data is shown on a logarithmic scale (base 10) as mean±SD (n=3 
independant biological replicates) 
This figure was adapted from Kocher et al., under review 
 

Table 27 Pharmacokinetic data for PI3K/AKT inhibitors used 
Plasma-protein-binding was taken from DrugBank52  
(�ÿĀĀ�ÿĂ �þÿ� = �þÿ� ×  100−ĀĀ�100 ). 

This table was adapted from Kocher et al., under review 

Inhibitor Cmax [nM] 
Plasma-protein-

binding (%) 

Unbound Cmax 

[nM] 
Reference for Cmax 

Alpelisip 7243.87 89 796.83 PMID: 37441736 

Ipatasertib 1065.5 No information found N/A PMID: 32205017 
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upon treatment withdrawal (Figure 31A). Furthermore, cytokine inhibition during dabrafenib 

withdrawal did not affect cell regrowth either (Figure 31B).  

To summarize, neither inhibition of cytokines, showing increased expression and secretion, 

nor inhibition of increased AKT activity did affect rebound growth in the BT-40 model, 

suggesting that neither mechanism has an intrinsic or autocrine rebound growth promoting 

effect. 

4.4 Investigation of a putative tumor cell extrinsic mechanism 

involving microglia cells 

Cytokines, in particular CCL2 and CX3CL1,216–220 have been 

shown to attract microglia cells, the main TME cell type in 

pLGG,123–125 which have been shown to promote pLGG 

tumorigenesis in vivo.95 In line with this, I observed increased 

proliferation of BT-40 cells when co-cultured with the human 

microglia cell line HMC3 (Figure 32). Therefore, I next 

investigated whether MAPKi treatment and withdrawal would 

affect the attraction of microglia cells (Figure 33A), which could 

possibly exert rebound growth promoting effects. 

Indeed, increased migration of the microglia cell line HMC3 

was observed when using BT-40 conditioned media (CM) 

collected during MAPKi treatment and withdrawal compared to 

CM from untreated cells (Figure 33B,D). Migration of HMC3 

cells was not increased using conditioned media from 

untreated cells compared to fresh media containing 2% FCS, 

which is also present in the CM (Figure 33B,D). This suggests that BT-40 cells released factors 

attracting microglia cells upon MAPKi treatment and withdrawal, but not in untreated state. 

  

Figure 32 BT-40 – HMC3
transwell co-culture 
(A) Schematic of transwell co-
culture setup; created using 
BioRender.com 
(B) Viable cell counts of BT-40
after seven days with or 
without (-) HMC3 co-culture.
BT-40 cultured in 10% FCS 
were used as pos. control.
Viable cell counts are shown as 
mean±SD (n=3 independent 
biological replicates) relative to 
control (-). One-sample t-test, 
* p-value f 0.05 
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Increased microglia attraction, observed upon MAPKi treatment withdrawal, was reversed by 

addition of a combination of antibodies neutralizing CCL2, CX3CL1, CXCL10 and CCL7 to 

conditioned media (Figure 33C-D), indicating that some or all of these cytokines are involved 

in mediating the increased microglia attraction.  

Figure 33 Microglia migration towards BT-40 conditioned media 
(A) Schematic of transwell migration assay setup; created using BioRender.com  
(B) Transwell migration assay of HMC3 cells towards conditioned media (CM) collected from BT-40 cells 
after five days treatment with DMSO (solvent control), 5 nM dabrafenib (d) or 2.7 nM dabrafenib and 
0.3 nM trametinib (d+t) followed by 24 h of withdrawal. 2% FCS served as baseline control as CM 
contains 2% FCS, 0% FCS as negative control and 10% FCS as positive control. Quantification of 
migrated cells is shown as mean±SD (n=3 independent biological replicates) relative to 2% FCS.
One-sample t-test, * p-value f 0.05; no indication: not significant 
(C) Transwell migration assay of HMC3 cells towards CM collected 24 h after 5 nM dabrafenib 
withdrawal (dabra wd) containing either a combination of antibodies neutralizing CCL2 (1 µg/mL), 
CX3CL1 (0.5 µg/mL), CXCL10 (0.5 µg/mL) and CCL7 (0.2 ng/mL) (neuABs) or IgG (2 µg/mL). 2% FCS 
served as baseline control as CM contains 2% FCS, 0% FCS as negative control and 10% FCS as 
positive control. Quantification of migrated cells is shown as mean±SD (n=3 independent biological 
replicates) relative to 2% FCS. One-sample t-test and two-tailed unpaired t-test (comparing IgG to 
neuABs), * p-value f 0.05 *** p-value f 0.001; no indication: not significant 
(D) Representative fluorescence images showing HMC3 migrated through the transwell. Nuclei were 
stained with DAPI. Scale bar = 50 µM 
This figure was adapted from Kocher et al., under review 
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Taken together, these results suggest a possible paracrine rebound promoting mechanism 

involving cytokine-mediated microglia attraction, which should be further investigated in future 

studies using more complex models.  

4.5 In vivo validation of MAPK pathway reactivation and increased 

cytokine expression upon dabrafenib treatment and withdrawal 

Finally, to investigate the MAPK pathway reactivation upon treatment withdrawal and 

increased cytokine expression induced by MAPKi treatment in vivo, BT-40 cells were engrafted 

orthotopically in NOD scid gamma (NSG) mice. Treatment with 100 mg/kg dabrafenib once 

Figure 34 Rebound growth after dabrafenib withdrawal in vivo 
NOD Scid gamma (NSG) mice carrying orthotopic BT-40 xenograft tumors were treated with 
100 mg/kg dabrafenib (treatment; six doses, once daily) followed by three days of 
withdrawal. Tumor growth was measure by bioluminescence imaging and is shown for each 
individual animal as radiance in photons/s/cm²/steradian (A). Dashed lines indicate 
treatment start and stop. Bioluminescence images (B-D) of untreated animals (control, n=3; 
B), animals undergoing treatment (n=6; C) and animals undergoing treatment followed by 
withdrawal (n=6; D); pre-trt. = before treatment start. 
This figure was adapted from Kocher et al., under review 
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daily for six days stabilized tumor growth in 10/12 mice (Figure 34). Of note, samples from 

mice showing tumor progression on treatment (mouse #4 and #6) were excluded from further 

analysis, as the aim was to investigate gene expression changes during dabrafenib treatment 

response in vivo. Upon treatment stop, tumor regrowth was observed within three days, 

suggesting rebound growth in the in vivo model (Figure 34).  

Analysis of gene expression in tumor samples showed decreased FOS expression during 

treatment, indicative of on-target effect, and re-expression during treatment withdrawal 

compared to untreated tumors (Figure 35A). This is in line with MAPK reactivation patterns 

observed in vitro. Additionally, a trend for increased CX3CL1 and CXCL10 expression was 

observed upon treatment (Figure 35B-C), in line with my in vitro data. While in vitro CX3CL1 

Figure 35 MAPK activity and cytokine gene expression during dabrafenib treatment and 
withdrawal in vivo 
RT-qPCR analysis of FOS (A), CX3CL1 (B), CXCL10 (C), CCL2 (D) and CCL7 (E) expression in 
BT-40 orthotopic xenograft tumors after treatment with dabrafenib (dabra; 100 mg/kg, six doses, 
once daily) followed by three days of withdrawal (withdrawal). Samples from mice showing tumor 
progression (#4, #6; Figure 34) during dabrafenib treatment were excluded from the analysis. 
Quantification was done relative to the median of untreated samples (control). FOS (A) was 
undetected in two samples (#7, #8), CX3CL1 (B) was undetected in one sample (#2), CCL2 (D) 
was undetected in two samples (#2, #7) and CCL7 (E) was undetected in six samples (#2, #3, #5, 
#7, #8, #11), for these samples, Ct values were set to 40 (max. number of cycles). Boxplots depict 
the median, first and third quartiles. Whiskers extend from the hinge to the largest/smallest value 
no further than 1.5 * IQR from the hinge (where IQR is the interquartile range). Two-tailed unpaired 
t-test; no indication: not significant (control: n=3 mice, dabra: n=4 mice, withdrawal: n=6 mice) 
This figure was adapted from Kocher et al., under review 
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and CXCL10 expression was decreased at 72 h of withdrawal compared to earlier withdrawal 

timepoints, both were still significantly increased at this timepoint (Supplementary Figure 1). In 

contrast, in vivo CX3CL1 and CXCL10 expression was back to baseline levels already after 

three days of withdrawal (Figure 35B-C). This difference to the in vitro data could possibly be 

explained by differences in drug clearance in vivo compared to in vitro. Upregulation of CCL2 

and CCL7, observed in vitro, was not observed upon dabrafenib treatment or withdrawal in 

vivo (Figure 35D-E). 

Taken together, these data indicate MAPK pathway reactivation during rebound growth in vivo 

and suggest a possibly increased expression of CX3CL1 and CXCL10 upon dabrafenib 

treatment in vivo.  
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5 Discussion 

Rebound growth in pLGG refers to the rapid tumor regrowth observed in a subset of patients 

after MAPKi treatment stop (Patricia O9Hare et al., Neuro Oncol., under review)107,117 and 

constitutes a significant clinical challenge. Rebound growth remains poorly understood and it 

is neither clear which patients are at risk to experience rebound growth nor how it could be 

prevented. Both prediction and prevention require a better understanding of the molecular 

mechanisms driving rebound growth.   

5.1 Rebound model development 

I successfully modeled tumor rebound growth of pLGG during MAPKi withdrawal in vitro using 

the patient-derived cell line BT-40 (BRAFV600E, CDKN2A/Bdel). This model showed 

1) response upon MAPKi treatment, and 2) cell regrowth upon treatment withdrawal, which 3) 

was faster than after SOC chemotherapy treatment, thereby fulfilling my three criteria of a 

successful rebound model and mimicking what is observed clinically in patients.  

In contrast, rebound modeling was not successful in additional patient-derived pLGG models 

driven by KIAA1549:BRAF fusion (DKFZ-BT66, DKFZ-BT308) or BRAFV600E mutation 

(DKFZ-BT314). First of all, in line with previous data,60,63,64 no effect on viable cell numbers in 

both proliferating as well as senescent cells was observed during MAPKi treatment using 

clinically relevant drug concentrations. On the one hand, in proliferating cells, this may be 

explained by the induction of SV40-TAg which inhibits p53 and pRb64,85,91 to circumvent OIS 

otherwise observed in these cells.64,90 As a consequence, p53-dependant apoptosis is 

impaired in these cells. Furthermore, pRb is an important cell cycle regulator and its 

inactivation, which amongst other factors is induced by MAPK activity, is necessary for G1- to 

S-phase transition.44,45,221 In case of pRb inhibition through SV40-TAg induction, cell cycle 

progression can happen independently of MAPK activity, hence MAPK inhibitors are not 

effective. On the other hand, in senescent cells, the lack of observed effect on viable cell counts 

upon MAPKi treatment may be explained by their senescent biology. For one, since, by 
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definition, senescent cells are non-cycling222 and are arrested most commonly in G1 cell cycle 

phase,223 further cell cycle arrest upon MAPKi treatment cannot be observed. Secondly, 

senescent cells were shown to be resistant to many apoptotic stimuli and generally only 

undergo apoptosis if treated with so-called senolytic agents, such as BH3-mimetics.60,63,224 Due 

to the lack of effect during MAPKi treatment, these models were not suitable to assess 

presence or absence of rebound growth and they were not further used in this study.  

As my rebound model only represents one pLGG tumor entity and molecular background, 

validation of my discoveries in further models with different genetic backgrounds will be 

necessary. Given the recent advances in the generation of new pLGG in vitro models,78 this 

will be possible in future studies. Nevertheless, the BT-40 rebound model represents an 

important molecular subgroup, as patients with this genetic background (BRAFV600E and 

CDKN2A/Bdel) have the poorest prognosis.19 

5.2 MAPK overactivation upon treatment withdrawal 

Using the BT-40 rebound model, a rapid reactivation (within hours) of the MAPK pathway was 

observed upon MAPKi withdrawal. As patients experiencing rebound growth usually respond 

to re-treatment with MAPKi,107,118 classical resistance mechanism, such as upregulation of 

PI3K/AKT/mTOR signalling72,74 or CRAF activity,76,225 are likely not involved in the rebound 

growth, making a MAPK-dependent rebound-driving mechanism plausible. Taking this into 

account, the fast reactivation of the MAPK pathway upon treatment withdrawal is likely to play 

a role in the rebound growth. While the MAPK pathway is not influenced by chemotherapy 

treatment and hence active during chemotherapy withdrawal, rapid regrowth is not observed 

after chemotherapy treatment. This is possibly due to the increased cytotoxicity of 

chemotherapeutic drugs, which disturb cell division through different mechanisms, e.g. by DNA 

damage or mitotic anomalies,226–228 and induce programmed cell death,227–229 also shown by 

sub-G0/G1 arrest and increased PARP cleavage in the BT-40 model. Both effects may need 

longer time to be resolved compared to re-entering of the cell cycle after simple G1-arrest 
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caused by MAPKi, and therefore possibly cause the observed delayed tumor cell recovery and 

regrowth after chemotherapy withdrawal compared to MAPKi withdrawal.   

The rapid reactivation of the MAPK pathway upon MAPKi withdrawal was additionally 

associated with a transient overactivation of the pathway observed on the level of MEK 

phosphorylation and FOS gene expression. Pathway overactivation upon drug withdrawal is 

not uncommon and has been observed with other classes of drugs as well (e.g. METi, PI3Ki 

or mTORi) where it was associated with upregulation of RTKs or activation of feedback loops 

involving parallel pathways.121,230 When it comes to MAPKi, MAPK overactivation after inhibitor 

withdrawal has also been observed in other MAPK driven tumor entities.55,231–235 Interestingly, 

in these studies, focusing on drug resistance and addiction, substantial ERK overactivation, 

also referred to as pERK rebound, which caused decreased proliferation and cell death, was 

observed.55,231–235 Substantial pERK rebound was not observed in the BT-40 rebound model, 

likely due to the parallel re-expression of DUSP6, a negative regulator of pERK.236 This 

highlights a potential vulnerability of pLGGs to DUSP6 inhibitors during MAPKi treatment 

withdrawal, as it has been shown that DUSP6 inhibition causes cell death due to MAPK 

overactivation in other models.237,238 At the moment, no clinically relevant DUSP6 inhibitors are 

available. Development of phosphatase inhibitors has been challenging due to highly 

conserved active sites within phosphatase families and the lack of detailed structural 

information.239,240 However, improved understanding of phosphatases, including improved 

structural and mechanistic understanding,240 as well as advances in drug development, 

including use of allosteric inhibitors or PROTAC degraders,239,241 have aided to solve these 

challenges. This, together with insights into the putative tumor promoting role of DUSPs,237,238 

will likely lead to further investigation of DUSPs as possible anti-cancer drug targets and 

inhibitors for clinical use may become available in the future. 

5.3 Upregulation of AKT signaling upon MAPKi treatment 

In addition to rapid MAPK pathway reactivation and overactivation after MAPKi withdrawal, 

increased AKT signaling was induced in the BT-40 rebound model upon MAPKi and 
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maintained during early withdrawal. In line with this observation, upregulation of 

PI3K/AKT/mTOR signaling has also been observed in other tumor types upon MAPK inhibition 

and usually acts as a compensatory mechanism conferring resistance to MAPKi 

treatment.200,209–214,230 Mechanisms described to cause an increased AKT activation upon 

MAPK inhibition involve increased activation and accumulation of RTKs due to loss of negative 

feedback regulation mediated by MAPK activity.201,209,242 Furthermore, active RAS, which may 

accumulate during MAPK inhibition due to loss of negative feedback regulation,243,244 can also 

activate PI3K and thereby lead to increased AKT activity upon MAPKi.202,245 Indications for 

increased activity of RTKs or MAPK upstream activators were only observed on the gene 

expression level (RNAseq) in my multi-omics dataset. Therefore, further investigation is 

necessary before drawing any conclusions about mechanisms involved in increased AKT 

activity upon MAPK inhibition in the BT-40 model. Co-targeting of the MAPK and 

PI3K/AKT/mTOR pathway has shown efficacy across different tumor entities,214,246–248 even 

though combination of MAPKi and mTORi has been associated with severe toxicities in adult 

patients.248–251 While rebound growth in pLGGs is not associated with resistance,107,118 

increased AKT signaling could still exert growth promoting effects to some extent. 

Furthermore, combination of MAPKi and mTORi was effective in a pLGG in vivo model using 

subcutaneously injected BT-40 cells.251 In contrast to this, combination of PI3Ki or AKTi, while 

showing on-target activity, with MAPKi did not affect cell viability or rebound growth in my 

BT-40 in vitro rebound model. A possible explanation for this could be the lack of 

microenvironment in the in vitro setting, as synergistic activity of mTORi and MEKi in the BT-40 

in vivo model involved effects related to angiogenesis.251 Furthermore, in my study, only a PI3K 

and an AKT inhibitor but no mTOR inhibitor was tested. Differences in efficacy of the different 

inhibitors as well as the concentrations used could possibly also affect the outcome of the 

combination treatment.252  
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5.4 Upregulation of cytokines upon MAPKi treatment 

Apart from increased AKT activity, MAPK inhibition led to increased cytokine expression and 

secretion. The mechanisms involved in the increased cytokine expression upon MAPK 

inhibition in the BT-40 model remain unclear. Inhibition of AKT, which was upregulated upon 

MAPKi and shown to be involved in the expression of some cytokines,204,253,254 did not affect 

the expression of CCL2, CX3CL1, CXCL10 and CCL7 in BT-40. Apart from AKT signaling, no 

strong indications for increased activity of other signaling pathways possibly involved in 

increased cytokine expression (e.g. JAK/STAT,255–257 TGF-beta258–260 or NFkB208,261–266) were 

observed. MAPK activity has been shown to be associated with increased cytokine 

expression,204,267–269 meaning its inhibition should decrease cytokine expression. However, few 

studies also suggest a possible effect of MAPK inhibition on cytokine expression. One study 

showed that BRAF inhibitors induced IL-1b production in dendritic cells.270 Another study 

showed that MAPK inhibition stabilized CCL2 and CXCL10 mRNA induced by TNF-alpha in 

keratinocytes.271 Whether a similar mechanism is involved in the increased cytokine 

expression observed in the BT-40 model needs further investigation. Identification of the 

mechanism leading to increased cytokine expression could be of interest when it comes to 

targeting cytokine signaling. While inhibitors or antibodies targeting CCL2, CXCL10, CX3CL1 

or CCL7 are not clinically available, GPCRs, one of the main receptor type interacting with 

cytokines,136 do generally make good drug targets.272 However, cytokines can often bind to 

more than one receptor203 and targeting just one might not be sufficient. Therefore, inhibition 

of cytokine expression could be a possible way to inhibit cytokine-induced effects. 

Furthermore, inhibiting cytokine secretion could be a possible strategy. Cytokines can be 

secreted through exocytosis, involving the endoplasmatic reticulum and golgi apparatus, but 

also via extracellular vesicles (EVs).273 The latter may be inhibited by interfering with EV 

biosynthesis using e.g. sphingomyelinase inhibitors.274–276 

CCL2,140–144 CXCL10,144–151 CX3CL1156–162 and CCL7152–155 have been shown to play complex 

roles in tumor biology and affect both the tumor cells as well as the TME. While all four 
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chemokines have been shown to have tumor promoting effects on tumor cells,140,141,146,159,160 

inhibition of these chemokines did not affect cell viability or rebound growth in the BT-40 model. 

While some receptors of these cytokines203 are expressed in BT-40 based on gene expression, 

these do not include the canonical receptors for all of the cytokines,136 which could possibly 

explain the lack of effect. Furthermore, BT-40 may generally not be dependent on these 

cytokines. Taken together, my data suggests the absence of an autocrine effect of CCL2, 

CXCL10, CX3CL1 and CCL7 during rebound growth after MAPKi withdrawal.  

5.5 Increased microglia attraction and other influences on the TME 

While cytokines did not have an autocrine effect on tumor cell proliferation in the BT-40 

rebound model, I could demonstrate increased attraction of microglia cells, mediated by CCL2, 

CX3CL1, CXCL10 and CCL7, indicating a possible paracrine role during rebound growth. This 

is in line with their role in attraction of various immune cells,153,216–220,277–280 including microglia 

cells in case of CCL2,216,217,277 CX3CL1218–220 and CXCL10.277,278  

Microglia may contribute to the rebound growth by promoting tumor growth, as I observed a 

growth promoting effect of microglia cells on BT-40 in an untreated state. This is in line with 

previous data from a study showing the importance of microglia for tumor formation in vivo.95 

In this study, it was shown that BRAF fusion-driven NSCs produce CCL2 which lead to 

increased attraction of microglia cells to the tumor site, thereby promoting tumor formation.95 

In contrast to my study, where CCL2 expression was increased upon MAPK inhibition, this 

study by Chen et al. showed that CCL2 expression in NSCs was driven by MAPK activity in 

connection with NF-kB signaling, and MAPKi treatment abrogated increased CCL2 

expression.95 Possibly, this difference could be explained by the different genetic backgrounds 

used, BRAF fusion vs. mutation. It has been shown that BRAFV600E-driven pLGGs have a 

higher MAPK activity,82 which could lead to differences in signaling outcomes. Additionally, 

BT-40 harbor a CDKN2A/B deletion, which could further influence differences in molecular 

outcomes. This highlights the importance of further validation of my results in models with 

different genetic backgrounds. In addition to different genetic backgrounds used, the study by 
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Chen et al. focused on tumor initiation95 and differences could also reflect different timepoints 

in tumor development.  

In addition to promoting tumor growth, microglia cells may play a role during MAPKi treatment 

response, as our group could recently show that increased microglia infiltration correlates with 

a high predicted MAPK inhibitor sensitivity score (MSS).82 Furthermore, this study showed that 

the MSS was high not only in tumor cells but also microglia cells,82 suggesting that they might 

also be affected by MAPKi treatment.   

MAPK signaling has been shown to be involved in both pro-281–284 and anti-inflammatory284-286 

effects of monocytic cells, including microglia. This suggests that MAPKi treatment and 

withdrawal could possibly alter microglia activation states in the pLGG TME, leading to tumor-

suppressive effects in case of classical activation (pro-inflammatory, M1-like)287 or tumor-

promoting effects in case of alternative activation (anti-inflammatory, M2-like).287 

Classical/tumor-suppressive activation of microglia upon MAPKi treatment could explain the 

correlation of a high MSS with microglia infiltration.82 On the other hand, in case MAPK 

inhibition or withdrawal would induce alternative/tumor-promoting activation of microglia cells, 

the use of CSF-1R inhibitors, which induce microglia re-polarization, could be a possible 

treatment strategy, which has shown efficacy in preclinical glioblastoma models.288–290 While 

the CSF-1R inhibitor PLX3397 showed no efficacy in patients with recurrent glioblastoma,291 

preliminary results of a study using the CSF-1R inhibitor BLZ945 in combination with an anti-

PD-1 antibody, suggest a possible anti-tumor activity in glioblastoma.292  

It is important to note that microglia polarization/activation is a complex process and not always 

as trivial as assigning microglia into M1 or M2 categories. Signatures of both states might co-

exist, suggesting that the balance of different stimuli plays an important role in microglia 

activation.293–295 Within the TME, microglia cells are exposed to many stimuli, from tumor cells 

but also other TME cells, such as T cells.129 In my study, the secretion of only a few cytokines 

of interest, shown to be upregulated in tumor cells upon MAPKi treatment and during 

withdrawal, were investigated. CCL2,296 CXCL10,278 CX3CL1297 and CCL7298 were shown to 
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induce a rather pro-inflammatory phenotype in microglia/macrophages, which suggests, that 

microglia cells could be in a tumor-suppressive state during MAPKi treatment and early 

withdrawal. One should keep in mind though, that my analysis only covered the secretion of 

selected cytokines, and it is possible that other secreted molecules, not captured in this study, 

are involved in regulating microglia activation. Additionally, the tumor cell secretome or MAPKi 

treatment and withdrawal could influence other TME cells, which in turn affect microglia 

activation. Therefore, future studies will be necessary to investigate the effects of MAPKi 

treatment and withdrawal on the TME and its interaction with tumor cells, to understand how 

this may influence response to MAPKi treatment or rebound growth during withdrawal.  

In addition to microglia cells, T cells, possibly attracted by CCL10,280,299 which showed 

increased expression in my rebound model upon MAPKi treatment both in vitro and in vivo, 

could play a role during response to MAPKi treatment and rebound growth upon treatment 

withdrawal. Depending on the context and type of T cells, they have been shown to exert tumor 

promoting and suppressing effects in pLGGs. One study, focusing on NF1-loss-driven pLGGs, 

showed that CD8+ T cells, stimulated by neuronal midkine, produced CCL4 which stimulated 

microglia cells to produce CCL5,129 critical for NF1-loss-driven glioma growth.300,301 In contrast, 

CD4+ T cells were shown to inhibit formation of hiPSC-LGG xenografts through induction of 

CXCL10 expression in astrocytes.97 While these studies focused on tumor initiation and growth 

in untreated states, studies in other MAPK-driven tumors suggest a possible influence of 

MAPKi treatment on tumor infiltrating T cells. For instance, a study focusing on CRC showed 

that MAPK inhibition leads to increased T cell infiltration in patient samples.302 Furthermore, 

the combination of MAPKi and anti-PD-L1 treatment showed synergistic effects in CRC tumor 

bearing mice.302 Another study also suggested synergistic effects of combined MAPKi and anti-

PD-L1 treatment and showed that MAPK inhibition did not affect T cell cytotoxicity but 

protected T cells from exhaustion due to chronic stimulation.303 Except for one phase I trial 

suggesting preliminary clinical efficacy of peptide vaccines in recurrent pLGGs,304 immune 

therapy has not really been considered for the treatment of pLGGs thus far. Immune 
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checkpoint inhibition (ICI) in particular was not considered due to the low mutational burden of 

pLGGs,305,306 which has been shown to correlate with ICI efficacy in other entities.307–309 PD-L1 

expression was shown to be low in pLGGs, with only some tumors, especially GGs and PXAs, 

showing a high expression, although these results are based on small sample cohorts.123,310 

While PD-L1 expression is often used as a biomarker for ICI response,311–313 some studies 

suggest that it is not a universal biomarker.314–316 It has been shown that anti-PD-L1 therapy 

can be beneficial in patients with low PD-L1 expression if used in combination with agents 

increasing T cell infiltration.314–316 Taken together, these results indicate a complex role of 

T cells in anti-tumor immune response and their role during MAPKi treatment and possible 

combination therapies harnessing anti-tumor T cell responses should be further investigated 

in pLGGs. 

In summary, the above-mentioned studies together with my results suggest a possible complex 

role of the TME in pLGG biology, including response to MAPKi treatment and rebound growth 

during treatment withdrawal, which warrants further investigation in future studies. To do so, 

more complex models, such as organoids or immunocompetent mouse models, will be 

necessary. 

5.6 Limitations 

Despite the scarcity of faithful patient-derived pLGG in vitro models, I tested several models to 

generate an in vitro rebound model. DKFZ-BT66, DKFZ-BT308 and DKFZ-BT314 did neither 

respond to treatment nor show rebound growth upon treatment withdrawal when using 

clinically relevant MAPKi concentrations. Therefore, only BT-40, driven by BRAFV600E mutation 

and CDKN2A/Bdel, could be further used in my study. Validation in newly developed models 

of different genetic backgrounds is necessary to assess, whether these results also apply to 

other pLGG molecular subgroups. Additionally, validation in patient samples, important for 

clinical translation, was not possible at this stage, as tumor samples collected during rebound 

growth were not available. With the increased use of MAPKi for the treatment of pLGGs, these 

samples might be available for future studies. Furthermore, my study does not address what 
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could possibly differentiate patients who experience rebound growth from patients who do not. 

In order to identify potential biomarkers predicting rebound growth an in vitro model showing 

no rebound growth after effective MAPKi treatment or patient samples would be necessary. 

Lastly, results indicating a possible involvement of microglia cells were only derived from in 

vitro experiments using an immortalized microglia cell line. Future studies are necessary to 

investigate this using more suitable models, such as patient-derived/primary microglia, 

organoids and immunocompetent mouse models.  
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6 Conclusion and future perspectives 

The aim of this project was to describe molecular mechanisms involved in tumor rebound 

growth after MAPKi withdrawal in pLGG. To do so, I first established an in vitro rebound model 

using the BT-40 cells. Using this model, I could identify a fast MAPK pathway reactivation as 

a tumor cell intrinsic rebound driving mechanism. Furthermore, increased microglia attraction, 

mediated by cytokines induced upon MAPKi treatment, was suggested to play a role. Further 

validation of my findings in additional models and also patient samples is needed.   

Nevertheless, this data opens the question whether development of different MAPK inhibitors 

for treatment of pLGGs is sufficient to improve patient outcome, as MAPK pathway reactivation 

will most likely occur with any inhibitor upon treatment stop, although exact kinetics might vary 

across inhibitors. Therefore, investigation of more effective treatment strategies is necessary. 

These could include the use of different treatment schedules for MAPK inhibitors, including 

intermittent treatment or drug tapering, to possibly avoid rebound growth due to rapid pathway 

reactivation. Furthermore, combination treatments, possibly involving DUSP6 inhibition or 

modulation of the immune microenvironment, which was suggested to play a role by my data, 

should be considered.  

To investigate the role of the TME during MAPKi treatment and withdrawal, additional models 

are necessary. This should include the use of primary microglia cells instead of an immortalized 

cell line. Primary microglia can be isolated from rodent brains.317,318 Furthermore, primary 

microglia cells can also be isolated from human specimen, such as perioperative or fetal brain 

tissue as well as tumor samples, although sample availability and frequency may be 

limited.317,318 Additionally, microglia cells can be derived through iPSC differentiation.317,318 

Generally, for the study of tumor-immune-interactions, more complex models than <simple= 

co-cultures are preferred.318 These can include the use of organotypic slice cultures318–321 or 

organoids, a technology that has advanced significantly in the last years.318,321–323  

In addition to in vitro models, in vivo models are of importance in studying TME interactions. 

For this, immunocompetent models are necessary, which at the moment limits the use of PDX 
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models, as these commonly only engraft in immunocompromised mice.324 Depending on the 

model and research question, the use of partially immunocompromised mice lacking functional 

adaptive immune cells, such as Rag1 deficient mice,325 which have been shown to allow pLGG 

growth,97 or athymic mice326 could be useful to study the role of innate immune cells, e.g. 

microglia. Furthermore, the use of humanized mouse models78,97,327 or genetically engineered 

mouse models78,129,327 are of interest to study TME interactions.  

Using some of the above describe models, based on my data together with other published 

work, it would be of particular interest to further study the role of microglia cells during MAPKi 

treatment and withdrawal. Questions to answer include the following: What effect does MAPKi 

treatment and withdrawal have on microglia viability, proliferation, migration and 

polarization/activation in pLGGs? How does the tumor cell secretome change upon MAPKi 

treatment and withdrawal and what effect does this have on the interaction between tumor and 

microglia cells? Could targeting microglia cells be a potential therapeutic option for the 

treatment of pLGGs, possibly in combination with MAPKi? 

Future studies will likely shed more light on this and lead to improved therapeutic strategies, 

focusing not only on tumor cells but also the TME, to further improve the outcome and 

especially quality of life of pLGG patients.  
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7 Supplementary material 

7.1 Supplementary Figures 

  

 Supplementary Figure 1 Cytokine gene expression in BT-40 
Cytokine gene expression, as determined by RNAseq, during treatment for five days with 5 nM
dabrafenib (dabra) followed by withdrawal. Data is shown as log2 fold-change (log2FC) relative to 
solvent control (five days DMSO; Ctrl) as mean±SE (n=3 independent biological replicates). Wald test, 
Benjamini-Hochberg p-value correction, * adj-p-value f 0.05 ** adj-p-value f 0.01 *** adj-p-value f 0.01; 
no indication: not significant 
This figure was adapted from Kocher et al., under review 
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 Supplementary Figure 2 ssGSEA analysis of RNAseq dataset 
Heatmap showing ssGSEA z-scores for RTK (A) or MAPK (B) related gene signatures taken from the 
MSigDB C2 subcollection CP (canonical pathways) in RNAseq samples after five days of treatment 
with DMSO (solvent control) or 5 nM dabrafenib (dabra) followed by withdrawal (wd) 
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 Supplementary Figure 3 Cytokine secretion during dabrafenib treatment and withdrawal in 
BT-40 
Luminex-based multiplex assay results showing cytokine secretion after five days treatment with 
DMSO (solvent control) or 5 nM dabrafenib (dabra) and 24 h after dabrafenib withdrawal (dabra 
wd). For all conditions, conditioned media was collected 24 h after the last medium change. 
Boxplots depict the median, first and third quartiles. Whiskers extend from the hinge to the 
largest/smallest value no further than 1.5 * IQR from the hinge (where IQR is the interquartile range) 
n=3 independent biological replicates. One-way ANOVA, Tukey post-hoc test, * adj-p-value f 0.05 
** adj-p-value f 0.01 ** adj-p-value f 0.01; no indication: not significant 
This figure was adapted from Kocher et al., under review 

Supplementary Figure 4 NF-kB activity during 
dabrafenib treatment and withdrawal 
Western blot analysis of NF-kB p65 phosphorylation 
during five days of treatment with DMSO (solvent control) 
or 5 nM dabrafenib (dabra) followed by 24 h of 
withdrawal (wd). Blots shown are representative of three 
biological replicates (A). Quantification (B) was done 
relative to DMSO (dashed line) and is shown as 
mean±SD (n=3 independent biological replicates). 
One-sample t-test; no indication: not significant 
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Supplementary Figure 5 Validation of increased TGF-beta and JAK/STAT activity predicted by 
multi-omics data 
(A) Western blot analysis of SMAD2/3 phosphorylation during five days treatment with either DMSO 
(solvent control) or 5 nM dabrafenib (dabra), followed by 24 h withdrawal (wd). Cell extract of HT-1080
treated with 10 ng/mL TGF-beta for 30 min was used as a positive control (pos. Ctrl). Blots shown are 
representative of three independent biological replicates. 
(B-C) Kinase phosphorylation array of samples treated for five days with 5 nM dabrafenib or DMSO
(solvent control) followed by 24 h withdrawal (wd). Arrays (B) consist of two membranes, each target 
is detected in duplicates. Arrays shown are representative of two biological replicates. Arrays shown 
are the same as in Figure 28A but at a higher exposure time. Quantification (C) is shown as log2FC 
relative to the respective DMSO control. Boxplots depict the median, first and third quartiles. Whiskers 
extend from the hinge to the largest/smallest value no further than 1.5 * IQR from the hinge (where 
IQR is the interquartile range) n=2 independent biological replicates 
This figure was adapted from Kocher et al., under review 
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Supplementary Figure 6 Cytokine receptor expression 
in BT-40 
Cytokine receptor gene expression in log2(TPM+1), 
determined by RNAseq, during treatment for five days with 
DMSO or 5 nM dabrafenib (dabra). Boxplots depict the 
median, first and third quartiles. Whiskers extend from the 
hinge to the largest/smallest value no further than 1.5 * IQR 
from the hinge (where IQR is the interquartile range) n=3 
independent biological replicates. Two-tailed unpaired 
t-test, p-value f 0.05 ** p-value f 0.01 *** p-value f 0.01; no 
indication: not significant 
This figure was adapted from Kocher et al., under review 

Supplementary Figure 7 Alpelisib and ipatasertib on-target effect 
(A-B) Western blot analysis of AKT activity markers after five days treatment with 5 nM dabrafenib 
(dabra) alone or in combination with alpelisib (alp). Blots shown are representative of three independent 
biological replicates (A). Quantification (B) is relative to solvent control (DMSO; dashed line) and shown 
as mean±SD n=3 independent biological replicates). One-sample t-test, p-value f 0.05 ** p-value f 0.01 
*** p-value f 0.01 
(C) Western blot analysis of GSK3a/b phosphorylation after five days treatment with 2.7 nM dabrafenib 
and 0.3 nM trametinib (d+t) alone or in combination with either 5 µM alpelisib (alp) or 1 µM ipatasertib 
(ipa). Blots shown are representative of three independent biological replicates 
(D-E) Western blot analysis of GSK3a/b phosphorylation after five days treatment with 5 nM dabrafenib 
(dabra) alone or in combination with ipatasertib (ipa). Blots shown are representative of three 
independent biological replicates (D). Quantification (E) is relative to solvent control (DMSO; dashed 
line) and shown as mean±SD (n=3 independent biological replicates). One-sample t-test; no indication: 
not significant 
This figure was adapted from Kocher et al., under review 
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7.2 Supplementary Tables 

Supplementary Table 1 GO-Term enrichment analysis of upregulated genes  
p-value adjusted using Bonferroni step-down 
This table was adapted from Kocher et al., under review 

GO-Term ID GO-Term name 
% associated 

genes 
p-value adj-p-value 

GO:0004252 
serine-type endopeptidase 
activity 

13.91 4.10E-05 2.11E-02 

GO:0005102 signaling receptor binding 11.03 3.27E-09 1.73E-06 

GO:0005125 cytokine activity 17.12 9.39E-08 4.94E-05 

GO:0005126 cytokine receptor binding 14.83 6.75E-06 3.52E-03 

GO:0005509 calcium ion binding 11.21 4.55E-05 2.34E-02 

GO:0005539 glycosaminoglycan binding 15.12 1.13E-05 5.87E-03 

GO:0008009 chemokine activity 28.85 2.80E-06 1.46E-03 

GO:0008083 growth factor activity 17.34 7.69E-06 4.00E-03 

GO:0008201 heparin binding 16.67 1.25E-05 6.49E-03 

GO:0008236 serine-type peptidase activity 13.35 8.70E-05 4.45E-02 

GO:0017171 serine hydrolase activity 13.80 2.67E-05 1.38E-02 

GO:0019838 growth factor binding 17.73 2.92E-05 1.51E-02 

GO:0030020 

extracellular matrix structural 
constituent conferring tensile 
strength 

36.59 8.50E-08 4.48E-05 

GO:0030545 
signaling receptor regulator 
activity 

13.18 2.40E-07 1.25E-04 

GO:0030546 
signaling receptor activator 
activity 

13.65 1.19E-07 6.22E-05 

GO:0045236 
CXCR chemokine receptor 
binding 

55.56 1.05E-07 5.54E-05 

GO:0048018 receptor ligand activity 13.86 6.46E-08 3.41E-05 

GO:0048407 
platelet-derived growth factor 
binding 

81.82 2.75E-09 1.46E-06 

GO:0099094 
ligand-gated cation channel 
activity 

15.12 8.59E-05 4.41E-02 
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Supplementary Table 2 GO-Term enrichment analysis of upregulated proteins  
p-value adjusted using Bonferroni step-down 
This table was adapted from Kocher et al., under review 

GO-Term ID GO-Term name 
% associated 

genes 
p-value adj-p-value 

GO:0008093 cytoskeletal anchor activity 12.50 2.57E-04 7.70E-04 

GO:0017166 vinculin binding 21.43 4.79E-05 2.40E-04 

GO:0019838 growth factor binding 5.67 7.27E-07 5.09E-06 

GO:0030145 manganese ion binding 4.05 6.81E-03 6.81E-03 

GO:0045295 gamma-catenin binding 16.67 1.06E-04 4.23E-04 

GO:0048156 tau protein binding 6.25 2.00E-03 4.01E-03 

GO:0050431 
transforming growth factor 
beta binding 

14.81 1.11E-05 6.66E-05 

Supplementary Table 3 GO-Term enrichment analysis of downregulated genes  
p-value adjusted using Bonferroni step-down 
This table was adapted from Kocher et al., under review 

GO-Term ID GO-Term name 
% associated 

genes 
p-value adj-p-value 

GO:0000079 

regulation of cyclin-dependent 
protein serine/threonine 
kinase activity 

11.57 1.92E-04 4.34E-02 

GO:0000166 nucleotide binding 5.75 8.46E-08 2.22E-05 

GO:0000217 
DNA secondary structure 
binding 

32.43 6.00E-09 1.62E-06 

GO:0000400 four-way junction DNA binding 35.29 2.47E-05 5.78E-03 

GO:0003677 DNA binding 5.08 1.23E-04 2.84E-02 

GO:0003678 DNA helicase activity 24.71 4.42E-12 1.23E-09 

GO:0003684 damaged DNA binding 14.29 1.43E-04 3.28E-02 

GO:0003688 DNA replication origin binding 38.10 5.25E-07 1.34E-04 

GO:0003697 single-stranded DNA binding 16.91 1.51E-09 4.11E-07 

GO:0003887 
DNA-directed DNA 
polymerase activity 

35.00 9.94E-11 2.73E-08 

GO:0003896 DNA primase activity 85.71 1.93E-08 5.16E-06 

GO:0004386 helicase activity 12.43 9.54E-07 2.37E-04 

GO:0004672 protein kinase activity 7.15 3.77E-09 1.02E-06 

GO:0004674 
protein serine/threonine 
kinase activity 

7.24 1.07E-06 2.64E-04 

GO:0004693 

cyclin-dependent protein 
serine/threonine kinase 
activity 

10.67 1.80E-04 4.09E-02 

GO:0005524 ATP binding 6.35 1.80E-07 4.65E-05 
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GO:0008017 microtubule binding 13.85 5.89E-13 1.64E-10 

GO:0008092 cytoskeletal protein binding 7.02 1.82E-07 4.70E-05 

GO:0008094 
ATP-dependent activity, acting 
on DNA 

16.90 6.74E-10 1.84E-07 

GO:0010997 
anaphase-promoting complex 
binding 

66.67 2.17E-07 5.58E-05 

GO:0015631 tubulin binding 10.76 4.40E-10 1.21E-07 

GO:0016301 kinase activity 6.57 3.37E-08 8.97E-06 

GO:0016462 pyrophosphatase activity 6.03 1.29E-05 3.11E-03 

GO:0016772 

transferase activity, 
transferring phosphorus-
containing groups 

6.90 6.27E-11 1.73E-08 

GO:0016773 
phosphotransferase activity, 
alcohol group as acceptor 

6.58 1.26E-07 3.27E-05 

GO:0016779 nucleotidyltransferase activity 10.40 2.77E-05 6.42E-03 

GO:0016817 
hydrolase activity, acting on 
acid anhydrides 

6.01 1.40E-05 3.34E-03 

GO:0016818 

hydrolase activity, acting on 
acid anhydrides, in 
phosphorus-containing 
anhydrides 

6.01 1.40E-05 3.34E-03 

GO:0016887 ATP hydrolysis activity 9.49 5.98E-07 1.51E-04 

GO:0016888 

endodeoxyribonuclease 
activity, producing 5'-
phosphomonoesters 

33.33 1.66E-04 3.79E-02 

GO:0017076 purine nucleotide binding 5.72 7.32E-07 1.84E-04 

GO:0017108 5'-flap endonuclease activity 62.50 3.87E-06 9.48E-04 

GO:0017111 
nucleoside-triphosphatase 
activity 

6.06 1.55E-05 3.67E-03 

GO:0017116 
single-stranded DNA helicase 
activity 

56.00 3.23E-14 9.08E-12 

GO:0030554 adenyl nucleotide binding 6.35 8.40E-08 2.21E-05 

GO:0032147 
activation of protein kinase 
activity 

10.18 1.65E-05 3.89E-03 

GO:0032553 ribonucleotide binding 5.70 8.65E-07 2.16E-04 

GO:0032555 purine ribonucleotide binding 5.71 8.89E-07 2.21E-04 

GO:0032559 adenyl ribonucleotide binding 6.40 5.81E-08 1.54E-05 

GO:0034061 DNA polymerase activity 15.74 5.97E-07 1.51E-04 

GO:0035173 histone kinase activity 33.33 3.58E-05 8.28E-03 

GO:0035639 
purine ribonucleoside 
triphosphate binding 

5.56 7.60E-06 1.85E-03 
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GO:0043085 
positive regulation of catalytic 
activity 

6.12 1.36E-05 3.25E-03 

GO:0043138 3'-5' DNA helicase activity 37.50 1.65E-05 3.88E-03 

GO:0043168 anion binding 5.31 6.66E-06 1.63E-03 

GO:0043549 regulation of kinase activity 7.37 3.74E-07 9.57E-05 

GO:0045859 
regulation of protein kinase 
activity 

7.64 5.83E-07 1.48E-04 

GO:0048256 flap endonuclease activity 55.56 8.44E-06 2.04E-03 

GO:0051338 
regulation of transferase 
activity 

8.48 3.27E-12 9.09E-10 

GO:0051347 
positive regulation of 
transferase activity 

8.59 1.18E-08 3.17E-06 

GO:0071900 

regulation of protein 
serine/threonine kinase 
activity 

8.11 2.56E-05 5.96E-03 

GO:0140097 
catalytic activity, acting on 
DNA 

13.13 5.42E-13 1.52E-10 

GO:1900262 
regulation of DNA-directed 
DNA polymerase activity 

57.14 9.81E-09 2.64E-06 

GO:1900264 

positive regulation of DNA-
directed DNA polymerase 
activity 

57.14 9.81E-09 2.64E-06 

GO:1901265 nucleoside phosphate binding 5.75 8.67E-08 2.26E-05 

GO:1903932 
regulation of DNA primase 
activity 

100.00 7.60E-08 2.01E-05 

GO:1903934 
positive regulation of DNA 
primase activity 

100.00 7.60E-08 2.01E-05 

GO:1904666 
regulation of ubiquitin protein 
ligase activity 

26.67 1.12E-05 2.69E-03 

GO:1904668 
positive regulation of ubiquitin 
protein ligase activity 

50.00 2.17E-06 5.33E-04 
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Supplementary Table 4 GO-Term enrichment analysis of downregulated genes  
p-value adjusted using Bonferroni step-down 
This table was adapted from Kocher et al., under review 

GO-Term ID GO-Term name 
% associated 

genes 
p-value adj-p-value 

GO:0003678 DNA helicase activity 8.24 5.25E-06 3.67E-05 

GO:0003688 DNA replication origin binding 14.29 5.96E-04 1.19E-03 

GO:0003697 single-stranded DNA binding 5.15 1.11E-04 4.43E-04 

GO:0004386 helicase activity 5.08 1.26E-05 6.30E-05 

GO:0008094 
ATP-dependent activity, acting 
on DNA 

6.34 2.09E-06 1.67E-05 

GO:0016796 

exonuclease activity, active 
with either ribo- or 
deoxyribonucleic acids and 
producing 5'-
phosphomonoesters 

4.62 1.52E-02 1.52E-02 

GO:0016887 ATP hydrolysis activity 4.34 4.38E-08 4.38E-07 

GO:0017116 
single-stranded DNA helicase 
activity 

24.00 3.65E-08 4.01E-07 

GO:0035173 histone kinase activity 16.67 3.72E-04 1.12E-03 

GO:0043138 3'-5' DNA helicase activity 25.00 6.58E-06 3.95E-05 

GO:0140097 
catalytic activity, acting on 
DNA 

4.18 4.99E-07 4.50E-06 
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