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Zusammenfassung

Aktuelle Beobachtungen des Nachleuchtens von Gammastrahlenblitzen im TeV Bere-
ich ermöglichen neue Rückschlüsse über die Beschleuning von Teilchen an relativis-
tichen Stoßwellen. Kinetische Simulationen erlauben uns die maximale Energie der
beschleunigten Teilchen zu berechen und mit Beobachtungen des GRB 190829A zu ver-
gleichen. Der Vergleich zwischen theoretischen Vorhersagen und Beobachtungen zeigt
Diskrepanzen. Diese motivieren neue Simulationen mit Hilfe eines von uns entwickel-
tem Monte-Carlo Code zur Berechnung der Teilchenbeschleunigung an relativistischen
Stoßwellen mit homgenem und nicht-homogenem Magnetfeld. In der homogenen B-Feld
Konfiguration zeigen die Simulationen, dass es für die Beschleuningung der Teilchen hin-
reichend ist, wenn auf einer Seite der Stoßwelle die Teilchen häufig gestreut werden. Den
Fall des nicht homogenen B-Feldes modellieren wir mit Hilfe einer zylindrischen Mag-
netfeldtopologie, die typisch ist für astrophysikalische Jets. Wir beobachten, dass die
Krümmung des Magnetfeldes es Teilchen mit geeignter Ladung ermöglicht die Stowelle
mehrfach zu durchqueren. Unter nicht Beachtung der Verluste hat dies zur Folge, dass die
maximale Teilchenenergie nur durch die Größe des Systems beschränkt ist. Diese Ergeb-
nisse fordern die Behauptung, dass ultra-relativistische Stowellen Teilchen nicht e�zient
beschleunigen können heraus und machen eine Neubewertung der Teilchenbeschleuni-
gung an relativistischen Stoßwellen auf erforderlich. Dies lässt auf neue theoretische
Ergebnisse für den Entstehungsort ultrarelativistischer kosmischer Strahlung ho�en.

Abstract

Recent TeV detections of gamma-ray burst afterglows o�er new insights into particle
acceleration at relativistic shocks. Kinetic simulations have improved our understanding
of shock microphysics, enhancing models of particle acceleration relevant to afterglows.
We explore scenarios for determining the maximum achievable energy, comparing our
findings with data from the H.E.S.S. source, GRB 190829A. This comparison reveals a
tension between observations and theoretical expectations. Motivated by this, we devel-
oped a Monte Carlo code to revisit acceleration theory for relativistic shocks in uniform
and non-uniform magnetic field configurations. In uniform fields, we demonstrate that
acceleration requires only strong scattering on one side of the shock. Analytic solutions
confirm this conclusion. For non-uniform fields, we consider a cylindrical magnetic-field
structure typical of astrophysical jets. We find that curvature drifts enable repeated
shock-crossings for particles of favourable charge, and neglecting losses extends the
maximum energy to the system’s confinement limit. These results challenge the mis-
conception that ultra-relativistic shocks cannot serve as e�ective accelerators, o�ering a
fresh perspective on relativistic shock acceleration. The findings suggest new features
on maximum achievable energy and spectral index, indicating the need to revisit cur-
rent knowledge on relativistic shocks. This could open promising avenues for producing
ultra-high energy cosmic rays.
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Chapter 1

High energy astrophysics

In this thesis, we will focus on gamma-ray bursts and particle acceleration at relativistic
shocks, both of which are research topics in high-energy astrophysics.

High-energy astrophysics explores the most potent astrophysical phenomena in our
universe, such as gamma-ray bursts and supernova remnants. These energetic events
typically release electromagnetic radiation in high-energy bands, along with neutrinos
and cosmic rays. Consequently, this field encompasses X-ray astronomy, gamma-ray
astronomy, neutrino astronomy, and astroparticle physics. These subjects are all quite
heated topics nowadays. In this thesis, we mainly focus on gamma-ray bursts, as one
of the promising candidates for high-energy cosmic rays, and the acceleration process at
shocks, as a long-discussed mechanism to produce high-energy particles. Let’s first start
from a brief introduction on cosmic rays.

1.1 Cosmic Rays

In 1912, Victor Hess observed an increase in the ionization rate in the atmosphere as
altitude rose during his balloon experiment. This discovery suggested that the matter
ionizing Earth’s atmosphere originates outside the earth. Initially, high-energy electro-
magnetic radiation was considered to explain this phenomenon and was consequently
named cosmic rays. We now understand that these are actually high-energy particles
with strong penetrability. In recognition of this significant discovery, Hess was awarded
the Nobel Prize in Physics in 1936.

From the 1940s, scientists launched balloons equipped with cloud chambers and pho-
tographic plates into the stratosphere [e.g. 1, 2]. Through these experiments, they dis-
covered that relativistic protons are the main component of cosmic rays. In fact, cosmic
rays are composed of protons, helium, and other heavy nuclei, as well as a small number
of electrons. Cosmic rays span a wide energy range from hundreds of MeV to more than
100 EeV, covering 11 orders of magnitude (see Fig. 1.1). Such a broad energy spectrum
indicates di�erent origins for cosmic rays with varying energy levels.

The cosmic ray spectrum can be described by a power-law distribution with an index
of -2.7. Around 3 PeV, this spectrum softens, and the spectral index becomes ≥ -3.1
[e.g. 3]. This region is known as the ’knee.’ At 4 EeV, the spectrum hardens, and
the spectral index returns to -2.7 [e.g. 4, 5]. This region is now known as the ’ankle.’
Currently, the most popular explanation is that cosmic rays with energy below the knee
are produced by galactic sources, such as galactic supernova remnants, while cosmic rays
with energy beyond the ankle have extragalactic origins, such as gamma-ray bursts and
active galactic nuclei. The origin of cosmic rays between the knee and the ankle is still
under debate. In the following we will briefly introduce these three promising candidates
of cosmic rays.

1
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Figure 1.1: Cosmic ray spectrum in a wide energy band. The upper figure is taken from Cronin et al.
[6]. The lower is taken from Blümer et al. [7] with some modification.
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Figure 1.2: A composite image of the Crab Nebula from Hubble Space Telescope. Source link:
https://hubblesite.org/home. Author: NASA, ESA, J. Hester and A. Loll (Arizona State Uni-
versity).

1.2 Supernova Remnants

When the nuclear fusion reaction in a main-sequence star ceases, there is no longer suf-
ficient thermal pressure to counteract gravity, and the star begins to collapse. If the
star is massive enough, an energetic explosion occurs in its envelope, resulting in a su-
pernova (SN). During the burst, a non-relativistic shock can be produced and accelerate
particles. The shock velocity can reach thousands of kilometers per second.

One of the most famous and well-studied SNe is SN 1054, which was recorded in great
detail by Chinese, Arabian and Japanese astronomers. In 1731, a nebula was discovered
at the position of this SN, now known as the Crab Nebula. This nebula is the remnant
of the supernova explosion.

Based on their lightcurves and the absorption lines in their spectra, SNe can be divided
into di�erent categories. Depending on the presence of hydrogen lines, SNe are classified
as Type I (without hydrogen lines) and Type II (with hydrogen lines) [8, 9]. Under these
two main categories, SNe can be further subdivided based on their spectra. For example,
Type Ia supernovae present strong ionized silicon absorption lines, while Type Ib/c has
weak or no such absorption lines. Type Ib supernovae show strong neutral helium lines,
which distinguish them from Type Ic.

The progenitors of di�erent types of SNe are also di�erent. Type Ia SNe are produced
by accreting white dwarfs that reach the Chandrasekhar limit. Type Ib and Ic are
originated from massive stars which have already lost their outer envelopes through
strong stellar winds. The progenitors of Type II SNe are also massive stars with at least
9Mk. Heavier elements can be burned inside and produce structures like an onion.
Each shell is composed of di�erent elements, and the elements become heavier as you go
deeper into the star. At a certain stage, core collapse occurs, producing Type II SNe.

After the explosion, a supernova remnant (SNR) can be found near the location of
its progenitor (Fig. 1.2). Stellar materials driven by the explosion can reach 10% the
speed of light, being highly supersonic and triggering an expanding shock wave. This

https://hubblesite.org/home
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Figure 1.3: Schematic picture of the AGN unified model. This picture is adopted from Urry and
Padovani [11].

shock wave sweeps up ambient medium and decelerates. This process can last hundreds
or thousands of years. During this period, particles can be accelerated by the shock and
become cosmic rays after escaping.

1.3 Active Galactic Nuclei

The luminosity from the central region of an active galactic nucleus (AGN) is much
brighter than that from a normal galaxy, a phenomenon not explained by energy released
through stellar nuclear fusion. This intense emission is believed to result from accretion
processes around supermassive black holes at the galactic center. During accretion, a
relativistic jet is generated and propogates along the rotational axis of the accretion disc.
The electromagnetic spectra emitted by AGN span radio, microwave, infrared, optical,
UV, X-ray, and gamma-ray bands.

In addition to exhibiting much luminous central regions compared to normal galaxies,
AGN display rapid variability in luminosity, with periods ranging from a year to several
days or even just a few hours. Emission lines from atoms and ions are also observed.
Additionally, AGN can produce more photons in high energy bands, i.e., X-ray and
gamma-ray as well as in the radio band.

Based on spectral features, AGN can be divided into several subclasses. Since the first
discovery of quasars in the 1960s, many other subclasses have also been detected, such
as Seyferts and blazars. It is well-argued that all of these subclasses can be explained
by a unified model, in which distinct classes of AGN are actually variations of the same
basic structure but viewed from di�erent orientations [10, 11], as seen in Fig. 1.3.

Depending on the radio luminosity, it is convenient to categorize AGN into radio-loud
and radio-quiet objects. The former has emissions predominantly contributed by the jet
and the lobe, while the latter only has emissions from the accretion disc. Radio-loud
AGN can then be further divided into radio-loud quasars, blazars, BL LAC objects and
radio galaxies. Radio-quiet AGN include Seyfert galaxies and radio-quiet quasars.
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Figure 1.4: A schematic picture of GRBs from NASA. Source link: https://earthsky.org/
upl/2019/11/gamma-ray-burst-mechanism-lg.jpg. Author: NASA/Goddard Space Flight Cen-
ter/ICRAR.

1.4 Gamma-ray Bursts

Gamma-ray bursts (GRBs) are among the most catastrophic phenomena in our universe.
Following Zhang [12], GRBs possess two main properties by definition. First, in the
temporal domain, the term "burst" denotes a release of energy within a short time
period, ranging from milliseconds to thousands of seconds. Second, in the spectral
domain, "gamma-ray" represents the energy range in the hard X-ray/ soft gamma-ray
band, from tens of keV to several MeV. This bursty emission is known as the prompt
emission.

Observations of GRBs were long limited to the prompt emission phase until 1997 when
the first afterglow was detected [13]. Distinguished from the prompt emission, afterglow
emissions have a much wider energy range as well as a longer duration detectable days,
weeks, months or even years after the burst in radio, optical, X-ray and gamma-ray
bands.

The typical isotropic equivalent luminosity of GRBs is ≥ 1053 erg/s, comparable to re-
leasing the total energy emitted by the sun throughout its entire life within less than one
second. Due to this immense energy production, GRBs are also considered as prospec-
tive candidates for ultra-high energy cosmic rays (UHECR), neutrinos and gravitational
waves.

AS GRBs constitute one of the main topics in my thesis, more detailed introductions
can be found in Chapter. 3.

1.5 Shocks

Power-law distributions in electromagnetic spectra are frequently observed in high energy
phenomena including those we mentioned above, strongly suggesting the non-thermal
distribution of accelerated particles in these sources. This indicates Fermi acceleration
in shocks as a prominent particle acceleration mechanism.

Shocks have long been proposed as a likely source to accelerate high-energy parti-
cles. When an object moves through a local fluid, disturbances propagate outwards with
the speed of sound and interact with the ambient medium. Eventually, the remaining

https://earthsky.org/upl/2019/11/gamma-ray-burst-mechanism-lg.jpg
https://earthsky.org/upl/2019/11/gamma-ray-burst-mechanism-lg.jpg
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Figure 1.5: Schematic pictures of an electromagnetic shower and a hadronic shower. Upper: elec-
tromagnetic shower. Lower: hadronic shower. The original plots are taken from Ruiz Velasco [14].

fluid relaxes. However, if the object travels at a velocity greater than the sound speed,
distributions triggered by this object are unable to propagate via sound waves and com-
municate to the rest of the fluid field. In this case, an abrupt discontinuity in the flow
properties ( pressure, density, etc.) would be generated, known as the shock. As one
of the most promising sites to produce high-energy cosmic rays, we will give a round
introduction on this phenomenon in the next chapter.

1.6 Imaging Atmospheric Cherenkov Technique

Before moving to the next chapter, I would like to introduce a quite important ob-
servational technique in high-energy astronomy. Due to the rapidly decreasing flux in
high-energy bands for both photons and particles, we need telescopes with large e�ec-
tive areas to collect enough data, which is beyond the limitations for satellite-borne
instruments. However, there exists another option.

Many ground-based instruments utilize Imaging Atmospheric Cherenkov Technique
(IACT) to detect very-high-energy photons and charged particles. Penetrating the at-
mosphere, these photons as well as particles interact with air particles and produce a
shower of secondary particles. Such a cascade is called as extensive air shower (EAS).

Depending on the primary hitting the atmosphere, two di�erent showers can be gen-
erated. If the primary is a lepton or photon, it can produce an electromagnetic air
shower by pair production and bremsstrahlung radiation. While for a primary hadron,
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Figure 1.6: Comparison between gamma-ray and hadronic shower and Cherenkov emissions[15].

the corresponding air shower evolves di�erently and a hadronic shower occurs.
It is of significant importance for IACTs to distinguish photon-triggered showers and

hadron-triggered showers. Here are some major di�erences. For electromagnetic shower,
the lateral spread is smaller, inducing narrow showers. What’s more, Hadronic showers
exhibit a complex and variable structure due to the development of multiple electro-
magnetic sub-showers. Additionally, more muons are generated in hadronic showers
by roughly two orders of magnitudes. An intuitive discrepancy between hadronic and
electromagnetic shower can be seen in Fig. 1.6

Such a discrepancy provides an opportunity for us to distinguish these two kinds of
showers through their emitted Cherenkov radiation. Cherenkov radiation is the emission
of light when a charged particle moves through a dielectric medium at a speed greater
than the speed of light in that medium. This phenomenon creates a faint blue glow,
forming a cone of light with the charged particle at its center, as shown in Fig. 1.7.

Via IACTs, we can trace back to the directions of the incoming photons or hadrons
according to the produced Cherenkov radiation. Since the projections of Cherenkov
photons from showers, or the so-called light pools, distribute extensively on the ground.
Ground-based telescopes are required for large detection areas to collect enough photons.

In gamma-ray imaging, the Cherenkov signal from an extensive air shower takes the
form of a 3D ellipsoid, resulting in an elliptical image on the camera. The image position
is contingent on the shower axis o�set from the reflector axis. The major axis of the
shower ellipse traces the path of the original gamma-ray, projecting onto both the sky
and ground for estimating shower direction and impact point. The ellipse’s length and
width indicate the shower’s longitudinal and lateral extent from a specific viewpoint.
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Figure 1.7: Origin of Cherenkov emissions [16].

Incorporating a second telescope into the light pool aids in mitigating uncertainties in
direction and energy reconstruction.



Chapter 2

Shock, Fermi acceleration and radiation
mechanisms

Shocks are a universal phenomena in astrophysics. Particles being accelerated to high
energy through the Fermi mechanism at shocks are widely accepted as origins of elec-
tromagnetic emissions from various astrophysical objects. In the following sections, we
will summarize the physics of shocks and Fermi acceleration.

2.1 Shock Dynamics
Before we study the physical properties across a shock, it is helpful to recall the theory
of hydrodynamics, which can be used to study the evolution of a fluid.

2.1.1 Hydrodynamics
2.1.1.1 Non-relativistic Hydrodynamics

Neglecting the existence of magnetic fields, the equations to describe a single neutral
fluid consist of three conservation laws for mass, momentum, and energy. In the non-
relativistic regime, where the rest mass energy density is much larger than the kinetic
energy density and the internal energy density, these three conservation equations can
be written as:

ˆfl

ˆt
+ Ò · (flu) = 0; (2.1)

ˆu

ˆt
+ (u · Ò) u = ≠1

fl
Òp; (2.2)

ˆ‘

ˆt
+ Ò · [(‘ + p) u] = 0. (2.3)

where fl, p, are the mass density and pressure. ‘ = 1
2flu2 + e is the sum of the kinetic

energy 1
2flu2 and the internal energy density e. u is the fluid velocity vector.

2.1.1.2 Relativistic Hydrodynamics

Without any energy source or external force, the mass conservation equation in the
relativistic case can be formulated in the form as

Òµ(fluµ) = 0 (2.4)

and energy and momentum conservation equations can be expressed as

ÒµT µ‹ = 0 (2.5)

9



10 2. Shock, Fermi acceleration and radiation mechanisms

T µ‹ is the energy-momentum tensor of the relativistic fluid.
The conservation equations can be written as

ˆ

ˆt

Q

ca
D
m
E

R

db + Ò ·

Q

ca
Du

mu + pI

mc2

R

db = 0 (2.6)

in the laboratory frame, where u, D, m, E and p represents the fluid velocity, density,
momentum density, total energy density and pressure, respectively [17].

Utilizing the Lorentz invariant thermodynamic quantities: the proper rest mass den-
sity fl, the specific enthalpy h and the pressure p, the transformation to the local rest
frame is

D = “fl, (2.7)

m = flh“2 u

c2 , (2.8)

E = flh“2 ≠ p, (2.9)

where “ is the Lorentz factor and c is the speed of light. The definition of he specific
enthalpy h is given by

h = e + p

fl
. (2.10)

Here e is the proper internal energy density.

2.1.1.3 Equation of State

To determine the jump conditions when crossing a shock front, we need to solve five
conservation equations. However, the system above is not closed, as there are six vari-
ables and only five equations. One additional equation of state is required to close this
system.

A widely accepted shortcut is to consider the fluid as an ideal gas. Introducing the
so-called adiabatic index, the equation of state can be written as

p = (“̂ ≠ 1)e. (2.11)

For a non-relativistic fluid, “̂ = 5/3 and in the relativistic case, “̂ = 4/3 considering
monoatomic gas.

2.1.2 Hydrodynamic Shock Jump Conditions

Solving the hydrodynamic equations from the previous section allows us to determine
the physical properties across the shock front, which are associated with the strength of
the shock itself. These are known as the shock jump conditions or Rankine-Hugoniot
conditions.

2.1.2.1 Jump Conditions in Non-relativistic Shocks

The fluid is separated by the shock front into two parts: the unperturbed region, or
upstream and the perturbed region, or downstream. Three conservation laws need to
be satisfied when crossing the shock front, and these can be written in the rest frame of
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the shock as

fl≠u≠ = fl+u+ (2.12)
fl≠u2

≠ + p≠ = fl+u2
+ + p+ (2.13)

(1
2fl≠u2

≠ + p≠ + e≠)u≠ = (1
2fl+u2

+ + p+ + e+)u+. (2.14)

Physical parameters with ≠ and + are measured immediately upstream and downstream
of the shock front.

Introducing the Mach number M = u
cs

=
1

flu2

“̂p

21/2
, which reflects the strength of the

shock, one can write the Rankine-Hugoniot conditions as:

fl+
fl≠

=
(“̂ + 1)M2

≠
(“̂ ≠ 1)M2

≠ + 2 , (2.15)

p+
p≠

=
2“̂M2

≠ ≠ “̂ + 1
“̂ + 1 , (2.16)

T+
T≠

=
(2“̂M2

≠ ≠ “̂ + 1)[(“̂ ≠ 1)M2
≠ + 2]

(“̂ + 1)2M2
≠

. (2.17)

The medium in the both upstream and downstream is considered to be in thermal
equilibrium and T represents the corresponding temperature.

For non-relativistic shocks with a large Mach number M ∫ 1, we have fl+
fl≠

ƒ 4,
p+
p≠

ƒ 5
4M2

≠ and T+
T≠

ƒ 5
16M2

≠. One can see that the upper limit for the compression
ratio by a strong non-relativistic shock is 4.

2.1.2.2 Jump Conditions in Relativistic Shocks

Following a similar method used in the non-relativistic case, the three relativistic Rankine-
Hugoniot conditions in the shock rest frame can be described as

“≠fl≠u≠ = “+fl+u+ (2.18)
“2

≠h≠u2
≠ + p≠ = “2

+h+u2
+ + p+ (2.19)

“2
≠h≠u≠ = “2

+h+u+ (2.20)

where “≠ and “+ are the Lorentz factors in upstream and downstream.
If the medium upstream is cold (e≠ = p≠ = 0), which is a common condition for

GRBs, we have the following solutions

fl+
fl≠

= “̂“rel + 1
“̂ ≠ 1 , (2.21)

h+/fl+ = “̂(“rel ≠ 1) + 1, (2.22)

“2
≠ = (h+/fl+)2(“rel + 1)

“̂(2 ≠ “̂)(“rel ≠ 1) + 2 , (2.23)

here “rel represents the relative Lorentz factor between upstream and downstream.
For an ultra-relativistic shock with “≠ ∫ 1, we obtain

u+ = “̂ ≠ 1 = 1
3 , (2.24)
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“rel = “≠/
Ô

2, (2.25)
fl+
fl≠

= 4“rel (2.26)

2.1.3 Relativistic Magnetohydrodynamics
The situation becomes more complicated when an electromagnetic field is taken into con-
sideration. In ideal relativistic magnetohydrodynamics (MHD), the plasma is assumed
to be a perfect conductor so that the electric field vanishes in the local fluid frame. In
this case, the electromagnetic (EM) field can just be specified by the magnetic field.

Due to the existence of the magnetic field, the energy-momentum tensor includes two
components, and should be rewritten as

T µ‹ = T µ‹
fluid + T µ‹

EM (2.27)

T µ‹
fluid is the fluid component,

T µ‹ = huµu‹ + pgµ‹ (2.28)

and T µ‹
EM denotes the EM component,

T µ‹
EM = 1

4fi

3
F µ

⁄ F ⁄‹ ≠ 1
4gµ‹F ⁄”F⁄”

4
(2.29)

where

F µ‹ =

Q

ccca

0 Ex Ey Ez

≠Ex 0 Bz ≠By

≠Ey ≠Bz 0 Bx

≠Ez By ≠Bx 0

R

dddb (2.30)

is the EM field tensor. B = (Bx, By, Bz) is the magnetic field and E is the electric
field measured in the frame where the fluid’s velocity is — = u/c. To constrain the
electric field vanishing in the fluid rest frame, the generalised Ohm’s law is augmented
E = ≠— ◊B. Inserting the EM field tensor into the EM energy-momentum component,
finally we get

T µ‹
EM = B2

4fi
uµu‹ + B2

8fi
gµ‹ ≠ BµB‹

4fi
. (2.31)

The ideal MHD can be described as
• Mass conservation:

Òµ(fluµ) = 0; (2.32)

• Energy-momentum conservation:

ÒµT µ‹ = 0; (2.33)

• Maxwell’s equations:

Ò‹F µ‹ = 4fiJµ; (2.34)
Ò⁄Fµ‹ + ÒµF‹⁄ + Ò‹F⁄µ = 0 (2.35)

Jµ here is the 4-current.
In MHD there exist three wave modes, the Alfvén mode, the fast and the slow mag-

netosonic modes, whose velocity can be denoted by vA, vfast and vslow.
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Two kinds of shock can exist. For the slow-mode shock,

vA≠ > v≠ > vslow≠ vA+ > vslow+ > v+ (2.36)

and for the fast-mode case,

v≠ > vfast≠ > vA≠ vfast+ > v+ > vA+ (2.37)

The slow-mode shock decreases the strength of the magnetic field across the shock,
while the fast-mode one increases the strength.

2.1.3.1 MHD Waves

The existence of the magnetic field can break the isotropy in the fluid, which makes the
propagation of waves more complicated. Recall the ideal MHD equation [12],

ˆ(“fl)
ˆt

+ Ò · (“fl—) = 0

ˆ

ˆt

3
“2hu + E ◊ B

4fi

4
+ Ò ·

C

“2hu ¢ u +
A

p + E2 + B2

8fi

B

I ≠ E ¢ E + B ¢ B

4fi

D

= 0

ˆ

ˆt

A

“2h ≠ p ≠ “fl + B2 + E2

8fi

B

+ Ò ·
51

“2h ≠ “fl
2

u + 1
4fi

E ◊ B

6
= 0

ˆB

ˆt
+ cÒ ◊ E = 0

Ò ◊ B = 1
c

ˆE

ˆt
+ 4fi

c
J

Ò · B = 0
Ò · E = 4fifle

E = ≠u

c
◊ B

(2.38)

where ¢ represents the symbol of tensor product.
Now we assume the magnetic field B = Bêz, the wave propagation vector k = k‹êx +

k||êz (k‹ = k sin ◊ and k|| = k cos ◊) and the perturbation vector › = ›xêx + ›yêy + ›zêz.
In a non-relativistic MHD fluid, the MHD wave propagation equation is

Ë
Ê2 ≠ (k̂ · b̂)2v2

A
È

› =
Ë1

v2
s + v2

A
2

(k̂ · ›) ≠ v2
A(› · b̂)(k̂ · b̂)

È
k̂

≠ v2
A(k̂ · ›)(k̂ · b̂)b̂,

(2.39)

where vs =


“̂p/fl0 is the sound speed and vA © B0Ô4fifl0
. Disentangled along three

dimensions, we have
1
v2

Ak2 + v2
sk2

‹

2
›x + v2

skÎk‹›z = Ê2›x

v2
Ak2

Î›y = Ê2›y

v2
skÎk‹›x + v2

sk2
Î›z = Ê2›z

(2.40)
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The y-component gives us the dispersion relation

Ê2 = v2
Ak2 cos2 ◊. (2.41)

Combing the other two equations we have

Ê4 ≠
1
v2

A + v2
s

2
k2Ê2 + v2

Av2
sk4 cos2 ◊ = 0, (2.42)

which gives solutions

v2 =
v2

A + v2
s ±

Ò
(v2

A + v2
s)2 ≠ 4v2

Av2
s cos2 ◊

2 . (2.43)

Here we get the speed for fast and slow magnetsonic waves, which depend on the
direction of the magnetic field and propagation.

2.1.3.2 Jump Conditions in Special Cases: Perpendicular Shocks

If the magnetic field in one side of the shock is perpendicular to the shock normal, it
is the same on the other side. Note that in the shock rest frame, there is an associated
electric field E upstream generated by Ohm’s law, which should equal that downstream.
Besides, the contribution to the internal energy and pressure should also be included.
Thus, the relativistic shock jump conditions should be modified as:

n≠u≠ = n+u+, (2.44)
E = u≠B≠ = u+B+, (2.45)

“≠
h≠
n≠

+ E“≠B≠
4fin≠u≠

= “+
h+
n+

+ E“+B+
4fin+u+

, (2.46)

u≠
h≠
n≠

+ p≠
n≠u≠

+ (“≠B≠)2

8fin≠u≠
= u+

h+
n+

+ p+
n+u+

+ (“+B+)2

8fin+u+
(2.47)

Considering a cold upstream, we introduce the magnetization parameter in the up-
stream ‡:

‡ © ‡≠ =
B2

≠
4fifl≠

(2.48)

For an ultra-relativistic case with “̂ = 4/3, the downstream Lorentz factor “+ satisfies

“2
+ = 8‡2 + 10‡ + 1 + (2‡ + 1)

Ô
16‡2 + 16‡ + 1

16(‡ + 1) (2.49)

2.1.3.3 Jump Conditions in Special Cases: Parallel Shocks

If the plasma velocity is parallel to the magnetic field and the shock normal on both
sides of the shock, B≠ = B+, we can get a purely hydrodynamic jump condition in the
downstream:

v≠ æ 1, v+ æ 1/3, “+ æ 3
Ô

2/4, (2.50)
“rel æ “≠/

Ô
2, h+/fl+ æ 2

Ô
2“≠/3, R = fl+/fl≠ æ 2

Ô
2“≠. (2.51)

However, a perpendicular component for a small range of magnetisation values is still
possible to be generated, known as a ’switch-on’ shock. It happens in the condition that
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vA≠ < v≠ and vA+ > v+, which implies


1 + ‡2 < “≠ <
Ô

3‡. (2.52)

This condition requires a plasma where the energy density of the magnetic field signif-
icantly surpasses that of the rest mass, alongside a shock front normal closely aligning
with the upstream magnetic field.

2.2 Particle Acceleration in the Non-Relativistic Case

After the discovery of cosmic rays, the mechanism that can accelerate particles to such
high energies has been studied extensively. The first significant step in the theory of
particle acceleration was taken by Enrico Fermi in 1949 [18]. He proposed that cosmic
rays are generated and accelerated in the interstellar medium (ISM). These particles
interact with randomized magnetic fields occupying the ISM space. Consider particles
colliding with a moving magnetized cloud. Depending on the relative motion between
particles and the cloud, particles can gain (head-on) or lose energy (tail-on) after colli-
sions. Averaging over many collisions, the energy gain of particles is

�E

E
Ã

3
v

c

42
, (2.53)

and clearly this acceleration mechanism is second order.

2.2.1 Second Order Fermi Acceleration

Assume a magnetized cloud moving along the x-axis with a velocity V . A particle with
an initial energy E1 and a velocity v1 enters the cloud. ◊1 is the angle between v1 and
x-axis.

The probability of particles colliding with the cloud with the angle ◊1 can be expressed
as

P (◊1) = 1
2

3
v1 ≠ V cos ◊1

v1

4
(2.54)

which is proportional to the relative velocity between the particle and the cloud.
The particle energy measured in the cloud rest frame E

Õ
1 can be obtained by Lorentz

transformation

E
Õ
1 = �E1

3
1 ≠ V

c
cos ◊1

4
(2.55)

Inside the cloud, the particle energy is conserved between each collisions, and the final
energy when this particle leave the cloud E

Õ
2 should equal to E

Õ
1. Transforming back

outside the cloud,

E2 = �E
Õ
2

3
1 + V

c
cos ◊

Õ
2

4
. (2.56)

The energy gain of a relativistic particle per cycle is

�E

E1
= �2

3
1 ≠ V

c
cos ◊1

4 3
1 + V

c
cos ◊

Õ
2

4
≠ 1. (2.57)
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Note that the average value on cos ◊1 is

Ècos ◊1Í =
⁄ fi

0
cos ◊1P (◊1)d cos ◊1 (2.58)

= ≠ V

3v1
(2.59)

and e
cos ◊

Õ
2
f

= 0 (2.60)

since the scattering inside the cloud is completely random.
Therefore, for non-relativistic magnetized cloud (� = 1), the average energy gain is

=�E

E1

>
ƒ 1

3

3
V

v1

42
(2.61)

For second order Fermi acceleration, two main di�culties arise in explaining astro-
physical observations. First, as mentioned earlier, this acceleration mechanism is inef-
ficient. Second, the resulting spectrum is not universal and proves challenging to fit to
observational data.

2.2.2 First Order Fermi Acceleration
In second order Fermi acceleration, the energy gain during a head-on collision is of the
order V/c. However, the discrepancy between the probabilities of head-on and tail-on
collisions is also of the same order, which reduces the acceleration e�ciency.

Assuming particles consistently experience head-on collisions and avoid tail-on colli-
sions, the acceleration process becomes more e�cient and of first order. This type of
mechanism is referred to as first order Fermi acceleration. A typical case is di�usive
shock acceleration (DSA).

Typically, there exists magnetic turbulence preceding and following a shock, which can
interact with particles and alter their directions of motion. Consider a particle upstream
crosses the shock front and moves to downstream. Subsequently, this particle may be
scattered by turbulence and return back to upstream. As seen in the downstream frame,
the particle experiences a head-on collision and gains energy. Therefore, this process
exhibits characteristics of first-order acceleration.

To get the spectral properties, in the following we study this acceleration mechanism
through two methods.

2.2.2.1 Microscopic Approach

For simplicity, we consider the non-relativistic case. A particle upstream with momentum
p≠ crosses the shock front with a pitch angle µ≠ (1 Ø µ≠ > ≠u≠/v≠) and moves to
downstream. Its momentum measured in the downstream frame is [19]

p+ = p≠

3
1 + µ≠

�u

v≠

4
(2.62)

where �u = u≠ ≠ u+. u≠ and u+ are the fluid velocity upstream and downstream,
respectively (Detailed deduction in Appendix. A). This particle is then scattered and
change its pith angle, while the momentum magnitude is conserved. If it can recrosses
the shock later, with a pitch angle µ+ (≠1 Æ µ+ < ≠u+/v+), its momentum measured
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in the upstream frame is
p̄≠ = p+

3
1 ≠ µ+

�u

v+

4
(2.63)

Assuming an isotropic distribution, the probability of a particle crossing the shock is
proportional to the relative velocity between the shock front and itself |µv + u|. The
average gained momentum in one shock crossing cycle is then

=�p

p≠

>
=

s 1
≠u≠/v≠

dµ≠ |µ≠v≠ + u≠|
s ≠u+/v+

≠1 dµ+ |µ+v+ + u+|
1

p̄≠≠p≠
p≠

2

s 1
≠u≠/v≠

dµ≠ |µ≠v≠ + u≠|
s ≠u+/v+

≠1 dµ+ |µ+v+ + u+|
. (2.64)

Considering a relativistic particle with v ∫ u, we get

�p = p≠

3
1 + µ≠

�u

v

4 3
1 ≠ µ+

�u

v

4
≠ p≠

= p≠ (µ≠ ≠ µ+) �u

v

(2.65)

Ignoring terms of order u/v, the average gained momentum is

=�p

p≠

>
=

�u
s 1

0 dµ≠
s 0

≠1 dµ+ |µ≠µ+| (µ≠ ≠ µ+)
v

s 1
0 dµ≠

s 0
≠1 dµ+ |µ≠µ+|

=
�u

s 1
0 dµ≠

s 0
≠1 |µ≠| (µ≠/2 + 1/3)

v/4

= 4�u

3v
.

(2.66)

Not all of the particles downstream can recross the shock front. Some of them can
be swept to far downstream and escape. The flux of particles moving from upstream to
downstream is

ṅcross = 2fip2
+

⁄ 1

≠u+/v+
|µ+v+ + u+| f+ (p+) dµ+

ƒ 2fip2
+vf+ (p+)

⁄ 1

0
|µ+| dµ+

= 2fip2
+vf+ (p+) /2

= vN+/4

(2.67)

where N+ is the particle number. The flux of escaping particles equals ṅcross minus the
flux that return back to upstream,

ṅesc = ṅcross ≠ 2fip2
+

⁄ ≠u+/v+

≠1
|µ+v+ + u+| f+ (p+) dµ+

= 2fip2
+

⁄ 1

≠1
(µ+v+ + u+) f+ (p+) dµ+

= N+u+.

(2.68)

Hence the escape probability is

Pesc = ṅesc
ṅcross

= 4u+
v

. (2.69)
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In a steady state, the flux of particles with momentum larger than p + �p must equal
the flux of such particles that recross the shock

⁄ Œ

p+�p
dp

Õ
ṅcross(p

Õ) = (1 ≠ Pesc)
⁄ Œ

p
dkṅcross(p

Õ). (2.70)

Since �p/p ƒ �u/v, much smaller than unity in the non-relativistic case, the equation
above can be simplified as

=�p

p

>
pN+ = Pesc

⁄ Œ

p
dp

ÕN+(pÕ). (2.71)

If
e

�p
p

f
is independent of p, we can get the final solution

N+ = Ap≠1≠Pesc/È�p/pÍ (2.72)
= Ap2≠3u≠/�u. (2.73)

Thus the phase space distribution f is

f Ã p≠3u≠/�u. (2.74)

For a strong non-relativistic strong, the compression ratio r = u≠/u+ = 4, thus

f Ã p≠4. (2.75)

Similar deductions and discussions on microscopic approach can been found in Bell
[20, 21].

2.2.2.2 Macroscopic Approach

Another method to get the spectral properties accelerated by a shock is to solve the par-
ticle transport equation [22–24]. In a one-dimensional non-relativistic shock propagating
along the x-axis, the particle distribution near the shock front in the non-relativistic case
is nearly isotropic, allowing us to use

f = f0 ≠ ⁄
ˆf0
ˆx

µ (2.76)

where f0 is the isotropic part and ⁄ is the mean free path of the interaction between
particles and the wave.

the particle transport equation can be written as,

ˆf0
ˆt

+ u
ˆf0
ˆx

= ˆ

ˆx

3
D

ˆf0
ˆx

4
+ 1

3
du

dx
p

ˆf0
ˆp

+ Q (2.77)

where D = 1
3⁄vµ is the di�usion coe�cient. The second term on the left side is the

advection term. On the right side of the equation, the three terms denote di�usion,
adiabatic expansion and extra sources or sinks.

Considering a time-steady condition without external sources, the transport equation
can be simplified as

u
ˆf0
ˆx

≠ ˆ

ˆx

3
D

ˆf0
ˆx

4
= 0. (2.78)
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In each half plane (upstream and downstream), the solution has the form of

fi = Ai(pi) + Bie
s x

0
uidx

Õ

Di (2.79)

To solve this transport equation, we need to impose several boundary conditions. Far
downstream x æ Œ, the particle distribution should be finite f+ < Œ, hence we have
B+ = 0. For far upstream x æ ≠Œ, lim

xæŒ
f≠(x, p) = A≠(p). Assuming particles

produced at the shock, A≠ = 0. Now the solution should be

f0(x, p) =

Y
__]

__[

A+(p), x > 0

B≠e
s x

0
u≠dx

Õ

D≠ , x < 0

(2.80)

Note p+ = p≠
1
1 + �u

v µ
2

considering transform between downstream and upstream,
and insert Eq. 2.80 into Eq. 2.76, we have

f =

Y
__]

__[

A+
1
p≠ + �u

v p≠µ
2

, x = 0+

B≠(p≠)
1
1 ≠ 3u1µ

v

2
, x = 0≠

(2.81)

Taking a Taylor expansion,

f =

Y
_]

_[

A+ + �u
v µp≠

ˆA+
ˆp , x = 0+

B≠ ≠ B≠
3u≠

v µ, x = 0≠
(2.82)

This solution should be continuous at the shock for all µ, hence

A+ = B≠ (2.83)
�u

v
p

ˆA+
ˆp

= ≠B≠
3u≠

v
. (2.84)

Finally we have

A+ Ã p≠s (2.85)

where s = 3u≠
�u .

2.2.3 Pitch-Angle Scattering of Particles by Alfvén Waves

Let us first recall the motion of charged particles in a uniform magnetic field along the
z axis. The equation of motion is

m
dv

dt
= e

v ◊ B0
c

(2.86)

where m and e represent the mass and charge of the particle. B0 is the strength of the
magnetic fields.
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Figure 2.1: Interaction between a particle and a wave packet. The original figure is adapted from
Kulsrud [25].

In the Cartesian coordinate the solution can be written as

vx = v‹ sin(�t + „) (2.87)
vy = v‹ cos(�t + „)
vz = vÎ

(2.88)

where v‹, vÎ and „ are constant. � = eB0/mc is the gyro-frequency of the particle.
The position of the particle is then r =

s
vdt

x = ≠v‹
� cos(�t + „) + X0 (2.89)

y = v‹
� sin(�t + „) + Y0

z = vÎt = Z0

Charged particles would rotate along the magnetic line and do gyro-motion.
Consider an interaction between one charged particle and linearly polarized Alfvén

wave packets which results in a random di�usion in the pitch angle (see Fig. 2.1) [25].
Assume that the length of a single wave packet is L within one period and the Alfvén

wave is polarized in the x direction. We choose a coordinate frame in which this wave
packet is at rest. A charged particle moves from the left with a velocity vz > 0 along the
z direction, so the z position of the particle is z0 + vzt. The perturbed magnetic field in
the Alfvén wave behaves sinusoidally as

”B‹ = x̂”B sin (kz ≠ Êt) . (2.90)

The particle would rotate along the regular field B0 with a frequency �, and its velocity
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in the y direction is:
vy = v‹ sin (�t + „) (2.91)

where „ represents the random phase between the particle and the wave. The z compo-
nent of the Lorentz force at the particle is

(v ◊ B)z = ≠ev‹”B‹ (2.92)
= ≠ev‹”Bx sin (kz0 + kvzt) sin (�t + „)

= 1
2ev‹”Bx{cos [(kvz ≠ Ê + �)t + (kz0 + „)]

≠ cos [(kvz ≠ Ê ≠ �)t + (kz0 ≠ „)]}

Integrating over a time interval, the first term can average out due to the high fre-
quency in t, while the second term may not average out because of its lower frequency
if

kzvz ≠ Ê ≠ � ¥ 0 (2.93)

In this condition, the change in the z component of momentum is

�pz = e
⁄

dt
3v ◊ B

c

4

z
(2.94)

= 1
2

ev‹”B

c

2fi

kvz
cos(kz0 ≠ „)

¥ fi
ev‹”B

c� cos „
Õ

= fi
e“v‹

c

”Bmc

eB
cos „

Õ

= fip‹ sin ◊
3

”B

B

4
cos „

Õ
.

Here we adopt the length of the wave packet as L = 2fi/k and the relative phase
„

Õ = kz0 ≠ „. · is the time for the particle to cross the wave packet. Assume that
· equals to the wave period · = 2fi/(kvz ≠ Ê) = 2fi/k(vz ≠ vA). Since in most cases
vA π vz, we have · ¥ 2fi/kvz.

The particle energy keeps constant since there is no electric field in the rest frame of
the wave packet. This interaction only changes the pitch angle. Using pz = p cos ◊, we
have

”(p cos ◊) = ≠p sin ◊”◊ = fip sin ◊
3

”B

B

4
cos „

Õ (2.95)

”◊ = ≠fi
”B

B
cos „

Õ (2.96)

whether ”◊ increases or decreases depends on the initial relative phase „
Õ of the interac-

tion.
Suppose that wave packets locate tightly one after another with random phases. In a

time t, a particle can interact with these wave packets t/· times. After several interac-
tions, the square of the total change is

e
(�◊)2

f
=

ÿ e
(”◊)2

f
= t

·

fi2

2

K3
”B

B

42L

(2.97)
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Figure 2.2: Negligible pitch-angle scattering unless ⁄ ¥ rL. The original figure is adapted from
Kulsrud [25].

where
+!

cos2 „
",

= 1
2 .

So the di�usion rate can be calculated as
e
(�◊)2

f

2t
= fi

8 �
K3

”B

B

42L

(2.98)

For particles moving from right with vz < 0, the resonant condition becomes kvz ≠
Ê + � = 0. We can see that the pitch-angle scattering is identical for left-moving and
right-moving particles for linearly polarized Alfvén waves. The consequence of such a
linearly polarized wave is equivalent to a combination of a right circularly polarized and
a left circularly polarized wave.

In the above we choose the Alfvén wave with its wavelength ⁄/2fi ¥ v/� ¥ rL, the
gyro-radius of the particle. For waves with much longer wavelengths, a particle would
travel along the field line and its pitch angle doesn’t change after crossing the wave
packet. For waves with much smaller wavelengths, the influence on the particle caused
by rapidly oscillating field is also negligible (see Fig. 2.2).

Another remarkable point is as follows. Assume that the wave packet has a length of
n wavelengths, so

e
(�◊)2

f
enhances by a factor of n2 and · also increases by n. The

corresponding di�usion rate is then
e
(�◊)2

f

2t
= n

fi

8 �
K3

”B

B

42L

(2.99)

For a smooth turbulence spectrum
3

”B

B

42
= �kI(k) (2.100)
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Figure 2.3: Schematic pictures of the particle distribution at both the non-relativistic and the rela-
tivistic shock.

where �k is inversely related to the length of the wave packet �k = k/n = 1/nrL. Hence
the di�usion coe�cient is independent of n and only relies on I(k) at the resonant wave
number k = 1/rL

D◊ =

e
(�◊)2

f

2t
= fi

8 �I (2.101)

2.3 Particle Acceleration in the Relativistic Case
2.3.1 Comparison between non-relativistic and relativistic shocks
Depending on its velocity, a shock can be classified into the non-relativistic and relativis-
tic cases. The di�erences in velocity leads to substantial discrepancies in the physical
properties of the shock.

In a non-relativistic shock, the particle velocity v is significantly larger than the shock
velocity u. As a consequence, particles downstream can easily outrun the shock and
move to upstream. Particles far downstream still have the possibility to return back to
upstream and undergo acceleration again. The particle distribution near the shock front
in a non-relativistic case is nearly isotropic, and the spatial di�usion equation can be
solved to obtain the particle distribution. However, the particle can only gain a small
fraction of energy compared to its initial energy after completing a crossing cycle.

However, the situation in the relativistic case is notably di�erent. In this scenario, the
shock velocity becomes comparable to the particle velocity. Thus, for particles capable of
moving to upstream, their trajectories downstream must be close to the shock compared
to their gyro-radius in the shock rest frame. When crossing the shock from downstream
to upstream, these particles are confined within a cone with a small opening angle 1/“s
as seen in the upstream rest frame, an e�ect of relativistic beaming (the right panel in
Fig. 2.3). Obviously, the particle distribution at a relativistic shock is highly anisotropic,
therefore the di�usion approximation for the spatial transport is no longer feasible.

2.3.2 Energy Gain at Relativistic Shocks
Because of the kinematical properties and the anisotropic angular distribution of par-
ticles near the shock, the energy gain during one crossing cycle in the relativistic case
di�ers significantly from that in the non-relativistic case. To estimate the energy ratio
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Table 2.1: Physical quantities in URF, DRF and SRF for the ultra-relativistic
shock. This table is adopted from Achterberg et al. [26].
Quantity URF DRF SRF

Shock speed —s ¥ 1 ≠ 1
2�2s

—̄s ¥ 1
3 0

Upstream fluid speed 0 —u ¥ ≠
3

1 ≠ 1
�2s

4
Ê—u = ≠—s

Downstream fluid speed —rel ¥ 1 ≠ 1
�2s

0 Ê—d ¥ ≠1
3

Particle energy E = �rel (1 + —relµ̄) Ē Ē = �rel (1 ≠ —relµ) E ÂE

Cosine flight direction µ = µ̄ + —rel
1 + —relµ̄

µ̄ = µ ≠ —rel
1 ≠ —relµ

Âµ

Edge of loss cone sin ◊c = 1/�s µ̄ = —̄s ¥ 1
3

Âµ = 0

before and after one cycle, we need to do Lorentz transformations for various physi-
cal quantities between di�erent frames of reference: the upstream rest frame (URF),
downstream rest frame (DRF) and shock rest frame (SRF), as listed in Table 2.1.

Consider a particle moving from upstream to downstream and back, with an initial
energy Ei and a final energy Ef . Direction cosine µæd and µæu represents the angles
for particles crossing the shock into downstream and upstream. Here we assume the
scattering in both the upstream and the downstream flow is elastic so the particle energy
in URF and DSF remains constant. In URF, the gained energy ratio can be expressed
as

Ef
Ei

= 1 ≠ —relµæd
1 ≠ —relµæu

, (2.102)

or
Ef
Ei

= 1
2�2

s (1 ≠ —relµæd) (1 + —relµ̄æu) . (2.103)

Similarly, for an observer in the downstream frame, this energy ratio equals to

Ēf
Ēi

= 1 + —relµ̄æu
1 + —relµ̄æd

= 1 ≠ —relµæd
1 ≠ —relµæu

. (2.104)

2.3.2.1 First Shock Cross

Usually we consider a cold upstream medium. Particles upstream are initially at rest so
that Ei ¥ mc2, where m is the rest mass of a particle. After the first cycle returning
back to upstream, the particle energy becomes

Ef ¥ 1
2�2

s (1 + —relµ̄æu) mc2. (2.105)

For particles that can return back upstream, their velocity along the shock normal
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must exceed the shock velocity. Hence in DRF, 1
3 < µ̄æu 6 1, and we have

2
3�2

s <
Ef
Ei

6 �2
s (2.106)

for the energy gain after the first crossing cycle.

2.3.2.2 Constraints on the Energy Gain

Now we consider particles that have already finished complete shock crossing cycle more
than once. When crossing the shock into upstream, particles must satisfy

µ > —s, µ̄ > —̄s ¥ 1
3 . (2.107)

These particles are constrained in a cone with an opening angle ◊c, which follows

sin ◊c =
Ò

1 ≠ —2s = 1
�s

. (2.108)

In a ultra-relativistic shock with �s ∫ 1, we have sin ◊c ¥ ◊c and therefore

◊æu < ◊c ¥ 1
�s

. (2.109)

This is the constraint for particles that just entered the upstream medium. To return
back downstream, the directions of particle motion should be changed, i.e., ◊æd > ◊c,
either by upstream deflection or scattering.

Achterberg et al. [26] proves that particles can only be changed an angle |◊| ≥ ◊c
before overtaken again by the shock. These particles are thus confined in a cone with
an opening angle ≥ 2/�s π 1.

Using the small angle approximation µ = 1 ≠ 1
2◊2, the gained energy ratio becomes

[27]
Ef
Ei

¥ 2 + �2
s ◊2

æd
2 + �2s ◊2

æu
. (2.110)

Note that based on the range of ◊æd and ◊æu, this ratio is always larger than unity, so
particles can always gain energy through one shock crossing cycle. The average value of
this ratio should be around 2. In one word, the particle energy can increase by a factor
of ≥ 2 per cycle, while by a factor of ≥ �2

s during the first cycle.

2.3.3 Eigenfunction Method

As mentioned in Section 2.2 (see Eq 2.64), for particles moving from downstream to
upstream, there exists an angle µ = ≠u≠/v in the shock rest frame, within which the
particle cannot catch up the shock. In the non-relativistic case, the particle velocity is
much larger than the shock velocity and hence | u≠/v |≥ 0. As a result, we can simply
assume an almost isotropic particle distribution near the shock front. However, when
the shock also becomes relativistic, | u≠/v |≥ 1, the particle distribution would be highly
anisotropic. Due to this deviation from the non-relativistic case, the characteristics of the
produced particle spectrum also di�er from what we discussed in the previous chapter.
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The transport equation in the relativistic case is given by [28]

�(1 + uµv)
3

ˆf

ˆt
≠ �2 ˆu

ˆt
E

ˆf

ˆpx

4
+

�(u + µv)
3

ˆf

ˆx
≠ �2 ˆu

ˆz
E

ˆf

ˆpx

4
= C(f) + S (2.111)

here C(f) is the collisional operator.
In the shock rest frame, fluid velocities upstream and downstream are constant. As-

suming a time-stationary condition without any kind of particle injections and sinks
S = 0, Eq. 2.111 reads

�(u + vµ)ˆf

ˆx
= C(f), (2.112)

For high-energy particles with v ≥ 1, if we only consider di�usion in pitch angle,

�(u + µ)ˆf

ˆx
= ˆ

ˆµ
Dµµ

ˆf

ˆµ
, (2.113)

Like the case of a non-relativistic shock, the particle distribution f should match on
both sides of the shock front in the shock rest frame

f≠(p≠, µ≠, 0) = f+(p+, µ+, 0) (2.114)

Separating the variables in the particle distribution, f can be written as

f(p, µ, z) =
ÿ

i

aip
≠sXi(x)Qi(µ). (2.115)

Inserting this expression into the transport equation, we have

�(u + µ)dXi

dx
Qi = (DQi)Xi (2.116)

where D is defined as
DR = d

dµ

5
D(µ)(1 ≠ µ2)dR

dµ

6
. (2.117)

Hence we can get

� 1
Xi

dXi

dx
= 1

Qi(u + µ)DQi = �i (2.118)

Xi(x) = exp
3�ix

�

4

Also we have
d

dµ

3
D(µ)(1 ≠ µ2)dQi

dµ

4
= �i(u + µ)Qi (2.119)

Qi are eigenfunctions associated with �i which satisfy
⁄ 1

≠1
QiQj(u + µ)dµ = 0 if i ”= j (2.120)

and we get
�≠i≠1 < �≠i < �0 = 0 < �i < �i+1 (2.121)
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Now we have

f(p, µ, x) =
ÿ

i

aip
≠s exp

3�ix

�

4
Qi(µ) (2.122)

To avoid infinity, note that in the upstream for all terms such that �i 6 0 and in the
downstream for all terms such that �i > 0, ai = 0 is required.

The matching condition at the shock front is now
ÿ

i>0
a≠

i p≠s
≠ Q≠

i (µ≠) =
ÿ

i60
a+

i p≠s
+ Q+

i (µ+) (2.123)

Using the Lorentz transformation between p≠ and p+,
ÿ

i>0
a≠

i (�rel(1 + urelµ≠))sQ≠
i (µ≠) =

ÿ

i60
a+

i Q+
i (µ+). (2.124)

where urel = (u≠ ≠ u+)/(1 ≠ u≠u+) is the relative velocity between upstream and down-
stream flows and �rel is the corresponding relative Lorentz factor.

When u≠ æ 1, it would be di�cult to find the eigenfunctions. In [29], they proposed
an analytical approximation to solve this problem. Introducing y = (1 + µ)/(1 ≠ u) and
taking the Taylor expansion for the di�usion coe�cient Dµµ ¥ d(1+µ), where d = dDµµ

dµ
at µ = ≠1, the transport equation becomes

y
d2Qi

dy2 + dQi

dy
= �i

(1 ≠ u)2

d
(y ≠ 1)Qi. (2.125)

When y æ Œ, Qi ≥ exp
1
≠(1 ≠ u)


�i/dy

2
, so the solutions should be in the form of

Qi = exp
3

≠(1 ≠ u)
Ò

�i/dy
4 Nÿ

n

cnyn. (2.126)

Now we can get the recurrence relation (detailed deductions seen in Appendix B)

cn+1 = k(2n + 1 ≠ k)cn

(n + 1)2 (2.127)

here k = (1 ≠ u)


�i/d. To avoid an infinite series of y, cN+1 must vanish (2(N + 1) +
1 ≠ k = 0), implying k = 2N + 1. The ordered positive eigenvalues are

�i = d(2i ≠ 1)2

(1 ≠ u)2 (2.128)

The recurrence relation can be rewritted as

cn+1 = 2(2N + 1)(n ≠ N)cn

(n + 1)2 . (2.129)

The first positive upstream eigenfunction is good enough to describe the distribution,
which allows us to get

f≠(p≠, µ≠, z) = p≠s
≠ exp

3
≠1 + µ≠

1 ≠ u≠

4
exp

3
dz

(1 ≠ u≠)2�≠

4
. (2.130)



28 2. Shock, Fermi acceleration and radiation mechanisms

Figure 2.4: The evolution of the spectral index s with the upstream four velocity �≠u≠, the solid
line for a gas with a fixed adiabatic index 4/3 and the dashed line for a relativistic gas u≠u++ = 1/3.
In bith cases, s = 4.23 when u≠ æ 1. This plot is taken from Kirk et al. [30].

for z < 0.
The particle distribution at the shock front in the shock rest frame is thus

f(psh, µsh, 0) = p≠s
sh (1 ≠ µshu≠)≠s exp

3
≠ 1 + µsh

1 ≠ u≠µsh

4
. (2.131)

Let’s recall Eq. 2.120 at x = 0 and insert Q≠
i (µ≠), Q+

j (µ+) as well as the Lorentz
transformations from upstream to downstream. Then we have

Sij =
⁄ 1

≠1
dµ+(u+ + µ+)(1 + urelµ≠)sQ≠

i (µ≠)Q+
j (µ+). (2.132)

The spectral index s can be found from |Sij | = 0.
Some corresponding results can be seen in Fig. 2.4 and Fig. 2.5.

2.3.4 Particle-in-Cell Simulations

Besides the analytical method we mentioned, numerical simulations are also a powerful
tool to study particle acceleration at relativistic shocks. Many corresponding works are
done during the last few years using the kinetic particle-in-cell (PIC) method [e.g. 31–33].

Sironi et al. [34] studied the physical properties near the shock front from gamma-ray
bursts. For weakly magnetized relativistic shocks, they are e�cient particle accelerators
under the condition that the magnetization parameter ‡ . 10≠3 for electron-positron
plasmas and ‡ . 5 ◊ 10≠5 for electron-ion plasmas.

In weakly magnetized shocks, the growth of non-linear magnetic turbulence near the
shock front is driven by Weibel instability [e.g. 31, 34]. If the characteristic scales of
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Figure 2.5: Angular distributions (a) in the downstream frame and (b) in the shock rest frame. Solid
curves represent di�erent values of the upstream four velocity: �≠u≠ = 0.1, 0.5, 1, 2, 10. The dotted
line in (b) is derived from Eq. 2.131 using �≠u≠ æ Œ and s = 4.23. This plot is adopted from Kirk
et al. [30].

these turbulence structures are smaller than the gyroradius of a particle, they can cause
non-resonant scattering.

Fig. 2.6 demonstrates how the turbulent structures triggered by Weibel instability
evolves with ‡. As the value of ‡ increases, Weibel filaments around the shock front
becomes narrower until entirely dominant by the shock-compressed background magnetic
field (see from up to down in the left panel of Fig. 2.6). The magnetized parameters of
shocks from gamma-ray bursts are typically around 10≠8, indicating that these shocks are
also mediated by Weibel instability and the characteristic scale of turbulent structures
is ≥ 20c/Êp, where Êp is the plasma frequency of the fluid.

2.3.5 Maximum achievable energy accelerated at relativistic shocks
2.3.5.1 Hillas Limit

When discussing the maximum particle energy accelerated at relativistic shocks, the
Hillas limit or Hillas condition is often considered. For particles to be accelerated, they
must be constrained by the magnetic field inside the sources. In 1984 Hillas proposed
that an astrophysical object can accelerate particles until the gyro-radius of the particle
becomes comparable to the size of the source [35]. Particles with higher energy would
rapidly escape from this object and hence the acceleration process stops. As a result,
the theoretically maximum accelerated energy is

Emax = Z—eBR ƒ 1021Z
—

1
B

1G
R

1pceV (2.133)

where Z is the atomic number of the particle, e is the charge of an electron, B is the
magnetic field in the object and R is the size of the source. Fig. 2.7 plots the characteristic
magnetic fields and spatial sizes of astrophysical objects on the R-B plane. The blue and
red lines represent the conditions that can accelerate particles with Z = 1 and Z = 26
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Figure 2.6: 2D PIC simulations of perpendicular electron-ion shocks from Sironi et al. [34]. The left
panels demonstrate the evolution of the turbulent structures with the the magnetization parameter
‡.

to 1020 eV. Only objects locating upper these two lines can accelerate particle beyond
1020 eV. From this plot, we can see that the physical conditions to accelerated UHECRs
are extremely strict. Only limit kinds of sources can satisfy these conditions.

2.3.5.2 Magnetized Limit

The Hillas limit is just an idealized theoretical upper limit for the maximum accelerated
energy. However, in reality, various mechanisms exist to quench particle acceleration at
relativistic shocks. As a prerequisite, It is helpful to understand the particle motion near
a relativistic shock. Particle trajectories are mainly influenced by two mechanisms, as
shown in Fig. 2.8. Due to the presence of the regular magnetic field, charged particles
undergo regular deflection or gyro-motion. Besides, particles also interact with small-
scale magnetic turbulence. When particles collide with turbulence, they are scattered
by a small angle while doing ballistic motions between each scattering. After several
scatterings, a significant change in the direction of particle motion can be accumulated.

For particles to undergo acceleration, they must repeatedly cross the shock front.
Particles upstream can always return back to downstream, either through regular de-
flection or scattering. In contrast, particles downstream cannot e�ectively return back
to upstream, lacking cross-field di�usion. Therefore, a widely-held belief is that the
acceleration e�ciency at perpendicular relativistic shocks is determined by the physical
conditions downstream.

In most cases, the regular magnetic field downstream is typically perpendicular to
the shock normal because of shock compression. If particle motions are dominant by
regular deflection, they will be constrained to move along the magnetic line, washed
away from the shock front and can hardly be accelerated anymore (as proposed in [e.g.
26, 37]. To return back to upstream, these particles should be scattered and become
isotropic immediately. Balancing the corresponding isotropization timescale and the
gyro-timescale, we obtain an upper limit known as the magnetized limit.
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Figure 2.7: Various astrophysical objects on the Hillas diagram. The red and blue lines represent the
conditions that sources can accelerate iron and protons to 1020 eV, respectively. This plot is taken
from Kotera and Olinto [36].

Figure 2.8: Schematic plot of particle motions near a relativistic shock. Left panel: regular deflection
or gyro-motion by the regular magnetic field. Right panel: small-angle scattering by small-scale
turbulence.
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2.3.5.3 Loss Limit

As mentioned above, turbulence drives the particle distribution towards isotropy. How-
ever, this process force particles to lose their energies and cool down. If the energy
lost during one shock crossing cycle exceed the gained energy, the acceleration process
will saturate, which also sets a constraint on the maximum achievable energy, called as
the loss limit [38]. For high-energy electrons, the energy losses are dominant by two
radiation mechanisms: synchrotron radiation and inverse Compton scattering.

2.4 Synchrotron Radiation

At the end of this chapter, I would like to introduce the two main radiation processes
for high-energy electrons.

Consider a uniform magnetic field with a magnificence B. A particle with charge q,
mass m and Lorentz factor “ would do gyro-motion with an incident angle – along the
magnetic line and emit synchrotron radiation.

Following Rybicki and Lightman [39], the synchrotron spectrum has the form of

P (‹, “) =
Ô

3q3B sin –

mc2 F
3

‹

‹ch

4
, (2.134)

where P (‹, “) = dE/dtd‹ is the radiation power per unit frequency, and ‹ch is the
characteristic photon frequency

‹ch = Êch
2fi

= 3
4fi

“2 qB‹
mc

. (2.135)

Here B‹ = B sin – is the perpendicular field strength.
The function F (x) © x

s Œ
x K5/3(›)d› reaches its maximal value 0.92 at x = 0.29.

The total emission power from one particle can be obtained by integrating over ‹

P (“) = 2‡Tc“2—2
‹UB, (2.136)

where —‹ = v sin –/c is the dimensionless velocity perpendicular to the magnetic field
and UB = B2/8fi is the energy density of the field and ‡T = 8fi

c

1
q2

mc2

22
is the Thomson

cross section. For electrons, this cross section is

‡T,e © 8fi

c

A
e2

mec2

B2
ƒ 6.65 ◊ 10≠25cm2. (2.137)

If the magnetic field is randomized, the emission power becomes

P (“) = 4
3‡Tc“2—2UB, (2.138)

since
+
—2

‹
,

= 2—2/3.
Although the emission spectrum per frequency from a single particle is continuous,

most power is concentrated near ≥ 0.29‹ch. Hence in many cases, we consider emissions
from a single particle with a ”-function form for simplicity.

In astrophysics, we usually observe emissions from a population of electrons rather
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Figure 2.9: Compton scattering in the electron rest frame.

than a single one. These particles are often distributed in a form of a power law

N(“)d“ = C“≠pd“, (2.139)

with a range from the minimal and maximal Lorentz factors “m and “M.
Integrating over all of these electrons, we have

F‹ Ã
⁄ “M

“min
P (‹, “)“≠pd“. (2.140)

And the final synchrotron radiation spectrum has three parts

F‹ Ã

Y
_]

_[

‹1/3, ‹ < ‹m
‹≠(p≠1)/2, ‹m < ‹ < ‹M
‹1/2e≠(‹/‹M), ‹ > ‹M

(2.141)

2.5 Inverse Compton Scattering

2.5.1 Scattering Process

Consider a photon with energy ‘
Õ collide with an electron in the electron rest frame

(Fig. 2.9). After the collision, this photon would be scattered and change its direction of
motion by an angle ◊. Conservation of momentum and energy provides us the relation
for the photon energy after scattering,

‘
Õ
1 = ‘

Õ

1 + ‘Õ(1 ≠ cos ◊) . (2.142)

Here all energies are normalised to mc2

If the incident photon energy is much smaller than the rest energy of the electron
‘ π mec2, ‘1 ¥ ‘. The photon just change its direction of motion and its energy doesn’t
change after the interaction, which is known as Compton scattering.

Now we consider a collision between a high energy electron (v ≥ c) collide with a
photon in the observer frame K. Transform to the electron rest frame K

Õ (Fig. 2.10),
the photon energy ‘

Õ becomes

‘
Õ = ‘“(1 ≠ — cos ◊) (2.143)

Use Eq. 2.142 and then transform back to the K frame, the photon energy after
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Figure 2.10: Inverse Compton scattering process in the observer frame K and the electron rest frame
K

Õ .

scattering is

‘1 = ‘“2(1 ≠ — cos ◊)(1 + — cos ◊
Õ
1)

1 + ‘“(1 ≠ — cos ◊)(1 ≠ cos ◊Õ
sc)

. (2.144)

If “‘ π 1, which means the incident photon energy ‘
Õ is much smaller than the electron

rest energy in the K
Õ frame, we get the inverse Compton scattering in the Thomson limit.

In this case, the final scattered photon energy ‘1 ≥ “2‘. The photon energy can greatly
boost through this process, and hence inverse Compton scattering is an e�cient radiation
process to produce high energy emissions.

2.5.2 Radiation Spectrum

Now we try to find the photon production rate by an electron. It is easy to study in the
electron rest frame. Integrating over all incoming angles and energies [40, 41]

dN“,e

dtÕd‘
Õ
1d�Õ

1
=

⁄
d‘

Õ
d�Õ

cn
Õ
“

d‡KN
d‘

Õ
1d�Õ

1
(2.145)

where

d‡KN
dÁÕ

1d�Õ
1

= 3‡T
16fi

1
ÁÕ

1
ÁÕ

22 1
ÁÕ

1
ÁÕ + ÁÕ

ÁÕ
1

≠ sin2 ◊Õ
sc

2
”

1
ÁÕ

1 ≠ ÁÕ

1+ÁÕ(1≠cos ◊Õ
sc)

2
(2.146)

= 3‡T
16fi

1+cos2 ◊Õ
sc

[1+ÁÕ(1≠cos ◊Õ
sc)]2

5
1 + ‘Õ2(1≠cos ◊Õ

sc)2

(1+cos2 ◊Õ
sc)[1+ÁÕ(1≠cos ◊Õ

sc)]

6
”

1
ÁÕ

1 ≠ ÁÕ

1+ÁÕ(1≠cos ◊Õ
sc)

2

For an isotropic photon background in the observer frame, we can finally get

dN“,e

dtd‘1
= 3

4
‡TcN

“2‘
F (x)S(x; 1/4“2, 1) (2.147)

where
x = ‘1

4“2‘(1 ≠ ‘1/“) , (2.148)

and

F (x) = 2x ln(x) + 1 + x ≠ 2x2 + 1
2

(�‘x)2

1 + �‘
(1 ≠ x) (2.149)

with �‘ = 4“‘
Note that S(x; a, b) is the top-hat function

S(x; a, b) =
I

1, a < x < b
0, otherwise (2.150)
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In the Thomson limit when x ¥ ‘1/4“2‘, the energy loss rate of a particle in an
isotropic photon background is

P (“) = 4
3‡Tc“2UR. (2.151)
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Chapter 3

Gamma-ray bursts
After acquiring a comprehensive understanding of relativistic shocks in the previous
chapter, we now know how power-law distributions of particles are generally produced
in high-energy astrophysical objects. Particles accelerated by gamma-ray burst (GRB)
blast waves, usually electrons, radiate photons, generating multi-wavelength emissions
detected by human-made instruments. In this chapter, we will delve into detailed dis-
cussions on GRBs to gain a better understanding of the physics behind GRB radiations.

3.1 History of GRB detections
The discovery of GRBs was quite dramatic. A series of satellites named Vela was
launched in the 1960s by the United States to monitor nuclear experiments from the
Soviet Union. In 1967, the first GRB was discovered as an unexpected find. Initially,
these signals were considered to be originated from the earth. However after detailed
analysis, scientists realized that these events should come from the universe.

Following this first detection, several gamma-ray detectors, like UHURU, Ginga and
Apollo 16 were launched and observed hundreds of GRBs. Unfortunately, due to the
lack of accurate localization of GRBs, it was challenging to follow up and observe their
electromagnetic counterparts. Since there were few constraints from observations, nu-
merous models were proposed to explain GRB emissions, including the fireball model
[42–44]. Determining the actual energy released by GRBs is crucial to test all these mod-
els, requiring information on the distance of these events. However, this was impossible
at that time due to the poor localization capability of detectors. Two types of models
were established based on their assumptions about the distance scale. One proposed the
origin from our own galaxy while another favored a cosmological origin.

This problem wasn’t solved until 1991, when the Compton GRO spacecraft was
launched. BATSE was one of the instruments on board, aiming to detect GRBs. Al-
though its localization error boxes were still large, we made several significant advance-
ments in understanding the physics of GRBs. The angular distribution of detected GRBs
was highly isotropic rather than concentrating in the galactic plane [45] (see Fig. 3.3).
Besides, the intensity distribution at the faint part deviated from the prediction in Eu-
clidean geometry [46]. Both of these pieces of evidence suggested a cosmological origin
for GRBs.

Another important discovery from BATSE observations is that, GRBs can be divided
into two categories based on the duration of their prompt emissions [47], as shown in
Fig. 3.4. There are two peaks on this plot, one at around 0.2 second and another around
20 seconds, named short GRBs and long GRBs. The separation line between these two
types is located at nearly 2 seconds.

A significant breakthrough was achieved in 1997, when the BeppoSAX satellite was
launched. BeppoSAX carried a wide-field X-ray camera with more accurate localization
capabilities than previous gamma-ray detectors, enabling the discovery of corresponding

37
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Figure 3.1: Vela satellite. Source link: http://heasarc.gsfc.nasa.gov/docs/vela5b/vela5b_
images.html

Figure 3.2: Compton GRO. Source link: http://svs.gsfc.nasa.gov/12194. Author:
NASA/Goddard Space Flight Center.

http://heasarc.gsfc.nasa.gov/docs/vela5b/vela5b_images.html
http://heasarc.gsfc.nasa.gov/docs/vela5b/vela5b_images.html
http://svs.gsfc.nasa.gov/12194
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Figure 3.3: GRB skymap from BATSE. Source link: http://cossc.gsfc.nasa.gov/docs/cgro/
cgro/batse_src.html Credit: CGRO BATSE Team

Figure 3.4: Duration distribution for GRBs from the first BATSE catalog. This picture is adopted
from Kouveliotou et al. [47].

http://cossc.gsfc.nasa.gov/docs/cgro/cgro/batse_src.html
http://cossc.gsfc.nasa.gov/docs/cgro/cgro/batse_src.html
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Figure 3.5: Swift and Fermi satellites. For the image of Swift, source link: http://swift.sonoma.
edu/resources/multimedia/images Author: NASA E/PO, Sonoma State University/Aurore
Simonnet. For the image of Fermi, source link: https://science.nasa.gov/toolkits/
spacecraft-icons Author: NASA.

counterparts and the acquisition of distance information for GRBs. On February 28,
1997, the first X-ray afterglow was detected eight hours after the burst [13]. Later, the
first optical afterglow was also observed by ground-based instruments [48]. The first
radio afterglow was discovered [49] from GRB 970508. Just two months later, through
observing its optical afterglow, the first redshift measurement from this event was made
by the Keck II 10-meter telescope [50]. The redshift of this long GRB was z = 0.835,
confirming the cosmological origin of long GRBs. The discoveries of afterglows were
important milestones in this field. The abundant multi-wavelength data provided more
constraints on GRB models and improved our understanding of GRB nature.

Another important discovery from the BeppoSAX era was the possible association
between a long GRB 980425 and a Type Ib/c supernovae SN 1998bw [51, 52]. These
two events happened within two days, but the distance between them was 1.6Õ. In 2003,
the detection of GRB 030329 by HETE-2 and the observation of SN 2003dh revealed a
more robust GRB-SN connection [53, 54]. These two bursts and their connection with
SNe suggested the collapse of massive stars as the origin of long GRBs [55, 56].

In 2004, the Swift observatory was launched, which turned out to be another successful
mission. Swift carries a Burst Alert Telescope (BAT; Barthelmy et al. [57]), an X-ray
Telescope (XRT; Burrows et al. [58]) and a UV-Optical Telescope (UVOT; Roming et al.
[59]). XRT and UVOT can quickly capture counterparts after bursts and hence made it
possible to detect emissions at early stages. This advantage allowed Swift to successfully
identify the host galaxies of several short GRBs and their locations in the host. These
results are distinct from long GRBs, suggesting a di�erent origin for these short events
[60, 61]. Theoretically, short GRBs were widely believed to be produced by the mergers
of two neutron stars (NS-NS) or a neutron star and a black hole. Observations by Swift
also provided abundant early afterglow data in the X-ray band, including the discovery
of X-ray flares following the prompt emission. At the same time, Fermi Gamma-Ray
Space Telescope (FGST) was launched in June 2008, carrying a Large Area Telescope
(LAT) and a Gamma-ray Burst Monitor (GBM). These two instruments cover a wide
energy range, i.e., LAT: 20 MeV to 300 GeV and GBM: 8 keV to 40 MeV, making it
possible to study both prompt emissions and afterglows over a broad band.

Instruments mentioned above detect the gamma-ray photons directly. However, the
flux of gamma-ray photons in our universe drops rapidly. Therefore it is ine�ective to
collect data using space-borne instruments or satellites because of the limited collection

http://swift.sonoma.edu/resources/multimedia/images
http://swift.sonoma.edu/resources/multimedia/images
https://science.nasa.gov/toolkits/spacecraft-icons
https://science.nasa.gov/toolkits/spacecraft-icons


3.1. History of GRB detections 41

Figure 3.6: H.E.S.S, MAGIC, VERITAS and CTA. The photo of H.E.S.S was taken on the H.E.S.S.
II Open Day 2012, author: Klepser, DESY, H.E.S.S. collaboration. Source link for MAGIC picture:
https://www.mpg.de/593689/pressRelease20090415, credit: R. Wagner from Max Planck Insti-
tute for Physics. Source link for the photo of VERITAS: http://www.nsf.gov/news/news_images.
jsp?cntn_id=115836&org=NSF, author: VERITAS collaboration. Source link for the CTA picture:
https://www.eso.org/public/images/eso1841a/, author: M-A. Besel from CTA collaboration.

areas. To observe photons with much higher energy like TeV photons, ground-based
telescopes are required. When high-energy photons propagate into the atmosphere, they
will collide with atmospheric atoms and generate showers of secondary charged particles.
These particles can travel with a velocity larger than the speed of light in the atmosphere
and emit Cherenkov radiation.

The Imaging Atmospheric Cherenkov Technique, or IACT, works by imaging the flash
of Cherenkov photons from air showers. Devices using this technique are called as the
Air Cherenkov Telescopes, e.g., High Energy Stereoscopic System (H.E.S.S.), Major At-
mospheric Gamma Imaging Cherenkov Telescopes (MAGIC) and Very Energetic Radia-
tion Imaging Telescope Array System (VERITAS). These telescopes can detect gamma-
ray photons in the energy range of tens of GeV to tens of TeV. The next-generation
Cherenkov Telescope Array (CTA) is still under construction and is expected to be in
operation soon.

A similar technique involves detecting Cherenkov radiation produced by high-energy
particles striking water. In this case, large tanks or pools filled with water are utilized,
as seen in projects like the Large High Altitude Air Shower Observatory (LHAASO) and
the High Altitude Water Cherenkov Observatory (HAWC).

https://www.mpg.de/593689/pressRelease20090415
http://www.nsf.gov/news/news_images.jsp?cntn_id=115836&org=NSF
http://www.nsf.gov/news/news_images.jsp?cntn_id=115836&org=NSF
https://www.eso.org/public/images/eso1841a/
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Figure 3.7: LHAASO and HAWC. The LHAASO picture is adopted from Cao [62]. The HAWC
photo is taken from Pretz [63].
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3.2 Classification of GRBs
As mentioned in Section 3.1, a popular classification of GRBs is based on the duration
timescale of prompt emissions. Events with a duration of more than 2 seconds are
defined as long GRBs while those lasting less than 2 seconds are classified as short
GRBs. Statistically, the long-duration class is on average softer than the short-duration
class.

3.2.1 Long GRBs

Most observed GRBs are long GRBs. Because these events constitute the majority of the
population and tend to have the brightest afterglows, long GRBs have been observed in
much greater detail than their short counterparts. Almost every well-studied long GRB
has been linked to a galaxy with rapid star formation, and in many cases, to a core-
collapse supernova, unambiguously associating long GRBs with the deaths of massive
stars.

Most long GRBs are located in irregular, star-forming galaxies [64]. Long GRB host
galaxies are usually metal-poor [e.g. 64–66], which is consistent with the prediction of
the collapsar progenitor model [55]. Nonetheless, there are still some long GRBs found
in relatively metal-rich galaxies. However, the spatial resolution at the redshifts of these
GRBs is not good enough to determine the metallicity in the surrounding environment.
It is still possible that long GRBs are exclusively born in the metal-poor environment,
considering variations of metallicity in small scales [67]. Fruchter et al. [64] showed that
long GRBs follow the areas with a very high specific star formation rate in their host
galaxies, and most long GRBs locate in the core regions of the hosts, where specific star
formation rate is the highest.

3.2.2 Short GRBs

Detections of afterglows from short GRBs show that these events are associated with
regions of little or no star formation. This rules out a link to massive stars, confirming
that short events are physically distinct from long events. In addition, there has been no
association with supernovae. Theoretically, short GRBs are believed to be produced by
mergers of compact objects, such as binary neutron star mergers and black hole-neutron
star mergers.

During the merger, neutron-rich ejecta would be torn o� from the surface of neutron
stars, providing an idealized site for rapid neutron capture (r-process) and the synthesis
of heavy elements. Since these produced heavy elements are unstable, they will decay
and emit energy, powering a supernova-like transient [68, 69]. Since such a transient is
much fainter than a normal supernova but roughly one thousand times brighter than a
nova, this event is named ’macronova’ [70] or ’kilonova’ [69]. The peak luminosity of
kilonovae would be in the infrared band because of the high opacity from lanthanide-kind
elements in the ejecta [71, 72].

Most short GRBs reside in late-type galaxies, where the star formation rate is mod-
erate. Compared with long GRB hosts, short GRB host galaxies are larger, with a
relatively older stellar population [73] and higher metallicity [74]. Some short GRBs are
found in elliptical and early-type galaxies [60, 61, 75]. The distribution of short GRBs
covers both elliptical and spiral galaxies, suggesting that these events are not directly
linked to deaths of massive stars but rather to the mergers of compact objects.

Before the merger of a binary system, two compact stars undergo supernova explosions,
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Figure 3.8: Illustration of T90 taken from von Kienlin et al. [85].

providing a kick velocity to this system. Hence, when these two stars collide with each
other, the system has already moved far away from its original star-forming region.
That’s why short GRBs are typically far from the bright light of their hosts, and some
of them are even hostless.

One of the most famous GRB detections was GRB 170817A. On August 17, 2017, a
gravitational wave signal from a binary neutron star merger (GW170817) was detected
at 12:41:04 UTC by LIGO/Virgo [76]. 1.74 second later, a short GRB was successively
detected by Fermi and the International Gamma-Ray Astrophysics Laboratory (INTE-
GRAL) [77–79]. About 10 hours after the merger, a kilonova emission known as AT
2017gfo was also reported [e.g. 80–84].

This first joint detection of the gravitational wave event and its electromagnetic coun-
terparts not only proves mergers of compact objects as the origins of short GRBs, but
also represents the beginning of multi-messenger astronomy.

3.3 GRB Phenomenology
To understand the physics of GRBs, first we need to collect as much observational data
as possible. The emissions from GRBs are usually divided into two phases: the prompt
emission phase and the afterglow emission phase. In this section we will introduce some
basic properties of these two phases.

3.3.1 Prompt Emission

The prompt emission phase is defined as the phase when a sudden luminous burst occurs
in the sub-MeV band is detected by GRB detectors. The duration of this burst is usually
measured using what we called T90. The definition of T90 is the time interval between
the moments when 5% and 95 % of the total fluence is collected by the instrument, as
shown in Fig. 3.8.

However, there are several limitations to T90 measurements. First, it relies on the en-
ergy bandpass of the detector. For a certain GRB, an instrument with a lower bandpass
could yield a longer T90 since the pulses are wider at lower energy. Besides, the detection
of T90 is also dependent on the sensitivity of the instruments. The more sensitive a de-
tector is, the lower its background noise level, and hence the longer T90 it can measure.
Finally, there could be several emission episodes during the prompt phase, which poses
challenges in T90 detections.

In physics, GRB prompt emissions and afterglows are di�erentiated based on the
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Figure 3.9: Canonical X-ray afterglow lightcurve [88] with five components. I. steep decay phase;
II. shallow decay phase or plateau; III. normal decay phase; IV. post-jet-break phase; V. X-ray flare.

location of emitted gamma-ray photons. Prompt emissions are produced by the ejecta
dissipating energy from an internal site, while afterglows are considered to be related to
external shocks (e.g., forward shocks). It is sometimes di�cult to distinguish prompt
emissions from afterglows in practice.

Note that during the prompt phase, signals can be detected not only in sub-MeV
but also in other wavelengths. Optical, X-ray and GeV components have already been
observed during the prompt phase from several GRBs.

3.3.2 Afterglow
The afterglow is defined as the emission after the prompt phase, which was predicted
before its discovery [86, 87]. Here is the basic argument: a GRB must deliver a large
amount of energy in a small space volume, triggering a fireball propagating outwards
relativistically. The ambient medium around the central engine would decelerate the
ejecta and produce a relativistic forward shock penetrating into the circumburst medium
as well as a reverse shock moving towards the ejecta. Particles like electrons and protons
can be accelerated to very high energy by shocks and produce broad-band emissions
through synchrotron radiation and inverse-Compton scattering with surrounding photon
background. Such a kind of emission should keep fading with time as the shock slows
down. As a result, the lightcurves at late time in all wavelengths are expected to decay
as power laws

F‹(t, ‹) Ã t≠–‹≠—. (3.1)

X-ray Afterglow A characteristic lightcurve in the X-ray band can be decomposed
into five components, as shown in Fig. 3.9.

The first component, or the earliest decay segment in the afterglow phase is the steep
decay phase. The typical temporal decay slope is quite steep, – ≥ 3 to ≥ 10. This
phase is usually connected to the end of the prompt emission smoothly, suggesting this
phase as a natural tail of the prompt phase [89]. However, afterwards it breaks to a
softer decay phase which is considered to have an external shock origin, indicating that
prompt emissions and afterglows are generated from di�erent emission sites. Hence, the
prompt emission must be produced from internal sites.

After the first rapid decay phase, the X-ray lightcurve enters the shallow decay phase,
with – ≥ 0 to ≥ 0.7. If – is close to 0, then there is a plateau in the lightcurve. In the
following normal decay phase, the decay slope is approximately – ≥ 1. Even later, when
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Figure 3.10: Schematic picture for optical afterglow lightcurves [90].

the external shock transitions from relativistic to non-relativistic, there would be a jet
break e�ect, resulting in a decay slope of ≥ ≠2 in the post-jet-break phase.

X-ray flares have been detected in a large fraction of GRBs, showing rapid rise and
steep decay in the lightcurves. The origins of X-ray flares, as well as plateaus, are
believed to produced by the long-lasting central engine.

Optical Afterglow The optical afterglow emissions at late time typically exhibit a
single power-law decay with – ≥ 1. If this event is bright enough, one may also observe
a jet break at a later time with – ≥ 2. The early-time optical afterglow lightcurves
show more complicated features (see Fig. 3.10), which can be separated into multiple
components. Besides the typical emissions from standard afterglow (III), jet break (IV)
and supernova bump (VII), one can also observe prompt optical flares following the
gamma-ray prompt emission (Ia), early optical flash produced by reverse shocks (Ib),
shallow decay phase (II), optical flares (V) or re-brightening phase (VI).

Radio Afterglow Radio afterglows have been detected in 30% of GRBs, exhibiting
an early rising phase and peaking at 8.5 GHz around three to six days after the burst.
The peak can be explained by the transition between the typical synchrotron frequency
and the the self-absorption frequency in the standard forward shock model. Early radio
flares have also been observed in some samples, with a peak at 1 day after the trigger.
For example, a radio flare was detected from GRB 130427A, peaking around 1.5 days,
as shown in Fig. 3.11.

Gamma-ray Afterglow At high energies, the number of photons reduces rapidly. To
gather enough signals, gamma-ray detectors need large e�ective areas, which becomes a
challenge for space-borne instuments Hence, only a small fraction of GRBs were detected
with high-energy afterglow emissions. In most cases, these high-energy photons are
observed from bright GRBs or GRBs with quite early-time detections.

Theoretically, these gamma-ray emissions are produced through a di�erent radiation
process than other energy bands. Accelerated electrons can hardly produce such high-
energy photons through synchrotron process. A widely-accepted explanation is that,
these gamma-ray photons should be produced through SSC process. Emitted syn-
chrotron photons can be scattered by electrons and gain energy. However, the Klein-
Nishina e�ect should be considered especially for TeV photons, which results in a rapid
decrease on the high-energy afterglow spectra.
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Figure 3.11: Radio afterglow from GRB 130427A [91].

Recently, several GRBs with TeV photons have been detected, including GRB 190114C
detected by MAGIC Collaboration [92], as well as GRB 180720B [93] and GRB190829A
[94] detected by H.E.S.S Collaboration. Fig. 3.12 shows the high-energy afterglow detec-
tions from GRB 190114C at a short time interval after the trigger. Moreover, LHAASO
reported the detection of gamma-ray photons up to ≥ 10 TeV from GRB 221009A [95].
All of these observational data confirmed the presence of very-high-energy emissions
from GRB afterglows, provided critical tests on the standard afterglow model and even
hinted some new physics [e.g. 96–98].

3.4 Standard Model for GRB afterglows

Thanks to the abundant observational data during the afterglow phase, we have gained
a deep understanding on the nature of GRB afterglow emissions. The most widely ac-
cepted model is the standard single-zone synchrotron self-Compton model. A relativistic
shock is generated after the burst and propagate outwards. During the propagation, the
shock penetrates into the ambient medium, sweeps up matter and decelerates. Particles
like electrons can be accelerated to very high energy during this process and interact with
the ambient magnetic field or the external photon background, producing synchrotron
radiation or external inverse-Compton (EC) radiation. In most cases, the energy den-
sity of the external photon background is much smaller than the magnetic field, so we
usually neglect the EC component on the afterglow spectrum, while the influence from
synchrotron radiation photons is quite important. These synchrotron photons can col-
lide with accelerated electrons and be scattered to much higher energy, and this process
is known as the synchrotron self-Compton process (SSC). Based on the standard SSC
model, there are two components on the afterglow spectrum: the synchrotron compo-
nent and the SSC component [99] (The synchrotron component was first studied by Sari
et al. [100]).

In this single-zone SSC model, accelerated electrons are assumed to concentrate in a
thin shell near the shock front. The particle distribution and other physical parameters
are considered to be homogenous in this shell. Fig. 3.13 shows all of the parameters
we need in the single-zone SSC model, including the isotropic energy of the shock E,
the energy fractions that transfer into the electrons and the magnetic field ‘e, ‘B, the
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Figure 3.12: GeV and TeV afterglow emissions from GRB 190114C from 68 - 2400 s [92].

spectral index of the accelerated spectrum p and the number density of the surrounding
medium n.

3.4.1 Evolution of the Shock
To get the afterglow spectrum, first we need to know the time evolution of the relativistic
shock. In Blandford and McKee [101], the fluid dynamics of the shock was well studied,
and the corresponding evolution of the shock is now known as the Blandford-McKee
solution.

Consider a spherical shock propagating into the surrounding medium, where the den-
sity evolve with the radius as n = n0R≠k. In the adiabatic case, the total energy of the
shock is given by [101]

E = 16finmpc2R3�2/(17 ≠ 4k), (3.2)

where � is the Lorentz factor of the shocked fluid, R is the radius of the shock front, n
is the density of the external medium at the shock front, mp is the mass of a proton and
c is the speed of light.

During the propagation, the shock would emit photons continuously. The time interval
”t that we observed two photons emitted from R and R + ”R is ≥ (1 + z)”R/2�2

sc [102],
where �s =

Ô
2� is the Lorentz factor of the shock front. Integrating this expression
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Figure 3.13: Schematic picture of the standard single-zone SSC model.

From Eq. 3.2 and Eq. 3.3, we can derive the expressions for R and �, which reads

R =
C

17Et

fin0mpc(1 + z)

D1/4
(3.4)

� =
C

17(1 + z)3E

65536fin0mpc5t3

D1/8
(3.5)

for a constant density profile (k = 0), and

R =
C

9Et

2fin0mpc(1 + z)

D1/2
(3.6)

� =
C

9(1 + z)E
128fin0mpc3t

D1/4
(3.7)

for the wind density profile (k = 2).

3.4.2 Evolution of the Electron Spectrum

During the propagation, the shock would sweep out the external medium and accelerate
particles into a non-thermal distribution. The spectrum of these injected electrons can
be described by a power law Ninj(“

Õ) Ã “
Õ≠p between a minimum Lorentz factor “

Õ
min

and a maximum Lorentz factor “
Õ
max with an exponential cuto�. In this paper, quantities

denoted with a prime are measured in the shocked fluid frame.
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Assuming p > 2 and “
Õ
max ∫ “

Õ
min, we have
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Õ
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4
mp
me

� (3.8)

where ‘e is the fraction of the shock energy transferred into electrons and me is the mass
of an electron, and ÷e is the fraction of electrons to be accelerated.

Accelerated electrons will lose energy through three radiation processes: synchrotron,
synchrotron-self Compton (SSC) and external Compton (EC) emissions. The radiation
power are

P
Õ
syn = 4

3‡Tc“
Õ2U

Õ
B, (3.9)
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where U
Õ
B, U

Õ
syn, U

Õ
ext © 4

3�2Uext are the energy densities of the magnetic field, the
synchrotron radiation and the external photon background in the shocked fluid frame,
respectively. We assume that a constant fraction ‘B of the shock energy is carried by
the magnetic field. The strength of the magnetic field B

Õ can be described by

B
Õ = (32fimp‘Bn)1/2�c. (3.12)

The expansion time of the shock in the downstream frame is given by
⁄
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while the characteristic cooling timescale of an electron is
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Balancing these two timescales, we obtain the expression for the characteristic cooling
Lorentz factor
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is the characteristic Lorentz factor when only considering
energy losses through synchrotron radiation, x and y represent the ratios of luminosities
through di�erent radiation processes[99, 103].
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x ©
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where ÷ is the fraction of the electron energy radiated through synchrotron, SSC and
EC processes. If “

Õ
min > “

Õ
c, all of the initially injected electrons lose almost all of their

energy through radiation, and hence ÷ = 1 . We call it as the fast cooling case. While
for “

Õ
c > “

Õ
min, only electrons with Lorentz factor greater than “

Õ
c cool down and this

situation is called as the slow cooling case. The expression for ÷ can can be summarized
as
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Note that we don’t consider the Klein-Nishina e�ect here. Eq. 3.20 is only valid in the
Thomson regime.

Combine Eq. 3.19 and Eq. 3.20, we have
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If “
Õ
c > “

Õ
min, the electron spectrum is in the slow cooling region. Electrons with

Lorentz factor around “
Õ
min are not a�ected by energy losses. In this case, the electron

distribution can be written as,
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Otherwise, (i.e. “
Õ
c < “
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min), the electron spectrum is in the fast cooling region.
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3.4.3 Synchrotron Component

The majority of the afterglow emissions, from radio, optical and X-ray bands, are pro-
duced through synchrotron radiation. Accelerated electrons interact with the shocked
magnetic field and emit synchrotron photons. Observations in these energy bands were
detected much earlier than those in gamma-ray bands, and the first theoretical explana-
tions were also proposed earlier. The detailed calculations on the synchrotron spectrum
has been discussed in Sari et al. [100].

The characteristic synchrotron frequency we observed is

‹syn = �“
Õ2 eB

2fimec
/(1 + z) (3.24)

where e is the charge of an electron.
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And the peak spectral power, which is independent with “
Õ , can be described as
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In the case of fast cooling, the synchrotron spectrum is
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and in the case of slow cooling, we have
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where ‹min = ‹syn(“Õ
min), ‹c = ‹syn(“Õ

c), ‹max = ‹syn(“Õ
max) and F‹,max = NeP‹,max/4fiD2

is the peak flux observed at the distance D. Here Ne is the total number of the accel-
erated electrons. Because of the relativistic beaming e�ect, only radiation emitted by
electrons moving towards the observer within a small solid angle d� ≥ 1/�2 can be
detected. In the case with a constant external density profile, Ne = 4fiR3n0d�/3 and
in the wind density profile Ne = ÷e4fiRn0d�. Meanwhile, the radiation power of these
upcoming electrons also boost by a factor of �2 due to the Doppler e�ect, hence the
combined influence on F‹,max from these two e�ects is o�set.

3.4.4 SSC Component

Due to the limit on the maximum electron energy accelerated at relativistic shocks, it is
hard to produce gamma-ray photons (GeV or even TeV) through synchrotron radiation.
Hence, some other radiation mechanism should come into play. Because of the high
energy density of the produced synchrotron emissions, these photons can be scattered
by accelerated electrons and boost their energy. The spectrum from such a SSC process
was firstly discussed in Sari and Esin [99]. In the fast cooling regime,
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And in the slow cooling regime,
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where x0 = 0.5. The break frequencies are defined as ‹SSC

a = 4“
Õ2
min‹ax0, ‹SSC

min =
4“

Õ2
min‹minx0 and ‹SSC

c = 4“
Õ2
c ‹cx0.

Note “
Õ
max is not taken into account in above expressions. For more exact calculations,

we need to substitute the upper limit of integration in the electron spectrum by “
Õ
max

(for details see Zhang et al. [103]).

3.4.5 EC Component

Long GRBs are widely considered to be located at star-forming regions, where a dense
external photon background may exist. In Zhang et al. [103], they take this EC scattering
into consideration, assuming an external monochromic photon field with a characteristic
energy ‘0 = h‹0.

The characteristic frequency of the observed photons is

‹EC(“Õ) ¥ 4
3�2“

Õ2‹0/(1 + z) (3.30)

where ‹0 is the frequency of the monochromic external photons.
The total spectrum in the fast cooling regime is
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and in the slow cooling regime,
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where ‹EC

min = ‹EC(“Õ
min), ‹EC

c = ‹EC(“Õ
c), ‹EC

max = ‹EC(“Õ
max), and F EC

‹ is the peak flux,

F EC
‹,max ©

÷Ne�P ÕEC
‹Õ,max

4fiD2 (1 + z) (3.33)

P ÕEC
‹Õ,max = ‡Tc(�Uext)

‹0
is the peak spectral power in the shocked fluid frame.
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Note that the realistic EC component could be more complicated, depending on the
detailed spectra of the external photon backgrounds. In most cases, this EC component
is neglected due to the weak energy density of the external radiation background.



Chapter 4

The implications of TeV GRB afterglows for
acceleration at relativistic shocks

Gamma-ray burst afterglows have been detected in multi-wavelength bands for several
decades. Nowadays we have already accumulated abundant observational data from
radio, infrared, optical, X-ray to GeV bands. Thanks to these plentiful information,
scientists built up a standard single-zone synchrotron self-Compton (SSC) model to
explain the afterglow data. For a long time, this model can explain the observational
data quite well.

In the last few years photons in TeV bands have been detected by MAGIC and H.E.S.S
from three GRB events. Moreover, on October 9th, 2022, over 5000 very-high-energy
photons up to ≥ 10 TeV were captured by LHAASO. These breakthrough in gamma-ray
domain provide provides new methods to test the standard SSC model as well as new
hints on particle acceleration at relativistic shocks.

In this chapter we try to constrain the maximum electron energy accelerated at GRB
relativistic shocks using the late-time TeV afterglow detections of GRB 190829A. Adopt-
ing characteristic afterglow parameters, this maximum energy would be fixed by the
magnetized limit, too low to explain the X-ray data. Such a conclusion motivates us to
do further studies on particle acceleration at relativistic shocks, which will be introduced
in the following two chapters. Besides, because of the Klein-Nishina e�ect, the fitted
spectra derived from the single-zone SSC model should be quite soft in TeV bands, con-
flicting with data measurements in other works. Such a conclusion seriously challenges
the external shock model for GRB afterglows.
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Abstract

Motivated by the detection of very-high-energy (VHE) gamma rays deep in the afterglow emission of a gamma-ray
burst (GRB), we revisit predictions of the maximum energy to which electrons can be accelerated at a relativistic
blast wave. Acceleration at the weakly magnetized forward shock of a blast wave can be limited by either the rapid
damping of turbulence generated behind the shock, the effect of a large-scale ambient magnetic field, or radiation
losses. Within the confines of a standard, single-zone, synchrotron self-Compton (SSC) model, we show that
observations of GRB 190829A rule out a rapid damping of the downstream turbulence. Furthermore, simultaneous
fits to the X-ray and TeV gamma-ray emission of this object are not possible unless the limit on acceleration
imposed by the ambient magnetic field is comparable to or weaker than that imposed by radiation losses. This
requires the dominant length scale of the turbulence behind the shock to be larger than that implied by particle-in-
cell simulations. However, even then, Klein–Nishina effects prevent production of the hard VHE gamma-ray
spectrum suggested by observations. Thus, TeV observations of GRB afterglows, though still very sparse, are
already in tension with the SSC emission scenario.

Unified Astronomy Thesaurus concepts: High energy astrophysics (739); Gamma-ray bursts (629)

1. Introduction

The spectral evolution of the afterglows of gamma-ray bursts
(GRBs) provides crucial information on their properties, as well as
those of the surrounding medium (Mészáros 2002; Piran 2004;
Kumar & Zhang 2015). To date, these data have predominantly
been modeled under the assumption that the radiating particles are
accelerated at or close behind the relativistic shock front that the
GRB drives into its surroundings, although an alternative scenario
in which electrons are injected via postburst activity in the central
engine has its attractions (Kirk et al. 2021). When predicting the
spectra and the characteristic frequencies of afterglow radiation,
theoretical uncertainties have generally been parameterized by
three essential quantities: the power-law index (p) of the
accelerated particles and the ratio of the energy density in the
accelerated electrons (òe) and magnetic field (òB) to that of the
shocked fluid. The external shock acceleration model has long
been the preferred scenario due not only to the relative simplicity
of the model but also because the inferred injection spectra are
broadly consistent with predictions from shock acceleration theory
(e.g., Kirk et al. 2000).

Since the afterglow is observed mainly in the radio, optical,
and X-ray bands, there has been relatively little interest in
predicting the maximum energy to which particles can be
accelerated. However, recent observations of afterglow radia-
tion in very-high-energy (VHE) γ rays by the H.E.S.S. and
MAGIC collaborations (Abdalla et al. 2019, 2021; Acciari
et al. 2019) have prompted us to reconsider this question.

In a previous paper, Kirk & Reville (2010, hereafter KR), we
estimated the maximum energy to which particles can be
accelerated and the frequency of the photons they radiate without
considering in detail the dynamics of the shock. For ultrarelativistic

shocks, we found that the maximum synchrotron photon energy
falls well below the synchrotron burn-off limit (see also
Derishev 2007; Lemoine 2013; Sironi et al. 2013; Asano et al.
2020). Here we compute the characteristic frequencies of the
synchrotron and related synchrotron self-Compton (SSC) radiation
from a GRB afterglow under the assumption of self-similar
evolution of the shock front (Blandford & McKee 1976) and
develop a simple single-zone (“thin shell”) model to determine the
spectrum and light curves. We revise expectations regarding
different limitations on the maximum electron energy and critically
assess their applicability in light of TeV γ-ray observations.
The outline of the paper is as follows. In the next section, we

provide an overview of maximum-energy predictions for shock-
accelerated electrons at weakly magnetized ultrarelativistic shocks.
In Section 3, the predicted photon spectra of a self-similar blast
wave are presented and compared to recent GRB detections by the
H.E.S.S. experiment. The implications of our results for the shock
acceleration model and the potential of future observations to
sharpen these conclusions are discussed in Section 4.

2. The Maximum Energy of Accelerated Electrons

The Lorentz factor of the decelerating outer shock in the self-
similar model of Blandford & McKee (1976) satisfies
Γsh∝ t−m/2, the two principal cases of interest being shock
propagation into a uniform medium (m= 3) or a wind profile
(m= 1). Here t is time measured in the rest frame of the
explosion’s progenitor. To compare radiation signatures with
observations, relevant parameters should be expressed in terms
of the “observer time”, tobs= (1+ z)(t− n · r/c), with z the
redshift of the source, r the position vector of the emitting
plasma relative to the site of the explosion, and n the observer’s
direction. Since the radial velocity of the plasma is highly
relativistic, those parts of the shock moving close to the
direction of the observer make the dominant contribution, and
the problem can be simplified by defining tobs as the time at
which a photon emitted at the point on the shock front closest
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to Earth reaches the observer, ( ) [ ( ) ]» + + Gt z t m1 2 1obs sh
2

(this simplification can, of course, be relaxed; e.g., Panaitescu
& Mészáros 1998; Chevalier & Li 2000).

We consider the adiabatic expansion of a blast wave of total
energy E into (a) a uniform medium of number density n
(m= 3) and (b) a medium with number density n= A/r2

(m= 1). In terms of observer time and to lowest order in G-
sh

2,
the shock Lorentz factor decelerates as
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where mp is the proton mass, and we consider only a pure
electron–proton external medium. We will assume the electron
acceleration time is short compared to the dynamical time of
the shock (verified in Figure 1), such that the maximum energy
due to losses or other effects can be determined based on the
instantaneous shock conditions.

Predictions for the maximum electron energy in a decelerat-
ing blast wave follow from the improved understanding of the
microphysics of ultrarelativistic weakly magnetized (σu= 1)
shocks provided by kinetic plasma simulations. Here s =u

pB n m c4 p1
2

1
2 is the upstream magnetization parameter, where

n1 and B1 are, respectively, the proper number density and
magnetic field strength immediately upstream of the shock.

The key parameter used by KR to characterize the down-
stream turbulence is its “strength”, a, that is, the ratio of the
characteristic size λ of the intense magnetic field structures that
mediate the shock transition (and persist downstream), to the
length scale defined by the averaged turbulent magnetic field
strength:

[ ( )] ( )l=a eB m c . 2e
2

Here B is the rms magnetic field strength inside the structures,
and me (−e) is the mass (charge) of the electron. Kinetic
simulations indicate that the typical size of the structures is
several plasma inertial lengths. Therefore, we define λ=
ℓwc/ωp, where ωp is the plasma frequency of the relativistic

fluid, and follow Sironi et al. (2013) by setting ℓw= 10 in our
modeling, though values as large as 30 are also quoted. The
effective mass of the particles in the immediate postshock
relativistic proton–electron fluid is determined by the pressure

( )= Gp n m c2 32 sh
2

1 p
2 and the proper particle number density

= Gn n2 22 sh 1, leading to w p= n e c pp 2
2 2 2

2 (Amano &
Kirk 2013), where we have used the jump conditions for a cold
upstream medium. Simulations of weakly magnetized relati-
vistic shocks show the magnetization parameter associated with
the self-generated field ( )p=� B p24B

2
2 peaks at the shock’s

position. Strong fluctuating fields extend upstream and down-
stream but plateau downstream at a level of 10−3−10−2 (e.g.,
Keshet et al. 2009; Vanthieghem et al. 2020). The plateau value
is important for the determination of the maximum electron
energy.
In terms of the postshock magnetization parameter, one finds

in the immediate downstream region of the self-similar
expanding shock
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where t10= tobs/10 hr, and E54=E/1054 erg. In case (b), the
upstream density is determined by the (assumed) constant mass-
loss rate of the progenitor and its asymptotic wind velocity. We
use A=A35× 1035 cm−1, corresponding to a mass-loss rate of
� := -M M10 5 yr−1 and wind velocity vwind= 3000 km s−1. From
Equation (3), it is clear that a? 1, which implies that the electron
emits synchrotron radiation (Landau & Lifshitz 1971) rather than
“jitter” radiation, although low-frequency modifications due to
repeated scatterings may nevertheless be present (Fleishman 2006;
Reville & Kirk 2010).
The parameter a also determines the transport regime for

accelerated electrons; those with Lorentz factor ḡ < ae (here-
after, a bar denotes quantities measured in the frame comoving
with the plasma) are tied to magnetic field lines and undergo
“helical” transport between scatterings. On the other hand,

Figure 1. Maximum electron energy as a function of observer time for different external profiles. Left panel: constant-density profile. Right panel: wind density
profile. From bottom to top, we identify four different limits: damping limited (dashed), magnetization limit (dashed–dotted), radiation loss limited (solid), and time
limited (dotted). The maximum detected photon energy serves as a lower limit on the maximum electron energy in the source and is shown in yellow for the late-time
VHE emission of GRB 190829A. The damping limit is shown for s w» -L cudamp

1 2
p (see text), and the loss and magnetization limits for ℓw = 10.

2
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those with ḡ > ae are deflected by only a small angle per
fluctuation interaction and undergo “ballistic” transport
between scatterings. In each case, the turbulence is expected
to drive the particle distribution toward isotropy. However, in
doing so, it causes the electrons to radiate. In relativistic shock
acceleration theory, the isotropization rate is thought to be
roughly equal to the rate of energy gain. In each transport
regime, one can define a Lorentz factor ḡmax such that
isotropization/energization is slower than radiation losses if
¯ ¯g g>e max. Generalizing the results found by KR to include
cooling by inverse Compton scattering, one finds the maximum
energy when limited by radiative losses
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Here � �g g=x IC syn is the ratio of the power emitted by a single
electron as inverse Compton emission to that emitted as
synchrotron radiation. If Compton scattering takes place in the
Thomson regime, x is independent of the electron energy.
Furthermore, neglecting the contribution of external photons,

¯ ¯»x U UBsyn , the ratio of the energy density of synchrotron
photons to that of the magnetic field, measured in the comoving
frame (see Section 3.3). Comparing Equations (3) and (5), we
expect a= acrit, which implies that transport of the highest-
energy electrons proceeds in the ballistic regime via small-
angle scattering.

In this regime, the isotropization rate is (KR)

⎜ ⎟⎛⎝ ⎞⎠¯
( )n q n

g l
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. 6iso

2
sc
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Although isotropization is dominated by frequent interactions with
small-scale fields, the rate at which this occurs decreases rapidly
with increasing Lorentz factor. At sufficiently large energies, the
effect on a particle trajectory becomes negligible compared to that
of the magnetic field averaged over scales much larger than the
scattering mean free path, c/νiso. This large-scale field down-
stream of the shock can be determined from the ambient magnetic
field via the shock jump conditions, 〈B2,∥〉= 〈B1,∥〉 and
á ñ = G á ñ^ ^B B2 22, sh 1, , the average being taken over spatial
scales? λ. Defining the mean downstream electron gyrofre-
quency ¯w g= á ñe B m cg 2 e , electrons are said to be magnetized
when ωg> νiso. Unless the upstream field is aligned with the
shock normal to within 1/Γsh (a situation we do not consider
here), the downstream mean field is effectively perpendicular to
the bulk flow direction. Achterberg et al. (2001) found that for
acceleration to proceed in this case, the isotropization rate in the
downstream frame should exceed the gyrofrequency in the
average field if particles are to overtake the receding shock (see
also Lemoine & Pelletier 2010). For a shock with an external
magnetization parameter s p= B n m c4 pu 1

2
1

2, and as before,

turbulent magnetic fluctuations concentrated at λ= ℓwc/ωp, it
follows that particles are magnetized downstream when their
Lorentz factor exceeds

¯ ( )g s= -�ℓ
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m
. 7B umag w

p

e
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The maximum electron Lorentz factor is then determined by
the more stringent of the two limits: ¯ ( ¯ ¯ )g g g= Min ,max loss mag .
We note that additional large-scale magnetic field fluctuations
related to upstream wave excitation (Reville & Bell 2014) or
ambient turbulence may provide a channel to circumvent the
magnetized energy limit, though this may introduce other
spectral features (e.g., Niemiec et al. 2006).
In addition to the loss and magnetized limits, a third constraint

on the maximum electron Lorentz factor arises if the magnetic
field fluctuations generated at the shock damp away rapidly (see
also Lemoine 2013). Defining Ldamp as the characteristic length
scale of this decay, it follows that the return probability for
particles with a mean free path c/νsc> Ldamp is significantly
reduced. Simulations by Sironi et al. (2013), for example, display
a symmetric rise and decay profile of òB about the shock, with a
characteristic scale4 s w» -L cudamp

1 2
p. The maximum energy

is therefore limited by this effect to

¯ ( ) ( )g s» G -�ℓ m m , 8B udamp w p e
1 2

sh
1 4

which we refer to as the damping limit.
Figure 1 shows the three limits on the maximum electron

Lorentz factor given by Equations (4), (7), and (8), taking
instantaneous values of the shock parameters in the two
scenarios considered. Standard GRB afterglow parameters are
adopted here and in subsequent figures. The values are boosted
to the upstream observer’s frame for comparison to observations
(neglecting redshift). The detection of late-time TeV emission
from two GRBs places a firm lower limit on the maximum
particle energy in the observer’s frame, indicated in yellow in the
figure. As a consistency check, we also indicate the maximum
energy that might be expected from time-limited acceleration
using the prescription of Achterberg et al. (2001),
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where tcyc is the cycle time assuming ballistic scattering only in
the downstream and the combined action of scattering and
regular deflection in the upstream. We choose as an initial
condition ¯ ( ) ( )g = Gt t0 sh 0 , and since Γsh diverges as t→ 0, we
select t0 such that ( )G =t 300sh 0 . This equation is integrated
numerically from t0 to the observed time to give the time-
limited acceleration upper limit in Figure 1. The fact that this
limit substantially exceeds the others justifies our use of
instantaneous flow parameters when evaluating the latter.

3. The Synchrotron Self-Compton Spectrum

3.1. Characteristic Frequencies

In the context of the rough estimates we seek here, synchrotron
radiation can be treated as narrowband; i.e., electrons with a
Lorentz factor ḡe radiate only photons close to a characteristic

4 Approximately equal to the upstream gyroradius of shock-reflected particles
as measured by a downstream observer.
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frequency given by ¯ ¯n g= h B1 e
2, where h1= 1.3× 106 Hz G−1.

This frequency is independent of pitch angle, and the photons
can be considered to be radiated isotropically in the comoving
frame of the plasma. At the observer, these photons appear
blueshifted by the Doppler factor ( ¯ )g bm= +� 12 , where

( )g b= - = G-1 22
2 1 2

sh is the bulk Lorentz factor of the
ultrarelativistic expanding plasma immediately downstream of the
shock front, and m̄ is the cosine of the angle between the photon
momentum and the radius vector r as measured in the comoving
frame. Also taking the cosmological redshift z into account, the
highest-frequency photons that can be produced by shock
acceleration emerge from the closest point to Earth on the shock
(i.e., m̄ g= »�1, 2 2),
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where òB= 10−2òB,−2. Here we have assumed ballistic transport.
If helical transport applies, i.e., a> acrit, the maximum
synchrotron photon energy is ( )n a= + - -�h m c x1max

loss
e

2 1
f

1,
where αf is the fine-structure constant. If, on the other hand,
magnetization of the electrons limits their acceleration,
Equation (7), then the synchrotron limit is
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where σu= 10−8× σ−8. Note here the strong dependence on ℓw
and òB, in contrast to the cooling-limited maximum frequency.
For example, if òB= 0.01, the maximum synchrotron photons
may not reach the X-ray band at late times.

We emphasize that in both cases, the synchrotron cutoff lies
below the frequently quoted maximum value (synchrotron
burn-off/Bohm limit) of 2γ2mec

2/αf= 2γ2× 68MeV, where
αf is the fine-structure constant. Employing a multizone
emission model to overcome the synchrotron burn-off limit
(e.g., Kumar et al. 2012; Khangulyan et al. 2021) must also
contend with the maximum-energy predictions for weakly
magnetized shocks.

The lower bound on the Lorentz factor of accelerated
electrons is conventionally fixed by the efficiency with which
energy is extracted from the particles flowing into the shock via
the equation
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e
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where p is the index of the injection spectrum assumed to be a
power law with abrupt low- and high-energy cutoffs (see Derishev
& Piran 2021, for alternative approaches). It is commonly
assumed that ¯ ¯�g gmax min, in which case the term in square
brackets can be set to unity. However, special care should be
taken if p is close to 2, as suggested, for example, by
Ajello et al. (2019). Although the corresponding correction to

ḡmin is typically small, it has a significant impact on the resulting
SSC emission (see Petropoulou et al. 2011).
The observation frequency corresponding to ḡmin (written in

hertz, as it falls in the infrared band) is
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where we have again selected m̄ = 1 and ignored the correction
in Equation (12) due to finite maximum energy.
Once injected, an accelerated electron loses energy primarily

via inverse Compton and synchrotron radiation in the down-
stream plasma, and its Lorentz factor ḡe changes at the rate

( ¯ ) ( ) ¯�g g g= - + x h B1rad e 0 e
2 2, where h0= 1.29× 10−9 s−1 G−2.

Provided ¯ ∣ ( ¯ )∣�g g ge rad e is shorter than the dynamical evolution
time of the shell, ¯ g»t t 2dyn 2, i.e., provided ¯ ¯g g> =e c

[( ) ]g + x h B t2 12 0
2 , the particles lose essentially all of their

energy to radiation, the synchrotron component of which is
observed at frequencies greater than the “cooling frequency”:
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If the loss rate is such that n n>c min or, equivalently,
¯ ¯g g>c min, the emission is said to occur in the slow-cooling
regime, since the bulk of the electrons lose only a fraction of
their energy to radiative cooling.

3.2. Synchrotron Spectrum

Apart from very early times, immediately after the prompt
phase, it is clear from Equations (13) and (14) that, for typical
GRB parameters, n n>c min; i.e., synchrotron emission occurs
in the slow-cooling regime. It is common practice in this case
to neglect the emission from electrons that were injected more
than a dynamical time earlier, although this procedure is not
always justified (see, for example, Granot et al. 1999). The
emitting electrons are thus assumed to occupy a thin
homogeneous shell immediately behind the shock front and
produce a spectral power that we approximate as F(ν)∝ ν1/3

for n n< min, F(ν)∝ ν−( p−1)/2 for n n n< <min c, and ( )n µF
( )n n n-- expp 2

max for ν> νc.
Now consider an element of this shell of area dA, which, in

the comoving frame, emits synchrotron radiation with spectral
power

¯ ( ¯ ) ∣ ∣
¯

¯
¯

( )�n
g

g
g
n

=
F

A
m c

nd
d

d
d

d
d

, 15e
2

syn
e

e

where ( )� �g g= + x1syn rad is the cooling rate due to synchro-
tron losses only. For ¯ ¯g g>e c, a steady-state electron distribu-
tion, ḡnd d e (per unit area of the shock), is established such that
the rate ( ¯ )� g>n e at which particles are injected with Lorentz
factors greater than ḡe equals the rate at which they cool to
lower Lorentz factors, ∣ ( ¯ )∣ ¯�g g gnd drad e e. The spectral power in
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this range is, therefore,
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where it is understood that electrons at a given Lorentz factor
emit at ¯ ¯g n= h Be 1 .

On the other hand, for ¯ ¯g g<e c, a steady state is achieved
because particles are assumed to cease radiating a certain time
t̄esc after injection without having appreciably changed their
Lorentz factor, i.e., ∣ ¯ ∣ ¯ ¯� g g=>

-n t nd d d de esc
1

e. In this case, the
spectral power either vanishes (for fast cooling) or is given by
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We exploit the freedom inherent in the single-zone model by
choosing ¯ ¯ ( )= -t t p 1esc dyn , which ensures that, in the slow-
cooling case, the model flux is continuous at ¯ ¯n n= c. The peak
spectral power (i.e., the maximum of ¯ ( ¯ )nF Ad d ) for this shell
element is emitted at ¯ [ ¯ ¯ ]n n n= min ,peak c min , at which point � =>n
g n c4 32 1 and, for slow cooling, ( ) ¯ ∣ ¯ ∣� �g g- =-

> >p n n1 d d1
e e . In

each case,

¯ ¯
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g g
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n n Rd
d

2
3

. 18
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To relate the above spectral power to observations, we first
note that it is emitted isotropically in the comoving frame.
Denoting the direction to the observer by the unit vector W̄ in
this frame, the spectral power per unit solid angle is ¯ W̄ =Fd d
¯ pF 4 . Then, in the observer’s frame, the received spectral
power per unit solid angle for a given area on the shock surface
is ¯ ¯W W= �F Fd d d d3 (Rybicki & Lightman 1986, Equation
(4.97)). We simplify the integration over the shock surface by
replacing νpeak, B, n1, and R with their values at m̄ = 1 and
noting that ò p g=�A Rd 43 2

2. With these simplifications, one
finds the peak flux density at the observer
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where DL is the luminosity distance. For x= 0, this expression
agrees to an order of magnitude with previous results (e.g., Sari
et al. 1998).

3.3. Inverse Compton Emission

The effect of cutoffs in the maximum electron energy at
modest values was previously demonstrated by Petropoulou
et al. (2011), who explored the impact on both the light curves
and spectra. Here we revisit this effect for the competing
maximum-energy models discussed in Section 2.

We assume that the cooling break νc is determined by the
combination of synchrotron and SSC losses in the Thomson
regime. For consistency, this requires ¯ ¯ ¯�g g nº* *m c he

2 ,
where ¯ [ ¯ ¯ ]n n n=* max ,min c . For typical GRB afterglow para-
meters, we find ¯ ¯g g>* c. Rather extreme conditions are
required for Klein–Nishina (KN) effects to significantly modify
the electron spectrum (see Abdalla et al. 2021, Supp. Mat.).

However, as we show below, these effects have a strong impact
on the high-energy photon spectrum.
To compute the SSC emission, we first need to model the

specific energy density of synchrotron photons ¯ ( ¯ )nU within the
source. The specific intensity of radiation on the source surface
is directly detectable, ¯ ¯ ( ¯ )¯ n= WnI F Ad d d , but modeling this
quantity in the interior of the source requires additional
assumptions. Here we follow previous treatments and assume
that ¯̄nI within the source is homogeneous and isotropic, so that
¯ ( ¯ ) ( ) ¯ ( ¯ )n a n=U c F Ad d , and set the geometrical factor α to
unity.5 Inserting the synchrotron photon power given in
Equations (16) and (17) then leads to an implicit expression
for ¯ ( ¯ ) ¯ ¯ò n n=x U d UB, which, in the limit ¯ ¯�g gmax min, reduces
to an expression similar to Sari & Esin (2001, Equation (3.1)).
However, for a general ḡmax, we solve the full expression for x
numerically. For simplicity, we again restrict ourselves to the
Thomson regime, although the method can, in principle, be
extended to include KN effects (in which case, x is energy
dependent). The resulting SSC flux density is (cf. Rybicki &
Lightman 1986, Equation (7.28a))
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(Jones 1968). The full KN expression should be used here,
since an accurate picture at the highest photon energies is
required. Adopting a step function cutoff in the synchrotron
flux density above n̄max, the integral over z can be performed
analytically, leaving a single integration over the electron
distribution, which is done numerically. The electron distribu-
tion follows from Equation (18) and the corresponding slopes
of the synchrotron spectrum. In deriving the above, we have
assumed isotropy of the electrons and photons in the fluid
frame and exploited the fact that � SSC and � SYN transform in
the same way (Sari & Esin 2001).
In Figure 2, we compare representative fits for the wind and

constant-density scenarios to the afterglow emission of the
nearest VHE-detected GRB (GRB 190829A), since it is the
object least affected by uncertainties connected with inter-
galactic absorption that, nevertheless, has significant late-time
detection (Abdalla et al. 2021). While several recent theoretical
works on this have tried to match the observations in a standard
SSC model, the maximum energy was either assumed to be at
the Bohm limit (Lu-Lu et al. 2021) or left as a free parameter
(Salafia et al. 2021). Here we attempt to quantify the extent to
which observations are consistent with current maximum-
energy predictions discussed in the previous sections.
For ℓw= 10, the maximum electron energy is fixed by the

magnetized limit (see Figure 1) and is too low to match either
the X-ray or γ-ray data (see Figure 3). In addition, ¯ ¯g g<damp mag
for all ℓw. We conclude that damping of magnetic field

5 The SSC expression that follows reduces in the Thomson limit to that of
Sari & Esin (2001) if we take α = (p − 1) ≈ 1, due to our definition of t̄esc.
Note that the R in their Equation (A2) corresponds to the postshocked radius in
which the emitting electrons reside, which, following Blandford & McKee
(1976), is ≈R/Γsh

2 for an upstream observer in our notation.
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fluctuations is slow and plays no role. Allowing ℓw to increase
permits one to fit the X-ray data. However, irrespective of the
maximum energy, KN suppression causes the SSC γ-ray
spectra to be unavoidably softer than the data suggest (Abdalla
et al. 2021), with νFν∼ ν−0.23 at early times, steepening to
∼ν−0.33 at later times. The dependence of the synchrotron and
SSC spectrum on ℓw, and hence the maximum electron energy,
is illustrated in Figure 3, where the spectrum is calculated for
GRB 190829A at 5.5 hr after the prompt emission using a
constant external density profile. We note that for ℓw= 10,
¯ ¯�g gmag loss; for ℓw= 100, ¯ ¯g g»mag loss; and for ℓw= 1000,
¯ ¯�g gmag loss. In the extreme ℓw= 104 case, a≈ acrit and is very
close the synchrotron burn-off limit. While the synchrotron
cutoff is pushed to higher frequencies with increasing ℓw (cf.
Equations (10) and (11)), the SSC spectrum above 100 GeV
unavoidably softens due to Klein–Nishina suppression. Detec-
tion of a turnover, or its absence, in hard X-rays (see, for
example, Kouveliotou et al. 2013) in future TeV-detected
afterglows would clearly constrain the models further.

For fixed òe and òB, the TeV flux in our model decays with
observed time as µ -t s

obs, with s≈ 1.2 in the uniform medium
case and s≈ 1.3 in the wind case, both being slightly more
rapid than the decay rate by the H.E.S.S. data. By admitting a
temporal (or γ2) dependence of òB and/or òe, it is not difficult to
produce a light curve that matches both the X-ray and TeV
data. However, such a dependence is, to our knowledge, not
seen in simulations.

4. Discussion

The detection of several GRB afterglows in the TeV γ-ray
domain provides a critical test not only of the standard external
shock model of GRB afterglows, but of the particle acceleration
theory at weakly magnetized ultrarelativistic shocks in general.
Here we have focused on the constraints such measurements may
place on the maximum electron energy within the external shock
acceleration framework for GRB afterglows. The physical
conditions implied by numerical simulations of weakly magnetized

relativistic shocks generally indicate that acceleration will proceed
with an efficiency significantly below the frequently adopted
Bohm rate. The maximum synchrotron photon energy is thus
predicted to fall short of the theoretical maximum synchrotron
burn-off limit at n » Gh 100max sh MeV.
Following the approach of Kirk & Reville (2010), we

consider different physical scenarios, motivated by the results
of current kinetic simulations. Within the limitations of our
assumptions, we conclude the following.

1. Scenarios in which the magnetic field damps rapidly
downstream of the shock are clearly ruled out in the
shock acceleration picture (see Figure 1). On the other
hand, a plateau (or, equivalently, a very slow decay on a
scale �s w- cu

1 2
p) in the downstream field intensity

(e.g., Vanthieghem et al. 2020) can be accommodated.
2. Adopting a characteristic scale of λ= 10c/ωp for the

scattering centers, we find that quenching by the large-
scale magnetic field, the so-called magnetization limit, is
operative, and this scenario is also ruled out by the data.
Larger-scale structures are, therefore, required but not
seen to develop in the currently available simulations.
However, this may be a limitation of the spatial extent/
short duration of these studies. Future simulations with a
larger dynamical range, along with a deeper under-
standing of upstream wave excitation and the nature of
preexisting ambient turbulence, will assist in clarifying
this question (see Lemoine & Pelletier 2010; Reville &
Bell 2014).

3. If we allow for ℓw> 10, the magnetization limit increases,
and quenching by radiation losses ultimately sets the
upper limit. However, this scenario is also challenged by
the data. The measurements by Abdalla et al. (2021)
show that the VHE γ-ray spectrum is hard. However,
Klein–Nishina suppression softens the spectrum in the
VHE γ-ray band and presents a significant obstacle to
simultaneously matching the X-ray and γ-ray data.
Current observations thus appear to also be in conflict
with the loss-limited scenario.

Taken together, these conclusions present a serious challenge
to the external shock acceleration model for GRB afterglows.

Figure 2. Model fit to GRB 190829A using the method described in the text
(which rejects the potential damping limit). The luminosity distance is
D = 1 × 1027 cm. For the wind density profile, A35 = 2, while for the
constant profile, n1 = 1 cm−3. In both cases, the explosion energy is
E = 5 × 1052 erg, electron injection index p = 2.06, σu = 10−9, and
ℓw = 100. The values of ( ḡ- -� � x, , ,e, 2 B, 3 IC min) are (5.7, 1.3, 7.4, 93) and
(4.3, 1.3, 4, 35) at t = 5.5 and 30 hr, respectively, in the constant-density case
and (5.8, 1.2, 8.6, 111) and (4.7, 1.0, 5.3, 58) in the wind profile scenario. The
X-ray data are automatically processed by the UK Swift Science Data Centre
(Evans et al. 2007, 2009), and the gamma-ray butterflies are from Abdalla
et al. (2021).

Figure 3. Comparison of predictions with varying ℓw for GRB 1908929A at
t = 5.5 hr for the constant-density case. Environmental parameters are the same
as used in Figure 2. Acceleration parameters are selected to match the low-
energy synchrotron flux, with the SSC spectrum intersecting the H.E.S.S.
butterfly at the upper leftmost point. The values of ( ḡ- -� � x, , ,e, 2 B, 3 IC min) are
the same for ℓw = 100 and (4, 1, 6, 78), (6.3, 1.4, 7.8, 98), and (7, 1.4, 8.4, 103)
for ℓw = 10, 103, and 104 respectively. See text for further details.
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However, they are based on data from a single GRB and also
weakened by the numerous simplifying assumptions conven-
tionally adopted in the single-zone external shock model. It is
perhaps not surprising that the discovery of late-time VHE γ-
ray emission presents a challenge to the simplest picture. Future
detection with high-quality spectral and temporal data will be
essential to resolve this issue.

Finally, we speculate on some requirements for alternative
models. Given the many successes of the external shock
framework in meeting GRB afterglow data, it is attractive to
explore alternative scenarios that do not deviate drastically
from the essential aspects of the model, in particular, the self-
similar nature of the blast wave. One such possibility is to
consider an external Compton scenario (Zhang et al.
2020, 2021). To avoid the same spectral softening that
challenges the SSC model, the external target photons should
be scattered in the Thomson regime. Motivating the required
photon fields to reproduce the spectral and temporal features
requires careful consideration. Looking beyond the standard
external shock scenario, one could consider a model in which
electrons are instead accelerated in the jet either via shear
(Rieger & Duffy 2005) or inductive (Kirk et al. 2021)
acceleration but nevertheless radiate in the postshock amplified
fields. This two-zone picture is appealing, since the decoupling
of the acceleration and emission processes avoids the
synchrotron burn-off limit for maximum-energy synchrotron
photons (e.g., Kirk & Giacinti 2017). Future γ-ray detection
will be critical in terms of both motivating and distinguishing
such alternative scenarios.

The authors thank Andrew Taylor for valuable discussions.
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Chapter 5

Prospects for ultra-high-energy particle
acceleration at relativistic shocks

A previous widely-held argument is that, relativistic shocks may not be e�cient parti-
cle accelerators. The regular magnetic fields downstream are significantly compressed
within the shock front and hence particles cannot be accelerated anymore if they become
magnetized and are constrained to move along the magnetic lines. Such a mechanism
provides an upper limit, known as the magnetized limit to the maximum achievable
energy.

In the previous chapter we try to get some implications on the maximum electron
energy accelerated at relativistic shocks by fitting the simultaneous observational data
in X-ray and TeV bands. Adopting the characteristic GRB afterglow parameters and
recent numerical simulations on relativistic shocks, the maximum electron energy is
usually fixed by the magnetized limit. We demonstrate that there is a gap between the
late-time observations and the maximum electron energy, motivating us to revisit the
acceleration processes at ultra-relativistic shocks.

As a first step, we consider the case in which the uniform regular magnetic fields are
perpendicular to the shock normal. Utilizing a Monto-Carlo test-particle code, we study
the produced particle spectra. Particles can keep crossing the shock front if they are
unmagnetized on either side of the shock. If the scattering upstream is strong, particles
can still gain energy even their trajectories are dominant by gyro-motion downstream,
and hence the achievable maximum energy can exceed the magnetized limit. Although
this uniform field configuration is instructive, it is only feasible when the gyro-radius
of the accelerated particles are much smaller compared to the scale of the system. For
particles with highest energy, the detailed structure of the fields come into play.

Therefore, a regular magnetic field with cylindrical symmetry is taken into account.
Due to the curvature of the field, there would be drift motions for charged particles
along the shock normal. The direction of such a drift is charge/helicity dependent.
For particles with favourable charges, such drift motions can enhance the acceleration
e�ciency and energize particles to the confinement limit of the system.
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A B S T R A C T 
We study the acceleration of charged particles by ultra-relativistic shocks using test-particle Monte Carlo simulations. Two field 
configurations are considered: (i) shocks with uniform upstream magnetic field in the plane of the shock, and (ii) shocks in which 
the upstream magnetic field has a cylindrical geometry. Particles are assumed to diffuse in angle due to frequent non-resonant 
scattering on small-scale fields. The steady-state distribution of particles’ Lorentz factors is shown to approximately satisfy 
d N /d γ ∝ γ −2.2 provided the particle motion is scattering dominated on at least one side of the shock. For scattering dominated 
transport, the acceleration rate scales as t acc ∝ t 1/2 , though reco v ers Bohm scaling t acc ∝ t if particles become magnetized on 
one side of the shock. For uniform field configurations, a limiting energy is reached when particles are magnetized on both 
sides of the shock. For the cylindrical field configuration, this limit does not apply, and particles of one sign of charge will 
experience a curvature drift that redirects particles upstream. For the non-resonant scattering model considered, these particles 
preferentially escape only when they reach the confinement limit determined by the finite system size, and the distribution 
approaches the escapeless limit d N /d γ ∝ γ −1 . The cylindrical field configuration resembles that expected for jets launched by 
the Blandford & Znajek mechanism, the luminous jets of active galactic nuclei and gamma-ray bursts thus provide favourable 
sites for the production of ultra-high-energy cosmic rays. 
Key words: acceleration of particles – shock waves – cosmic rays. 
1  I N T RO D U C T I O N  
Relativistic shocks occur in many astrophysical sources of non- 
thermal emission such as pulsars, gamma-ray bursts (GRBs), micro- 
quasars, and active galactic nuclei (AGN) and there is a growing 
wealth of observational evidence indicating that these shocks ef- 
ficiently convert a large fraction of the energy they process into 
extremely energetic particles. Acceleration by the first-order Fermi 
mechanism operating at shocks has been proposed and thoroughly 
investigated by numerical and analytical approaches for the case 
of parallel shocks. Ho we ver, interpreting recent observ ations, in 
particular those at very high energy (Abdalla et al. 2019 ; MAGIC 
Collaboration 2019 ; H. E. S. S. Collaboration 2021 ), requires a 
clear understanding of, at the very least, the spectral index predicted 
and the maximum particle energy achie v able under more realistic 
physical conditions. Even in the test-particle approximation, our 
knowledge of these quantities remains incomplete. 

Our goal in this work is to use test-particle Monte Carlo simula- 
tions to predict these quantities in two rele v ant field configurations: 
that of a uniform magnetic field and that of a cylindrically symmetric 
field around a current carrying axis, such as can be expected in the 
jets that are either directly observed or inferred in all of the classes 
of object listed abo v e. In each case we concentrate on a planar, 
perpendicular shock front – one in which the magnetic field and the 
⋆ E-mail: zhiqiu.huang@mpi-hd.mpg.de (Z-QH); brian.reville@mpi- 
hd.mpg.de (BR); john.kirk@mpi-hd.mpg.de (JGK) 

shock lie in the same plane. This is the generic situation downstream 
of a highly relativistic shock front, since the component of the field 
in the shock plane is compressed by roughly the Lorentz factor of the 
shock, whereas the component along the shock normal is unchanged 
(Begelman & Kirk 1990 ). 

The test-particle theory of particle acceleration at relativistic 
shocks was mostly developed in the decade following the original 
works outlining the non-relativistic theory (see e.g. Kirk & Duffy 
1999 , for a re vie w) Two complementary approaches have been used: 
(i) Monte Carlo simulation in which particles mo v e in a simple, 
prescribed magnetic field geometry whilst undergoing stochastic 
transport, either represented as a sequence of small-angle scattering 
events (e.g. Kirk & Schneider 1988 ; Ostrowski 1993 ; Summerlin & 
Baring 2012 ) or, more formally, treated using stochastic differential 
equations (Achterberg et al. 2001 ; Takamoto & Kirk 2015 ) and 
(ii) direct numerical integration of particle orbits in a synthetically 
constructed, turbulent magnetic field (e.g. Ballard & Heavens 1991 ; 
Lemoine & Revenu 2006 ; Niemiec, Ostrowski & Pohl 2006 ). Both 
methods have the drawback that they rely on a poorly constrained 
prescription for the turbulence. Ho we ver, the former method, which 
we adopt here, has the advantages that it can be benchmarked against 
approximate analytic solutions, can model the energy dependent 
scattering expected to arise from self-excited fluctuations, and 
requires relatively modest computing resources. 

Kinetic particle-in-cell (PIC) simulations do not have the fun- 
damental limitations inherent in the test-particle approximation 
and have recently advanced towards a self-consistent study of 
relativistic shocks (Vanthieghem et al. 2020 ; Sironi et al. 2021 ; 

© The Author(s) 2023. 
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Bresci, Lemoine & Gremillet 2023 ). In such simulations, Fermi ac- 
celeration is routinely observed as a consequence of shock formation, 
at least for those shocks in which the upstream medium is sufficiently 
weakly magnetized. These simulations provide valuable insights into 
the physical processes that initiate acceleration, and, although they 
are currently limited to a narrow range of energy and length-scales, 
ne vertheless moti v ate the form of the scattering operator used in our 
analytical and Monte Carlo work. 

In the light of GRB afterglow detections at TeV gamma-ray ener- 
gies, Huang et al. ( 2022a ) used these insights to place constraints on 
the maximum electron energy expected at an ultra-relativistic shock. 
This revealed tension between observations and the simple one- 
zone synchrotron self-Compton emission model. A partial resolution 
was proposed in a companion paper (Kirk, Reville & Huang 2023 ), 
which used both analytical and Monte Carlo methods to show that 
a strong, uniform downstream magnetic field does not necessarily 
inhibit acceleration, as had previously been supposed (Achterberg 
et al. 2001 ). Here, we extend these studies in Section 3.1 , using the 
Monte Carlo method to quantify the maximum energy reached at a 
shock front in a uniform magnetic field scenario. 

While the uniform field configuration is instructive and can be 
applied in many cases, it is inadequate when the length-scales 
associated with the highest energy particles become comparable 
to those of pre-existing structure in the magnetic field. One inter- 
esting example is that of the termination shock of a pulsar wind, 
since particles accelerated at latitudes within one gyroradius of the 
equatorial current sheet can experience a reversal of the magnetic 
field during their excursions both upstream and downstream. This 
situation was treated using the synthetic field method by Giacinti & 
Kirk ( 2018 ) and global PIC simulations were performed by Cerutti & 
Giacinti ( 2020 ). In each case, spectra harder than those predicted for 
relativistic shocks in a homogeneous magnetic field were observed 
(see also Cerutti et al. 2013 ; Contopoulos & Stefanou 2019 ). 

Moti v ated by this finding, and by the fact that jets are a common 
feature in the sources of interest, we consider, in Section 3.2 , the 
related configuration of a cylindrically symmetric magnetic field. 
This is a reasonable model of the field upstream of the termination 
shock of a current-carrying jet, or upstream of the forward shock of 
an explosion that propagates along the rotation axis of a progenitor 
star into its magnetized wind. We identify a spectral break from the 
standard result at lower energy to one with a harder index at higher 
energy. As in the case addressed by Giacinti & Kirk ( 2018 ), the 
new component consists of particles of only one sign of charge. We 
find that the harder spectral index is almost independent of the level 
of scattering and that this component can extend to extremely high 
energy, limited only by the transverse size of the jet. 

The paper is organized as follows: In Section 2 , we moti v ate the 
transport model that we implement in our Monte Carlo method. 
Numerical results for the uniform and cylindrical field cases are 
presented in Sections 3.1 and 3.2 , respectively, and the implications 
and limitations of our results are discussed in Section 4 . 
2  TEST-PAR  TICLE  TRANSPOR  T  
The distribution function f ( t, x , p ) in phase space ( x , p ) of test 
particles that undergo small-angle, elastic scatterings satisfies the 
Fokker–Planck equation 
∂ f 
∂ t + ẋ · ∂ f 

∂ x + ṗ · ∂ f 
∂ p = ν±

2 $ p f , (1) 
where $ p is the angular part of the Laplacian in momentum space, ν ±
the isotropic scattering rate (that can depend on x and p ) and ( ̇x , ṗ ) 
are the time deri v ati ves of an unscattered trajectory in phase space. 

Equation ( 1 ) applies in a reference frame, called the local fluid frame, 
in which the electric field vanishes. The unscattered trajectories of 
a particle of charge q and mass m are then determined by the large- 
scale, static magnetic field B , i.e. ṗ = q( ̇x × B ) /c. In the presence 
of a shock front that lies in the plane x = 0 in cartesian coordinates, 
the two fluid frames of interest are the upstream x > 0, suffix ‘ + ’ 
and downstream x < 0, suffix ‘ −’, frames, each with a corresponding 
scattering rate ν ± . We will assume, for simplicity, that these frames 
are connected by a Lorentz boost in the x -direction. Length and 
time-scales in the local frame are conveniently normalized using the 
non-relativistic gyrofrequency ω ± = | qB 0 ± | / mc associated with an 
upstream/downstream fiducial field strength B 0 ± . When a trajectory 
reaches the shock front, it is assumed to emerge into the region on 
the other side without changing its momentum. 

The nature of the particle transport and, hence, the spectrum and 
angular distribution of accelerated particles, depends on the relative 
importance of scattering and deflection in the large-scale field in each 
half-space. For sufficiently weakly magnetized shocks, the Weibel 
instability, which operates initially on the scale of the plasma skin- 
depth, drives the growth of highly non-linear magnetic field structures 
in the shock-transition re gion, e xtending both into the upstream 
and downstream regions (e.g. Sironi, Spitkovsky & Arons 2013 ; 
Vanthieghem et al. 2020 ). Assuming these structures remain small 
compared to the gyroradius of a test particle, they are responsible for 
non-resonant scattering. Then, following Kirk & Reville ( 2010 ), for 
a characteristic fluctuation length-scale λ of volume averaged root 
mean square amplitude δB , the mean scattering angle per fluctuation 
is $θ ≈ | q | δB λ/ pc . Taking the mean time between scatterings to be 
λ/ c one finds a scattering rate proportional to p −2 , characteristic of 
non-resonant interactions: 
ν± = ν0 ± ( p/mc ) −2 , (2) 
where ν0 ± = ( δB/B 0 ± ) 2 ω 2 ± λ/c (3) 
is independent of particle energy. 

Simulations are required to determine the properties of δB and 
λ. Filamentary structures driven by the Weibel instability typi- 
cally develop on length-scales λ = 10 − 100 c / ω pi where ω pi = √ 

4 πn 2 e 2 c 2 /w is the relativistically corrected plasma frequency, 
with w the enthalpy density. The growth of longer wavelength 
fluctuations in the foreshock region was investigated for unmag- 
netized (Medvedev & Zakutnyaya 2009 ) and magnetized (Reville & 
Bell 2014 ) ambient plasma conditions (see also Milosavljevi ́c & 
Nakar 2006 ). Ho we ver, a complete multiscale theory of turbulent 
field generation at ultra-relativistic shocks does not exist at present, 
and for simplicity, we therefore treat the scattering rate as a free 
parameter that can take different values upstream or downstream, 
but is otherwise homogeneous. 

We employ a Monte Carlo code – see Appendix A – to construct 
time-dependent solutions of equation ( 1 ) upstream and downstream 
of a relativistic shock front, measuring f at the shock front and 
assuming an injection term that is zero for t < 0 and constant 
for t > 0. 
3  RESULTS  
3.1 Uniform magnetic field 
3.1.1 Parallel shock 
We first use our code to revisit the case in which the large-scale field 
can be neglected. This is equi v alent to the case of an exactly parallel 
shock front, in which the strength of the magnetic field plays no 
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Figure 1. Results for the case of negligible large-scale magnetic field (equi v alent to the parallel shock case), shown in the downstream frame. Left-hand panel: 
The dependence of the phase space density f at the shock front on the cosine µ of the angle between p and the shock normal (blue) compared to the analytic 
approximation. Right-hand panel: the dependence of γ d N /d γ = γ 3 f at the shock front on the normalized particle Lorentz factor γ / * sh at two different times, 
compared to the predicted power-law (red line) and the estimated maximum energy at the chosen times (green and blue vertical lines, see equation 5 ). 
role. We adopt a constant Lorentz factor * sh = 50 √ 

2 for the shock, 
as seen by an upstream observer, and a downstream shock speed 
of βd = 1/3, as expected from the hydrodynamic jump conditions 
for an ultra-relativistic shock propagating in a cold gas. This case 
is not expected to differ significantly from the ultra-relativistic limit 
(Kirk et al. 2023 ), where an analytic approximation is known for the 
stationary (time-asymptotic) distribution function at γ ≫ * sh and 
estimates of the acceleration rate are available, thereby enabling the 
code to be benchmarked. 

Fig. 1 shows the angular distribution of particles at the shock front 
(left) and the accelerated particle spectrum (right), both measured in 
the downstream frame. (In the angular distribution, we record only 
those particles with energy larger than 30 times that of injection, 
for which no memory of the injection conditions remains. In the 
spectrum we plot the number of these particles per logarithmic 
energy interval, γ d N /d γ = γ 3 f .) For comparison, we plot, in the 
left-hand panel, the angular dependence of the leading eigenfunction 
(Kirk et al. 2000 ), which shows close agreement with our simulation 
results. We note the feature associated with particles that graze the 
shock, here occurring at µ = 1/3. 

In the right-hand panel, we compare the expected time-asymptotic 
power-law spectrum with the simulation results at two different 
times. Below a cut-off, γ c ( t ), that advances to higher energy with 
increasing time, the distribution is found to match closely the 
predicted stationary value γ d N /d γ ∝ γ −1.23 ( f ∝ γ −4.23 ) for an 
ultrarelativistic shock. The time-dependent position of this cut-off, 
is predicted by equating the energy dependent acceleration time- 
scale with the time elapsed since injection started (see equation 43 
in Achterberg et al. 2001 ). The acceleration time-scale is simply the 
sum of the average time spent upstream, $ t + , and downstream, $ t −
– both measured in the downstream rest frame – during one cycle 
(which starts at the shock, crosses it once and then returns to it). 
When scattering dominates both up and downstream, 
$t + = γ 2 / ( * sh ν0 + ) 
$t − = γ 2 /ν0 − , (4) 
therefore, 
γc ( t) = t 1 / 2 ( 1 

ν0 − + 1 
* sh ν0 + 

)−1 / 2 
. (5) 

In Fig. 1 we adopt ν0 + = ν0 −, in which case accelerating particles 
spend most of their time in the downstream region during one 

complete cycle. Since the shock does not decelerate and losses and 
boundary effects are neglected, the cut-off increases indefinitely. 
Ho we ver, its rate of increase slows down because of the quadratic 
dependence of the scattering time on energy (cf. Stockem et al. 
2012 ; Sironi et al. 2013 ; Plotnikov, Grassi & Grech 2018 ). The time- 
dependent spectrum softens significantly abo v e the Lorentz factor 
given by equation ( 5 ), shown in the figure as green and blue vertical 
lines. 

3.1.2 Perpendicular shock 
We next consider the case where the regular magnetic field is 
perpendicular to the shock normal. This perpendicular shock is the 
generic configuration for relativistic shocks, because the velocity of 
the point of intersection of a magnetic field line and the shock surface 
exceeds c unless the shock normal happens to be aligned with the 
upstream magnetic field to within an angle of 1/ * sh . (Note that all 
such superluminal shocks can be transformed into perpendicular 
shocks by a Lorentz boost along the shock surface.) The downstream 
magnetic field is determined by the ideal magneto-hydrodynamic 
shock jump conditions for a weakly magnetized ultra-relativistic 
shock i.e. B − = 2 √ 

2 * sh B + (e.g. Kirk & Duffy 1999 ), where B ±
are measured in the corresponding rest frame of the plasma. Since 
the fields up and downstream are uniform, they can be taken to equal 
their fiducial values B ± ≡B 0 ± . We again adopt * sh = 50 √ 

2 and set 
ν0 − = 3 × 10 4 ω −. 

The guiding centre of a magnetized particle downstream of a 
superluminal, relativistic shock recedes from the shock front at a 
substantial fraction of c , which led Achterberg et al. ( 2001 ) to the 
assertion that Fermi acceleration would be inef fecti ve in the absence 
of strong cross-field transport (i.e., strong scattering) downstream. 
As a consequence, they presented results only for ω − = 0. The two 
limiting cases of strong and weak scattering upstream ( ω + = 0 and 
ν+ = 0, respectively) were investigated and yielded results which 
did not differ significantly from the analytic approximation for the 
parallel shock case ( ω + = ω − = 0) treated in Section 3.1.1 . 

Since we take account of the energy dependence of ν ± , these 
different scattering regimes map into different ranges of Lorentz 
factors for the accelerated particles. Thus, strong and weak scattering 
downstream correspond to γ ≪ γ max − and γ ≫ γ max −, respectively, 
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Figure 2. The particle spectra at a perpendicular shock in a uniform magnetic 
field with relatively weak scattering upstream ν0 + = 10 −4 ν0 −, as a function 
of the ratio of the Lorentz factor to its predicted maximum, γ max − = 
ν0 −/ ω − = 3 × 10 4 , see equation ( 6 ). The upstream magnetized limit, γ max + 
≈ 600, lies close to the injection energy and is not shown. 
where 
γmax − = ν0 −/ ω − (6) 
is the downstream magnetized limit to which we refer in Huang et al. 
( 2022a ). Similarly, it is possible to define a corresponding upstream 
limit, taking account of the fact that a particle is scattered or deflected 
through only a small angle ∼1/ * sh whilst upstream, before being 
o v ertaken by the shock: 
γmax + = 2 √ 

2 * sh ν0 + / ω − . (7) 
Simulations are shown in Fig. 2 , for ν0 + = 10 −4 ν0 −, implying 

γ max − = 3 × 10 4 and γ max + ≈ 600 ≪ γ max −. The stationary, power 
law part of the spectrum remains close to the analytic prediction, 
whereas the time-dependent cut off advances well beyond γ max + . In 
this case, particles in the range γ max + ≪ γ ≪ γ max − suffer deflection 
rather than scattering whilst upstream and the average time they spend 
there is 
$t + = 2 √ 

2 γ /ω −
≈ ( 3 γmax −/γ ) $t − . (8) 

Thus, they spend most of a cycle in the upstream, and the cut- 
of f adv ances with time in this range according to γ c ( t ) ≈ ω −t /3, 
i.e. essentially at the rate corresponding to Bohm scattering (see 
Section 4 ). Nevertheless, close to γ max −, equation ( 5 ) remains a 
good order of magnitude estimate, since here particles divide their 
time almost equally between the two regions. At ω −t = 6 × 10 4 , 
γ c ( t ) is roughly a factor of 3 less than γ max −, whereas at ω −t > 
10 6 a stationary state is reached at essentially all energies to which 
particles can be accelerated, confirming that saturation occurs at 
roughly γ max −, in agreement with the findings of Achterberg et al. 
( 2001 ). 

If, ho we ver, γ max + ≫ γ max −, the situation changes. In Fig. 3 we 
show results for ν0 + = ν0 −, implying γ max − = 3 × 10 4 and γ max + = 
6 × 10 6 ≫ γ max −. In this case the power-law spectrum does not cut 
off at the downstream magnetized limit, but extends up to γ max + . 
Particles in the range γ max − ≪ γ ≪ γ max + now spend most of a 
cycle in the downstream region, from which they are ejected after a 

Figure 3. Particle spectra at a perpendicular shock in a uniform magnetic 
field, with relatively strong scattering upstream: ν0 + = ν0 − and ν0 −/ ω − = 
3 × 10 4 = γ max −, plotted as a function of γ / γ max −. The vertical dashed line 
shows the upstream magnetized limit, γ max + , see equation ( 7 ). 
fraction of a gyration: 
$t − = γ /ω −

≈ ( γmax + / 3 γ ) $t + . (9) 
Once again, therefore, the cut-of f adv ances linearly with time: γ c ( t ) 
≈ ω −t , corresponding to Bohm scattering. 

The stationary spectra in the regime γ max − ≪ γ ≪ γ max + were 
analysed by Kirk et al. ( 2023 ), using both our Monte Carlo code 
and an analytic approximation scheme. For * sh > 50 a power-law 
spectrum with index f ∝ γ −4.17 was found. Ho we ver, the transition 
from a power law of index 1.23 to one of 1.17 is not discernible 
in Fig. 3 , because of the relatively small range of Lorentz factors 
between γ max − and γ max + . 

We note that in the case of an oblique shock front, it is only the 
component of the magnetic field perpendicular to the shock normal 
in the upstream that causes particles to leave the narrow cone in 
which they can move ahead of the shock front. This implies that 
the upstream magnetized limit may depend on the shock obliquity 
for superluminal shocks, even though the regular magnetic field in 
the downstream remains almost perpendicular to the shock normal. 
Denoting by α the angle between the upstream magnetic field, as 
measured by an upstream observer, and the shock normal, we find 
γmax + = 2 √ 

2 * sh ν0 + / ( | sin α| ω −) , for | sin α| > 1 / * sh , (10) 
generalizing equation ( 7 ). We have performed additional simulations 
that confirm this increase. 
3.2 Magnetic field with cylindrical symmetry 
To model the situation of either a reverse shock in a magnetized 
jet, or the forward shock of a jet that propagates along the rotation 
axis into a medium whose magnetic structure mimics the Parker 
wind , we choose a simple geometry for the static magnetic field in 
the upstream region: one in which only azimuthal field components 
e xist in c ylindrical coordinates ( ρ, θ , x ). Satisfying the solenoidal 
field condition then requires that ∂ B θ/ ∂ θ = 0. To maintain a finite 
current in the jet, the field should approach zero on the symmetry axis. 
Therefore, we select a large-scale upstream field B + that increases 
linearly with cylindrical radius ρ out to a distance ρ0 , outside of 
which it remains constant. As in the homogeneous case, we assume 
that it is compressed upon crossing the shock front, which remains 
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Figure 4. Particle spectra in a cylindrically symmetric magnetic field. Here 
we consider weak scattering in the upstream, ν0 + = 10 −4 ν0 −. The yellow 
and blue histograms show results for qB 0 − > 0 and qB 0 − < 0, respectively, 
plotted as functions of γ / γ max − ( γ max − = 3 × 10 4 ). The simulations were 
run until a steady state was reached. For qB 0 − > 0 a cut off appears at roughly 
the confinement limit, γ ≈ ρmax = 10 7 . 
in the plane x = 0 and is, therefore, also a perpendicular shock: 
B ± = B 0 ± ˆ θ ×

{
( ρ/ ρ0 ) , ρ ! ρ0 
1 , ρ0 < ρ ! ρmax . (11) 

This field corresponds to a constant axial current density within ρ0 , 
outside of which it falls off as 1/ ρ. We set a boundary at ρ = ρmax ≫
ρ0 , and assume that all particles that reach it escape. In this way, ρ0 
models the thickness of the current carrying region around the axis, 
which is likely to be determined by microphysical processes, whereas 
ρmax models the macroscopic geometry of the field, comparable, for 
example, to the distance of the shock from the central object/engine. 
Since times and distances are normalized to the non-relativistic gyro 
frequency and radius corresponding to B 0 −, particles with γ ≫ ρ0 
cross the axial region without significant deflection by the magnetic 
field, and particles with γ > ρmax cannot be confined within the 
system, when downstream. When these particles enter the upstream 
region, their gyro radius increases by a factor ∼* 2 sh . Ho we ver, the 
constraints on sensitivity to the axial region and on confinement are 
unchanged, because their angular distribution is tightly beamed along 
the axis. 

In the simulations presented here we set ρ0 = 10 5 and ρmax = 
10 7 . As in Section 3.1 , we select * sh = 50 √ 

2 and ν0 − = 3 × 10 4 ω −, 
but note that ω − is defined by the fiducial field B 0 −, so that scattering 
is al w ays dominant sufficiently close to the axis ρ = 0. Particles 
are initially injected at ρ = 0, with an isotropic angular distribution 
immediately downstream of the shock front. 

The corresponding spectra for weak upstream scattering, ν0 + = 
10 −4 ν0 −, are shown in Fig. 4 . The results shown in yellow are for 
test particles with the same sign of charge as the fiducial field, qB 0 −
> 0, whereas those in blue are for qB 0 − < 0. These two spectra are 
essentially identical at low energy, but diverge above a Lorentz factor 
given roughly by the downstream magnetized limit γ max −. In the 
downstream region, the transport of particles of lower Lorentz factor 
is everywhere dominated by scattering, so that spectrum remains 
close to that expected in the parallel shock case, or, equi v alently, in 
the perpendicular shock with γ max + ≪ γ max − (Fig. 2 ). 

At Lorentz factors greater than γ max −, ho we ver, there is a dramatic 
difference: the blue spectrum cuts off, whereas the yellow spectrum 

hardens to higher energy until the confinement limit γ ≈ ρmax is 
reached. 

In a uniform field, the only drift present is the E × B drift, that 
causes particles to be dragged along at the speed of the local plasma 
flow, independent of their charge. In the cylindrically symmetric 
field, ho we ver, a charge-dependent curv ature drift is superposed on 
the E × B drift. For qB 0 > 0, this drift is directed in the positive x 
direction, i.e. in the direction of propagation of the shock front. The 
drift speed is slow far from the axis but is ∼c when ρ < γ . As a 
consequence, particles with qB 0 − > 0 that are located close to the 
axis in the downstream region and experience little scattering, are 
able to catch up and o v ertake the shock, whereas those with qB 0 − < 
0 are swept away from it. This behaviour is illustrated in the lower 
panels of Fig. 5 , where we show a trajectory typical of a particle with 
qB 0 − > 0 and a Lorentz factor >γ max −. 

The situation is reversed in the upstream region, where particles 
with qB 0 − > 0 tend to outrun the shock front – see the upper panel 
of Fig. 5 . Ho we ver, e ven a very low scattering rate there suffices 
eventually to deflect particles through an angle that allows them to 
be caught again by the shock front. Therefore, these particles can be 
accelerated beyond the limit γ max + given in equation ( 7 ), provided 
the upstream region is sufficiently extended in the x -direction. This 
can be seen in Fig. 6 , where we run the simulation without imposing 
a boundary on the radial extent of the magnetic field. In the presence 
of scattering, particles can then escape only by being swept far 
downstream. In this case, as in the case of a parallel shock in a 
uniform field, there is no intrinsic upper limit on the energy to 
which fa v ourably charged particles located close to the axis can be 
accelerated, and the spectrum below the time-dependent upper cut- 
off approaches f ∝ γ −3 , as expected for particles that are ef fecti vely 
confined to the vicinity of the shock front. Because the acceleration 
rate is now limited by the time spent upstream, the cut off advances 
according to γc ( t) ≈ √ 

* sh ν0 + t . 
Particles far from the axis do not benefit from the curvature 

drift. Hence, the positions at which particles are injected affects 
the accelerated spectrum. We demonstrate this effect in Fig. 7 , where 
particles are injected at positions that are uniformly distributed in ρ
between the axis and ρmax . Many of these particles remain far away 
from the axis and populate a spectrum with index f ∝ γ −4.23 and a cut 
off close to γ max −. Only a small fraction of them reaches this energy 
whilst sufficiently close to the axis – i.e. at ρ < γ max − – to achieve 
a substantial drift velocity. These are then accelerated further into a 
hard spectrum that extends up to the confinement limit. In Fig. 7 , 
ρmax is reduced by a factor of 2 relative to that used in Fig. 4 , and the 
maximum energy decreases by the same factor, thereby validating 
our assertion that particles are accelerated to the confinement limit. 
4  DI SCUSSI ON  
The main results of this paper concern the energy spectrum of highly 
ener getic char ged particles that can be produced by a relativistic 
shock front. They fall into two parts, each of which addresses an 
idealized situation. 

In the first, we consider a planar shock front that propagates into a 
medium containing a relatively weak, perfectly uniform magnetic 
field, upon which fluctuations are imposed. We assume that the 
uniform field lies in the plane of the shock front, i.e. the shock 
is perpendicular , since this is by far the most likely configuration 
for a relativistic shock front. The spectrum produced then depends 
on the strength and length-scale of the fluctuations. Assuming these 
are of short length-scale, as suggested by PIC simulations, we find 
that there is an intrinsic limit on the energy to which particles can 
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Figure 5. Trajectory in the shock rest frame of a particle with qB 0 − > 0 and Lorentz factor abo v e γ max −. Top panel: Particle trajectory in three-dimensional 
space before escaping from the boundary ρmax in the upstream region. Bottom left-hand panel: the trajectory in the x –ρ-plane near the shock front, showing a 
total of 25 crossings. Bottom right-hand panel: The value of ρ/ γ each time the trajectory crosses the shock front, showing that the trajectory is confined to a 
region close to the axis where the drift speed is ∼c . 
be accelerated, even when other effects, such as radiative losses, 
or the finite size or finite lifetime of the system, can be neglected. 
This is in marked contrast to the (presumably less realistic) situation 
at a parallel shock front, which does not possess such an intrinsic 
limit. On the other hand, we find that the time-asymptotic particle 
spectrum below this limiting energy is essentially the same as that 
predicted for a parallel shock, and does not depend on the strength 
of the fluctuations. 

The limit itself, ho we ver, does depend on the strength of the 
fluctuations in both the upstream and downstream plasma. If these are 
more ef fecti ve in the do wnstream than the upstream, we confirm the 
maximum energy predicted by Huang et al. ( 2022a ; the ‘magnetized 
limit’), denoted here as γ max − in equation ( 6 ). In the converse 
situation, we confirm the spectral index indeed remains close to 
that of a parallel shock, as predicted by Kirk et al. ( 2023 ), and find a 
new expression for the upper limit, γ max + , given in equation ( 7 ). In 
each case, we find that the spectrum evolves with an upper cut-off 
energy that increases linearly with time, as it approaches the limiting 
value, which is determined by the larger of the two quantities γ max ± . 

This behaviour is the same as that predicted under the assumption of 
Bohm scattering, where the mean free path of a particle is assumed 
to equal its gyroradius. In contrast, a time-dependence γ c ( t ) ∝ t 1/2 is 
expected when particle transport is dominated everywhere by non- 
resonant scattering (Kirk & Reville 2010 ). 

The model described abo v e is necessarily highly idealized. For 
example, the assumption of a perfectly uniform background field 
is reasonable only if there are no fluctuations on a length-scale 
comparable to the gyroradius of the highest energy particles. This 
fails if resonant interactions become important. But, more impor- 
tantly it also places a strict lower limit R up on the length-scale of 
structures that may pre-exist in the upstream medium. Although it 
is tempting to associate the length-scale R up with the o v erall size 
R of the astrophysical system under consideration, there are several 
situations in which it is expected to be much smaller. For example, 
MHD models of pulsar wind nebulae and jets from accreting black 
holes (see Porth et al. 2017 ; Davis & Tchekhovsk o y 2020 , for 
re vie ws) sho w both narro w current sheets and axial current flo ws, 
where R up ≪ R . 
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Figure 6. Spectra for particles with qB 0 − > 0 and the same parameters as in 
Fig. 4 , but without an upper limit on ρ. The cut-off on the hard component 
of the spectrum does not saturate, but increases monotonically with time 
according to γ c ( t ) ∝ t 1/2 . 

Figure 7. The spectrum for particles with qB 0 − > 0 and the same parameters 
as in Fig. 4 , but with an upper limit on the jet radius reduced by a factor of 
2, i.e. ρmax = 5 × 10 6 . Also, particles are now injected with a uniform 
distribution in ρ between the axis ρ = 0 and ρmax . Only those that reach γ ≈
γ max − when close to the axis are accelerated further. 

The second idealized situation we address is the latter: a rela- 
tivistic shock propagating along the axis of a plasma containing 
a cylindrically symmetric field. In this situation, we find that the 
acceleration of particles with Lorentz factor γ < γ max − proceeds 
in the same manner as in a uniform field, since their transport is 
dominated by scattering in the downstream region. At higher energy, 
ho we ver, there is a dramatic difference for those particles that are 
located within roughly one gyroradius of the axis downstream of 
the shock. There, unscattered trajectories undergo rapid curvature 
drifting, which enables charges of fa v ourable sign to catch up with the 
shock, thereby reducing their probability of escaping the acceleration 
region. As a result, we find a hard f ∝ γ −3 spectrum (see Fig. 4 ) 
for the fa v oured particles, that can extend up to the confinement 
limit γ ≈ | qB 0 −| R / mc 2 . This is reminiscent of the findings of 
Giacinti & Kirk ( 2018 ), who integrated particle orbits directly in 
synthetically constructed magnetic turbulence. They considered the 
equatorial region of a pulsar wind termination shock, which contains 
a plane current sheet rather than an axial current, and observed 

a turbulence-dependent hardening of the spectrum of one of the 
charged components, which they interpreted as due to Speiser orbits 
that cross the sheet. In our case, the sheet is essentially contracted 
into the axis of the cylinder, so that it is not possible for a particle 
orbit to cross it. Ne vertheless, curv ature drift takes o v er the role of 
the Speiser orbits and permits particles of one charge to decouple 
from the downstream fluid motion and recross into upstream. 

In interpreting our results, it is important to remember the limita- 
tions not only of our assumed scattering model, but also of the test 
particle approximation. F or e xample, the v ery hard spectrum we find 
will, if it extends to high energy, begin to e x ert a significant influence 
on the background plasma, which is not included. In principle, PIC 
simulations are capable of accounting for this and other physical 
effects, but they are currently challenged by the large range of spatial 
and temporal scales that separate the thermal particles from the 
most energetic. Thus, global PIC simulations of both the equatorial 
current sheet and the axial current case show tantalising hints of a 
hard spectral component (Cerutti & Giacinti 2020 , 2023 ), but set the 
confinement limit of the simulation to a particle Lorentz factor ∼10 3 . 
Consequently, a distinct hard spectral component does not emerge 
and the maximum energy permitted in the simulation is well below 
that expected in astrophysical objects. Similarly, PIC simulations of 
acceleration in uniform fields report acceleration rates approximately 
proportional to t 1/2 (Stockem et al. 2012 ; Sironi et al. 2013 ; Plotnikov 
et al. 2018 ), but did not extend to energies abo v e the lower of the two 
limits γ max ± , abo v e which we predict an unchanged spectral inde x 
and an acceleration rate ∝ t . 

Our principal findings on the maximum energy and spectral 
features hav e man y potential applications for astrophysical sources 
which host relativistic shocks. Amongst the best known examples are 
GRBs, Pulsar wind termination shocks, and AGN/Blazars. All these 
source classes are well established gamma-ray emitters (e.g. Albert 
et al. 2021 ; H. E. S. S. Collaboration et al. 2021 ; Lhaaso Collaboration 
et al. 2021 ; Huang et al. 2022b ) and/or hard X-ray synchrotron 
sources (e.g. Costamante et al. 2018 ; Thimmappa et al. 2022 ). We 
find that the steady-state spectrum in almost all cases where pitch- 
angle diffusion dominates on at least one side of the shock is almost 
indiscernible from the well-known result d N /d γ ∝ γ −2.2 , originally 
deriv ed for e xactly parallel shocks. Although such spectra are typical 
of those inferred from GRB afterglow observations, harder spectra 
are not uncommon (see for example Ajello et al. 2018 ). Our results 
indicate that large scale field structures associated to the specific 
geometry of the source, can maintain the shock acceleration cycles 
through the drift motions induced by this geometry. This naturally 
leads to a maximum energy close to the confinement limit, in contrast 
with the findings of Bell et al. ( 2018 ), who considered only self- 
excited turbulence. It also suggests a hardening of the spectrum which 
may, in principle, be identified with a spectral break. The asymptotic 
‘zero-escape’ limit presented here; d N /d γ ∝ γ −1 is a result of our 
simplified assumptions, and we anticipate a range of spectral shapes 
will be revealed in future environment-specific studies, in particular if 
feedback from the axial current on the upstream medium is included. 
Nevertheless, there are several clear examples where such hard 
spectra are fa v oured. It has been demonstrated, for example, that 
a hard source spectrum for ultra-high-energy cosmic rays (UHECR) 
alleviates the need to invoke problematic ne gativ e source evolution 
(Taylor, Ahlers & Hooper 2015 ). If relativistic jets, either those of 
GRBs or high power AGN, are the primary source of UHECRs, 
particles must be accelerated close to the confinement limit for 
these sources (see discussion in Blandford 2000 ; Matthews, Bell & 
Blundell 2020 ). Since these particles sample the full width of the jet, 
they naturally probe its large-scale underlying magnetic structure. In 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/4/4955/7152616 by M
PI M

edical R
esearch user on 01 Septem

ber 2023

art/stad1356_f6.eps
art/stad1356_f7.eps


4962 Z.-Q. Huang et al. 

MNRAS 522, 4955–4962 (2023) 

this regard, the origin of the highest energy cosmic rays in our local 
Universe is a natural consequence of the mechanism that efficiently 
extracts the power from the central engine (Blandford & Znajek 
1977 ). 
DATA  AVAILABILITY  STATEMENT  
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APPENDI X  A :  M O N T E  C A R L O  C O D E  
In our Monte Carlo implementation, we update individual trajectories 
o v er a time $ t using a 5th order Runge–K utta inte grator (Press 
et al. 1992 ) with an adaptive time-step, and choose $ t such that the 
scattering is well resolved: Since the angular distribution function is 
concentrated in a cone of opening angle 1/ * sh upstream, the condition 
we use there is $t = 10 −3 / (* 2 sh ν+ ). Downstream, on the other hand, 
the distribution function is expected to be a smoothly varying function 
of angle, so that $ t = 10 −3 / ν−. After each step $ t , the direction of 
the momentum vector changed to account for small angle scattering, 
following the method described by Kirk & Schneider ( 1988 ). If a 
particle crosses the shock front during $ t , a root finding algorithm is 
applied to truncate this step such that it ends precisely on the shock 
surface. A Lorentz transformation is then made to the new frame and 
a new step is taken in this frame before applying the next scattering. 
Since we consider relativistic shocks, where the probability of a 
particle returning to the shock front after entering the downstream 
region is relatively low ( ∼50 per cent ) a particle splitting method is 
adopted. Each particle is initially assigned a weight of unity. On every 
third shock crossing from upstream to downstream, eight daughter 
particles are created, with a weight adjusted accordingly, and are 
then followed along statistically independent paths. We set an upper 
limit of 10 on the number of generations of daughter particles. 

At t = 0, particle trajectories are initiated isotropically immediately 
downstream of the shock with a Lorentz factor twice that of the shock. 
The energy spectrum and angular distribution are found by recording 
the momentum p each time a trajectory or one of its daughters crosses 
the shock front, until either the time elapsed, t (measured in the 
downstream), reaches a pre-determined value, or the particle mo v es 
sufficiently far from the shock downstream. We find the results are 
insensitive to this boundary provided it exceeds either 10 times the 
gyroradius γ c / ω − or 100 times the scattering mean free path c / νd . In 
this way, a time-dependent solution of equation ( 1 ) is simulated with 
an injection term that is zero for t < 0 and constant for t > 0. 
This paper has been typeset from a T E X/L A T E X file prepared by the author. 
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Chapter 6

Particle acceleration at ultrarelativistic,
perpendicular shock fronts

Utilizing the Monte-Carlo test-particle method, we study the properties of the acceler-
ated particle spectra, both the spectral index and the maximum energy, in two magnetic
field configurations. In both cases, particles can be accelerated to energy much higher
than the predicted magnetized limit.

In this chapter we introduce an analytical method to study the same problem in
the uniform perpendicular shock. We use the eigenfunction expansion, or so-called Qj

method the solve the particle transport equation at ultra-relativistic shocks. We prove
that ultra-relativistic shocks can still accelerate particles e�ectively even when there is
no significant turbulence downstream. A stationary power-law spectrum with an index
s = 4.17 is generated under these conditions. Compared to the results from Monte-Carlo
simulations, these two methods reach a consistence with each other, strongly supporting
the new argument against the magnetized limit.
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A B S T R A C T 
Using an eigenfunction expansion to solve the transport equation, complemented by Monte Carlo simulations, we show that 
ultrarelativistic shocks can be effective particle accelerators even when they fail to produce large amplitude turbulence in the 
downstream plasma. This finding contradicts the widely held belief that a uniform downstream magnetic field perpendicular 
to the shock normal inhibits acceleration by the first-order Fermi process. In the ultrarelativistic limit, we find a stationary 
power-law particle spectrum of index s = 4.17 for these shocks, close to that predicted for a strictly parallel shock. 
Key words: acceleration of particles – radiation mechanisms: non-thermal – transients: gamma-ray bursts. 

1  I N T RO D U C T I O N  
Disco v ered in the late 1970s, the theory of dif fusi ve shock acceler- 
ation has established itself as the primary mechanism discussed in 
connection with the acceleration of cosmic rays, and has also found 
many other applications. The generalization of this mechanism to 
mildly relativistic shock fronts followed roughly a decade later, and, 
in the early 2000s, it was found that particles repeatedly crossing 
ultrarelativistic shocks can be accelerated into a power-law spectrum 
of index s = 4.23 (for recent re vie ws, see Bell 2014 ; Sironi, Keshet & 
Lemoine 2015 ). 

Ho we ver, in contrast to the non-relativistic case, an ultrarelativistic 
shock that o v erruns a re gion containing a uniform magnetic field is 
generically superluminal, in the sense that its speed, when projected 
on to a magnetic field line, exceeds that of light. At first sight, this 
poses a problem, since acceleration requires repeated crossings of the 
shock front, and a particle downstream of the shock cannot catch up 
with it by simply diffusing along a magnetic field line. Since cross- 
field diffusion is generally strongly suppressed, this suggests that the 
relativistic extension of the dif fusi ve shock acceleration mechanism 
might be inef fecti v e (Be gelman & Kirk 1990 ). 

This problem does not arise if the downstream field is ef fecti vely 
scrambled by strong fluctuations on the scale of a gyroradius 
(Achterberg et al. 2001 ). Ho we ver, a mechanism for producing 
such fluctuations has so far not been identified. For the case of 
shock propagation into a weakly magnetized plasma, where the 
Weibel instability is thought responsible for the formation of the 
shock front, particle-in-cell simulations have shown that acceleration 
is facilitated by non-resonant scattering on the Weibel-induced 
filaments (e.g. Sironi & Spitko vsk y 2009 ; Plotniko v, Grassi & Grech 
2018 ; Vanthieghem et al. 2020 ). Ho we ver, analytical considerations 
suggest that scattering e xclusiv ely mediated by such non-resonant 
interactions is not sufficient to provide the required cross-field 
transport in the downstream plasma abo v e a critical particle energy 
(Lemoine & Pelletier 2010 ; Reville & Bell 2014 ; Huang et al. 2022 ). 
⋆ E-mail: john.kirk@mpi-hd.mpg.de 

Furthermore, such short length-scale fluctuations are susceptible to 
damping in the hot downstream plasma, which further reduces the 
critical energy (Chang, Spitko vsk y & Arons 2008 ; Keshet et al. 2009 ; 
Sironi, Spitko vsk y & Arons 2013 ; Lemoine 2015 ). 

In this paper, we reassess these arguments by solving a simple 
model of a relativistic, perpendicular shock, thereby demonstrating 
quantitatively that particles are accelerated into a power-law distri- 
bution, whose index lies very close to that predicted for the idealized, 
parallel shock case (Kirk et al. 2000 ). In our model, energetic 
particles are assumed to diffuse in angle, whilst being deflected 
by a uniform magnetic field that is perpendicular to the shock 
normal. We solve this model for the case in which transport upstream 
is scattering dominated, i.e. the particles there are unmagnetized , 
whereas particles are magnetized when downstream and follow es- 
sentially unscattered trajectories, gyrating about the regular, uniform 
magnetic field. Two complementary techniques are employed. First, 
we use a generalization of the eigenfunction approach (Kirk et al. 
2000 ) that takes into account the full, two-dimensional anisotropy 
imposed on the particle distribution, including the drift induced by 
the downstream magnetic field. This technique is applied in the 
ultrarelativistic limit of large shock Lorentz factor, " s → ∞ , which 
enables the eigenfunctions to be found in closed form. The second 
method of solution is a Monte Carlo simulation of many individual 
trajectories, using a code described more fully in a companion paper 
(Huang et al. 2023 , henceforth ‘ZH’). This is applied here to shocks 
ranging from mildly to highly relativistic and shows that, as " s rises 
from 2 to 50, the power-law index approaches the asymptotic value 
of s = 4.17 found by the eigenfunction method. This value is close 
to, but slightly harder than the result obtained previously for the case, 
where scattering dominates both up and downstream. 

In Section 2 , we formulate the equations describing particle 
transport, and present details of the first method of solution. Results 
of both methods, consisting of the power-la w inde x of accelerated 
particles and the angular dependence of their distribution function 
at the shock front, are presented and compared in Section 3 . In 
Section 4 , we discuss the physics underlying our assumptions and 
their range of applicability and speculate on the implications of the 
results for more realistic cases. 

© 2022 The Author(s) 
Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative 

Commons Attribution License ( https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, 
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2  M E T H O D  
2.1 Transport equation 
In the presence of isotropic scattering in angle and gyration about a 
uniform field, the transport equation go v erning the phase-space den- 
sity f of relativistic particles is given by equation (1) of Takamoto & 
Kirk ( 2015 , henceforth ‘TK’). Mixed coordinates are used in this 
equation, with Cartesian coordinates in configuration space measured 
in a frame in which the shock is at rest in the plane x = 0. The 
upstream plasma occupies the region x > 0, the downstream x < 
0. Momentum space coordinates, on the other hand, are expressed 
in spherical polar coordinates, measured in the local (upstream or 
downstream) rest frame of the plasma. In this paper, we depart from 
the notation of TK and use the shock normal as the axis for these 
coordinates. Then, the momentum of an ultrarelativistic particle, in 
units of c × the rest mass, is p = ( γ , µ, φ) , with γ the Lorentz factor, 
arccos µ the polar angle to the shock normal, and φ the azimuthal 
angle about this axis. The direction of motion of the shock front in 
this reference frame is µ = 1, and µ = 0, φ = 0 is the direction of the 
uniform magnetic field B . Solutions are sought that are stationary as 
seen in the shock rest frame, and have no dependence on the spatial 
coordinates y and z. Equation (12) of TK is then 

2 " 2 ηc 
ω g ( µ − β) ∂f 

∂x = ∂ 
∂µ

(
1 − µ2 ) ∂f 

∂µ
+ 1 

1 − µ2 ∂ 2 f ∂φ2 
+ 2 "ηµ cos φ√ 

1 − µ2 ∂f 
∂φ

− 2 "η
√ 

1 − µ2 sin φ ∂f 
∂µ

, (1) 
where c β is the shock velocity measured in the local rest frame of 
the plasma, " = (1 −β2 ) −1/2 is the Lorentz factor of the shock front, 
and we have assumed γ ≫ ". The quantity η in this equation is the 
ratio of the gyrofrequency of an accelerated particle in the uniform 
field, ω g = | eB / γ mc | , to " times the scattering frequenc y. F ollowing 
Reville & Bell ( 2014 ), it can be written in terms of the magnetization 
parameter σ turb associated with the strength δB of the magnetic 
fluctuations responsible for scattering, their characteristic length- 
scale λ, the magnetization parameter σ reg of the uniform or regular 
upstream field, and the ion plasma frequency ω i : 
η = ( mc 

m p ⟨ γ ⟩ ω i λ
)( 

σ 1 / 2 
reg 

σturb 
) (γ

" 
)

, (2) 
where m and m p are the rest masses of the accelerating particles 
and that of the species dominating the plasma inertia, respectively, 
and ⟨ γ ⟩ m p c 2 is the mean energy per plasma particle. When η ≪
1, scattering dominates the transport process and deflections by the 
regular magnetic field are unimportant. We then refer to the particles 
as being unmagnetized. On the other hand, when η ≫ 1, the particles 
are magnetized and follow essentially unscattered trajectories in 
the uniform or regular magnetic field. Equation ( 1 ) applies in both 
the upstream and the downstream regions, where the speeds of the 
relativistic shock are denoted by βs and βd , respectively, and the 
corresponding Lorentz factors are " s ≫ 1 and " d ∼1. Analogous 
notation, ηs,d , is used for the magnetization parameter. 
2.2 Transport upstream 
As is the case for particles accelerated at a parallel, ultrarelativistic 
shock front, we expect the stationary particle distribution in the 
upstream medium to be concentrated in a narrow cone of opening 
angle ∼1/ " s about the shock normal. Consequently, it is convenient 

to replace µ by the stretched variable 
ξ = ( 1 − µ) / ( 1 − βs ) 

≈2 " 2 s ( 1 − µ) (3) 
(Kirk & Schneider 1989 ), which is zero for particles moving directly 
along the shock normal and unity for those moving parallel to the 
shock front. The phase-space density is now to be regarded as a 
function of x and the momentum space variables ( γ , ξ , φ) that lie in 
the domain γ > 1, 0 ≤ ξ < ∞ , 0 ≤ φ < 2 π , which we denote by A . 
Then, inserting the definition ( 3 ) into ( 1 ), expanding in powers of the 
small parameter 1/ " s , and assuming the particles are unmagnetized: 
ηs ≪ 1 , (4) 
the transport equation upstream becomes 
∂ 2 f 
∂ξ 2 + 1 

ξ

∂f 
∂ξ

+ 1 
4 ξ 2 ∂ 2 f ∂φ2 −

(
1 
ξ

− 1 )∂f 
∂ ̂  x = 0 , (5) 

where we have introduced the dimensionless coordinate ˆ x = 
x (4 " 2 s ω g ) / ( ηc ) . 

Equation ( 5 ) is separable, resulting in an exponential dependence 
of f on ˆ x and two eigenvalue problems, one for the ξ -dependence 
and one for the φ-dependence. Taken together with the boundary 
conditions (i) f → 0 as x → ∞ , (ii) f bounded at ξ = 0 and ∞ , (iii) 
f periodic in φ with period 2 π , and (iv) f invariant under a change 
of sign in the component of momentum parallel to the downstream 
magnetic field: f ( γ , ξ , φ, x ) = f ( γ , ξ , π − φ, x ), each eigenvalue 
problem is self-adjoint. Therefore, the solution can be expanded in 
the two-dimensional eigenfunctions Q i : 
f ( γ , ξ, φ, x ) = F ( γ ) ∞ ∑ 

i= 1 e . i ̂ x a i Q i ( ξ, φ) , (6) 
where the a i are constants and the eigenfunctions are orthogonal o v er 
the weighting function ξ − 1: 
“

p ∈ A d ξd φ Q i ( ξ, φ) ( ξ − 1 ) Q j ( ξ, φ) = 0 , i ̸= j . (7) 
In Appendix A , we giv e e xplicit e xpressions for the eigenvalues . i 
and the eigenfunctions Q i . 
2.3 Transport downstream 
Transport in the downstream plasma is potentially more complex, 
since the accelerated particles are not concentrated in a narrow beam 
when viewed from the frame in which the plasma is at rest. Here, 
we follow the arguments presented by Reville & Bell ( 2014 ), who 
conclude that deflection in the uniform magnetic field perpendicular 
to the shock normal dominates the transport process for particles 
with sufficiently large Lorentz factor, i.e. 
ηd ≫ 1 . (8) 
We concentrate on these high-energy particles, because those of 
lower energy can be scattered in the turbulence generated at the 
shock front, and there is general agreement that the dominance of 
scattering on both sides of a relativistic shock results in a power-law 
spectrum f ∝ γ −s with index s ≈4.2. 

For η = ηd ≫ 1 and " = " d ∼1, equation ( 1 ) reverts to Liouville’s 
equation, albeit written in our unconventional mixed coordinate sys- 
tem. The distribution of particles that are too energetic to experience 
scattering downstream is therefore controlled by Liouville’s theorem, 
which dictates that the phase-space density remains constant along 
particle trajectories. When viewed from a frame of reference in which 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/519/1/1022/6886563 by M
PI M

edical R
esearch user on 01 Septem

ber 2023



1024 J. G. Kirk, B. Reville, and Z.-Q. Huang 

MNRAS 519, 1022–1029 (2023) 

Figure 1. Sample trajectory for a positively charged particle with p ∈ R as 
seen in the downstream frame. The shock velocity and magnetic field are 
directed along the positive x - and z-axes, respectively. The magnitude of the 
particle’s velocity β⊥ in the x –y plane is a constant of motion, and its direction 
along the positive x -axis when the phase / is an integer multiple of 2 π . The 
filled magenta circles denote example positions where the particle enters 
and exits the downstream, at phases / 0 and / + , respectively. To overtake 
the shock, the x -component of the particle velocity must exceed that of the 
shock, requiring −arccos ζ < / + < arccos ζ , where ζ = βd / β⊥ . This range 
is delimited by the two green circles. For particles with p ∈ U , we make 
the replacements / 0 → / − and / + → / 0 . Further details are provided in 
Appendix B . 
the downstream plasma is at rest, these trajectories are simply helices 
along which the Lorentz factor γ remains constant. 

At the shock front, x = 0, the domain of momentum space A 
can be divided into three non-o v erlapping subdomains: (i) those 
trajectories crossing into downstream that subsequently return to the 
shock front, denoted by R (ii) those crossing into downstream that 
subsequently escape without re-encountering the shock, denoted by 
E , and (iii) those crossing into upstream (i.e. all trajectories with 0 
< ξ < 1), denoted by U . Given the coordinates in momentum space 
p = ( γ , ξ, φ) of a trajectory in R , it is straightforward to compute the 
mapping M : R → U that relates the point p on a particle trajectory 
to the point p + = ( γ+ , ξ+ , φ+ ) = M p at which this trajectory 
returns to the shock front. In Fig. 1 , we provide a schematic sketch of 
a returning trajectory (for details, see Appendix B ). Then, Liouville’s 
theorem requires the distribution at the shock front, x = 0 to satisfy 
f ( p , 0 ) = f ( M p , 0 ) p ∈ R. (9) 
Conv ersely, giv en the coordinates of a trajectory that crosses the 
shock from downstream to upstream, one can simply invert this 
mapping to find the coordinates p − = ( γ−, ξ−, φ−) = M −1 p with 
which it previously entered the downstream region, which implies 
f ( p , 0 ) = f (M −1 p , 0 ) p ∈ U . (10) 
Liouville’s theorem does not provide a constraint on the points p ∈ 
E on trajectories that escape from the shock into the downstream 
plasma, but it is convenient to define the mapping M to be unity 
when operating on these: M p = p , p ∈ E. 
2.4 Approximation scheme 
Since the problem, as formulated here, does not contain a charac- 
teristic scale for the particle Lorentz factor γ , we look for solutions 
that are a power law in this quantity, F ( γ ) = γ −s . The index s is then 
determined by matching the phase-space density across the shock 
front, i.e. by imposing the conditions ( 9 ) and ( 10 ) on the expression 
( 6 ) for f in the upstream region, e v aluated at the shock front ˆ x = 0. 

Ho we ver, to find a numerical value for s , it is necessary to 
implement an approximation scheme. Here, we use a variant of the 
Galerkin method, similar to that used by Kirk & Schneider ( 1987 ), 
which essentially truncates the expansion ( 6 ) after the first i max terms. 
Writing 
f ( p , 0 ) = γ −s [g i max ( ξ, φ) + R i max ( ξ, φ) ] , (11) 
where g i max ( ξ, φ) = i max ∑ 

i= 1 a i Q i ( ξ, φ) (12) 
is the desired approximation to the angular part of the distribution 
function at the shock front, we demand that the residual R i max be 
orthogonal to the first i max eigenfunctions: 
“

p ∈ A d ξd φQ i ( ξ − 1 ) R i max ( ξ, φ) = 0 for i = 1 , . . . i max (13) 
and, additionally, that the constraints ( 9 ) and ( 10 ) are satisfied not 
only by f , but also by its approximation, γ −s g i max . This scheme can 
be moti v ated physically if the terms in the summation in equation ( 6 ) 
are ordered by the eigenvalue . i , such that 
. i ≥ . i+ 1 , i ≥ 1 . (14) 
Since . 1 < 0, the higher order terms in the expansion decay ever 
more rapidly with increasing distance from the shock in the upstream 
region. The particles described by these terms move almost in the 
plane of the shock, and, as a consequence, receive only a small boost 
in energy in a cycle of crossing and recrossing. It is therefore to be 
expected that the index s is determined primarily by the first few 
terms in the summation. 

Multiplying equation ( 11 ) by γ s Q j and the weighting function, 
and integrating over p ∈ A leads to 
i max ∑ 
j= 1 

[
D ij − M ij ( s) ] a j = 0 i = 1 , . . . i max , (15) 

where the diagonal matrix D ij results from substituting the expansion 
( 6 ) into the left-hand side of ( 11 ): 
D ij = “

p ∈ A d ξd φ Q i ( ξ, φ) ( ξ − 1 ) Q j ( ξ, φ) . (16) 
Similarly, the matrix M ij ( s ) is obtained from the right-hand side by 
applying the constraints ( 9 ) and ( 10 ) to the function g i max and the 
constraint ( 13 ) to the function R i max : 
M ij ( s) = γ s “

p / ∈ U d ξd φ γ −s 
+ Q i ( ξ, φ) ( ξ − 1 ) Q j ( ξ+ , φ+ ) 

+ γ s “
p ∈ U d ξd φ γ −s 

− Q i ( ξ, φ) ( ξ − 1 ) Q j ( ξ−, φ−) . (17) 
Thus, equation ( 15 ) represents a system of homogeneous, linear 
algebraic equations for the a j , which have a non-trivial solution only 
if 
Det [D ij − M ij ( s) ] = 0 . (18) 
Given a guess for s , it is straightforward to evaluate these matrices 
by numerical quadrature. Then, a root-finding algorithm applied to 
equation ( 18 ) yields s and the coefficients a i are found from the null 
space of the corresponding matrix. 
3  RESULTS  
The usefulness of the approximation scheme described in 
Section 2.4 is confirmed by the rapid convergence as the number of 
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Figur e 2. Conver gence properties of the approximation scheme: (a) the power-la w inde x s as a function of i max , the number of eigenfunctions used in 
equation ( 12 ), (b) and (c) the phase-space distribution f̄ at the shock front ( ̂ x = 0) as seen in the frame in which the shock front is at rest, i.e. at constant particle 
Lorentz factor in this frame ( ̄γ ). µ̄ is the cosine of the angle between the particle momentum and the shock normal, and φ̄ is the azimuthal angle about this 
axis. Particles entering the upstream have µ̄ > 0. (b) shows f̄ averaged over phase, and (c) shows f̄ averaged over µ̄. (d) shows a slice of f̄ for particles that 
graze the shock, µ̄ = 0. Results are plotted for i max = 1, 2 and the fully converged i max = 30, as well as for an intermediate value that indicates the rapidity 
of convergence. In all cases, the speed of the downstream plasma speed is βd = 1/3. In (b), (c), and (d), only the relative values of the functions plotted are 
physically significant. 

eigenfunctions i max is increased, as shown in Fig. 2 . The converged 
value of s for an ultrarelativistic shock front in an ideal fluid, for 
which βd = 1/3, is 4.17, close to, but slightly harder than the 
result found when particle transport is dominated by scattering both 
upstream and downstream. This value depends only on βd , and is, in 
particular, independent of both the strength of the upstream scattering 
and the strength of the downstream magnetic field. As shown in 
panel (a) of Fig. 2 , convergence to this result requires only a few 
( ∼4) eigenfunctions. Because of the ordering of the eigenfunctions, 
equation ( 14 ), convergence of the angular dependence of the phase- 
space density is slowest at the shock front itself. Panels (b), (c), 

and (d) show this dependence as seen in the frame in which the 
shock is at rest, and the flow is directed along the shock normal. In 
this reference frame, the transformed spherical polar coordinates are 
denoted by γ̄ , µ̄, φ̄ where 
γ̄ = γ" s ( 1 − βs µ) (19) 
µ̄ = ( µ − βs ) / ( 1 − µβs ) (20) 
φ̄ = φ (21) 
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Figure 3. The full angular distribution of the phase-space density 
f̄ (γ̄ , µ̄, φ̄) of accelerated particles at the shock front ( ̂ x = 0), as seen in 
the frame in which the shock front is at rest. The downstream magnetic field 
is in the direction µ̄ = 0, φ̄ = 0, particles crossing into the upstream region 
have µ̄ > 0. 
and, since the phase-space density, denoted in this frame by f̄ , is a 
Lorentz invariant quantity 
f̄ (γ̄ , µ̄, φ̄, x ) = f ( γ , µ, φ, x ) . (22) 
Note that although the average over either φ̄ or µ̄ of the distribution 
converges with only ∼3 and ∼9 eigenfunctions, respectively, the 
phase distribution of those particles that mo v e precisely along the 
shock front converges much more slowly, needing ∼15 eigenfunc- 
tions. This illustrates the fact that grazing particles have essentially 
no impact on the power-law index. 

The angular distribution at the shock front is, as expected, 
anisotropic. In addition to the anisotropy with respect to the shock 
normal, which is well known from earlier studies of the scattering- 
dominated case and which arises because the relativ e v elocity of 
the upstream and downstream plasmas is only slightly less than 
the particle velocity, a strong anisotropy in the azimuthal angle 
φ̄ is present because the downstream magnetic field imposes a 
drift along the shock front. This is clearly seen in the full 2D 
angular distribution at the shock front, as shown in Fig. 3 . In 
terms of a right-handed system of coordinates with the magnetic 
field along the positive z-axis, the drift for a positively charged 
particle is in the positive y -direction ( sin φ̄ < 0), i.e. in the direction 
opposite to that of the electric field seen in the shock rest frame. 
Thus, as seen in the rest frame of the shock, particles gain energy 
during an excursion upstream, but lose some on their downstream 
loop. 

Monte Carlo simulations, using the code described in ZH, provide 
an independent cross-check of these results, as well as extending 
them by lifting the restriction to the ultrarelativistic limit. In Fig. 4 , 
we compare the angular distributions found by both methods. Shock 
grazing particles are problematic in the Monte Carlo approach when 
sampling the distribution precisely on the shock surface. Making the 
comparison a short distance upstream, here at the surface ˆ x = 0 . 1, 
mitigates the problem. Results for the eigenfunction method are 
shown in the ultrarelativistic limit, since using a finite value of " s 

would necessitate a numerical e v aluation of the eigenfunctions. The 
Monte Carlo simulations were performed with " s = 50. Agreement is 
generally excellent, with small fluctuations visible only in the Monte 
Carlo results for the full 2D distribution. 

The distribution of accelerated particles in energy for shock speeds 
ranging from mildly to highly relativistic is shown in Fig. 5 . These are 
found using Monte Carlo simulations that inject 10 6 particles into the 
upstream with γ = 2 " 2 s , and a uniform angular distribution within a 
cone about the shock normal of opening angle 1/ " s . The trajectories 
are then followed until they escape downstream, whilst registering 
the value of γ̄ at each crossing of the shock. After several crossings, 
the distribution settles into a power law, that extends up to a point 
at which the statistical noise becomes significant. For simplicity, 
we choose in each case the jump conditions for a relativistic gas: 
βd βs = 1/3. The figure shows the distribution weighted by the factor 
γ̄ 4 . 17 in order to highlight the departure of the finite " s results from 
the ultrarelativistic result found by the eigenfunction method. It can 
be seen that the power-law index s is within a few per cent of its 
asymptotic value for " s > 5. 
4  DI SCUSSI ON  
Whether or not the mechanism of dif fusi ve shock acceleration 
operates ef fecti vely at a perpendicular shock is a question that is still 
the subject of contro v ersy, o v er four decades after the publication 
of the disco v ery papers, which implicitly addressed parallel shocks. 
In this context ‘ef fecti vely’ means either that the acceleration rate 
is comparable to or faster than that at a parallel shock, or that 
the power-la w inde x of the stationary phase-space distribution of 
accelerated particles is close to or harder than that produced at a 
parallel shock. The main result of this paper concerns the power- 
la w inde x produced by highly relativistic, and therefore generically 
perpendicular shocks. Assuming that particles can be treated as 
unmagnetized when upstream of the shock ( 4 ), but as magnetized 
when downstream ( 8 ), we demonstrate quantitatively that these 
shocks are just as ef fecti ve accelerators as the possibly less realistic 
parallel shocks addressed by previous analytical work. This result 
has major implications also for the expected acceleration rate, and 
the related maximum energy to which particles can be accelerated at 
a shock in a given physical situation. These questions are addressed 
in ZH. 

The persistence of turbulence in the downstream medium at a 
le vel suf ficient to demagnetize particles is generally perceived to 
be a major problem for the theory of dif fusi ve shock acceleration 
at relativistic shocks (e.g. Bykov et al. 2012 ). Our assumption 
that turbulence is completely negligible downstream is specifically 
designed to address this point. It is therefore not restrictive, in 
the sense that dif fusi ve acceleration can be expected to proceed as 
previously predicted if this assumption is not justified in a particular 
application. 

On the other hand, the assumption that particles diffuse in angle 
when upstream of the shock is important. Unless a degree of 
randomness enters into the trajectories that return to the shock 
from upstream, dif fusi ve acceleration will cease and particles will 
receive only a single, finite boost in energy before being swept 
away downstream (Begelman & Kirk 1990 ; Pelletier, Lemoine & 
Marcowith 2009 ). We have adopted the simple prescription of 
isotropic diffusion to describe this randomness, since it renders the 
analytic approximations tractable; at least in the parallel shock case, 
this assumption does not appear to be crucial (Kirk et al. 2000 ). 
Ho we ver, the v alidity of our approach does depend on the presence 
of turbulence of sufficient amplitude in the upstream medium. In the 
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Figure 4. A comparison of the angular distributions just upstream of the shock front found by the eigenfunction method in the ultrarelativistic limit, and by 
Monte Carlo simulation for " s = 50. In (a), the distributions averaged over phase (about the shock normal), and in (b), o v er the angle to the shock normal are 
compared. In each case, the result for 30 eigenfunctions is shown as a yellow curve and that of the simulation as a purple histogram. In (c) and (d), the full 
distributions are shown for the eigenfunction and Monte Carlo methods, respectively. 
case of a weakly magnetized plasma σ reg < 10 −3 , such as might 
be encountered by the blast wave of a gamma-ray burst (GRB), 
a lower limit on the level of upstream turbulence is provided by 
shock-generated Weibel filaments, which, according to particle- 
in-cell simulations and analytical considerations, are amplified to 
σ turb ≈0.1. According to ( 2 ), this is already sufficient to demagnetize 
particles with γ < 0 . 1 × " s (m p /m ) σ−1 / 2 

reg , and therefore enable 
dif fusi ve acceleration e ven if the filaments are strongly damped 
do wnstream. Ho we ver, this limit is unduly restrictive if turbulence 
exists in the upstream that is not directly excited by the processes 
that form the shock. In the case of a GRB, for example, the 
ionization, heating, and pair-loading of the surrounding medium 
by the prompt emission (Beloborodov 2002 ; Gro ̌selj, Sironi & 
Beloborodov 2022 ) seems unlikely to leave behind a quiescent 
environment. Furthermore, turbulence is known to be present in 
the winds of the progenitors of some supernovae of the type Ibc 
(Wellons, Soderberg & Che v alier 2012 ) that is associated with long 

duration GRBs. On the other hand, if the upstream medium is 
strongly magnetized, such as in the case of the termination shock 
of a pulsar wind, turbulence is embedded in the outflow by the pulsar 
and is thought to facilitate acceleration (Sironi & Spitko vsk y 2011 ; 
Giacch ̀e & Kirk 2017 ). Whereas previous discussions assumed this 
process to be confined to the equatorial region of the wind, where the 
regular field component vanishes, the results presented above suggest 
that it may persist to higher latitudes, with interesting implications 
for modelling the emission from pulsar wind nebulae (Olmi et al. 
2015 ). 

In summary, if sufficient turbulence is present in the upstream 
medium, our results demonstrate that the perpendicular magnetic 
field in the plasma downstream of a relativistic shock front does not 
inhibit acceleration. Rather than being swept away without returning 
to the shock front, particles indeed return, and populate a power-law 
distribution whose index is insensitive to the nature of the dominant 
transport mechanism downstream. 
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Figure 5. The angle-averaged distribution just upstream at ˆ x = 0 . 1, as a 
function of the particle Lorentz factor γ̄ , measured in the rest frame of the 
shock. As the shock Lorentz factor " s increases, the power-law section of the 
distribution converges towards the result found by the eigenfunction method 
in the ultrarelativistic limit, shown here as a horizontal line. For each " s , the 
power-la w inde x s , found from a least-squares fit to the data in the region 
0 . 5 < γ̄ / " s < 3, is listed in the legend. 
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APPENDI X  A :  2 D  E I G E N F U N C T I O N S  
Inserting the expansion ( 6 ) into ( 5 ) and separating the variables 
according to 
Q i ( ξ, φ) = T i ( ξ ) S i ( φ) (A1) 
one obtains for the φ-dependent function 
S ′′ i = −j 2 S i , (A2) 
where j is a constant, which, since S is periodic with period 2 π , is an 
integer. Without loss of generality, we can choose j ≥ 0 and identify 
tw o f amilies of solutions that satisfy the additional symmetry S i ( φ) = 
S i ( π − φ): 
S i ∝ { cos ( jφ) j even or zero 

sin ( jφ) j odd . (A3) 
The equation determining the ξ -dependent eigenfunction is 

(
ξT ′ i )′ − [

j 2 
4 ξ + . i ( 1 − ξ ) ]T i = 0 . (A4) 

Following Kirk & Schneider ( 1989 , appendix A; see also Ince 1956 , 
section 7.31) , one looks for a solution of the form 
T i = e λξ ξα

∞ ∑ 
n = 0 c n ξn . (A5) 

Inserting this into equation ( A4 ) shows that the choice λ = −√ 
−. i 

is convenient, since it removes the highest power of ξ in the term 
proportional to T i , leading to a two-term recurrence relation for the 
c n . The indicial equation is α2 = j 2 /4, so that there are two possible 
solutions 
T + 

i = e −√ 
−. i ξ ∞ ∑ 

n = 0 ξn c + 
n j even or zero 

T −i = e −√ 
−. i ξ ∞ ∑ 

n = 0 ξn + 1 2 c −n j odd. (A6) 
Table A1. 2D eigenfunctions: i uniquely identifies the eigenfunction Q i , j 
defines its φ-dependence according to equation ( A3 ), k is the largest integer 
such that c k ̸= 0 in equation ( A6 ), . i is the eigenvalue determining the x - 
dependence associated with this eigenfunction in equation ( 6 ). The (arbitrary) 
normalization of the Q i is c n = 1, where n = j /2 ( j even or zero), or 
n = ( j − 1)/2 ( j odd) is the smallest integer for which c n ̸= 0. 
i j k . i Q i 
1 0 0 −1 e −ξ

2 1 0 −4 e −2 ξ√ 
ξ sin ( φ) 

3 0 1 −9 e −3 ξ (1 − 6 ξ ) 
4 2 1 −9 e −3 ξ ξcos (2 φ) 
5 1 1 −16 e −4 ξ√ 

ξ ( 1 − 4 ξ ) sin φ
6 3 1 −16 e −4 ξ ξ3/2 sin (3 φ) 
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Inserting ( A6 ) into ( A4 ) and equating coefficients gives j 2 c + 
0 = 0 

and (j 2 − 1 ) c −0 = 0 and, for n ≥ 0, the recurrence relations 
c + 
n + 1 = ( 

4 √ 
−. i (2 n + 1 − √ 

−. i )
(2 n + 2) 2 − j 2 

) 
c + 
n 

c −n + 1 = ( 
4 √ 

−. i (2 n + 2 − √ 
−. i )

(2 n + 3) 2 − j 2 
) 

c −n . (A7) 
Since c ±n + 1 /c ±n → 2 √ 

−. i /n , as n → ∞ it follows that T ±i → 
e √ 

−. i ξ as ξ → ∞ , unless the rele v ant series truncates at finite n . 
Therefore, the eigenvalues satisfying the boundary conditions of 
boundedness at ξ = 0, ∞ are found by requiring truncation for, 
say, n > k ≥ 0. Then, 
. i = {−(2 k + 1) 2 j even or zero , 0 ≤ j ≤ 2 k 

−4( k + 1) 2 j odd , 1 ≤ j ≤ 2 k + 1 , (A8) 
where k is a positiv e inte ger or zero. Thus, each index i corresponds to 
a pair of indices k and j . The eigenvalues . i depend on k and only the 
parity of j . The corresponding eigenfunctions can be e v aluated using 
the recurrence relations ( A7 ). The first few are listed in Table A1 . 
APPENDIX  B:  MAPPING  
For an ultrarelativistic particle ( γ ≫ " s ), membership of the three 
subdomains of momentum space at the shock front – upstream ( U ), 
returning ( R ), and escaping ( E ) – of the particle phase space ( A ) is 
determined solely by the direction of motion, labelled by the stretched 
variable ξ , defined in ( 3 ), and the azimuthal phase (with respect to 
the shock normal) φ. Membership of U requires only ξ < 1, but 
the requirements for R and E are more complicated. First, define 
the auxiliary parameter ζ to be the ratio of the shock speed c βd to 
the component c β⊥ of the particle speed that is perpendicular to the 
magnetic field, both seen from the frame in which the downstream 
plasma is at rest. The computation of ζ from ( ξ , φ) involves a 
Lorentz boost from the rest frame of the upstream plasma to that 
of the downstream plasma, followed by a change of axis of the polar 
coordinates from the shock normal to the magnetic field. To lowest 
order in 1/ " s , one finds 
ζ = βd [ ( 1 + βd ) + ( 1 − βd ) ξ ] √ 

[ ( 1 + βd ) + ( 1 − βd ) ξ ] 2 − 4 ξ (1 − β2 
d ) cos 2 φ ≥ βd . (B1) 

This quantity remains constant during the particle’s residence down- 
stream. Clearly, ζ > 1 implies that the particle cannot recross the 
shock front ( p ∈ E) and the mapping M is unity: 
M p = p + , p ∈ E : 

γ+ = γ ξ+ = ξ φ+ = φ . (B2) 
Ho we ver, although ζ > 1 is sufficient for p ∈ E, it is not a necessary 
condition. The distance d , in units of the particle’s gyroradius, 
between the shock and a point on the trajectory depends on ζ , the 
particle’s phase / (measured about the downstream magnetic field, 
such that it is an increasing function of time for a positively charged 
particle) and the phase / 0 at which the trajectory intersects the shock 
front: 
d ( ζ, φ, φ0 ) = ζ ( φ − φ0 ) − ( sin φ − sin φ0 ) . (B3) 
From the Lorentz boost and coordinate transformation, one finds, to 
lowest order in 1/ " s , 
φ0 = atan2 [ 2 sin φ√ (

1 − β2 
d ) ξ , ( 1 + βd ) − ( 1 − βd ) ξ] + 2 nπ , 

(B4) 

Figure B1. The three subdomains of particle phase space at the shock front 
in the / 0 −ζ plane: purple for p ∈ R, green for p ∈ U , and the remaining 
unshaded area for p ∈ E. Note that ζ > βd . 
where, to simplify the discussion, the integer n is to be chosen such 
that −2 π + arccos ζ ≤ / 0 < arccos ζ . For p / ∈ U , the distance 
d grows initially, implying −2 π + arccos ζ < / 0 < −arccos ζ , 
and subsequently goes through an alternating series of maxima 
and minima as the trajectory gyrates about the magnetic field. The 
first maximum is reached when / = −arccos ζ and the subsequent 
minimum when / = + arccos ζ . Therefore, if ζ < 1, a sufficient 
condition for the particle to escape is that d > 0 at this minimum, i.e. 
d ( ζ, arccos ζ, φ0 ) > 0 , (B5) 
in which case M is again the unit mapping ( B2 ). If, on the other 
hand, d < 0 at this point, then p ∈ R, and the phase / + , with which 
the trajectory returns to the shock front, is given by the single solution 
of the equation 
d ( ζ, φ+ , φ0 ) = 0 , (B6) 
with −arccos ζ < / + < arccos ζ . Similarly, for p ∈ U , which implies 
−arccos ζ < / 0 < arccos ζ , the phase / −, at which the trajectory 
previously entered the downstream region, is the single solution of 
the equation 
d ( ζ, φ0 , φ−) = 0 , (B7) 
with −2 π + arccos ζ < / − < −arccos ζ . Thus, the boundaries 
between the different subdomains for particles in R , E , and U are 
uniquely defined in the / 0 −ζ plane, as summarized in Fig. B1 . 

To find M , it remains to transform the coordinates and apply a 
Lorentz boost back to the upstream frame, which gives, to lowest 
order in 1/ " s , one finds 
M p = p + , p ∈ R and M −1 p = p −, p ∈ U : 

γ± = γ ( ζ + βd cos φ± ) ( 1 − βd ) ξ + ( 1 + βd ) 
2 ( 1 − βd ) ζ

ξ± = ( 1 + βd ) ( ζ − βd cos φ± ) 
( 1 − βd ) ( ζ + βd cos φ± ) 

φ± = atan2 (βd sin φ± , √ 
ζ 2 − β2 

d ). (B8) 
This paper has been typeset from a T E X/L A T E X file prepared by the author. 
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Chapter 7

Discussions

After the first discovery of cosmic rays by Victor Hess, the origin of these high-energy
particles has always been a heated topic in astrophysics. Shocks, as a typical case of first-
order Fermi acceleration, are considered one of the promising acceleration mechanisms.
Corresponding research has been conducted in numerous works since the theory of dif-
fusive shock acceleration was first proposed in the late 1970s. A wealth of observational
evidence indicates the existence of shocks in various astrophysical objects and their high
e�ciency in converting energy into very-high-energy particles. Despite significant e�orts
in this field, many open questions remain under debate. Among them, the e�ectiveness
of relativistic shocks as particle accelerators has long been a subject of argument.

To gain energy, particles must continuously traverse the relativistic shock front. Ne-
glecting the scale limit of the system, particles upstream can consistently return down-
stream through regular deflection or scattering. However, particles downstream have to
chase the relativistic shock front. These particles face a higher probability of transport-
ing far downstream and escaping. To return upstream, strong turbulence downstream
on the scale of the gyro-radius is required to randomize particles [26]. Unfortunately, a
mechanism to produce such fluctuations has not been discovered yet. Recent numerical
simulations demonstrate that particle acceleration at relativistic shocks is facilitated by
non-resonant scattering mediated by the Weibel instability [e.g. 31, 104, 105]. How-
ever, this mechanism is not e�cient enough to provide cross-field transport for particles
downstream above a threshold energy [37, 106, 107].

A prevalent belief suggests that, in the absence of e�cient cross-field di�usion down-
stream, particles are constrained by downstream magnetic lines, which are almost per-
pendicular to the shock normal due to shock compression. Consequently, particles strug-
gle to catch up to the shock front, leading to the quenching of the acceleration process.
This scenario assumes that the non-resonant scattering frequency becomes smaller than
the gyro-frequency induced by the regular field. As particle energy increases, both the
scattering frequency and the gyro-frequency decrease, but the former shrinks much faster
than the latter (‹sc Ã “≠2 while Êg Ã “≠1). Beyond a critical energy where ‹sc < Êg,
particles become magnetized and cannot move upstream, establishing an upper limit
on the achievable energy accelerated by relativistic shocks, known as the magnetized
limit. The primary scientific goal of this thesis is to demonstrate the limitations of the
aforementioned argument concerning particle acceleration at relativistic shocks.

7.1 The Implications of TeV-detected GRB Afterglows for
Acceleration at Relativistic Shocks

In our initial paper, we sought to derive implications for the maximum electron energy
from late-time afterglow detections of GRB 190829A. At that point, we adhered to our
existing understanding of relativistic shock acceleration, which is demonstrated to be
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Figure 7.1: The maximum electron energy as a function of observer time for di�erent external profiles.
Left panel: constant density profile. Right panel: wind density profile. From bottom to top we identify
four di�erent limits: damping limited (dashed), magnetization limit (dashed-dotted), radiation loss
limited (solid) and time limited (dotted). The maximum detected photon energy serves as a lower
limit on the maximum electron energy in the source and is shown in yellow for the late-time VHE
emission of GRB 190829A. The damping limit is shown for Ldamp ¥ ‡≠1/2

u c/Êp, and the loss and
magnetization limits for ¸w = 10. In the published version, there is a mistake on the line of damping
limit. Here we use the modified version.

inaccurate in subsequent works. Utilizing GRB afterglow parameters obtained from
spectrum fitting, we compared various models regarding the maximum electron energy.
It is important to note that the published version contained an error in the expression
used for the damping limit, and the correct expression is as follows:

“̄damp ¥ (¸w‘B)1/2 (mp/me)�sh‡≠1/4
u (7.1)

Here we attach the corrected version of Fig. 1 in Chapter 4.
In the published version, the damping limit consistently falls below the observational

constraints, leading us to reject this model. However, after the necessary modifications,
this revised damping limit model is not as easily excluded. Given that this adjusted
limit is now comparable to the magnetized limit, it does not significantly impact the
primary conclusions drawn in our paper.

Recent simulations [34] propose a characteristic scale of ⁄ = 10c/Êp for scattering
driven by Weibel instability near the GRB shock front. However, the associated mag-
netization limit is contradicted by the data, as the maximum electron energy derived
from this limit is too low to align with late-time X-ray detections. While we previously
suggested the necessity of larger-scale turbulent structures, not evident in simulations
due to spatial or temporal limitations, our subsequent studies on particle acceleration at
relativistic shocks provide alternative solutions. The combined e�ects of strong scatter-
ing upstream and the drift motion induced by the curvature of the surrounding regular
magnetic field, which we will discuss in the following sections, emerge as crucial factors
enabling particle acceleration beyond the magnetized limit. This challenges and updates
our existing understanding of relativistic shocks.

Relaxing constraints on the maximum electron energy, challenges persist in explaining
the hard spectra observed in TeV bands. The single-zone SSC model faces di�culties
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due to the Klein-Nishina e�ect, resulting in calculated spectra softer than the observed
ones. Although there is insu�cient data to draw a definitive conclusion, alternative
models have been proposed. One suggestion posits TeV afterglow photons originate
from an external photon background [103, 108]. To produce a hard spectrum while
avoiding the Klein-Nishina e�ect, scattering of these background photons should occur
in the Thomson regime. Another proposed model is the two-zone model [109], which
separates the acceleration and radiation of electrons into distinct regions, preventing
the synchrotron burn-o� limit for the maximum energy of synchrotron photons. Both
models are intriguing and await testing through future gamma-ray detections.

7.2 Prospects for Ultra-high-energy Particle Acceleration at
Relativistic Shocks

Fitting the multi-wavelength spectra of GRB 190829A, contradictions between obser-
vational data and our current understanding of shock acceleration emerge. Motivated
by this, we employ the Monte-Carlo test-particle code to reexamine the acceleration
process at relativistic shocks. Two configurations of the regular fields are taken into
consideration.

7.2.1 Perpendicular Uniform Magnetic Field

Shocks with a uniform field in the plane of the shock are often considered as an instruc-
tive case for shock acceleration. In Chapter 5 and Chapter 6, we demonstrate, through
numerical simulations and the analytical eigenfunction method, that particles can con-
tinue to be accelerated until they become magnetized on both sides of the shock. In this
section, we provide some additional supplements to these two chapters.

7.2.1.1 Angular Distribution from Eigenfunction Method

As a first-step test for our test-particle code, we compare the angular distribution at the
shock front obtained from the numerical code with that from the eigenfunction method
introduced in Chapter 2 as well as Kirk et al. [30] and Kirk and Schneider [110].

In the shock rest frame the angular distribution at the shock front can be written as
[30]

fs Ã (1 ≠ µsu≠)≠s exp
3

≠ 1 + µs

1 ≠ u≠µs

4
. (7.2)

Transform to the downstream rest frame utilizing p≠s
d fd = p≠s

s fs, we derive

fd Ã (1 ≠ µs(µd)u≠)≠s exp
3

≠ 1 + µs(µd)
1 ≠ u≠µs(µd)

4
(1 ≠ u≠µd)≠s. (7.3)

The angular distribution from simulations fit well with this expression. We also com-
pare the spectral indexes from the two methods. Without the constraints on the maxi-
mum accelerated energy, the predicted accelerated spectrum is a single power-law with
dN/d“ Ã “≠2.23 extending to infinity. This is consistent with the spectral index before
the cuto� obtained from the numerical code.
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Figure 7.2: Schematic picture of the particle trajectory in the downstream rest frame. We consider
an extreme case with pure scattering in upstream and only regular deflection in downstream. The
shock moves along the x-axis and the regular magnetic field points toward the z-axis. A negatively-
charged particle would rotate clockwise along the field. At t = t0, the particle is caught by the shock
and moves from upstream to downstream. At t = t1, this particle catches the shock by regular
deflection and moves from downstream to upstream. —‹ is the particle velocity perpendicular to the
regular field, Ï represents the initial phase when the particle moves to downstream, and ◊ represents
the angle in which the particle velocity along the x-axis become smaller than the shock velocity.

7.2.1.2 Trajectory of the Particle with Energy beyond the Downstream Magnetized
Limit

Based on the previous understanding, downstream magnetized particles were thought
to be constrained to move along magnetic lines, being washed away far downstream and
unable to cross the shock front. However, our recent findings indicate that particles
can still be e�ectively accelerated under such conditions. To better comprehend the
acceleration process, studying the trajectories of these high-energy particles downstream
would be instructive.

Consider an extreme scenario where particles exclusively undergo gyro-motion down-
stream and experience pure scattering upstream. This aligns with our earlier discussion
in Chapter 6 (see Fig. 7.2 as an illustration).

At time t = t0, this particle is captured by the shock and moves from upstream
to downstream, characterized by a phase angle Ï. Here Ï = 0 points towards the
positive x-axis direction and increases clockwise. At t = t1, this particle is deflected by
the regular magnetic field and catches the shock again. Note the particle must catch
the shock before its velocity along x-axis —x becomes smaller than the shock velocity.
Consequently, a critical angle ◊ = arcsin

1
1

3—‹

2
exists, and particles need to catch the

shock front before reaching this angle. For particles that can return back to upstream
by regular deflection, the relation between —‹ and Ï is written as:

(cos ◊ ≠ cos Ï)rg
c/3 >

2fi ≠ Ï ≠ ◊

Êg
. (7.4)

where rg = —‹/Êg. Note Ï 6 2fi ≠ ◊.
Besides, when the particle moves from upstream to downstream at t = t0, its velocity
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Figure 7.3: 3D simulations of magnetic fields in pulsar wind nebulae taken from Porth et al. [111].
Although quite chaotic, we can still see some cylindrical structures at the center.

along x-axis must be smaller than the shock velocity,

—x <
1
3 . (7.5)

In such a case, the maximum energy increases with time linearly, corresponding to the
Bohm scattering.

7.2.2 Magnetic Field with Cylindrical Symmetry

In the case of a perpendicular shock, the outcomes from both the test-particle code
and the eigenfunction method align, challenging the previous belief that perpendicular
relativistic shocks are ine�ective accelerators.

While the assumption of a uniform magnetic field configuration holds in certain scenar-
ios, it becomes impractical when the gyro-radius of particles reaches a scale comparable
to that of the system. Particularly for ultra-high-energy particles, which are heated
topics in astrophysical research, the impact of pre-existing structures in the magnetic
field can be substantial.

An enhanced configuration involves considering a magnetic field with cylindrical sym-
metry„ as predicted in pulsar wind nebulae [111] (see Fig. (7.3)), relativistic jets from
active galactic nuclei [112, 113] (Fig. (7.4)), and the forward shock propagating into an
ambient medium with Parker-wind-type magnetic structures.

Continuing our investigation with the Monte-Carlo test-particle code, we explore par-
ticle acceleration at relativistic shocks propagating into a medium with a simple cylin-
drical magnetic field. The curvature of the magnetic field induces drift motions along
the shock normal for charged particles, as illustrated in Fig. (7.5). The orientation of
this drift depends on the charge of the particle. For particles with favorable charges,
such drift motions can improve the acceleration e�ciency and energize particles up to
the confinement limit of the system. In Fig. (7.6) the drift motion on the trajectory of
a positively charged particle is clearly evident in our case.

Exploring particle acceleration at relativistic shocks propagating into a medium with
toroidal field configurations has broad applicability. It is crucial to note that the drift
motion direction depends on both the charge of the particle and the helicity of the
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Figure 7.4: 3D simulations of magnetic fields in active galactic nuclei taken from Wang et al. [112].

Figure 7.5: Schematic picture for the curvature drift.
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Figure 7.6: Trajectory of a positively charged particle in the x–fl-plane near the shock front.

regular field. As a result, the acceleration e�ciencies for particles with di�erent charges
show significant discrepancies, giving rise to distinct features in the accelerated spectra
for negatively and positively charged particles.

Taking blazars as an example, recent observations have identified certain blazars emit-
ting radiation in the very high-energy bands, exceeding 0.1 TeV. Notably, photons with
an energy of around 10 TeV have been observed from sources like 1ES 0229+200 [114].
While both leptonic [e.g., 115, 116] and hadronic scenarios [e.g., 117–119] can explain
these very-high-energy emissions, challenges persist in hadronic models. Consequently,
scientists tend to favor leptonic models to explain the origins of TeV photons from
blazars.

If TeV photons from blazars indeed originate from electrons, it implies a significantly
high acceleration e�ciency for electrons. However, the acceleration process for positively
charged particles, such as protons and heavy nuclei, would be considerably less e�ective
due to the opposite directions of drift motion in cylindrical fields. This discrepancy may
preclude TeV blazars from being sources of ultra-high-energy cosmic rays. Conversely,
our recent findings suggest that ultra-high-energy cosmic rays could originate from dark
objects without radiation detections in the very high-energy range. Given the prevalence
of helical field configurations in various astrophysical objects, these discoveries o�er a
new perspective on understanding the origin of high-energy cosmic rays.
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Chapter 8

Conclusions

The origin of ultra-high-energy cosmic rays (UHECRs) is still under debate. Going
back to 1949, Enrico Fermi proposed a potential mechanism to produce cosmic rays by
scattering o� moving clouds. Today we refer to all such mechanisms, where particles
gain energy by sampling relative fluid motions, Fermi acceleration mechanisms. Di�u-
sive shock acceleration, as a typical case of such a mechanism, has long been studied.
Particles can gain energy by crossing the shock front until escaping from the system,
or limited by some cooling process. In the case of a non-relativistic shock, as occurs
in a supernova, the particle moves much faster than the shock, resulting in an almost
isotropic angular distribution near the shock front. Therefore, we can solve the di�usive
transport equation to get the accelerated spectrum. However, such a method becomes
unfeasible for relativistic shocks, in which case the shock velocity is comparable to that
of particles, and hence the angular distribution near the shock is highly anisotropic. In
this thesis, analytical methods as well as numerical simulations are utilized to investigate
acceleration processes at relativistic shocks.

Relativistic shocks triggered by catastrophic phenomena like GRBs are widely con-
sidered as possible sites for accelerating high-energy particles. Nowadays, thanks to the
rapidly-increasing improvements and investments in experimental instruments, plenty
of observational data have been accumulated, indicating an e�cient energy conversion
from shocks into energetic particles. Over the last several decades, significant e�orts
and progress have also been made in understanding particle acceleration at relativis-
tic shocks, both through analytical and numerical methods. However, a fundamental
understanding of all the competing processes is lacking.

Recent detections of TeV photons from GRB afterglows provide an opportunity to
test our current understanding on particle acceleration at relativistic shocks. These TeV
photons are most likely generated through the synchrotron self-Compton (SSC) process
by high-energy electrons that are accelerated at relativistic shocks, carrying critical im-
plications on the maximum electron energy and the acceleration process. The maximum
electron energy is constrained by several mechanisms. Based on recent numerical simula-
tions of relativistic shocks, we take several theoretical models for the maximum electron
energy into consideration and compare them with observations. Adopting characteristic
parameters for GRB afterglows, this maximum energy should be fixed by the so-called
magnetized limit. By fitting the late-time TeV detections of GRB190829A, we

find a tension between our current knowledge on the maximum accelerated

energy by relativistic shocks and the observational data. This incongruity

prompts our further investigations into shock acceleration. Additionally, due
to the Klein-Nishina (KN) e�ect, the spectrum would be greatly suppressed in very-
high-energy gamma-ray band, posing an obstacle to match the observational TeV data.
These conclusions present a challenge to the standard external shock model for GRB
afterglows [107].

Motivated by the discrepancy between predicted maximum electron energy and the ob-

93



94 8. Conclusions

servations in our first paper, we reexamine the claim that the particle acceleration ceases
when downstream particles become magnetized. Utilizing a Monte-Carlo test-particle
code, we explore shock acceleration in two configurations of regular magnetic fields. In

the scenario involving a uniform field perpendicular to the shock normal on

both sides of the shock, we illustrate that particles can still undergo e�ec-

tive acceleration if they can be treated as unmagnetized on either side of

the shock. The resulting spectrum has an index of approximately -2.2 [120].

These outcomes are further validated using the eigenfunction method [121].

For the field with a cylindrical geometry, which is prevalent in the magnetized jets from
rotating black holes and in the ambient medium of long GRBs, the curvature of the reg-
ular field would produce a current line along the symmetric axis of the system, inducing
drift motions for charged particles. The direction of such a drift depends on the charge
of the particles as well as the helicity of the field, leading to significant discrepancies
in the produced accelerated spectra. This result clearly illustrates the significant

role of particle drift, a non-di�usive behavior, in relativistic shocks (also ex-

plored in Giacinti and Kirk [122]),which hasn’t been fully appreciated yet.

Multi-dimensional kinetic simulations will be essential for future self-consistent modeling
of particle acceleration at relativistic shocks.

The work presented in this thesis have challenged the existing models of

Fermi acceleration at relativistic shocks, and opened new possibilities for

future studies. These findings have promising implications for high-energy

astrophysics, particularly concerning scenarios for the production of ultra-

high-energy cosmic rays. However, our work relies on certain simplifications that
can be refined in future investigations. Notably, we neglect the cooling e�ects of parti-
cles, which are crucial especially for electrons. Additionally, our consideration of simple
geometries for regular magnetic fields may not fully capture the complexity of real astro-
physical scenarios. Obtaining information on these fields like MHD simulations of jets,
and incorporating it into the Monte-Carlo test-particle code, can unveil more interesting
features in the produced spectra. In the case of cylindrical regular fields, the spectra of
particles with favorable charges could be quite hard at high energies. The interactions
between these high-energy particles and the background plasma would be significant,
which cannot be considered in the test-particle code. Therefore, PIC simulations are
needed to explore this important e�ect and lead to a more comprehensive understanding
of the acceleration mechanisms at relativistic shocks.
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Appendix A

Momentum transform in the Galilean limit

In this appendix we give the detailed deduction on momentum transform in the Galilean
limit.

The four-vector momentum of a relativistic particle pµ = (E/c, p̨). Doing the Lorentz
transformation, the momentum pµÕ measured in another frame with a relative velocity
— = u/c and a Lorentz factor “ is

pµÕ = (E/c, p̨)

Q

ccca

“ ≠“— 0 0
≠“— “ 0 0

0 0 1 0
0 0 0 1

R

dddb (A.1)

Hence wecan write down the space momentum p̨
Õ = (pÕ

x, p
Õ
y, p

Õ
z) as

p
Õ
x = ≠“—

E

c
+ “px

p
Õ
y = py

p
Õ
z = pz

(A.2)

And

p
Õ =

Ò
pÕ2

x + pÕ2
y + pÕ2

y

=
Ò

pÕ2
x + p

Õ2
‹

=
Ò

“2—2E2/c2 + “2p2
x ≠ 2“2—Epx/c + p2

‹

(A.3)

Consider the Galilean limit with — æ 0 and “ æ 1 and ignore the high order on —,
Eq. A.4 can be simplified as

p
Õ =

Ò
p2

x + p2
‹ ≠ 2—Epµ/c

=

Û

p2 ≠ 2—
�mc2pµv

cv

=

Û

p2 ≠ 2—
p2µc

v

ƒ p(1 ≠ u

v
µ)

(A.4)

Here we use E = �mc2 and p = �mv for the relativistic particle.
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Appendix B

Detailed calculation on the recurrence
relation

Here we give the detailed calculation for the recurrence relation in the eigenfunction
method.

Recall
Qi = exp

3
≠(1 ≠ u)

Ò
�i/dy

4 ÿ
cnyn (B.1)

Let k = (1 ≠ u)


�i/d and insert Eq B.1 into

y
d2Qi

dy2 + dQi

dy
= �i

(1 ≠ u)2

d
(y ≠ 1)Qi. (B.2)

Note

dQi

dy
= ≠k exp(≠ky)

ÿ
cnyn + exp(≠ky)

ÿ
ncnyn≠1 (B.3)

y
d2Qi

dy2 = k2 exp(≠ky)
ÿ

cnyn+1 ≠ 2k exp(≠ky)
ÿ

ncnyn + (B.4)

exp(≠ky)
ÿ

n(n ≠ 1)cnyn≠1

(B.5)

and then we have

k2 exp(≠ky)
ÿ

cnyn+1 ≠ k exp(≠ky)
ÿ

(2n + 1)cnyn + exp(≠ky)
ÿ

n2cnyn≠1(B.6)

= k2(y ≠ 1) exp(≠ky)
ÿ

cnyn

k2 ÿ
cnyn ≠ k

ÿ
(2n + 1)cnyn +

ÿ
n2cnyn≠1 = 0 (B.7)

k2cn ≠ k(2n + 1)cn + (n + 1)2cn+1 = 0 (B.8)

Finally we get
cn+1 = k(2n + 1 ≠ k)

(n + 1)2 (B.9)
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Appendix C

Deduction for ultrarelativistic, perpendicular
shock fronts

In this chapter we give deductions on the transport equation using the eigenfunction
method.

Recall the transport equation given by Takamoto and Kirk [123]

2�2÷c

Êg
(µ ≠ —)ˆf

ˆx
= ˆ

ˆµ

1
1 ≠ µ2

2 ˆf

ˆµ
+ 1

1 ≠ µ2
ˆ2f

ˆ„2 (C.1)

+2�÷µ cos „


1 ≠ µ2
ˆf

ˆ„
≠ 2�÷

Ò
1 ≠ µ2 sin „

ˆf

ˆµ
(C.2)

The particle distribution in the upstream fluid should be concentrated in a cone with
an opening angle ≥ 1/�s. Replace µ by another variable › which is defined as

› = (1 ≠ µ)/(1 ≠ —s) ¥ 2�2
s (1 ≠ µ). (C.3)

Here we consider the ultra-relativistic case, with �s ∫ 1 and µ æ 1.
Now we rewrite each term in Eq. C.2.

2�2÷c

Êg
(µ ≠ —)ˆf

ˆx
= 4�2(1 ≠ ›)ˆf

ˆx̂
(C.4)

ˆ

ˆµ

1
1 ≠ µ2

2 ˆf

ˆµ
= 4�4 ˆ

ˆ›

CA
4�2› ≠ ›2

4�4

B
ˆf

ˆ›

D

(C.5)

= (4�2 ≠ 2›)ˆf

ˆ›
+ (4�2› ≠ ›2)ˆ2f

ˆ›2

¥ 4�2 ˆf

ˆ›
+ 4�2›

ˆ2f

ˆ›2

1
1 ≠ µ2

ˆ2f

ˆ„2 = 4�4

4�2› ≠ ›2
ˆ2f

ˆ„2 (C.6)

¥ �2

›

ˆ2f

ˆ„2

2�÷µ cos „


1 ≠ µ2
ˆf

ˆ„
= 2�÷µ cos „


2›/2�2

ˆf

ˆ„
(C.7)
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= 2�2÷ cos „Ô
›

ˆf

ˆ„

2�÷
Ò

1 ≠ µ2 sin „
ˆf

ˆµ
= 2�÷


4�2› ≠ ›2

2�2 sin „
ˆf

ˆµ
(C.8)

¥ 2÷


› sin „
ˆf

ˆµ

Divide each term by 4�2›, use ÷ π 1 and remove the negligible terms, the transport
equation upstream becomes

ˆ2f

ˆ›2 + 1
›

ˆf

ˆ›
+ 1

4›2
ˆ2f

ˆ„2 ≠
31

›
≠ 1

4
ˆf

ˆx̂
= 0 (C.9)

Now we try to separate Eq. C.9. Assuming f(“, ›, „, x̂) = F (“)
q

i aiXi(x̂)Qi(›, „),
we get

Xi
ˆ2Qi

ˆ›2 + 1
›
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ˆQi

ˆ›
+ 1

4›2 Xi
ˆ2Qi
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›
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4
ˆXi
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