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Abstract

Radiation therapy is one of the cornerstones of modern cancer treatment, and

at the Heidelberg Ion Beam Therapy Centre, tumors are treated with protons,

helium ions and carbon ions. For this, the precise delivery of thousands of indi-

vidual beamlets is necessary. Planning such complex treatments is unthinkable

without dose calculation algorithms, and in terms of accuracy, Monte Carlo (MC)

algorithms like FLUKA are seen as the gold standard. However, due to their long

runtimes, they are limited to nonurgent applications.

To meet the demand of clinicians and researchers for fast dose estimation, the

focus in recent years has been on the development of fast MC algorithms that

combine speed and accuracy. While many fast proton MC codes exist, there is a

lack of fast MC algorithms capable of supporting the full range of ions used at HIT.

The aim of this thesis, which is a cumulative work consisting of three publications,

is to provide an overview of the development and validation of MonteRay, a fast

and precise MC dose calculation engine for protons, helium ions, and carbon ions.

In the accompanying publications, MonteRay is compared against a wide range

of measurements and other dose engines, achieving excellent results in terms of

accuracy while being signi�cantly faster than FLUKA, with speedups between

approximately 15 and 70, depending on the energy and ion type.
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Zusammenfassung

Die Strahlentherapie ist einer der Eckpfeiler der modernen Krebsbehandlung,

und am Heidelberger Ionentherapiezentrum werden Tumore mit Protonen, He-

liumionen und Kohlensto�onen behandelt. Hierf�ur ist die pr�azise Bestrahlung

mit Tausenden einzelner "beamlets" erforderlich. Die Planung solch komplexer

Behandlungen ist ohne Dosisberechnungsalgorithmen undenkbar, und was die

Genauigkeit angeht, gelten Monte Carlo (MC) Algorithmen wie FLUKA als Gold-

standard. Aufgrund ihrer langen Laufzeiten ist ihre Verwendung jedoch auf nicht

dringliche Anwendungen beschr�ankt.

Um dem klinischen und akademischen Bedarf nach schneller Dosisberechnung

gerecht zu werden, lag der Schwerpunkt in den letzten Jahren auf der Entwick-

lung sogenannter schneller MC Algorithmen, die Geschwindigkeit und Genauigkeit

vereinen. Obwohl es viele schnelle Protonen MC Codes gibt, existieren keine

schnellen MC Algorithmen, die die gesamte Palette der Ionen unterst�utzen, die

am HIT klinisch verwendet werden. Das Ziel dieser Arbeit, die aus drei Publika-

tionen besteht, ist es, einen �Uberblick �uber die Entwicklung und Validierung von

MonteRay zu geben, einem schnellen und pr�azisen MC Dosisberechnungsalgorith-

mus f�ur Protonen, Heliumionen und Kohlensto�onen.

In den begleitenden Ver�o�entlichungen wird MonteRay mit einer Vielzahl von

Messungen und anderen Dosisalgorithmen verglichen und erzielt hervorragende

Ergebnisse in Bezug auf Genauigkeit. Gleichzeitig ist MonteRay ungef�ahr 15 bis

70 mal schneller als FLUKA, je nach Energie und Ionenart.
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Chapter 1

Motivation & Outline

1.1 Motivation

In 1946, around 30 years after Rutherford's discovery of protons [1], Wilson, in his

paper titled "Radiological Use of Fast Protons" [2], highlighted that the localized

dose deposition of protons would be a favorable property for the treatment of

tumors, and in 1954, the �rst attempts to treat patients with protons were made.

To this day, proton beam therapy remains an important modality for the treatment

of cancer, with almost one hundred proton therapy facilities worldwide and almost

200 000 treated patients [3]. Particle therapy is not limited to protons, and at some

facilities, the Heidelberg Ion Beam Therapy Center (HIT) for example, certain

cancers are treated with carbon ions due their favorable properties over protons,

namely higher biological e�ectiveness and dose conformality [4]. Additionally, HIT

recently treated the �rst patient with helium ions [5], and comprehensive clinical

trials are underway to investigate whether helium ions, with properties somewhere

between protons and carbon ions, could be a viable treatment modality for certain

indications.

Ideally, radiotherapy treatment would destroy cancerous cells without dam-

aging the surrounding healthy tissue. In reality, patients may experience severe

and life-altering side e�ects [6]. The goal of the radiotherapy treatment planning

process is to minimize these side e�ects, while still delivering adequate dose to

the tumor. Among other things, this process involves the right choice of particle

type, irradiation directions and particle energies [7]. To aid physicians in their

choice of these, a computer program called a Treatment Planning System (TPS)

is employed. In the case of raster scanned particle therapy, thousands of individ-

ual scan spots must be positioned to adequately cover the tumor; an optimization

1



2 CHAPTER 1. MOTIVATION & OUTLINE

problem that is intractable without the help of a TPS.

To understand the e�ect of radiation on various tissue types, researchers have

established the probability of tumor control and the probabilities of normal tissue

complications through in-vivo and in-vitro experiments. These probabilities are

not trivially related to the energy deposited, but are in�uenced by complex bio-

logical mechanisms which depend on the particle type, the fractionation scheme

and the time for dose application [8]. These biological e�ects of radiation must

be taken into account when planning a treatment, especially when using heavier

particles like helium or carbon ions [9, 10, 11].

In order to judge both the physical and biological e�ect of radiation, the in-

teraction of radiation with matter must be modeled in detail. In a TPS, this task

is handled by so-called dose calculation algorithms. The primary aim of these

codes is to predict energy deposition but also other quantities like the Linear En-

ergy Transfer (LET), used in biological modelling. Today, broadly three classes

of dose calculation algorithms exist: Monte Carlo (MC), analytical, and AI based

algorithms. While AI based dose calculation algorithms are promising in terms of

computation time [12], they have so far not seen use in clinical practice.

To compute the deposited dose, MC algorithms simulate the trajectories and

energy depositions of millions of particles in the patient's body, eventually con-

verging to a statistical estimate of the dose. They are generally accepted to be

the most accurate, while also o�ering a wide range of other bene�ts such as broad

applicability, adaptability and the ability to estimate a wide range of quantities of

interest besides dose, much easier than analytical algorithms could [13]. Further,

there is evidence that analytical algorithms perform poorly in certain conditions

[14, 15, 16, 17]. Yet, analytical algorithm remain a strong presence in clinical

routine. For example, at HIT, treatment planning with helium and carbon ions

is based on an analytical dose calculation algorithm by RaySearch Laboratories.

This is not due to a lack of availability of MC algorithms for these particles. Clas-

sical particle transport codes like FLUKA [18, 19], Geant4 [20] or PHITS [21]

have existed for many years and have been used for radiotherapy purposes [9, 19,

22]. What makes the use of these codes problematic in regular clinical practice

are their long runtimes. Using Geant4 for example, Grevillot et al. [23] report

computation times between 18 and 33 hours for carbon ion plans using 48 physical

CPU cores1.

To make clinical use of MC engines viable, many so-called fast MC engines for

1In 2024, 48 cores is a realistic hardware requirement. For example, IBA lists an 48 core CPU

under their recommended hardware requirements for their myQA iON software [24].
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proton dose calculation have been developed in recent years [25, 26, 27, 28, 29,

30, 31, 32, 33]. They are typically based on the same principles as traditional MC

engines, but they achieve speedups via approximations of physical interactions,

specialization to radiotherapy purposes or hardware acceleration. For protons,

fast MC based algorithms are already commercialy available and in clinical use

[34]. For helium and carbon ions, the range of available MC codes is much more

limited, in part due to the complexity of the nuclear interactions involved [11]. No

fast MC algorithms for helium ions exists and only two algorithms for carbon ions

have been presented [35, 36]. So far, no clinically used commercial solution exists.

Fast MC engines for these modalities may prove bene�cial both in a clinical

and research context. The former may bene�t from more accurate dose calcula-

tion results and, to name one example relevant to the HIT facility, daily Quality

Assurance (QA) measurements of patient plans could in the future be replaced by

fast MC simulations, thus freeing up both beam and personnel time. In a research

context, fast MC engines could be used to accelerate research work�ows, which are

currently hampered by long computation times. For example, at HIT, a dedicated

cluster with hundreds of CPUs is used, primarily for running FLUKA simulations.

However, even with this high core count, researchers frequently contend for cluster

resources.

1.2 Outline

Motivated by this, the development of the fast MC dose engine MonteRay started

in 2020. In this thesis, put forward as a cumulative thesis consisting of three pub-

lications [37, 38, 39], the process of developing this MC engine will be described,

and the speed and accuracy of it demonstrated.

In chapter 2, an overview of the fundamentals of particle therapy from the

perspective of MC simulations will be given. Following this, the three publica-

tions will be presented, each detailing di�erent aspects of the development and

validation of MonteRay. All three publications will be tied together in chapter 4,

where the results of the publications will be discussed and put into context.

Finally, the development and use of MonteRay has already expanded beyond

the scope of the publications included in this cumulative thesis. This includes

�nished work, like the implementation of electrons & photons in MonteRay [40,

41], but also ongoing work like the development of an GPU accelerated dose opti-

mization framework coupled to MonteRay [42], or the use of MonteRay to study

the viability of very high energy electron beams for radiotherapy. In chapter 5,
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a brief overview over some of this work and the author's vision for the future of

MonteRay will be given.



Chapter 2

Fundamentals

2.1 The Heidelberg Ion Beam Therapy Center

Since the work presented in this thesis was carried out at HIT, a brief overview

of the facility will be given here. While the particle transport inside MonteRay is

facility agnostic, a basic understanding of the beam generation and raster scanning

process is important when it comes to initializing the simulation and modeling of

the beamline.

The Heidelberg Ion Beam Therapy Center was constructed following a pilot

study at the GSI Helmholtz Centre for Heavy Ion Research [43], which proved the

feasibility of active raster scanning for the treatment of tumors. Between 1998 and

2008, 440 patients were treated there [44]. With active raster scanning, the goal

of achieving conformal dose distributions is achieved by scanning a narrow beam,

called a pencil beam, across the tumor. This principle is shown in Figure 2.1.

Two scanning magnets de�ect the beam in the horizontal and vertical direction

and steer it towards the desired scan spot position. By changing the beam's energy,

the depth of the Bragg Peak (BP) can be adjusted. In this way, the tumor can be

"painted", energy layer by energy layer.

To accurately paint the tumor in this way, narrow particle beams with ad-

justable energies are needed. At HIT, this is achieved through the use of a syn-

chrotron accelerator, labeled (2) in the schematic overview in Figure 2.2. It is fed

by a linear pre-accelerator, labeled (1), which provides the particles with the nec-

essary energy to be injected into the synchrotron. The synchrotron with a radius

of 10 meters (2), then accelerates protons, helium ions, carbon ions and oxygen

ions to variable energies covering the full therapeutic range, i.e. the energy range

allows the depth of the BP to be varied from 20 mm to 300 mm in water [46]. The

5



6 CHAPTER 2. FUNDAMENTALS

Figure 2.1: Example of how a tumor can be "painted" using the raster scanning

principle. Scanning magnets de�ect the beam horizontally and vertically, while

changing the beam's energy allows to move the depth of the BP. Figure taken

from J�akel et al. [45].

particles are then guided to one of the three treatment rooms or the experimental

room (5). Two of the treatment rooms (3) feature a horizontal beam, i.e. the

beam is stationary, but rotation of the patient can be achieved through a rotating

table. The third treatment room features a rotating gantry (4), which at the time

of construction of HIT, was the world's �rst carbon ion gantry.

2.2 Physical and Biological Dose

Dose is a key quantity in radiotherapy. It is a measure for the energy deposited by

ionizing radiation in a certain amount of matter and has the unit of Gy (Gray),

or J
kg

in SI units.

Dose deposition by ionizing radiation is not homogeneous but has a spatial

dependency that depends on the radiation's energy, the radiation's type and the

traversed material itself. This is exempli�ed in Figure 2.3, where dose distributions

of di�erent monoenergetic particle beams (photons, electrons, protons, helium

ions and carbon ions) in water are displayed. As visible there, electrons deposit

their dose primarily at the surface, while photons, after a short buildup, show an

exponentially fall-of in the dose. Ions on the other hand, show a sharp peak in

their dose distribution at the end of their range, the so called Bragg Peak. Wilson

[2] was the �rst to point out that this feature could allow the targeted irradiation

of tumors within the body. Further, the sharpness of the BP increases with the
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Figure 2.2: Numbered overview of the HIT facility. (1) Particle source and linear

accelerator (2) Synchrotron accelerator (3) Horizontal treatment rooms (4) Gantry

(5) beamline towards experimental room (not shown). Adapted from [47].

particle's mass, one of the reasons why helium and carbon ions are of interest for

radiotherapy.

Figure 2.3: Integrated depth dose distributions of di�erent particle types used in

radiotherapy as computed by MonteRay. The energies for protons, helium ions,

carbon ions, electrons and photons were 100 MeV, 106 MeV/u, 210 MeV/u, 10

MeV and 2 MeV, respectively. The dose distributions were computed in water.

For well collimated beams such as those at HIT, a single pencil beam may not

be enough to achieve full coverage of the tumor. For this, multiple beams with
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di�erent energies and positions must be combined to form a uniform dose. This

principle, already introduced in section 2.1, is exempli�ed in Figure 2.4 where mul-

tiple individual monoenergetic proton beams (blue curves) and their superposition

(red curve) are shown. While individual beams have highly inhomogeneous dose

distributions, the superposition of individual beams produces a nearly uniform

plateau, called a Spread Out Bragg Peak (SOBP).

Figure 2.4: The combined dose of multiple monoenergetic proton beams incident

on a water target (blue curves) results in a dose distribution with a nearly homo-

geneous region, called a Spread Out Bragg Peak (red curve).

The above de�ned quantity "dose" is also referred to as physical dose, to

distinguish it from the clinically more relevant quantity of biological dose. For

the ultimate goal of radiotherapy is not to deposit dose, but to treat the patient's

tumor. To do this, the biological e�ect of the deposited dose must be taken into

account, and one must understand how energy deposition of particles eventually

leads to cell death through DNA damage. This is a complex process, involving

physical, chemical and biological components, each acting on di�erent timescales,

ranging from attoseconds for physical process to hours or years for biological ones

[8].

While MC particle simulations tailored to this purpose exist (e.g. Geant4-

DNA [48]), the computational cost of such simulations is far too high to be used

for full dose calculation. Instead, one must rely on models that relate the physical

properties of a particle, like its energy, it's stopping power and the particle type

itself to the biological e�ect of the particle. Many models exist for this purpose,

e.g. the local e�ect model [49] or the modi�ed Microdosimetric Kinetic Model

(mMKM) [50]. The later model was used for the calculations presented in the

third publication. A thorough description of biological models would go beyond

the scope of this thesis and only a brief summary of the implementation of the

mMKM, based on the summary of Mairani et al. [51], will be given here.
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First, let the total physical dose Dj received by the voxel with index j be

de�ned as

Dj =
∑︂
i

dji. (2.1)

In this equation, dji is the dose deposited by the i-th particle in the j-th voxel.

Following Mairani et al. [51], the biological dose Dbio
j can then be calculated via

Dbio
j =

√︄
ln(Sj)

βph
+

(︃
αph

2βph

)︃2

− αph

2βph
. (2.2)

Here, αph and βph are the tissue speci�c parameters of the linear-quadratic-model

[52], and Sj is the survival fraction of cells in the j-th voxel, predicted by

− ln(Sj) = (αph + βphz
∗
1Dj)Dj + βphD

2
j . (2.3)

The quantity z∗1Dj is the saturation-corrected dose-mean speci�c energy and is

computed using

z∗1Dj =

∑︁N
i=0 dji · zi(E,Z)

Dj

. (2.4)

Here, zi are tabulated values of the dose-mean speci�c energy, which depends on

the particle's energy and atomic number.

2.3 Monte Carlo Simulations for Particle Therapy

In this section, the basics behind MC particle simulations will be explained so that

the next section can give an overview of the underlying physics, speci�cally with

MC simulations in mind.

The development of MC transport of charged particles as it is known today is

often [53, 54] attributed to Berger and his work on numerically solving electron

and proton transport problems [55]. Berger pointed out that due to the large num-

ber of individual collisions electrons or protons experience, a direct MC method

where each individual collision is simulated would be computationally costly. In-

stead, he introduced the "condensed random walk" approach, wherein multiple

individual interactions are grouped together, thereby "condensing" the action of

many smaller interactions into one big interaction. The variables of interest of this

step, like energy loss or de�ection angle, must then be described by some adequate

probability distribution.

Based on this principle, many MC particle transport codes have been developed

over the years. The most prominent ones in the realm of hadron therapy being
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FLUKA [18, 19], GEANT4 [20] and PHITS [21]. But, these codes are general

purpose codes supporting a wide range of applications, allowing the simulation

of particle types, physical processes or energy ranges irrelevant to radiotherapy.

They are not optimized for radiotherapy and their long execution times make their

adoption in clinical routine di�cult. Nonetheless, traditional MC engine have

served as important research tools (e.g. [9, 22, 56]). Striving to overcome these

limitations, many fast MC engines have been developed in recent years. These

programs aim to solve the radiation transport problem with su�cient accuracy

while signi�cantly reducing runtime. For protons, the list of fast MC algorithms

is long [25, 26, 27, 28, 29, 30, 31, 37, 32, 33], with commercial solutions like

RayStation [34] or IBA's myQA iON [24] making use of MC algorithms as well.

For helium or carbon ions, the list is much shorter. To the best of the author's

knowledge, no fast MC algorithms for helium ions exist1. For carbon ions, the list

is limited to goCMC [35, 58] and FRED [36].

MC algorithms based on the condensed history scheme were further separated

into two classes in Berger's work:

� Class I: All possible interactions a particle can undergo are grouped together

and condensed into probability distributions.

� Class II: Only a subset of interactions are grouped together. Some inter-

actions, so called "catastrophic" events, e.g. large energy losses producing

delta rays (high energy electrons) or nuclear interactions, are simulated di-

rectly.

The majority of fast MC algorithms for radiotherapy purposes are Class II al-

gorithms, but as pointed out by Wan Chan Tseung et al. [27], a few Class I

algorithms have been developed as well [15, 59]. Class II MC algorithms typically

use what is known as the random-hinge method to transport particle from one

multiple-scattering event to the next. An example of a particle track simulated

with the class II random hinge method is shown in Figure 2.5. There, the track of

a single carbon ion with 430 MeV/u incident on water, simulated by MonteRay,

is shown. Besides the primary carbon ion track in black, the tracks of secondary

particles are shown in blue. For visual purposes, the size of the scoring grid was

set to 4 mm along the z-axis (parallel to the beam's direction), 0.4 mm along the

x-axis (perpendicular to the beam's direction) and a large step size of 16 mm was

1There exists one code for the fast simulation of helium ion transport by Peralta et al. [57],

but with maximum energies of only 12 MeV, it is not suited for radiotherapy purposes.



2.3. MONTE CARLO SIMULATIONS FOR PARTICLE THERAPY 11

chosen. At every dot along the track, the particle loses energy and is de�ected by a

certain angle (sampled from the distributions introduced in subsubsection 2.4.1.2

and subsubsection 2.4.1.3). Between two dots, the particle is assumed to travel

in a straight line, and energy is deposited along this line using the rasterization

algorithm of Amanatides & Woo [60]. In the example shown, an inelastic nu-

clear interaction (subsection 2.4.2) occurred in which multiple secondary particles

were created. These secondaries are transported using the same principles as the

primary particle.

Figure 2.5: Sample track of a single 430 MeV/u carbon ion incident on water.

Each random hinge step performed in MonteRay is shown as a dot. Besides the

primary carbon ion in black, the tracks of secondaries are shown with blue dots. In

the top panel, a zoomed out view of the track is shown. The bottom panel shows

a zoom into the region of the inelastic nuclear interaction. The dose deposition is

shown in shades of red. Darker colors indicating more dose. The resolution of the

scoring grid was 4 mm along the z-axis and 0.4 mm axis along the x-axis, resulting

in square voxels at the plot's aspect ratio of 10:1.

Discrete interactions, are those that are not condensed into probability dis-

tributions. In the case of light ions, these are typically nuclear interactions,

but for other particle types, they may include processes like pair production or

bremsstrahlung. Deciding when to simulate such an interaction is usually done
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using macroscopic cross sections. From the macroscopic cross section, the mean

free path λdisc can be computed, which describes the average distance a particle

will travel before undergoing an interaction. The distance to the next discrete

interaction ∆xdisc is then sampled from an exponential distribution

P (∆xdisc) =
1

λdisc
exp(−∆xdisc

λdisc
). (2.5)

2.4 Interactions of Light Ions With Matter

For a MC engine to accurately estimate dose deposition, it must accurately model

the interactions of particles with matter. As discussed in section 2.3, MonteRay

is a class II MC engine, i.e. it doesn't simulate every single interaction of the

particle with the target's electrons and nuclei but groups some of them together,

describing their combined action through appropriate probability distributions.

Indeed, MonteRay treats all interactions of the particle with the target's electrons

in a condensed fashion approach. However, both elastic and inelastic nuclear

interactions are treated individually. In the following sections, an overview of the

physical processes relevant for light ion radiotherapy will be given with a focus on

MC simulations. Particularly, the simpli�cations implemented inside MonteRay

will be presented, together with the rigorous physical theory.

2.4.1 Electromagnetic Interactions

When fast charged particles traverse matter, they lose energy predominantly

through their interactions with atomic electrons [61] and these interactions are

ultimately responsible for the characteristic BP shape. This can be seen when one

visualizes the depth dose distributions of light ions with di�erent interaction types

switched on or o�. In Figure 2.6 this is shown for 300 MeV/u carbon ions incident

on water for three con�gurations. For con�guration a), the only physical process

modelled in MonteRay is the mean energy loss
⟨︁
dE
dx

⟩︁
after equation Equation 2.6.

Already here, the characteristic BP emerges. Enabling further interactions b): en-

ergy loss straggling (subsubsection 2.4.1.2) & Multiple Coulomb Scattering (MCS)

(subsubsection 2.4.1.3) and c): nuclear interactions (subsection 2.4.2), only serves

to broaden the BP. Additionally, nuclear interactions lead to a low dose tail after

the BP, also known as the fragmentation tail. Figure 2.6 is suggestive of the fact

that the process behind the energy loss of the particle is typically divided into

two parts. The �rst part is the mean energy loss
⟨︁
dE
dx

⟩︁
and the second part is the
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energy loss straggling, i.e. the random �uctuation of the energy loss around the

mean due to the stochastic nature of particle collisions.

Figure 2.6: Depth-dose distributions of 300 MeV/u carbon ions incident on water

are shown for three di�erent settings. For the blue curve, only energy deposi-

tion according to Equation 2.6 was considered, for the orange curve both energy

loss straggling (subsubsection 2.4.1.2) and MCS (subsubsection 2.4.1.3) were en-

abled. For the green curve all physical processes, including nuclear interactions

(subsection 2.4.2), were enabled.

2.4.1.1 The Average Energy Loss

Determination of the energy loss as the particle travels a certain distance is usually

divided into two steps. First, a mean energy loss is computed and then a random

variation around this mean is sampled from a probability distribution. The mean

energy loss per unit length
⟨︁
dE
dx

⟩︁
due to electromagnetic interactions is given by

the Bethe-Bloch equation [62, 63] (see [64] or [65] for a summary)

S(E) =

⟨︃
dE

dx

⟩︃
= 0.1535

cm2MeV

g

ρz2Z

β2A

(︃
log

(︃
2mec

2β2Tmax

I2(1− β2)

)︃
− 2β2 − 2

C

Z
− δ

)︃
.

(2.6)

Here, z is the incident particle's charge, β its relativistic velocity, Z is the target

atom's charge and A its mass number. The quantity Tmax is the maximum possible

energy transfer to an electron in a single collision. With the electron mass me and

the Lorentz factor γ, it is given by

Tmax =
2meβγ

2

1 + 2γme +m2
e

. (2.7)
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The terms C
Z
and δ in Equation 2.6, not included in the original work of Bethe,

are corrections to the Bethe-Bloch equation. The term C
Z
is the so-called shell

correction and becomes relevant for particles with low energy. The term δ is the

density correction and takes into account the polarization of the target's atoms

induced by the incident particle. It becomes relevant for highly energetic particles.

The quantity I is the mean ionization potential of the target material. The

determination of this quantity is not straightforward and as Sabin et al. [66] have

pointed out, reported mean ionization potentials for water vary widely from 68

eV [67] to 81.1 eV [68]. This is re�ected in an uncertainty of the particle's range.

Using FLUKA, the R80 range, i.e. the point after the BP where the dose has

fallen to 80 % of the maximum value, of 250 MeV protons in water is 37.6 cm

when using I = 68 eV and 38.5 cm when using I = 81.1 eV. A di�erence of 8

mm, roughly in line with the uncertainty of 1.5 % given in [16]. In the context

of radiotherapy, this uncertainty is not so relevant because the absolute energies

of particles produced in particle accelerators are typically not measured [56] and

consistency is achieved by commissioning the MC engine to match measured data

in terms of range.

Evaluation of Equation 2.6 including the correction terms is computationally

costly. However, it is one of the most used quantities for MC dose calculation

and must be evaluated every time the particle is advanced by a step. Due to

this, the stopping power for di�erent particles in water is tabulated in MonteRay

instead of computing it on the �y. This is similar to the approach of Schiavi et

al. [30], where stopping powers from PSTAR [69] were used. Since MonteRay

was initially developed for the use at HIT, where previous work was based on

FLUKA simulations [70, 71, 9], stopping powers were also extracted from FLUKA.

In Figure 2.7,
⟨︁
dE
dx

⟩︁
as it is tabulated in MonteRay is shown for carbon ions in

water. The stopping powers in materials other than water are computed using a

per-material scaling factor that is nearly independent of energy or particle type,

the so called Stopping Power Ratio (SPR). This is discussed in more detail in

section 2.5.

When performing a MC simulation using the random hinge method as de-

scribed in section 2.3, one frequently wants to compute the energy loss ∆E as a

particle traverses a certain length ∆x of a material. The need for this arises since

a limit on the step size might be imposed trough:

� The distance to the next discrete interaction event (e.g. nuclear interac-

tions).
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Figure 2.7: Stopping power (blue) and remaining range (orange) of carbon ions in

water as a function of the particle's energy.

� The distance to a region interface.

� The distance to the next voxel (Computed Tomography (CT) grid or scoring

grid).

� The maximum step size allowed by the user.

If ∆x is small, the energy loss can be approximated by ∆E = S(E0)∆x, where

E0 is the particle's energy at the beginning of the step. This assumes that the

stopping power is constant over the step. In reality, this is not true. To correctly

account for this, the energy loss should be computed as

E(x0 +∆x) = E(x0)−
∫︂ x0+∆x

x0

S(E(x′))dx′. (2.8)

To the best of the author's knowledge, there exist no analytical solutions to this

integro-di�erential equation. While an approximate solution has been derived by

Grimes et al. [72], it includes the exponential integral function which makes this

approach unsuitable for fast MC dose calculation purposes, where this function

must be evaluated many times. At the same time, a tabulation would require a

two-dimensional table in E0 and ∆x. Instead, MonteRay never guarantees steps

with a �xed step-size but only with a �xed energy loss such that the resulting step

size is close to the requested one. This step size is computed as
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∆x =

∫︂ E0−∆E

E0

dE ′

S(E ′)
= R(E0)−R(E0 −∆E) (2.9)

where R(E) is the range of the particle with energy E and given through

R(E) =

∫︂ E

0

dE ′

S(E ′)
. (2.10)

In Figure 2.7, this quantity is shown as a function of the particle's energy for

carbon ions incident on water. In MonteRay, this quantity is tabulated for all

transported particles.

2.4.1.2 Energy loss straggling

The quantity
⟨︁
dE
dx

⟩︁
, as per equation Equation 2.6, describes the average energy

loss of a particle, and in MC simulations it is used as a substitute for the other-

wise computationally expensive task of simulating each individual collision of the

projectile. But, as its name suggests, it only describes the mean energy loss and

for an accurate description of the particle, the stochastic nature of collisions must

be taken into account. These �uctuations are commonly referred to as energy loss

straggling. As can be seen in Figure 2.6, they serve to broaden the BP.

Energy loss straggling is a direct result of the random nature of the projectile's

interaction with the target's electrons and for a MC simulation, a distribution

function that we can sample from is needed. Loosely following the notation of

Landau [73], let ∆x be the traversed material's thickness and let ∆E be the

energy the particle loses, then we are interested in the distribution f(∆x,∆E)

which describes the probability that a particle with some initial energy E0 will

experience an energy loss within ∆E and ∆E + d∆E. It is useful to de�ne the

quantity κ = ξ
Tmax

, where Tmax was de�ned in Equation 2.7 and ξ is given by

ξ =
Z

A

2πNamer
2
ez

2ρ∆x

β2
, (2.11)

where Na is Avogadro's numbers, re = 2.818E− 15 m the classical electron radius

and ρ the target's density. After Uehling [74], the physical meaning of ξ is that

it is, on average, the maximum energy loss a particle experiences in an individual

collision when traversing a material of thickness ∆x. Based on κ, the scattering

process can be divided into several regimes for which di�erent approximations

are used. For very small κ, the so-called Landau distribution [73] is a good ap-

proximation to the particle's energy loss distribution. Its derivation is based on
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the assumption that the maximum possible energy transfer in a single collision is

in�nite and the non-relativistic Rutherford cross-section ω(ϵ) is used

ω(ϵ) =
ξ

∆xϵ2
. (2.12)

Based on this, Landau obtained the following expression for the energy loss dis-

tribution

f(∆x,∆E) =
1

ξ
ψ(λ), (2.13)

with

ψ(λ) =
1

2πi

∫︂ σ+i∞

σ−i∞
exp (uln(u) + λu)du. (2.14)

The variable λ is known as the universal Landau variable and is given by

λ =
∆

ξ
− log

ξ

ϵ′
+ 1− CE, (2.15)

where CE = 0.577 is the Euler-Mascheroni constant and ϵ′ is the minimum possible

energy transfer in a single collision, given by

log ϵ′ = log

(︃
I2

2mc2β2γ2

)︃
+ β2 (2.16)

where I is the mean ionization potential of the target material. As already pointed

out, using Landau's distribution is only valid when κ is small. Typically, κ < 0.01

is used as the threshold criterion [75]. For larger values of κ, the appropriate

distribution is the Vavilov distribution. In Vavilov's work [75], he expanded on

Landau's work by using the relativistic version of the Rutherford scattering cross

section ωrel(ϵ) which notably also included an upper limit on the maximum trans-

ferable energy in a single scattering event, Tmax

ωrel(ϵ) =

⎧⎨⎩
ξ

∆xϵ2

(︂
1− β2ϵ

Tmax

)︂
ϵ ≤ Tmax

0 ϵ > Tmax

. (2.17)

The solution obtained by Vavilov under these assumptions is a complicated equa-

tion and, as already pointed out by Seltzer et al. [76], the evaluation of Vavilov's

distribution is computationally expensive, making numerical approximations nec-

essary. For a thorough de�nition of Vavilov's distribution, the reader is encouraged

to consult Vavilov's original publication [75], the summary given by Seltzer [76]

or the work of Chibani [77]. The latter also describes a method for sampling from

an approximation of the Vavilov distribution which MonteRay employs. Before

describing this method in more detail the third regime of κ should be mentioned.
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For very large values of κ, typically κ > 10, the distribution is well approximated

by a Gaussian distribution [75], whose mean is given by Equation 2.6 and after

[76], its standard deviation can be computed as

σ2 = Tmaxξ(1− 0.5β2). (2.18)

For the purpose of radiotherapy MC calculations, κ can reach values across all

three regimes. For small step sizes or low target material densities, κ can be very

small, while large step sizes or high densities lead to large values of κ. The sampling

scheme proposed by Chibani [77] is based on a partitioning of the distribution into

four regimes based on the value of κ:

� κ > 10: The distribution is assumed to be Gaussian and Equation 2.18 is

used.

� 0.3 < κ < 10: The distribution is approximated through a log-normal dis-

tribution.

� 0.01 < κ < 0.3: Chibani proposed to use a log-normal distribution, which

models multiple scattering due to many small energy losses, convoluted with

a log-normal distribution which models individual high energy losses.

� κ < 0.01 Landau's distribution from Equation 2.13 can be used.

In the current version of MonteRay, this scheme is used, but for 0.01 < κ < 0.3 the

single scattering approximation is not included, and instead this regime is treated

with a log-normal distribution like for 0.3 < κ < 10.

For the sampling of Landau's distribution, an adoption of the CERNLIB rou-

tine RANLAN [78] is used to sample the landau random variable λ, and then

Equation 2.15 is used to convert it into an energy loss ∆E. The parameters of the

log-normal distribution are computed as proposed by Chibani [77].

To provide an insight into which regimes are relevant for MC simulations in

the context of radiotherapy purposes, Figure 2.8 shows κ values extracted from

MonteRay for protons (223 MeV/u), helium ions (223 MeV/u) and carbon ions

(430 MeV/u) as a function of depth. The simulations were performed with energy

loss straggling, MCS and nuclear interactions disabled. To showcase the e�ect

of step size on κ, two di�erent step size policies are shown. For the solid lines,

a constant fractional energy loss of 4 % was used while for the dashed lines, a

constant step size of 1 mm was forced. As can be seen, the step size policy has a

signi�cant e�ect on κ. Forcing 1 mm steps, a typical resolution of a CT, leads to
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minimum kappa values of 0.04, 0.2 and 0.5 for protons, helium ions and carbon

ions, respectively. Especially for protons, the simulation is then frequently in a

regime where neither the Landau, nor the log-normal approximation of Chibani

are particularly adequate. Taking bigger steps, i.e. 4 % of the particle's energy,

leads to minimum kappa values of no less than one for all three particle types. This

pushes the shape of the energy straggling distribution further towards a Gaussian

distribution, and together with the gain in performance, this is a reason to prefer a

bigger step size rather than a smaller one. This comes with the caveat of requiring

a more complex scoring algorithm to account for energy loss in multiple voxels, as

opposed to a single voxel when taking steps of 1 mm.

Figure 2.8: Visualization of κ as a function of the depth in water for protons,

helium ions and carbon ions with energies of 223 MeV/u, 223 MeV/u and 400

MeV/u respectively. The energies roughly result in equal ranges. Simulations

were performed with all physical processes but the mean energy loss disabled. For

each particle type, two di�erent step size policies were used. The �rst one uses

a �xed energy loss fraction of 4 % (solid lines) while the second uses a �xed step

size of 1 mm (dashed lines).

2.4.1.3 Angular De�ection

Besides losing energy, light ions interacting with matter also get de�ected through

their interactions with atomic nuclei. When treated in the condensed history

scheme, this process is called Multiple Coulomb Scattering (MCS). Like with en-

ergy loss straggling, this is a stochastic process that can be described using an

adequate probability distribution. The work presented here makes use of the scat-

tering theory developed by Moli�ere [79], but other theories exist [80, 81, 82]. As

shown by Bethe [83], the distribution derived by Moli�ere, which is expressed as an
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in�nite series, is in good agreement with experimental data already when one takes

into account only the �rst three terms of the distribution. Indeed, as pointed out

by Bethe [83], also the sum of the �rst two terms of Moli�ere's distribution already

is a good approximation at all angles.

Based on his derivation of single scattering [84], Moli�ere derived a series ex-

pansion for the scattering angle distribution for multiple scattering. For this, he

introduced the scaled angle

ϑ = χ−1
c B−1/2θ, (2.19)

where θ is the polar scattering angle, B is a measure for the average number of

single scattering events and χc is called the characteristic angle. Following the

summary of Gottschalk et al. [85], we can compute these quantities as follows.

Let p be the particle's momentum in MeV c−1, β its relativistic velocity and z its

charge as a multiple of the elementary charge e. Further, let the target material be

described by its density ρ in g/cm3, the atomic numbers Zi and atomic weights Ai

of its N constituent elements with associated weight fractions wi (see section 2.5).

The step size is denoted by ∆x. Using these quantities one �rst computes

ci =
ρKMz

2Z2
i wi

Ai

(2.20)

where KM is a constant given by

KM =
4πNa(h̄c)

2

α2
= 0.1569 rad2, (2.21)

and α being the �ne-structure constant.
√
KM = 22.7◦ corresponds to the numer-

ical constant introduced in Equation (III) of Moli�ere's original work [79]. De�ning

ctot =
N∑︂
i=1

ci (2.22)

one can then compute the characteristic angle as

χ2
c =

ctot∆x

p2β2
. (2.23)

For B, we begin by computing χ2
ai

χ2
ai
= χ2

i

(︁
1.13 + 3.76α2

i

)︁
(2.24)

where α2
i and χ

2
i are given by

α2
i =

z2Z2
i

α2β2
(2.25)
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and

χ2
i =

0.0042152

p2 3
√︁
Z2

i

, (2.26)

respectively. Fano [86] derived a correction term to account for the scattering of

the incident particle from atomic electrons. This correction term is given by

Fi =
1

Zi

(︄
log

1130(γ2 − 1)
3
√︁
Z2

i

− Uin − 0.5β2

)︄
(2.27)

where the constant Uin was set to -5 as suggested by Fano. Continuing, we compute

χ2
a as

χ2
a =

∆x
∑︁N

i=0 log(χ
2
ai
)− Fi

χ2
cp

2β2
, (2.28)

and log10Ω as

log10Ω =
log(χ2

c)− χ2
a

log(10)
. (2.29)

Finally, B is given as the solution of the transcendental equation

B = log(B)− 0.1544 + log(Ω), (2.30)

which can be solved using the linear approximation by Scott [87]

B = 1.153 + 2.583 log10Ω. (2.31)

Now that the scaled angle can be computed, Moli�ere's distribution can be

given. In terms of the scaled angle, Moli�ere expressed the distribution of the

scattering angles f(ϑ) as an in�nite sum of terms fn(ϑ):

f(ϑ) =
∞∑︂
n=0

ϑ

Bn
fn(ϑ). (2.32)

with

fn(ϑ) =
1

n!

∫︂ ∞

0

yJ0(ϑy) exp

(︃
−y

2

4

)︃(︃
y2

4
log

y2

4

)︃n

dy, (2.33)

where J0 is the zeroth oder Bessel function of the �rst kind. For the �rst two

terms, Moli�ere provides the following analytical expressions, but to the best of the

author's knowledge, no analytical expression for f 2(ϑ) exists:

f 0(ϑ) = 2 exp

(︃
−ϑ

2

2

)︃
(2.34)

f 1(ϑ) = 2 exp

(︃
−ϑ

2

2

)︃(︁(︁
ϑ2 − 1

)︁ (︁
Ei(ϑ2)− log(ϑ2)

)︁
+ 2− exp(−ϑ2)

)︁
. (2.35)
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In Figure 2.9, Moli�ere's distribution is shown together with the �rst three terms

of the series, and since B in�uences the shape of Moli�ere's distribution, it is shown

for two values of it, B = 5 and B = 15. The terms fn of Moli�ere's distributions

were tabulated up to f 10 by numerically integrating Equation 2.33. As can be

seen, the �rst term already provides a good approximation to the distribution at

small angles, especially when B is large.

Figure 2.9: Moli�ere's distribution f(ϑ) is shown (solid line) together with the �rst

three terms f 0(ϑ) (dotted), f 1(ϑ) (dashed) and f 2(ϑ) (dot-dashed). B was set to

5 in the left panel and 15 in the right panel.

Moli�ere's treatment is complicated both in terms of the resulting probability

distribution f(ϑ) and in terms of the calculations required to compute B and

χc. But, as put by Gottschalk [85], a huge shortcut in the form of a Gaussian2

approximation exists. The standard deviation of this approximation, in this form

attributed to Highland [89], can be written as [90]

σHighland =
Esz

βp

√︄
∆x

ρX0

(︃
1 +

1

9
log10

(︃
∆x

ρX0

)︃)︃
, (2.36)

where the radiation length X0 is the single parameter Highland has condensed

Moli�ere's formalism to. Due to its simplicity, many fast MC codes work with High-

land's approximation [25, 36, 35]. A similar simpli�cation by Rossi and Greisen

[91] is also sometimes used [28, 37]. The width of the Gaussian after Rossi and

Greisen [91] is given by

2The reason why the approximation to Moli�ere's distribution is called a Gaussian even if

Moli�ere's distribution (see Figure 2.9) is clearly not a Gaussian, is that the distribution of the

projected angles θx and θy is Gaussian, and under the small angle approximation, we can write

θ =
√︂
θ2x + θ2y and if θx and θy are Gaussian, θ follows a Rayleigh distribution, corresponding to

the �rst term of Moli�ere's series. A detailed explanation of this has been given by Beilai [88].
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σRossi =
Esz

βp

√︄
∆x

ρX0

. (2.37)

The exact value of the constant Es varies in literature. In the original pub-

lication of Highland [89], a value of 17.5 MeV was used, while Rossi & Greisen

[91] set Es = 21 MeV. In the context of fast MC simulations, its value is often

determined through �ts to reference simulations with traditional MC engines like

Geant4 or FLUKA. For example, Fippel and Soukup [25] reported optimal values

of 12.4 MeV, 12.0 MeV and 12.9 MeV when using Geant4 version 5.1, Geant4 ver-

sion 5.2 and FLUKA version 2002.4, respectively. In developing their fast carbon

ion MC engine, Simoni et al. [36] found it necessary to include an energy, particle

type and depth dependent scaling factor fmcs by which Equation 2.36 was multi-

plied. This factor was determined from �ts to FLUKA simulation in water and

ranged from 1.29 to 1.43. Qin et al. [35], also developing a fast carbon ion MC

engine, found it su�cient to use an empirical, energy dependent, parametrization:

Es = 19.8 MeV+ 0.0023E. (2.38)

Using Rossi's & Greisen's formula, the �rst publication for MonteRay [37] used

a value of Es = 11.6 MeV. Such a low value was necessary because a mixed

Gaussian-Rutherford distribution was used. Souris et al. [28], also using Rossi's

& Greisen's approximation, wrote that "Es is a coe�cient tuned to reproduce

other simulated or experimental results". While they did not specify the value of

Es in their publication, their code is open source [92] and at the time of accessing

(01.03.2024) the value used was 18.3 MeV.

As evident from these examples, the description of MCS through a single Gaus-

sian is widely used. However, while the distribution is easy to compute, there exists

no consensus on the exact value of the constant Es. And since this is merely an

approximation of the true distribution, there likely is no one best value. This

forces authors to introduce empirical and �nely tuned scaling factors.

One possible explanation for the issues behind this approximation is that it

was never meant to be used in a MC calculation, but as a way to estimate the spa-

tial distribution of particles after passing through a target with certain thickness.

The di�erence is subtle but important: In a MC simulation we sample the distri-

bution over and over again, several hundreds of times, to simulate the particle's

path through the target. When estimating the spatial distribution of particles,

the distribution is used only once. This issue was also encountered during the

development of MonteRay and the observation made is that the consecutive e�ect
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of multiple scattering events does not converge nicely to a Gaussian distribution.

This observation is backed up by a passage in a textbook by Roe [93] where in a

section titled "Failures of the Central Limit Theorem" the author writes "Does the

central limit theorem ever fail for real physical cases? The answer is yes! Consider

the multiple scattering of a particle (...)".

MonteRay's approach on the other hand, similar to the work of Kuhn & Dodge

for electron MC simulations [94], is based on an approximation to Moli�ere's distri-

bution which requires no additional �nely tuned parameters. This approximation

makes use the asymptotic behaviour of f 1(ϑ) which, as pointed out by Moli�ere,

tends to f 1(ϑ) ≈ 2
ϑ4 + O(ϑ−6) for large ϑ. Together with the f 0(ϑ) term, this

leads to the following approximation:

fapprox(ϑ) =

⎧⎨⎩2ϑ exp
(︂
−ϑ2

2

)︂
ϑ ≤

√
2

2ϑ exp
(︂
−ϑ2

2

)︂
+ 2

Bϑ3 ϑ >
√
2

(2.39)

The threshold of
√
2, where the large angle tail comes into play, was also used by

Kuhn & Dodge and was found to work well for this approximation, too.

The quality of this approximation depends on the value of B. Since the weight

of the n-th term in Equation 2.39 is proportional to B−n, the approximation

becomes more accurate for larger B. In Figure 2.9 b), the distribution of B is

shown for two exemplary prostate plans, one with protons and one with carbon

ions. The energy ranges of the particles in the two plans were 147-189 MeV/u and

284-370 MeV/u, respectively. The distributions were computed using MonteRay's

MC engine with the settings described in [39]. As can be seen, typical values of B

range from approximately 5 to 17.

In the left column of Figure 2.11, MonteRay's approximation is shown together

with Moli�ere's distribution for two di�erent values of B, 5 (top row) and 15 (bot-

tom row). Additionally, a Gaussian �t to Moliere's distribution, i.e. not simply

the term f 0(ϑ), is shown in green. The approximation provides a good �t to

Moli�ere's distribution for large angles and small angles but fails at intermediate

angles. Notably this approximation has a discontinuity at ϑ =
√
2 which is not

present in Moli�ere's distribution. While this discontinuity appears for a single

scattering event, it is not present when looking at the result of multiple steps of

the MC simulation. This is shown in the middle and right columns of Figure 2.11

b). There, the scaled angle ϑ of the particle relative to its initial direction is

shown, i.e. let d0⃗ be the initial direction and dn⃗ be the particle's direction after n

scattering events, then the polar scattering angle after n scattering events is given
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Figure 2.10: The distribution of Moli�ere's parameter B for two patient plans,

exemplary of a prostate patient, computed in MonteRay are shown. The step

size settings (see [39]) were: minimum energy loss fraction 2 %, maximum energy

loss fraction 25 %, step size target 2 mm. B was recorded for both primary and

secondary particles.

by

θn = arccos

(︄
d0⃗ · dn⃗

||d0⃗|| · ||dn⃗||

)︄
, (2.40)

and ϑ is computed after Equation 2.19. In the middle column, the distributions

for n = 2 and in the right column, the distributions for n = 4 are shown. With

increasing number of scattering events, the approximation used in MonteRay more

closely follows Moli�ere's distribution. The Gaussian �t on the other hand, does

not improve with the number of scattering events, and fails to capture the large

angle tail of Moli�ere's distribution.

2.4.2 Nuclear Interactions

The electromagnetic interactions introduced in subsection 2.4.1 were treated in the

condensed history scheme (see section 2.3), however inelastic and elastic nuclear

interactions are treated as individual events. While elastic nuclear interactions

only modify the projectile's and target's energy and direction, inelastic interactions

may also produce secondary particles. As could be seen in Figure 2.6 for carbon

ions, this has a signi�cant impact on the dose distribution. A more detailed look

at the fragmentation spectrum of carbon ions is given in Figure 2.12. There,

the depth dose distribution of carbon ions with an energy of 430 MeV/u, the



26 CHAPTER 2. FUNDAMENTALS

Figure 2.11: Angular distributions of a particle are shown when using Moli�ere's

distribution (Equation 2.32), the approximation employed in MonteRay (Equa-

tion 2.39) or a Gaussian �t to Moli�ere's distribution. In the top row, the dis-

tribution is shown for B = 5, while in the bottom row B = 15 was used. The

panels are labeled with the number of consecutive convolutions N , i.e. the angular

distributions after N identical scattering events are shown.

highest energy at HIT, is shown for a water target. In addition to the total

dose, the contributions of di�erent nuclear fragments, grouped by their atomic

number Z, are shown. As can be seen, the contribution of other particle species

is signi�cant, and dominates in the region behind the BP. This part is called the

fragmentation tail. For heavier ions like carbon, a signi�cant number of primary

particles undergoes a nuclear interaction before they reach the BP. For 350 MeV/u

carbon ions incident on water this number is ≈ 50% [95].

2.4.2.1 Macroscopic Cross Sections

While a particle is traversing a material, there is a certain probability that it will

undergo a nuclear interaction, either elastic or inelastic. Unlike electromagnetic

interactions, nuclear interactions are rare events. As a consequence, they are

not treated in the condensed history scheme but as individual events and their
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Figure 2.12: Contributions of di�erent nuclear fragments to the depth dose dis-

tribution of a 430 MeV/u carbon ion beam incident on water are shown. The

contributions are grouped by atomic numbers and the sum of all contributions is

additionally shown in blue. The simulation was performed with MonteRay. Figure

adapted from [39].

occurrence along the track is simulated via the inverse of the macroscopic cross

section, the mean free path λnuc (see also section 2.3). Sampling of the distance to

the next discrete event is done using an exponential distribution (Equation 2.5).

In reality, λnuc is not a constant but varies with the particle's energy and the

material it is traversing. For example, if the particle crosses into a much denser

material during its step, the probability of a nuclear interaction will have been

underestimated when using the cross section at the beginning of the step. It is

not trivial to avoid this in a MC engine since a look-ahead would be required

to determine the materials the particle will encounter during its step. Instead,

MonteRay de�nes a maximum allowed density variation of 5 % relative to the

material at the beginning of the hinge step. If this threshold is crossed, the hinge

step is aborted and the cross section is re-evaluated.

For all particles and compounds included in MonteRay, macroscopic cross sec-

tions for elastic and inelastic nuclear interactions were extracted from FLUKA. No

cross sections for proton-proton inelastic nuclear interactions are tabulated since

they are low and can be neglected [96, Table 11]. Elastic nuclear interactions of

nuclei heavier than protons are only tabulated for cases where the target nucleus

is a proton. This is inline with the approach taken by other fast MC engines

for their treatment of carbon ions [36, 35]. For all particles that undergo nuclear
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interactions, cross sections were tabulated with 500 bins in the energy range of 1

MeV/u to 500 MeV/u.

2.4.2.2 Elastic Nuclear Interactions

Figure 2.13: Schematic of the elastic nuclear interaction process.

In elastic nuclear interactions, the compositions of the projectile and target

nucleus don't change. Merely their energies and directions are changed, similar

to how two billiard balls would interact in a collision. A schematic of this process

is shown in Figure 2.13. There, the projectile and target nucleus together with

their respective directions of motion are shown. Before the collision, the target

is at rest and the projectile has a certain kinetic energy Ep. After the collision,

the projectile has kinetic energy E ′
p and the target kinetic energy E ′

t. Since the

interaction is elastic, the total energy is conserved and we have Ep = E ′
p + E ′

t.

Conservation of momentum further puts a restriction on the possible values of the

de�ection angles θp and θt, and the whole scattering process can be characterized

through a single free variable. In this description, based on [97], this variable will

be the square of the four-momentum transfer tcom. As a function of the center-of-

mass (COM) scattering angle θcom, the scattering angles in the laboratory frame

can be computed via

tan(θp) =
sin(θcom)

G(cos(θcom) + f)
(2.41)

tan(θt) =
tan(π − θcom)

2G
(2.42)

with

G =
mpγ +mt√︂

m2
p +m2

t + 2mpmtγ
(2.43)

and

f =
m2

p +mpmtγ

m2
t +mpmtγ

. (2.44)
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If mt > mp, one must be careful when evaluating Equation 2.41 as the divisor can

become negative for high enough values of θcom. Using the simple atan function

leads to incorrect results, and one should use the atan2 function instead. This

is not of concern for Equation 2.42 as the divisor is always positive. The COM

scattering angle θcom is given by

θcom = arccos

(︃
1− tcom

2p2com

)︃
, (2.45)

where pcom is the COM momentum, given by

p2com =
(scom − (mp −mt)

2)(scom − (mp +mt)
2)

4scom
(2.46)

and scom is the square of the COM energy, de�ned as

scom = m2
p +m2

t + 2mt(mp + Ep). (2.47)

The equations so far are general to relativistic elastic scattering and no assump-

tions about the nature of the scattering potential have been made. They enter

the calculation through the yet unde�ned variable tcom, which is the square of the

four-momentum transfer. No single value for tcom can be given as it is a random

variable. Instead, we must sample it from a probability distribution, P (tcom). As

pointed out by [25], this distribution is almost uniform for proton-proton collisions

and consequently, MonteRay samples tcom from a uniform distribution with maxi-

mum value 4p2com. For target nuclei other than protons, the distribution proposed

by Ranft et al. [98] is used:

P (tcom) = A1.63
t exp(14.5A0.66

t tcom) + 1.4A0.33
t exp(10tcom). (2.48)

Here, At is the target's atomic weight. This has also been used by several fast

MC engines for proton transport, like pGPUMCD [31], gPMC [29] or the work of

Wan et al. [27]. Unlike Qin et al. [29], MonteRay does not use rejection sampling

to sample tcom but instead uses the inverse transform sampling method. This

is possible since the inverse cumulative distribution function of an exponential

distribution, and consequently also the sum of two exponential functions, can be

computed easily.

For the elastic scattering of ions other than protons with a proton, the same

formalism is used after shifting the frame of reference such that the ion is at

rest, and the proton can be considered to be the projectile. For this, the Lorentz



30 CHAPTER 2. FUNDAMENTALS

transformation

Λ =

⎡⎢⎢⎢⎢⎣
γ −γβx −γβy −γβz

−γβx 1 + (γ − 1)β
2
x

β2 1 + (γ − 1)βxβy

β2 1 + (γ − 1)βxβz

β2

−γβy 1 + (γ − 1)βxβy

β2 1 + (γ − 1)
β2
y

β2 1 + (γ − 1)βyβz

β2

−γβz 1 + (γ − 1)βxβz

β2 1 + (γ − 1)βyβz

β2 1 + (γ − 1)β
2
z

β2

⎤⎥⎥⎥⎥⎦ , (2.49)

is used. After the scattering has taken place, the frame of reference is shifted back

to the original one, and transport can continue.

2.4.2.3 Inelastic Nuclear Interactions

Unlike elastic nuclear interactions, inelastic nuclear interactions may cause the

projectile and target nucleus to break up into fragments. This process is frequently

described through the abrasion-ablation model, whose origin is usually, e.g. by

[99], attributed to the work of Serber [100]. Serber pointed out, that the interaction

between nuclei can be divided into two processes acting at di�erent time scales.

The �rst process, ablation, can be understood as the collision between the two

nuclei themselves while the second process, working on longer time scales, describes

the interaction of nucleons within the nuclei after the collision. This is visualized

in Figure 2.14. As put by Gaimard and Schmidt [99], in the abrasion stage,

the particles collide, which modi�es their composition and possibly leaves them

in an excited state. In the ablation stage, the resulting system thermalizes and

deexcites, by emitting smaller fragments, like protons or light ions.

Figure 2.14: Abrasion-ablation model as described by Serber [100]. Figure taken

from [101].

In MC engines, there must exist models to treat these nuclear interactions.

For the developments in this thesis, the nuclear interaction model of FLUKA was
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of particular interest due to previous work with FLUKA at HIT. For example, as

described by Arico et al. [102], nuclear interactions of helium ions have recently

been tuned to better match new data collected at HIT with the aim of improving

dose predictions for helium ion beam therapy.

The nuclear models inside FLUKA are complex and cover a wide range of

particles and energies. For protons, FLUKA uses the so-called PEANUT model

[103]. For nucleus-nucleus interactions above 150 MeV per nucleon, a code [104]

based on the Relativistic Quantum Molecular Dynamics Model (RQMD) model

[105] is used, while below 100 MeV/n a model based on Boltzmann Master Equa-

tion (BME) theory is used [106]. Between 100 MeV per nucleon and 150 MeV per

nucleon, a gradual transition from the BME to the RQMD model is made.

2.4.2.4 Nuclear Database Generation and Sampling

The nuclear interaction model of MonteRay is based on the nuclear interaction

model contained within FLUKA. While di�erent versions of this model have ex-

isted over the three publications, the �nal version used in the third publication

[39], is the most complete and allows the simulation of proton, helium ion and car-

bon ion beams. The nuclear interaction databases were generated using a custom

executable, called PREY, which was kindly provided by the FLUKA development

team. With this executable, the sampling of nuclear interactions is possibly with-

out invoking the full FLUKA executable, speeding up the process. The PREY

executable was linked against the libraries of FLUKA version 2021.2 and this ver-

sion was used to generate all the databases used in the �nal version of MonteRay.

The nuclear database �les generated by PREY are stored in a FLUKA na-

tive, binary format that, for normal FLUKA runs, is used for the scoring of

boundary crossing events with the so called USRBDX option [107]. As per the

FLUKA manual [107], these �les contain the double-di�erential current in units

of cm−1GeV−1sr−1. One such �le was generated for every possible ejectile, pro-

jectile and target combination; resulting in ≈ 60000 tables in total. The scoring

of currents was done with 100 energy bins and 100 bins in solid angle, the latter

ranging from 0 to 4π. During initial development of MonteRay for protons, a

linear binning in solid angle was found to be adequate when comparing native

FLUKA runs against FLUKA runs using the generated database for sampling.

However, when extending the model to helium and carbon ions, this was found

to be insu�cient. As a result, MonteRay now uses a logarithmic binning in solid

angle for all projectile types besides protons. The energy binning on the other

hand, is linear for all particle types. For i = 0, . . . , 100, the edges of the linear
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bins in energy Ei, and solid angle Ωi are de�ned as

Ei =
Emaxi

NE

(2.50)

Ωlin
i =

4πi

NΩ

(2.51)

Per the convention used in FLUKA, the edges of the 100 logarithmic bins Ωlog
i are

given by

Ωlog
0 = 0 (2.52)

Ωlog
1 =

π

10000
(2.53)

Ωlog
i = gΩi−1 (2.54)

with

g =

(︃
4π

Ωlog
1

)︃1/99

. (2.55)

Since the so tabulated probability distributions are not analytical functions,

sampling of them at runtime is done by sampling a uniform random number U ∈
[0, 1), and performing a binary search on the cumulative distribution. The so found

1D-Index j = 0, . . . , 9999 is converted into an index tuple (iE, iΩ) that corresponds

to an energy and angular bin.

2.5 Elements and Compounds

In order to evaluate the equations for energy loss, energy loss straggling, multiple

coulomb scattering and nuclear interactions, the target material must be de�ned.

When transporting particles in a voxelized patient geometry based on 3D CT

images, no exact information on the material of a given voxel is available. Instead,

each voxel is assigned a single value, the Houns�eld Unit (HU). It is a measure for

the attenuation of X-rays, and de�ned as

HU = 1000× µ− µwater
µwater

, (2.56)

where µ is the linear attenuation coe�cient of the material in question and µwater is

the linear attenuation coe�cient of water [8]. Therefore, the information encoded

in a CT is only a measure for the attenuation of X-rays, and does not directly

provide the necessary quantities for the evaluation of the equations introduced in

subsection 2.4.1 or subsection 2.4.2. Consequently, a mapping from HUs to the

voxel's elemental composition, density and SPR is needed. The list of elements
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included in MonteRay for which inelastic nuclear databases have been simulated,

is given in Table 2.1, and matches the one used by Schneider et al., in their work

on the relation of HUs to elemental compositions [108]. These elements make

up over 99.9 % of the human body by mass [109], and titanium is included for

the possibility of modelling titanium implants. By mixing these elements, so-

called compounds are de�ned. For example, the compound "Water" is de�ned

as a mixture of 11% hydrogen and 89% oxygen. A visualization of the elemental

composition of all compounds included in Monteray is given in the bottom panel

of Figure 2.15. For a limited number of compounds, most notably water, PMMA

(Polymethyl methacrylate) and air, not only the elemental composition is stored

but also the density and SPR. In terms of their elemental composition, all other

compounds are either de�ned according to [108, Table 4], or using the extension of

Parodi et al. [110, 71]. In total 35 compounds mapping the HU value range from

-995 to 3070 are de�ned. For the compounds corresponding to certain HU values,

densities and SPR values are computed on a per-voxel basis before the simulation

begins. For the density, the approach described in [108] is used, and again the

extensions of Parodi et al. [110, 71] are included. SPR values are computed using

a lookup table which is speci�c to the CT-scanner [111]. In the top panel of

Figure 2.15, the function mapping HU to density, and an example of a function

mapping HU to SPR are shown.
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Element Atomic Mass (u) Atomic Number

Oxygen 15.999 8

Carbon 12.011 6

Nitrogen 14.007 7

Argon 39.948 18

Titanium 47.867 22

Sodium 22.99 11

Phosphorus 30.97376 15

Sulfur 32.066 16

Chlorine 35.453 17

Potassium 39.0983 19

Calcium 40.078 20

Magnesium 24.305 12

Hydrogen 1.008 1

Table 2.1: The names, atomic masses and atomic numbers of all elements currently

supported in MonteRay are shown.

2.6 Beam Shaping Devices

Even in actively scanned radiotherapy, passive beam shaping devices are used.

At HIT, this includes an optional range shifter and a ripple �lter that is always

used in helium and carbon ion irradiation, but not for protons. The range shifter

is a uniform slab of PMMA with a thickness of 19.7 mm, located between the

patient and the nozzle. Its e�ect on the beam are to broaden it slightly and to

reduce its energy. This reduction in energy is uniform across the beam and causes

a backwards shift of the BP. This is helpful in the treatment of shallow seated

tumors, since the minimum range at HIT without the range shifter is 2 cm [112].

The ripple �lter serves to �lter away ripples in the dose distribution caused

by the small width of the BP's of helium and carbon ions, paired with a low

number of energy layers [113]. This principle is shown in Figure 2.16 where dose

distributions for two identical plans are shown, once with a ripple �lter (dotted

line) and once without a ripple �lter (solid line). The ripple �lter allows for

a much more homogeneous dose distribution, without increasing the number of

energy layers, thereby reducing irradiation time. Unlike the ranger shifter, its

thickness is not constant. In the case of the HIT, this structure is periodic and
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Figure 2.15: In the top panel, the conversion of HUs to density and SPR values is

shown. In the bottom panel, the elemental compositions of compounds de�ned in

MonteRay are shown. For density, the approach by Schneider et al. [108] is used

with the extensions proposed by Parodi et al. [110, 71]. The SPR conversion is

done with a CT-scanner speci�c lookup table [111]. The de�nition of compounds

and their relation to HUs is done according to [108, 110, 71].

only two-dimensional, simplifying the treatment of it.

Ripple �lter and range shifters are also used at other facilities [114, 115], and

consequently it is a necessity for a MC engine to be able to incorporate them.

For this, MonteRay uses an approach based on ray tracing through geometrical

representations of these elements. During the simulation of particles, as pointed

out in subsection 2.4.1, one of the limits on the particle's step size is the distance
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Figure 2.16: The e�ect of a ripple �lter on an SOBP is shown. Without the

ripple �lter (solid line), the dose distribution features prominent ripples due to

an insu�cient number of energy layers. With the ripple �lter (dotted line), a

much more homogeneous dose distribution is achieved with the same energy layer

spacing. Figure adapted from [113].

to a region interface. This means, that one has to de�ne functions that determine

the distance of the particle, taking into account its direction, to the ripple �lter

and the range shifter. In the case of the range shifter, this is simply a ray-box

intersection as, for example, described in [116]. For the ripple �lter, MonteRay

makes use of its periodic, quasi two-dimensional shape, displayed in Figure 2.17.

With this, �nding the distance to any of the ripple �lter's sides, becomes equivalent

to �nding the intersection of a ray with a polygon in two dimensions. Since this

is also required for the generation of masks from RT structure sets described in

section 2.7, the algorithm used shall be brie�y described here.

Let p⃗ = (px, pz) be the particle's position, and d⃗ = (dx, dz) its direction, with

||d⃗|| = 1. Now let the ripple �lter be described by a set of N vertices v⃗i = (vi,x, vi,z)

with i = 1, . . . , N . Due to the periodicity of the ripple �lter along the x-direction,

the algorithm begins by mapping the coordinate px into the interval [xmin, xmax]

where xmin and xmax are the minimum and maximum x-coordinates of a single

ripple of the �lter.

p′x = xmin + ϕ(px − xmin) (2.57)

Where ϕ is a modulo function that only returns positive values. Now, let the i-th

edge number be de�ned through the vertices (xi, zi) and (xi+1, zi+1). Whether the



2.6. BEAM SHAPING DEVICES 37

Figure 2.17: Schematic view of the ripple �lter's pro�le. The ripple �lter is peri-

odic along the x-direction and has a polygonal base that extends into the image

plane. Besides the ripple �lter (solid lines), the trajectories of several rays orig-

inating behind it, traveling at di�erent angles, are shown (dotted lines). Their

intersections with the ripple �lter are marked with dots.

particle intersects with this edge can be determined by computing ti and si, with

ti =
(z1 − pz)(x2 − x1)− (x1 − px)(z2 − z1)

cp
(2.58)

si =
(z1 − pz)dx − (x1 − px)dz

cp
(2.59)

with

cp = (x2 − x1)dz − (z2 − z1)dx. (2.60)

In essence, this is an adaptation of the 3D line intersection algorithm presented

in [117]. If ti > 0, i.e. the intersection is in front of the particle, and 0 ≤ si ≤ 1,

i.e. the intersection lies within the two vertices de�ning the edge, the particle

intersects with the edge. Finally, the closest intersection of the particle with the

ripple �lter is given by the minimum of all ti for which these conditions are ful�lled.

In Figure 2.17, the trajectories of 10 exemplary particles through the ripple �lter

are shown, with intersection marked through dots.
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2.7 Mask Generation

For treatment planning, structures inside the patient like the tumor or organs at

risk must be delineated. This data is stored in the form of contours that can

be thought of as two-dimensional polygons. For dose calculation, RT structures

have relevance since they may encode material overwrites, i.e. the dose calcula-

tion engine may have to overwrite certain CT voxels with a given material. For

example, this could be the treatment table on which the patient is positioned, or

in the case of plan veri�cation on a water tank, the whole veri�cation geometry

may be de�ned in this way. In addition, RT structure sets are essential for dose

optimization purposes, where per-region optimization goals may be speci�ed. For

these purposes, one must correctly decide whether the voxel of a CT lies inside a

structure set or not. This process is called mask generation and the exact algo-

rithm used can have a signi�cant impact on the computed dose. Besides creating

binary masks, the algorithm should also be able to create decimal masks, based

on the fraction of a voxel covered by the structure set. This may be important

since structure sets are not necessarily aligned with the CT grid.

The algorithm for structure sets to masks implemented inside MontRay is

based on the scanline approach, and can be thought of a combination of the

rasterization algorithm of Amanatides & Woo [60], and the polygon intersection

algorithm presented in section 2.6. For this, a set of parallel rays is generated and

their intersections with the structure set polygon are computed. In section 2.6,

an algorithm for �nding the intersection of a generalized ray with a polygon has

already been described. For the purpose of mask generation, we may assume that

rays are parallel to the x-axis, simplifying the algorithm. For each of N rays per

voxel, we compute all intersection points with the polygon. The intersection points

are sorted by their x-coordinate and the resulting list of points is interpreted as a

list of point-pairs, where each pair marks the start and end of a section of the ray

inside the polygon. For each pair, start and end voxels are computed. All voxels

between these two voxels are then marked as being inside the polygon, and the

edge voxels are assigned a value that is equal to the fraction of the voxel inside

the polygon.

An example of the mask generation process is shown in Figure 2.18. There, a

mask is created from a randomly generated polygon. In the left panel, the polygon

and resulting mask are shown. In the right panel, a zoomed-in view is shown with

the scanlines overlaid.
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Figure 2.18: The mask-generation algorithm used in MonteRay is visualized for a

random Polygon. In the left panel, the polygon is shown in red and the generated

mask in various shades of green. The darker the shade, the more of a voxel is

inside the mask. A black rectangle in the left panel indicates the region shown

in the zoomed-in view in the right panel. Beside the polygon and the mask,

the scanlines used for the mask generation are shown in orange. Solid scanlines

indicate sections where the algorithm determined them to be inside the polygon,

while dotted scanline indicate sections of the scanline outside the polygon.

2.8 Third-Party Dependencies

For the development and testing of MonteRay, several third-party libraries have

been used. Additionally, several libraries are required to run MonteRay. A brief

overview of these will be given in this section.

GoogleTest

GoogleTest [118] is an open-source unit testing framework for C++ applications.

It can be used to test individual pieces of code, so-called "units", for correctness. It

provides an easy-to-use interface for writing and executing tests, making it straight

forward to ensure that all parts of the code function correctly, at least when tested

in isolation. An example of such a test can be seen in Figure 2.19, where the

correctness of a polygon's area calculation is tested for a simple triangular shape.

This allows developers to quickly verify that the code is working as intended,

guarding against errors during installation (e.g. missing �les) and changes to the

code base with unforeseen consequences.
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Figure 2.19: Example test contained inside MonteRay. It asserts that the function

"ComputeAreaShoelace", which is a member of the "Polygon" class, correctly

computes the area of a polygon by comparing it to the value obtained by hand.

Boost

The Boost libraries [119] provide a wide range of support libraries for C++ de-

velopment. In MonteRay, only the Boost "�lesystem" and "program options" li-

braries are used. The �lesystem library is used for convenience and for backwards

compatibility with GCC 7.5.0. The program options library is used to provide a

command line and con�guration �le interface to the user. Using this, the user can

provide a variety of options to the program, e.g. the number of particles, the beam

particle type, the geometry to be used, the scorer to be used, etc. An example of

such a con�guration �le is shown in Figure 2.20.

Figure 2.20: Example con�guration �le for MonteRay.
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Insight Toolkit

The Insight Toolkit [120] is an open-source library for image analysis. In Mon-

teRay, it is used to read CT image series and to convert them to 3D arrays.

Additionally, it is used to interpolate the CT image to the scoring grid's resolu-

tion.

DICOM Toolkit

The DICOM Toolkit [121] is an open-source library for the handling of DICOM

�les. It allows MonteRay to directly read DICOM �les, the �le format a clinical

TPS uses, without the need for prior conversion to a MonteRay speci�c format.

This includes the reading and parsing of RTDose, RTStructureSet and RTPlan

�les, and the writing of RTDose �les after dose calculation.

SQLite3

A database is used to manage the data required for running MonteRay, for ex-

ample particle data, material data, nuclear interaction cross section or beamline

information. Since the data is not accessed by more than one process at a time, a

simple SQLite3 [122] database, stored in a single �le, is used. This allows for easy

access to the data and the use of SQL queries to retrieve the desired information.
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Dose calculation algorithms based on Monte Carlo (MC) simulations play a crucial role in
radiotherapy. Here, the development and benchmarking of a novel MC dose engine,
MonteRay, is presented for proton therapy aiming to support clinical activity at the
Heidelberg Ion Beam Therapy center (HIT) and the development of MRI (magnetic
resonance imaging)-guided particle therapy. Comparisons against dosimetric data and
gold standard MC FLUKA calculations at different levels of complexity, ranging from single
pencil beams in water to patient plans, showed high levels of agreement, validating the
physical approach implemented in the dose engine. Additionally, MonteRay has been
found to match satisfactorily to FLUKA dose predictions in magnetic fields both in
homogeneous and heterogeneous scenarios advocating its use for future MRI-guided
proton therapy applications. Benchmarked on 150MeV protons transported on a 2 × 2 ×
2mm3 grid, MonteRay achieved a high computational throughput and was able to
simulate the histories of more than 30,000 primary protons per second on a single
CPU core.
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INTRODUCTION

Image guided radiotherapy is at the forefront of innovative treatment delivery techniques. It
has the potential to improve treatment efficacy via on-board imaging procedures such as
adaptive planning and/or live monitoring, for instance via magnetic resonance (MR)-
guided radiation therapy (MRgRT) [1, 2]. Over the last decade, clinical prototypes have
combined low-field-strength MR and radioactive cobalt-60 sources for photon treatment,
followed by linear accelerators and higher field-strength MR fields for improved image
resolution [3–5].
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Particle therapy (PT), a cancer treatment modality achieving
superior dose conformity to solid tumours compared to
conventional photon techniques [6, 7], would greatly benefit
from on-board MR-guided treatment delivery [8]. For
instance, at the Heidelberg Ion Beam Therapy Center (HIT)
over 5,000 patients have been treated with proton and carbon ions
since 2009 [9]. While 16O ions have so far only been used for
research purposes, HIT has treated the first patient with raster
scanning 4He ion beams in July 2021.

For all clinically administered ion beams, on-board MR-
guided treatment delivery is currently not feasible. However,
system developments for treatment planning and delivery of
MR-guided particle therapy are underway at HIT. Here, we
begin with considerations in dose calculation for MR-guided
particle therapy. During MRgRT using photons, for example,
the MR field (due to Lorentz forces) can impact the dose
deposition of ionized electrons/delta-rays, with severity
depending on patient anatomy and MR field strength [10, 11].
Hence, dose calculation corrections are introduced in clinical
practice for improving accuracy [12]. Similarly, trajectories of fast
charged particles like protons are altered by the MR field [13–15]
and consequently, proper consideration must be given for
accurate dose calculation.

With the aim of providing dose computations at various levels
of accuracy and speed for current and future treatment in particle
therapy with light and heavy ions, various systems have been
introduced at HIT to support clinical deployment of PT. Initially,
as a gold standard, a MC environment based on the MC code
FLUKA [16, 17] has been developed and extensively
benchmarked [18] for allowing database generation for clinical
analytical treatment planning system (TPS) and patient
recalculations. This framework required long computation
times (hours to days depending on the number of CPUs
available) which limited its usage in the analysis of large
patient cohorts and for any adaptive/on-line planning.

In order to overcome these limitations, FRoG (Fast dose*
Recalculation on GPU) has been introduced, an advanced
analytical code capable of calculating dose, LETd (dose-weighted
Linear Energy Transfer) and biological dose for the four particle
beams available at HIT [19–21] and which is in use at other PT
facilities in Europe (Centro Nazionale di Adroterapia Oncologica
[21], Danish Centre for Particle Therapy [22]. High levels of
agreement within 1–2% [19, 21, 23] were found comparing
FLUKA and FRoG recalculated dose-volume-histograms (DVH)
of proton and other light ion patient plans even for complex cases
such as lung irradiation [23]. However, analytical codes are usually
designed for a specific task, making the introduction of new
features such as MR-guidance [14, 24], positron emission
tomography [25, 26] and prompt gammas [27] require large
development effort and substantial changes in the physics
engine. Fast MC engines have been introduced for proton
beams [28–33] and helped streamline the development while
reaching various levels of agreement when compared against
gold standard MC codes such as FLUKA and TOPAS/Geant [34].

Several recent works have investigated the impact of MR-
guidance on particle beam physics and modelling distortion due
to the Lorentz force [13, 35–38]. Despite these characterizations

however, no fast MC engine has been presented in literature
which is able to perform clinically relevant particle therapy
calculations in magnetic fields. In this work, a CPU-based fast
MC dose engine for proton beams (MonteRay) was developed
and benchmarked for supporting ongoing clinical activity and
introducing novel treatment modalities, particularly within the
MRI-guided particle therapy program at HIT.

MATERIALS AND METHODS

Programming Languages and Libraries
With performance and extensibility to GPUs in mind, the
MonteRay MC engine was written in C++. Several external
libraries were used either during development or execution of
the MC code. The frameworks GoogleTest [39] and Benchmark
[40] are used for testing andmicrobenchmarking the source code.
The Boost library [41] is used for filesystem operations and
parsing of configuration files. RapidXml [42] is used for
reading of irradiation plans in XML format. ITK [43] and
DCMTK [44] are used for reading CT images. FLUKA
simulations were performed using FLUKA version 2020 0.6.

Geometry and Materials
Voxelized water phantom and patient geometries are
implemented from computed tomography (CT) scans using
the approach described in [45, 46], i.e. the Hounsfield Unit
(HU) of each voxel is converted to a water equivalent path
length, density and elemental composition. In total, 36
different materials, covering an HU range between -1000 HU
and 3070 HU are used. HU values larger than 3070 are assumed
to be metallic implants made from titanium. Each material is
modeled as a combination of up to ten elements. Additionally,
five extra materials (water, RW3, PMMA, air and carbon fiber)
can be defined by the user for dosimetric studies. For the
calculation of nuclear interactions, only the most abundant
isotope of each element is considered: 1H, 12C, 14N, 16O, 23Na,
24Mg, 31P, 32S, 35Cl,40Ar, 39K, 40Ca and 48Ti. However, just H, C,
O and Ca already constitute more than 90% of a human’s weight
[47]. Including more materials in MonteRay is trivial if they
consist only of the ten base elements already defined. Adding
additional elements requires the generation of additional inelastic
nuclear interaction databases (Inelastic Nuclear Interactions).

Handling the HIT-specific Beamline
TheHIT beamline consists of various layers of different materials,
including tungsten [48], with which the particle beam interacts
before reaching the patient, resulting in a unique phase-space of
particles. To avoid modelling and simulating the whole beamline
in MonteRay, the approach described in [49] was used,
i.e., sampling from a phase-space for each of the 255 quasi-
monoenergetic proton beams available at the HIT facility. Each
file contains the location, direction and energy of 10 million
particles sampled on a plane perpendicular to the beam’s
direction before the patient’s entrance. The phase space was
generated using FLUKA and besides primary protons,
secondary protons generated due to the primary particle’s
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interactions with the beamline are also considered. For now,
however, all other secondary particles (deuterons, tritons, 3He,
4He and neutrons) are neglected. During simulation, our MC
code randomly samples individual particles from these phase
space files.

Transport
For the simulation of proton beams, MonteRay performs the
transport of protons, deuterons, tritons, 3-Helium and 4-Helium.
Of these particles, only protons undergo elastic and Inelastic
Nuclear Interactions as described in Nuclear Interactions. All
transported particles experience energy loss and scattering
through electromagnetic interactions as described in
Electromagnetic Interactions.

Energy is deposited either on a Cartesian or a cylindrical grid.
Energy depositions from heavy nuclear recoils are recorded
locally while energy lost through electromagnetic interactions
are deposited along a track via themethod described in [50]: given
the particle’s location at the beginning of the transport step xi

→ and
its position at the end of the transport step xf

→, the point of energy
deposition is chosen randomly via

xdep
��→ � xi

→ · (1 − U) + xf
→ · U , (1)

where U is a random number uniformly distributed on the
interval [0, 1). This is an efficient method of avoiding aliasing
effects due to floating-point inaccuracies at grid boundaries and
mismatches between the CT and the scoring grid. To avoid
discontinuities in the deposited dose, the particles are
transported on a grid with spacing equal to or less than the
requested scoring grids spacing. If a CT is loaded, this will be the
CT grid. All simulations shown here, unless otherwise noted,
were performed on a 1 × 1 × 1 mm3 Cartesian grid. At the
beginning of each step, the distance to the next voxel’s boundary
dxvox is calculated and the distance to the next nuclear interaction
dxnuc is sampled based on the total nuclear cross section
introduced in Nuclear Interactions. The smaller of these two
values is chosen as the current iteration’s step length dx, i.e.

dx � min(dxvox, dxnuc). (2)

The energy loss over the distance dx is calculated and the
scattering angle is sampled after the approaches described in
Electromagnetic Interactions. In the presence of a magnetic field
�B, an additional deflection Δum

���→
due to the Lorentz force is

calculated after [51] using

Δum
���→ �

( �u × �B) · z · c · dx
m · γ · β , (3)

where m is the particle’s rest mass, z is the particle’s charge in
units of the elementary charge, β is its velocity relative to the
speed of light c, �u is its normalized direction and γ is the Lorentz
factor.

After updating the particle’s position, energy and direction, if a
nuclear interaction occurred, the type of nuclear interaction is
determined, and the nuclear interaction performed as will be
described in Nuclear Interactions. The transport step is repeated

until the particle’s energy falls below a threshold of 1 MeV. The
remaining energy is deposited in a single step. During transport,
only protons undergo nuclear interactions. For all other particles,
only electromagnetic energy losses are considered.

Angular deflections due to nuclear or electromagnetic
interactions, expressed through a polar angle θ and an
azimuthal angle ϕ, are applied to the particle’s initial direction
�u to obtain the particle’s final direction u′

→
via:

u′
→ � �v · sin(θ) · cos(ϕ) + �w · sin(θ) · sin(ϕ) + �u · cos(θ) (4)

where the vectors �v and �w are chosen such that together with �u,
they form an orthonormal basis. Since all physical interactions
considered in the simulation are independent of ϕ, any
orthonormal basis can be used for this purpose. To find �v, a
run-time efficient algorithm described in [52] is used. The last
constituent of the orthonormal basis is then computed using the
cross product �w � �u × �v.

Electromagnetic Interactions
Interactions with electrons cause charged particles to
continuously lose energy while travelling through matter. The
mean energy loss per unit distance due to this process is called the
stopping power S, which is a function of energy and dependent on
the projectile’s mass and charge [53, 54]. FLUKA was used to
tabulate the energy loss of the transported particles in water from
0.1 MeV/ u to 1,000 MeV/ u with 2000 linearly spaced intervals.
To obtain the stopping power in materials other than water, the
stopping power table for water was multiplied by a factor
dependent on the materials HU value [45]. Since the step size
dx is fixed at the beginning of each transport step, the mean
energy loss dE that the particle experiences during the step must
be calculated. This problem is equivalent to solving the following
equation:

E(dx) � E0 − ∫dx
0

S(E(y))dy (5)

where E(x) is the particles energy after having travelled a distance
x and E0 is the particle’s energy at the beginning of the step.While
this equation is in principle solvable under the assumption that S
is linear along the step, a numerical approximation was used
instead. This approximation is based on the following recurrence
relation:

dE0 � dx · S(E0) (6)

dEn � dx · S⎛⎜⎜⎝E0 − dEn−1
2

⎞⎟⎟⎠. (7)

This recurrence relation is evaluated up to a depth of n � 3 to
arrive at an accurate estimate of dE.

Scattering is a statistical process, so the stopping power only
describes the mean energy loss per unit distance traveled.
Theoretical treatments of this process have for example
been done in [55, 56]. The distributions derived therein are
complex and their sampling costly. But in the limit were dx is
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large, the energy loss is approximately distributed normally
around dE. If dx is small on the other hand, the Gaussian
approximation is inadequate and the distribution is skewed
towards high energy losses [54]. Whether a Gaussian
approximation is appropriate can be judged through the
parameter κ given by

κ � ξ

Tmax
, (8)

where ξ is given by

ξ � 2π · Namereρ · dx · q
2

e2
Z
A
· 1
β2

(9)

and Tmax is given by

Tmax � 2meβ
2γ2

1 + 2γ me
m + m2

e
m2

, (10)

where Na is Avogadro’s number, me is the electron’s mass, re is
the classical electrons radius, q is the particles charge in
Coulomb, Z is the target’s atomic charge and A is the
target’s atomic number. Following [57], the energy loss
distribution is approximated through a normal distribution if
κ≥ 10 and a log-normal distribution if κ< 10. The normal
distribution has mean dE and standard deviation σ as given
for example in [53]:

σ �
����������������
ξ · Tmax(1 − 0.5β2).√

(11)

The log-normal distribution’s parameters are determined
through a fit, matching the first four moments of the Vavilov
distribution [57]. For very small κ< 0.3 [57], propose the use of a
different distribution, but with step sizes of 1 mm it was found
that adequate agreement can be achieved by sampling from a log-
normal distribution even when κ< 0.3. During the simulations,
care had to be taken here since occasionally, especially for very
low-density materials like air, the energy loss sampled according
to the log-normal approximation could become negative. In this
case the approximation dE � dE was used.

Besides inelastic collisions with atomic electrons, charged
particles also undergo elastic collisions with atomic nuclei.
These interactions do not contribute to the particle’s energy
loss but deflect the particle. This too, is a statistical process.
Commonly, MC simulations base their scattering model on
Moliere’s theoretical treatment [58]. The formula derived by
Moliere is a series of functions

f (ϑ) � ∑
n

ϑf n(ϑ)
Bn , (12)

where the reduced angle ϑ is related to the polar scattering angle
θ used in Eq. 1 via

ϑ � θ

χc
��
B

√ (13)

and where χc and B are constants dependent on the target
material, the incoming particle’s energy and charge. These

constants are defined in [58] together with an integral
representation of the functions f n. To clear up possible
confusions, we note that in literature, frequently not the
scattering angle ϑ is considered but instead the projected angle
φ is used. This angle arises when one considers the projection of ϑ
onto an axis perpendicular to the beam’s direction. For a rigorous
definition of ϑ and φ, we refer to [58, 59] and here we will only
work with the angle ϑ.

Sampling from higher order terms of the Moliere distribution
is computationally expensive, but approximations can be made.
Perhaps the simplest is dropping higher order terms, i.e. terms
where n≥ 2. Since B is a measure for the average number of single
scattering events occurring along a step, when the step size dx is
large the weight of the higher order terms decreases and the
distribution can be approximated through a Rayleigh distribution
in ϑ

f(ϑ) ≈ ϑ exp(−ϑ2) (14)

or a Gaussian distribution in φ

f(φ) ≈ exp(−φ2). (15)

Single Gaussian approximations of the scattering angle have
for example been introduced by Rossi [60] or Highland [61]. For
the width σ of this Gaussian [60], provide the following empirical
formula:

σ � Esz
βp

����
ρdx
χ0

√
, (16)

where z is the particle’s charge in units of the elementary charge, ρ
is the target’s density, χ0 is the target’s radiation length and p is
the particle’s momentum in MeV/c. Originally, the value of Es

was given as 21 MeV but with the mixed Rayleigh-Rutherford
approach that will be presented here, a value of 11.6 MeV was
found to be better and was used throughout all simulations
presented in Results.

For small dx, the single Gaussian approximation does not
adequately reproduce the large angle tails of Moliere’s
distribution. As a result, authors have proposed different
modifications to the pure Gaussian probability distribution
such as double or triple Gaussian parametrizations [62, 63] or
parametrizations that use a Rutherford distribution to model the
tail [31, 53, 64–66]. Generally, even when using fits of Gaussian
mixture models, the large-angle tails of the Moliere distribution
are not reproduced adequately. In this work, a parametrization
similar to [64] was used, combining a Rutherford-like tail with a
Rayleigh distribution at the center

P(θ) �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

θ

Nσ2 exp(− θ

2σ2), θ ≤ k

α

Nθ3
, θ > k.

(17)

For the simulations, the value k � 3.5σ was used, the constant
α was determined such that P(θ) is continuous at the boundary
θ � k and N was determined such that the probability density
function is normalized, i.e.
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α � k4

σ2
exp( − k2

2σ2
) and (18)

N � NG + NR. (19)

Here, NG and NR are the integral of the Rayleigh and the
Rutherford-like part respectively, given by

NG � 1 − exp( − k2

2σ2
) and (20)

NR � k2

2σ2
exp( − k2

2σ2
). (21)

Sampling of an angle θ is then done via inverse transform
sampling using only a single uniformly distributed random
number U after

θ �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

σ
���������������−2 log(1 − U · N)√

, U ≤NG

1�����������������
1

k2
− 2
α
(U · N − NG)

√ , U >NG
. (22)

Nuclear Interactions
Elastic Nuclear Interactions
The kinematics involved in elastic nuclear interactions are
implemented fully relativistically. The total elastic cross section
σel is calculated starting from the work of [67] and was tabulated
in 500 evenly spaced bins ranging from 0.1 to 500.1 MeV for all 10
nuclei listed in Geometry and Materials. The scattering angle in
the center of mass frame is sampled according to a
parametrization proposed in [68]. First, the momentum
transfer t is sampled after

P(t) � A1.63 exp(14.5A0.66t) + 1.4A0.33 exp(10t), (23)

where, A is the target nucleus atomic number. Then, the center of
mass scattering angle is calculated via

cos(θCM) � 1 − t
2pCM

. (24)

With pCM being the center of mass momentum. From θCM , the
laboratory frame polar scattering angles are computed and,
together with a uniformly distributed azimuthal angle, applied
to the resulting scattered particles.

Inelastic Nuclear Interactions
In particle therapy, inelastic nuclear scattering events generate the
mixed radiation field, i.e. photons, protons, neutrons, deuterons,
tritons, 3He, 4He and heavier fragments (nuclear recoils). In
MonteRay, similarly to other works in literature [31, 32],
photons and neutrons are assumed to be dosimetrically
irrelevant and they are neither transported nor produced. The
total inelastic cross section σ ine for protons was calculated starting
from the work of [69, 70]. To model the production of secondary
particles, a database of nuclear event probabilities was generated
based on nuclear models used internally by FLUKA. The database
covers a primary proton energy Tin ranging from 10 to 300 MeV,

in steps of 10 MeV. Tables were generated for each of the 10
elements defined in and for each of the five possible product
particles considered: protons, tritons, deuterons, 3-Helium and 4-
Helium. Each table (of the 30 · 10 · 5 � 1500 tables) is divided into
100 bins in the kinetic energy Tsec and 100 bins in the solid angle
Ωsec of the secondaries. The 100 energy bins divide the range 0 to
Tin into evenly spaced intervals and the 100 angular bins evenly
divide the interval 0 to 4 π. If an inelastic nuclear event occurs
during simulation, all possible products for the current target
nucleus are created but assigned weights corresponding to their
relative multiplicity (Figure 1A). Secondary particle energy
(Figure 1B) and direction are chosen via a binary search on a
cumulative probability distribution, generated at the beginning of
the simulation by summing up the tables values. Additionally, the
mean kinetic recoil energy is stored for each table and deposited
on the spot following a nuclear event.

Benchmarking of the Developed Dose
Engine
To benchmark MonteRay, its predictions were compared against
experimental data acquired at HIT over the last years, published
in [71, 72]. For scenarios where experimental data was not
available, e.g. in presence of magnetic fields and for patient
calculations, FLUKA predictions were used as a reference.

Comparison Metrics
To judge MonteRay’s agreement with measurements or against
other TPS, several common radiotherapy metrics were used. The
relative error

εrel � 200
d1 − d2

(d1 + d2) [%] (25)

was used to quantify the relative disagreement between two dose
profiles, d1 and d2. Measured and calculated beam ranges were
compared in terms of their R80 value which is defined as the depth
distal to the Bragg peak (BP) where the dose falls to 80% of the BP
value. The difference in range for two dose distributions was
quantified through ΔR80 � |R1

80 − R2
80|. Agreement between

lateral profiles was judged using the full width at half
maximum (FWHM) value and the full width at 10% of the
maximum (FW10%M) value. For the comparison of 3D dose
distributions, the 3D local gamma pass rate was calculated. For
this the python package pymedphys version 0.37.1 was used. For
the calculation, similar to previous protonMC engines [28, 31, 73,
74], the dose percentage threshold was set to 2%, the distance
threshold to 2 mm and the dose cutoff to 5% of the maximum
dose. During the calculation of the gamma pass rate, dose outside
the patient was not considered as it is clinically irrelevant.
Another metric used to evaluate patient plans is the Dx value.
For a given region of interest (ROI), it is defined as the minimum
dose that x percent of the ROIs volume is exposed to.

To judge the deflection of a single beam in a magnetic field, we
introduce the center of mass (COM) of the beam. Given a lateral
profile scored in N bins at locations xi with corresponding scored
doses d(xi), we define it as
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COM � 1
N

∑ xi · d(xi). (26)

Dosimetric Data
Various experimental data that was previously recorded at HIT
was used to evaluate MonteRay’s performance in terms of
dosimetric accuracy. This data, included pencil-beam depth-
dose distributions [71], lateral profiles of vertically scanned
line profiles [75] and Spread-Out Bragg Peak (SOBP) plans
[72]. Details on the measurement procedures were given in
the mentioned references so only a quick overview will be
given here.

Pencil beam depth-dose distributions in water were recorded
using a PeakFinder water column (PTW, Freiburg) with a
diameter of 8.16 cm. In total, 17 Bragg curves with beam
energies spanning the entire energy range available at HIT
(from 48.5 to 222.6 MeV) have been measured. The
measurements took place in a clinical room at HIT. The
resolution was 0.05 mm in the region of the BP.

Measurements of lateral profiles of vertically scanned
irradiation lines in a water phantom were obtained at three
energies (81.5, 158.5 and 222.6 MeV) using an array of 24
motorized pinpoint chambers (PTW, 0.03 cm3) arranged in a
block of six rows and four columns. The profiles were recorded
perpendicularly to the direction of the vertically scanned line.
Each scanned line consisted of 101 pencil beams ranging from
-50 mm to +50 mm with a 1 mm spacing. The horizontal profiles
were recorded starting from about 16 mm in water to 30 mm after
the BP. For each energy, profiles at 42 depths were recorded. The
distance between consecutive profiles was between 0.5 and
10 mm.

Three SOBP plans centered around 5 cm, 12.5 and 20 cm in
water were created using a FLUKA-based treatment planning
tool. The planned dose was 1 Gy within the 3 × 3 × 3 cm target
region. Delivery of the plans happened in the experimental room

at HIT with measurements being done with the same block of
pinpoint ionization chambers used for acquiring the lateral
profiles described earlier. The profiles were recorded starting
at a depth of 16 mm to approximately 20 mm after the end of the
SOBP. The step size between measurements in regions of high
gradient and in regions of high dose was 1 mm.

FLUKA Calculations
Due to the lack of dosimetric data in magnetic fields, the transport
in magnetic fields was benchmarked by comparing MonteRay
against FLUKA. For this the effect of homogenous magnetic
fields, applied perpendicular to the beam’s direction, was studied
for field strengths of 0.5, 1.0 and 2 T. In FLUKA, magnetic fields
were enabled using the MGNFIELD card with default settings.
The DEFAULTS card with value PRECISIO was enabled during
FLUKA simulations to ensure high precision simulations.

Patient Planning
Patient planning was performed in the clinical TPS RayStation
10 A (RaySearch Laboraries, Stockholm, Sweden) on an
anonymized DICOM patient data set representative of a
meningioma treatment. A proton treatment plan using a single
beam at 90° was optimized for evaluation of dose calculation
accuracies in a patient anatomy. The initial spot positioning
(hexagonal grid with spot spacing of 3.6 mm, energy spacing
of 2.1 mm) and minimum number of particles (580.000 particles)
settings follow clinical practice at HIT. Optimization was made
on the planning target volume (PTV, ∼112 cm³) for 49.1 Gy/ 54
GyRBE in 30 fractions using a constant radiobiological
effectiveness of 1.1. The resultant energy range spanned from
∼78 to 151 MeV. The dose grid was set to 2 × 2 × 2 mm³ in
RayStation with a dose uncertainty of 0.5%. The treatment plan
was exported in FLUKA and MonteRay for forward calculation
with and without a magnetic field. The statistical uncertainty of
the MonteRay and FLUKA runs was 1%. The dose uncertainty
was estimated using the batch method. Dose cubes stemming

FIGURE 1 | (A) Average number of particles produced per p + 16O collision as a function of the energy of the incoming proton. (B) For 200 MeV p + 16O collisions,
the angularly integrated probability (in %) of a secondary particle being produced in a certain energy bin (bin size: 10 MeV) is shown. Abbreviations stand for Protons (P),
Deuterons (D), Tritons (T), Helium-3 (3He) and Helium-4 (4He).
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from FLUKA MC and MonteRay were ultimately imported in
RayStation for dosimetric analysis (DVH and line profile
evaluation). All doses were computed as dose-to-water and
dose comparisons were made in Gy.

RESULTS

Pristine Bragg Peaks in Water
To evaluate the accuracy of MonteRay, we first compare the
simulated dose in water dMR to the dose measured at HIT dHIT for
17 quasi-monoenergetic beams. The beam energies ranged from
71.5 to 222.6 MeV. Figure 2 shows a comparison of the dose
obtained with MonteRay with measured values for three
exemplary energies of 71.5, 158.5 and 222.6 MeV. Due to the
high resolution of the measured data (up to 0.05 mm in the BP
region), the transport was performed on a Cartesian grid with
0.1 × 0.1 × 0.1 mm3 resolution. Scoring likewise was done in
0.1 mm thick slices. To match the physical dimension of the
detector, scoring was performed in a cylindrical volume with a
radius of 4.08 cm. Both measurements and simulations were
normalized to one at the BP. Across all the energies, the
maximum, minimum and mean ΔR80 values were 0.16, 0.06
and 0.10 mm, respectively. Once theMC calculations were shifted
by ΔR80, dMC and dHIT were quantitively compared using the
relative error εrel. The dose threshold for calculating εrel was set to
20% of maximum. The mean absolute εrel over all the investigated
energies was 0.56 %.

For the verification of the lateral parametrization in water,
measurements of vertically scanned proton beam lines, as
described in Dosimetric Data, were compared against
MonteRay simulations. Lateral relative dose profiles at three
energies, 81.5, 158.5 and 222.6 MeV, and at 40 different
depths were compared. In Figure 3 and for each energy,
lateral profiles at three depths are visualized: at the entrance
(top row), in the BP region (bottom row) and in the middle of
these two (middle row). The depths are reported in each panel of
Figure 3. The corresponding energy is given at the top of each
column. After correcting for the error in FWHM already present
at the entrance due to daily variations in the beam’s shape, on

average, the simulated FWHM matched the experimental data’s
FWHM within 0.1, 0.3 and 0.5 mm for the three energies,
respectively. Likewise, the FW10%M values matched to within
0.1, 0.3 and 0.9 mm.

Spread Out Bragg Peaks in Water
Next, MonteRay’s simulated dose was compared with dosimetric
data from SOBP plans. The measurement process was described
in Dosimetric Data. The resulting depth-dose distributions are
displayed in Figure 4, together with the measured values. The
mean absolute relative error between measurements and
predictions (excluding data in regions of high dose gradients,
as performed in clinical routine) was (0.69%, 0.74%, 1.0%) with a
standard deviation of (0.7%, 0.6%, 1.0%). The ΔR80 values were
0.5, 0.3 and 0.3 mm, respectively. In the lower panels of Figure 4,
lateral profiles at the entrance and at in the middle of the SOBP
are shown. Here, the simulated SOBP widths matched the
experimental ones on to within about 1 mm.

Magnetic Field Deflection in Homogenous
Fields
To judge the accuracy of MonteRay when dealing with
homogenous magnetic fields, MonteRay’s simulations were
first compared to FLUKA’s for monoenergetic proton beams
incident on water. The magnetic field was applied perpendicular
to the beam’s direction and four field strengths of 0 T, 0.5 T, 1 T
and 2 T were compared. Planar profiles were scored with a
resolution of 1 × 1 × 1 mm3 but were afterwards integrated
along 1 cm in the direction of the magnetic field axis to provide
higher statistics. In Figures 5A,B, 2D dose distributions,
perpendicular to the magnetic field, are shown for the case
where the magnetic field strength was 2 T. In panel (A),
MonteRay’s results are shown while FLUKA’s results are
displayed in panel (B). For all tested field strengths, the
gamma passing rate (as defined in Comparison Metrics) was
above 99.8%

In Figure 5C, lateral profiles at the BP position for the four
field strengths are shown. From lateral profiles, COM, FWHM
and FW%10M were computed at each depth up to the BP. The
maximum differences in COMs (ΔCOM), FWHM (ΔFW50) and
FW10%M (ΔFW10) between MonteRay and FLUKA are
summarized in Table 1. For all tested field strengths and at all
depths, the maximum distances between the COMs stayed below
0.15 mm, the maximum disagreements in the FWHM reached
0.21 mm while the maximum disagreements in the FW10%M
reached 0.31 mm. Comparing integrated depth-dose profiles, the
R80 values betweenMonteRay and FLUKAwere found to agree to
within 0.14, 0.18, 0.10 and 0.07 mm. The maximum relative
errors in dose, after correcting for these shifts, was 1.2%.

Patient Case
In Figure 6 panels (A) and (B), the doses for a patient plan,
calculated with FLUKA and MonteRay are shown in the axial
plane. The gamma passing rate between MonteRay and FLUKA
was computed to be 99.8%. In panel (C), longitudinal profiles and
in panel (D), lateral profiles are shown. The profiles are shown for

FIGURE 2 | Integrated depth-dose profiles of quasi-monoenergetic
beams with energies of 71 MeV, 158.5, and 222.6 MeV are shown.
Peakfinder measurements are indicated by blue points and MonteRay
simulations as solid red lines. The relative error, after correcting for a
lateral shift, between measurements and MonteRay simulations is shown with
grey dotted lines after correcting for the lateral shift.

Frontiers in Physics | www.frontiersin.org November 2021 | Volume 9 | Article 7414537

Lysakovski et al. MonteRay for Proton Radiotherapy



simulated doses obtained from RayStation, FLUKA and
MonteRay, and their locations are indicated in panel (A)
through red horizontal (longitudinal) and vertical (lateral)
lines. For RayStation, FLUKA and MonteRay, the lateral
profile’s FWHMs were 67.6, 68.1, and 68.3 mm. The widths at
10% of the maximum were 85.3, 86.1, and 85.9 mm. The
differences in range between MonteRay/FLUKA and
RayStation/FLUKA were calculated from the longitudinal
profiles and found to be 0.4 and 0.6 mm, respectively. Both in

terms of lateral and longitudinal profiles, MonteRay agrees well
with FLUKA.

In Figure 7A, DVHs calculated for several regions of interest
(ROI) are displayed: the CTV, the brain, the brainstem and the
right optical nerve. The D2, D50 and D98 values were computed
for the CTV and D2 values were computed for the organs at risk
(OAR). To judge the quality of MonteRay, the relative difference
in Dx values between MonteRay and FLUKA is compared to
those between RayStation and FLUKA. Overall, the agreement

FIGURE 3 | Lateral dose profiles of vertically scanned proton lines at 81.5 MeV (left column), 158.5 MeV (central column) and 222.6 MeV (right column) at
different depths as reported in the panels. Measurements (blue points) are compared against MonteRay simulations (red lines).

FIGURE 4 | In panel (A), Longitudinal dose distributions of three proton SOBP plans in water with plateau depths of approximately 5 cm, 12.5, and 20 cm are
shown. In panels (B), (C), and (D), lateral profiles corresponding to the three SOBP plans are displayed. For each SOBP, one lateral profile at the entrance and one lateral
profile in the middle of the SOBP is shown. Measurements (points) are compared against MonteRay’s simulated values (lines).
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between MonteRay and FLUKA was of the same magnitude as
the agreement between RayStation and FLUKA. For the CTV,
good agreement in the D2 value of 0.25%, the D50 value of 0.38%
and theD98 value to within 0.58% was found. For the considered
OARs the computed D2 values matched within 0.50% for the
brain, within 0.44% for the brainstem and to within 0.49% for
the right optical nerve.

Patient Case With a Magnetic Field
To benchmark our magnetic field implementation, the previous
patient plan was reused but for the dose calculation in MonteRay
and FLUKA, a homogenous magnetic field of 1 T was applied
throughout the CT volume. In Figure 8, the calculated doses in
FLUKA (Panel (A)) and MonteRay (Panel (B)) are displayed.
With the magnetic field enabled, the gamma passing rate between
MonteRay and FLUKA was found to be 98.8%.

In panel (C), longitudinal profiles and in panel (D), lateral
profiles are shown, and their locations are indicated in panel (A)
through horizonal (longitudinal) and vertical (lateral) lines.
Profiles are shown for simulated doses obtained with
MonteRay and FLUKA. Additionally, in panel (D), the lateral
profile obtain d from RayStation without an applied magnetic
field is shown. The deflection observed at the lateral profile’s
position was ∼5 mm. Computed for FLUKA and MonteRay, the
lateral profile’s FWHMs were 67.4 mm, 67.5 mm. The widths at

10% of the maximum were 86.0 and 85.0 mm. The difference in
range between MonteRay and FLUKA, calculated from the
longitudinal profiles, was found to be 0.4 mm.

In Figure 7B, DVHs calculated on the same ROIs as in the
previous section are shown.Dx values were computed for FLUKA
and MonteRay. For the CTV we found agreement in the D2 value
of 2%, in theD50 value of 0.53% and in theD98 value of 1.2%. For
the OARs, the computed D2 values matched within 0.76% for the
brain, within 2.1% for the brainstem and within 2.3% for the right
optical nerve.

Runtime Benchmarks
The performance of MonteRay was evaluated for various test
cases. All tests were performed on a six-core AMD Ryzen 5,3600
processor. The transport grid’s resolution was set to 2 × 2 ×
2 mm3. This resolution is used clinically at HIT and other fast MC
codes have used this resolution for benchmarking [31]. For
150 MeV monoenergetic Protons in water with a FWHM of
1 cm, a throughput of 31 k primaries per second on a single
core and 180 k primaries per second when using all six cores of
the CPU, was measured. Under parallel load, the throughput
therefore was 30 k primaries per second per core. In comparison,
the computational throughput of FLUKA on the same problem
on the same hardware was 1.1 k primaries per second.

For the patient plan, benchmarks were run on a 2 × 2 × 2 mm3

grid with 5,000 particles per pencil beam per core. In total, the plan
consisted of 8313 pencil beams. On a single core, a throughput of
33 k particles per second was observed while the throughput on six
core was measured to be 193 k primaries per second which
corresponds to 32 k primaries per seconds per core.

DISCUSSION

The comparison ofMonteRay predictions against dosimetric data
and FLUKA simulations confirms that the implemented

FIGURE 5 | For 200 MeV protons in water, 2D dose distributions calculated with MonteRay (A) and FLUKA (B) are shown in a plane perpendicular to the 2 T
magnetic field. In (C), Lateral profiles for 200 MeV protons in water and with magnetic field strengths of 0 T, 0.5 T, 1 T, and 2 T are displayed at the location of the BP.
MonteRay’s results are indicated by a red line while FLUKA’s results are displayed as blue dots.

TABLE 1 | Comparison of MonteRay against Fluka for a 200 MeV proton beam
incident on water with different homogenous magnetic fields applied
perpendicular to the beam. The maximum differences in the COM (ΔCOM), FWHM
(ΔFW50) and FW10%M (ΔFW10) across all depths up to the BP are reported.

Field strength [T] ΔCOM [mm] ΔFW50 [mm] ΔFW10 [mm]

0 0.018 0.17 0.24
0.5 0.043 0.21 0.30
1.0 0.072 0.19 0.23
2.0 0.14 0.21 0.31
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electromagnetic and nuclear models correctly reproduce the
underlying physics. In terms of depth-dose distributions for
pencil beams in water (Pristine Bragg Peaks in Water), the

mean absolute relative error over all 17 compared energies was
0.56%, ranging from 0.33 to 0.60% for 102.6 and 222.6 MeV
protons, respectively. The depth-dependent maximum
absolute relative error varied from 0.95% (48.5 MeV) to
3.4% (222.6 MeV). The latter is located at the entrance
channel of the highest energy (222.6 MeV) which is
typically not used for clinical purpose. This underestimation
could in part be explained through the fact that the current
approach for sampling the initial particles neglects secondary
d, t, 3He and 4He particles produced in the beamline. Our
predictions are in line with other fast MC engines available in
literature, for example [73], using FRED have found relative
differences of up to about 3% for 200 MeV protons in water.

In terms of lateral evolution as function of depth, MonteRay
matched satisfactorily the experimental data in terms of
FWHM/FW10%M within on average 0.1, 0.3, and 0.9 mm
for low, medium and high energies. The largest difference
has been found in the Bragg peak region for 222.6 MeV
protons with a maximum variation of the FW10%M of
2 mm. To evaluate possible shortcomings in the scattering
model, we have compared FLUKA and MonteRay predictions
for 200 MeV proton beams in water without the HIT beamline.
The maximum FWHM(FW10%M) variation found was

FIGURE 6 | Axial views of calculated doses for the plan described in Section 2.2.4 are shown for (A) FLUKA and (B)MonteRay. In panels (C) and (D), longitudinal
and lateral profiles are shown, respectively. The locations of the profiles relative to the 2D plots are indicated trough red lines in panel (A). RayStation profiles are indicated
by a solid green line, FLUKA profiles by a dotted blue line and MonteRay profiles by a dashed red line.

FIGURE 7 | Computed DVHs for the CTV, the brain, the brainstem and
the right optical nerve (r. o. nerve) are shown. DVHs were computed for
RayStation (green, solid line), FLUKA (blue, dotted line) and MonteRay (red,
dashed line). In panel (A), DVHs for the patient case without a magnetic
field are shown while in panel (B) DVHs calculated for the case with an applied
magnetic field are shown.
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0.17 mm (0.24 mm) and the 3D gamma pass rate was 99.8%
confirming the quality of the implemented model.

Prediction of SOBPs centered at different depths confirmed
MonteRay’s beam-model with an average agreement of
1% when compared against experimental data, well
fulfilling clinical criteria. MonteRay’s results have been
found to be in line with FLUKA results for the same set of
experimental SOBP data [71], with average FLUKA dose
deviations of 0.9%.

Evaluation of MonteRay on a patient plan showed good
agreement against simulations performed with FLUKA. In
terms of D2, D50, and D98 we achieved similar agreement to
FLUKA as RayStation did. The 3D gamma pass rate was
calculated to be 99.8% showing that the implemented models
and approximations for electromagnetic and nuclear interactions
approximate the underlying physics well, also in a clinical setting.
Computed 3D gamma pass rates were in line with those obtained
by other fast MC engines [28, 33, 73].

Similarly, we evaluated the quality of our simulation when an
additional magnetic field was applied to an irradiation plan.
Compared to FLUKA, we found adequate agreement in terms
of D2, D50, and D98 between 0.5 and 2.3%. The 3D gamma pass
rate was 98.9%, showing that a simple approximation of the
Lorentz force is adequate at describing the transport of charged
particles in homogenous magnetic fields.

In terms of computational throughput, MonteRay was able to
simulate 31 k primaries per second for a 150 MeV proton beam
incident on water, transported on a 2 × 2 × 2 mm3 grid. Parallel
execution on six cores was found to scale linearly, achieving a
throughput of 180 k primaries per second. When benchmarked
on a patient plan containing ∼8300 pencil beams with energies
ranging from ∼78 to ∼150 MeV, we measured a throughput of
33 k particles per seconds on a single core and 193 k particles on
six cores. Again, linear scaling was observed which demonstrates
that reading the phase space from disk is not a bottleneck, even
when multiple cores are competing for random read access.

CONCLUSION AND OUTLOOK

In this work we have presented a novel MC engine, specialized for
proton therapy calculations, currently under development at
HIT. Good agreement with measured data and a full-fledged
MC engine (FLUKA) has been found. MonteRay achieved fast
tracking rates of more than 30 k proton primaries per second at
150 MeV on a 2 × 2 × 2 mm3 grid. In a next step, work will begin
on porting our fast CPU engine onto GPUs. Following a
heterogenous approach, i.e. using both CPUs and GPUs, we
hope to achieve sub-minute runtimes even for large
irradiation plans.

FIGURE 8 | Axial views of calculated doses for the plan described in Section 2.2.4 with an added perpendicular magnetic field of 1 T are shown for (A)
FLUKA and (B) MonteRay. In panels (C) and (D), longitudinal and lateral profiles are shown, respectively. Besides the lateral profiles obtained from FLUKA and
MonteRay, we also show the lateral profile of the RayStation dose calculated without a magnetic field. The locations of the profiles relative to the 2D plots are
indicated trough red lines in panel (A). RayStation profiles are indicated by a solid green line, FLUKA profiles by a dotted blue line and MonteRay profiles by
a dashed red line.
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A custom Monte Carlo engine will also allow us to easily
implement custom features such as computing the linear energy
transfer or to add imaging capabilities by producing positrons or
prompt gammas.

With helium beam treatment commencing at HIT, inclusion
of helium beams in MonteRay is underway with inelastic nuclear
databases having already been generated.

With the aim of MR guided ion therapy, we are the first fast
MC engine to include magnetic field support. In the future we will
expand our evaluation to inhomogeneous fields with a focus on
simulating MRIs which are being installed at HIT for the purpose
of MR guided ion therapy.
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Abstract
Background: Monte Carlo (MC) simulations are considered the gold-standard
for accuracy in radiotherapy dose calculation; however, general purpose MC
engines are computationally demanding and require long runtimes.For this rea-
son,several groups have recently developed fast MC systems dedicated mainly
to photon and proton external beam therapy,affording both speed and accuracy.
Purpose: To support research and clinical activities at the Heidelberg Ion-
beam Therapy Center (HIT) with actively scanned helium ion beams, this work
presents MonteRay, the first fast MC dose calculation engine for helium ion
therapy.
Methods: MonteRay is a CPU MC dose calculation engine written in C++,
capable of simulating therapeutic proton and helium ion beams. In this work,
development steps taken to include helium ion beams in MonteRay are pre-
sented. A detailed description of the newly implemented physics models for
helium ions, for example, for multiple coulomb scattering and inelastic nuclear
interactions, is provided. MonteRay dose computations of helium ion beams
are evaluated using a comprehensive validation dataset, including measure-
ments of spread-out Bragg peaks (SOBPs) with varying penetration depths/field
sizes, measurements with an anthropomorphic phantom and FLUKA simula-
tions of a patient plan. Improvement in computational speed is demonstrated in
comparison against reference FLUKA simulations.

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any
medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2022 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American Association of Physicists in Medicine.
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Results: Dosimetric comparisons between MonteRay and measurements
demonstrated good agreement.Comparing SOBPs at 5,12.5,and 20 cm depth,
mean absolute percent dose differences were 0.7%, 0.7%, and 1.4%, respec-
tively. Comparison against measurements behind an anthropomorphic head
phantom revealed mean absolute dose differences of about 1.2% (FLUKA:
1.5%) with per voxel errors ranging from -4.5% to 4.1% (FLUKA: -6% to 3%).
Computed global 3%/3 mm 3D-gamma passing rates of ∼99% were achieved,
exceeding those previously reported for an analytical dose engine. Compar-
isons against FLUKA simulations for a patient plan revealed local 2%/2 mm
3D-gamma passing rates of 98%. Compared to FLUKA in voxelized geome-
tries, MonteRay saw run-time reductions ranging from 20× to 60×, depending
on the beam’s energy.
Conclusions: MonteRay, the first fast MC engine dedicated to helium ion ther-
apy, has been successfully developed with a focus on both speed and accuracy.
Validations against dosimetric measurements in homogeneous and hetero-
geneous scenarios and FLUKA MC calculations have proven the validity of
the physical models implemented. Timing comparisons have shown significant
speedups between 20 and 60 when compared to FLUKA, making MonteRay
viable for clinical routine. MonteRay will support research and clinical prac-
tice at HIT, for example, TPS development, validation and treatment design for
upcoming clinical trials for raster-scanned helium ion therapy.

KEYWORDS
dose calculation, fast monte carlo, helium ions, radiotherapy

1 INTRODUCTION

Since the shutdown of the Lawrence Berkeley National
Laboratory (LBNL) cancer treatment trials,1–3 helium ion
beams have remained clinically unexploited worldwide,
with few facilities hosting ion sources and accelera-
tion/beam delivery systems for experimentation (HIT,
NIRS-QST, GANIL, LNS, CNAO). However, interest in
helium ion therapy is rising, due to their favorable phys-
ical and radio-biological properties intermediate of the
major clinical ion beams, for instance, reduced lateral
scattering, sharper penumbra, enhanced linear energy
transfer (LET) and targeting compared to protons or a
reduced fragmentation tail compared to carbon ions.4

Helium ion therapy could potentially improve clinical
outcomes in terms of local control or toxicity rates for
sensitive cases such as in pediatrics.5,6

In July 2021, the Heidelberg Ion-Beam Therapy Cen-
ter (HIT) began the world’s first helium ion-beam therapy
program by initiating the first patient treatment using
active scanning delivery.7 Prior to program initiation,
extensive beam characterization and development, vali-
dation and benchmarking of a physics engine dedicated
to helium ion dose calculation were necessary.4,6,8

Monte Carlo (MC) codes are the preferred method
for most accurately simulating the physics of particle
interactions with matter. Helium ion beams produce a
complex mixed radiation field, consisting of helium ions
(4He),protons,deuterons, tritons, 3He particles and neu-
trons. Accurate modeling of this spectrum is critical to

predict physical dose in both simple (e.g., water phan-
tom for QA) and complex geometries like patients. For
instance, FLUKA9,10 MC is used at the HIT facility since
start-up and supports clinical practice, providing a par-
ticle transport framework for a wide range of materials,
particles and energies. When it comes to accuracy and
flexibility, MC simulations like FLUKA MC, GEANT,11 or
PHITS12 provide the gold standard. However, this com-
prehensive modeling of particle interactions with matter
comes at the cost of increased runtime. Recent works
have developed fast analytical dose engines for helium
ions for both research and/or clinical investigations13,14;
however, accuracy of these systems may be limited in
highly heterogeneous anatomy and/or complex clinical
scenarios.15 Therefore, MC codes which provide both
fast and accurate predictions are needed for research
and clinical use.

In this work, we present the development and val-
idation of MonteRay, the first rapid MC dose engine
for helium ions, suitable for the energies available
at HIT, covering an energy range from 0.1 MeV/u to
230 MeV/u. MonteRay provides dose predictions for
proton16 and helium ion therapy within an adaptable
in-house framework. In detail, we outline the imple-
mented physics models for electromagnetic (energy
loss and scattering) and nuclear (elastic and inelastic)
interactions. Benchmarking against measurements, for
example,depth and lateral dose distributions,spread-out
Bragg peaks (SOBPs),was performed with various dosi-
metric metrics. Validation of MonteRay was conducted
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2512 MONTERAY: A FAST HELIUM ION MC ENGINE

versus FLUKA MC on a patient case, as well as against
measurements to test the accuracy in heterogeneous
settings using an anthropomorphic head phantom.

2 METHODS AND MATERIALS

The main features of MonteRay for proton beams have
already been summarized in Lysakovski et al.16 For the
extension to helium ion beams, several changes and
additions were made to the original code. Below, these
will be described in detail and a general overview of the
code will be given.

2.1 Transport

During the simulation, helium ions (4He) as well as
protons, deuterons, tritons, 3He particles (produced
during nuclear interactions) are transported. In Mon-
teRay, all particles undergo energy loss and scattering
due to electromagnetic interactions, while only pro-
tons and helium ions undergo nuclear interactions.
Nuclear interactions are not limited to primary parti-
cles but also take place for protons and helium ions
which themselves were generated in nuclear interac-
tions.MonteRay allows particle transport in either simple
geometries, such as a homogenous water tank, or in
voxelized geometries defined by importing a CT.Regard-
less of the chosen geometry, the transport of particles
is always performed on a rectilinear grid and in each
iteration the particle is transported to the beginning of
the next grid cell. For protons and helium ions, this step
can be cut short if a nuclear interaction is determined
to take place along the way. Sampling of nuclear inter-
actions is based on interaction cross sections defined
for each material as described in Section 2.4. During
each step, the particle loses energy (Section 2.3.1)
and is deflected (Section 2.3.2) due to electromag-
netic interactions. At the end of each step, the energy
loss is recorded in one or multiple user-defined scoring
geometries. To allow arbitrary combinations of trans-
port and scoring grid sizes, the energy is deposited in
a random location on the line connecting start and end
position of the particle, avoiding aliasing effects due to
grid mismatches or floating-point precision issues.Parti-
cle (protons, deuterons, tritons, 3-Helium and 4-Helium)
transport is interrupted if a particle’s kinetic energy
falls below a user defined threshold (for this work 0.1
MeV/u), at which point the particle’s remaining energy
is deposited in one final step.

2.2 Geometry and materials

The material classification of MonteRay can be divided
into a discrete and a continuous part. For the discrete

part we follow an approach similar to previous work.17,18

Elemental compositions and nuclear interaction cross
sections are defined for 40 materials including, among
others, water, air and 35 compounds corresponding to
Hounsfield Units (HU) in the range of −995 to 3070.
Each material is composed of up to ten different ele-
ments (1H, 12C, 14N, 16O, 23Na, 24Mg, 31P, 32S, 35Cl,
40Ar, 39K, 40Ca and 48Ti) and material compositions are
given in terms of mass fractions, e.g. water is defined to
consist of 11% hydrogen and 89% oxygen by mass.Dur-
ing simulation, each point in space is assigned exactly
one of the available materials, that is, the elemental
compositions of voxels are discretized. On the other
hand, the density and stopping power ratio (SPR), are
computed in a continuous manner from the HU values.
For the density, the approach by Schneider et al.19 is
used.Like in clinical treatment planning systems, lookup
tables are used for the conversion of HU values to
SPR values. For some select materials, for example, air
or PMMA, the SPR ratios were determined based on
FLUKA simulations.

To summarize, for a given point in space we thus
obtain:

∙ Nuclear interaction cross sections used to calculate
the distance to the next nuclear event.

∙ A material and its corresponding elemental compo-
sition, used in the calculation of quantities needed
for coulomb scattering and in the selection of per-
element inelastic nuclear interaction tables.

∙ A density and a SPR, which are either derived from a
HU value or specified by hand.

2.3 Electromagnetic interactions

2.3.1 Energy loss

The continuous energy loss of charged particles due to
the interaction with atomic electrons is modeled via the
mean stopping power of water. For each of the trans-
ported particles, the mean stopping power in water was
obtained from FLUKA and stored between 0.01 MeV/n
and 300 MeV/n. The stopping power in materials other
than water is determined through the SPR. Energy loss
straggling is simulated based on the method described
in Chibani et al.20 In our simulations, we only implement
the Gaussian, the log-normal and the Landau distribu-
tion, that is, we do not implement the mixed-distribution
approach described by Chibani et al.20 We found that
an exact reproduction of the single step energy loss
distribution is not critical in practice. After less than 10
iterations, the convolution of multiple steps accurately
reproduces the energy loss distribution when compared
against FLUKA. In Figure 1a, the energy loss distribu-
tion of 150 MeV/u 4He particles is shown for MonteRay
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(a) (b)

F IGURE 1 For 1 cm of three materials (Bone-like, Water and Lung-Like), the (a) Energy loss distributions relative to the mean energy loss of
the respective materials and (b) distributions for the polar scattering angle Θ are shown. To avoid overlap, that is, for visual purposes, the curves
in panel (a) are offset by 0.1 from another while the maxima of the curves in panel b) are normalized to 1, 5, and 25 (Lung-Like, Water, Bone-like)

and FLUKA. Three different materials with a thickness
of 1 cm with MonteRay step sizes of 1 mm are shown.

2.3.2 Multiple coulomb scattering

Elastic collisions of beam particles with atomic electrons
lead to a broadening of the beam. The distribution of
polar scattering angles 𝜃 after a particle has traversed
a certain thickness dx of matter can be described by a
distribution derived by Molière.21 For simplicity, Molière
introduced the scaled angle 𝜗 = 𝜃∕(𝜒cB1∕2),where B is
a measure for the average number of collisions occur-
ring along the path dx and 𝜒c is called the characteristic
angle. Molière expressed the distribution of scattering
angles f (𝜗) as an infinite sum of functions f n(𝜗)

f (𝜗) =
∑ 𝜗

Bn f n (𝜗) . (1)

The first two terms of this expansion are f 0 and f 1 with

f 0 (𝜗) = 2 exp
(
−𝜗2

)
(2)

and

f 1 (𝜗) = 2 ⋅ exp
(
−𝜗2

)
⋅
((
𝜗2 − 1

)
⋅
(
Ei

(
𝜗2

)
− log

(
𝜗2

))
+ 2 − exp

(
𝜗2

))
, (3)

where Ei is the exponential integral function. While
higher order terms become increasingly more complex
to evaluate, their weight also decreases. Computing B
for particle, material and energy configurations typical
for radiotherapy MC simulations, one finds values of B
between 5 and 20, resulting in a suppression factor of
>100 for f 2.

MonteRay’s approximation to Molière’s distribution is
similar to the one by Kuhn and Dodge22 in that we
use two separate functions to approximate the small
angle and asymptotic large angle parts of Molière’s
distribution, corresponding to f 0 and f 1, respectively,

f (𝜗) ≈ fray (𝜗) + fruth (𝜗) . (4)

The small angle part of Molière’s distribution can be
approximated by a Rayleigh distribution, corresponding
to the first term in Molière’s expansion

fray (𝜗) = 2𝜗 exp
(
−𝜗2

)
. (5)

Our choice of the asymptotic part differs from the one
used by Kuhn and Dodge and is motivated by the behav-
ior of Molière’s distribution at large angles. According to
Molière, the asymptotic behavior of the distribution for
large angles is mostly determined by f 1, and since at
large angles f 1(𝜗) ≈ 2𝜗−4 + O(𝜗−6), we use

fruth (𝜗) =

{
2

B𝜗3
, 𝜗 ≥ k

0, 𝜗 < k
. (6)

The exact choice of the cutoff k appears to be rel-
atively unimportant for the shape of the distribution.
Following Kuhn and Dodge, a value of

√
2 is used

for k.
The angle 𝜗 can be sampled from this distribution

using inverse transform sampling but to convert 𝜗 to the
true polar angle 𝜃, the material, particle and path length
dependent quantities 𝜒c and B must be computed.Mon-
teRay’s computation of these constants is based on
the summary given by Gottschalk et al.23 The quanti-
ties relating to the incoming particle are the momentum
p in units of MeV/c, the relativistic velocity 𝛽 and its
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charge z, given as a multiple of the elementary charge.
The quantities relating to the traversed material are the
density 𝜌 in g/cm3, the atomic numbers Zi and relative
atomic mass Ai of its constituent atoms and the mass
fractions wi of these atoms. Finally, the thickness of the
material is denoted by dx. To compute 𝜒c and B for a
given scattering event, the constants ci are first com-
puted for every elemental constituent of the traversed
material

ci =
4𝜋NA(ℏc)2

𝛼2

z2Z2
i 𝜌

wiAi
≈ 0.157 MeV2cm2

z2Z2
i 𝜌

wiAi
. (7)

With NA being Avogadro’s number, 𝛼 ≈ 137−1 being
the fine-structure constant and where ℏc is expressed
in units of MeV cm. By defining the sum over all ci as

ctot =
∑

ci , (8)

the characteristic angle 𝜒c can be computed via

𝜒2
c =

ctotdx
p2𝛽2

. (9)

To compute B, the constants 𝜒i
a are first computed for

every element via

𝜒i
a

2
= 𝜒i

0

2 (
1.13 + 3.76𝛼2

i

)
, (10)

𝛼i =
zZi

137𝛽
and (11)

𝜒i
0 =

C2
3
√

Zi

p
, (12)

with C2 = 0.00421 MeV∕c. To account for the scatter-
ing of the incident particle from atomic electrons the
correction term derived by Fano25 is used

Fi =
1
Zi

⎛⎜⎜⎜⎝log
1130Z

−
4
3

i(
1

𝛽2
− 1

) − uin −
1
2
𝛽2

⎞⎟⎟⎟⎠ . (13)

As suggested by Fano,24 a value of −5 is used for uin.
With this,

𝜒tot
a

2
=
∑

ci ⋅

(
log

(
𝜒i

a
2
)
− Fi

)
, (14)

𝜒2
a =

𝜒tot
a

2
dx

𝜒2
c p2𝛽2

and (15)

log10Ω =
log

(
𝜒2

c
)
− 𝜒2

a

log (10)
(16)

and finally, the linear approximation by Scott26 is used to
compute B

B = 1.153 + 2.583 ∗ log10Ω. (17)

The strength of the presented approach lies in the
fact that it does not rely on the introduction of ad-hoc
finely tuned empirical constants or pre-computed lookup
tables. In Figure 1b, the angular distributions of 150
MeV/u helium ions traversing 1 cm of Water, a Lung-
Like material and a Bone-like material are shown. The
MonteRay simulations were performed with a fixed step
size of 1 mm and a total of 107 particles histories were
followed.

2.4 Nuclear interactions

In MonteRay, protons and helium ions can undergo
nuclear interactions. These are treated separately from
the electromagnetic interactions mentioned in the previ-
ous chapter.As nuclear interactions happen infrequently,
they are not grouped together like electromagnetic inter-
actions are. Instead, each nuclear interaction is treated
as a point like event. The distance to the next nuclear
event is sampled at each transport step and if this dis-
tance is less than the distance to the next voxel, the step
is cut short and we enter the nuclear interaction routine.

2.4.1 Elastic nuclear interactions

Like FLUKA, MonteRay only considers elastic nuclear
interactions of helium ions with hydrogen atoms. Sim-
ilarly, De Simoni et al.26 report that their carbon dose
engine FRED only considers carbon-hydrogen elas-
tic nuclear interactions. Protons on the other hand, as
described previously,16 undergo elastic nuclear interac-
tions with all ten available elements.

The elastic cross section of helium ions was extracted
from FLUKA and tabulated for energies ranging from 0.1
MeV/u to 500.1 MeV/u.For the elastic nuclear interaction
itself, helium ions that interact with hydrogen atoms are
first boosted into a frame of reference where the helium
ion is at rest and the hydrogen atom is considered as the
projectile. With this, the interaction process can use the
same formalism as previously presented for protons,16

based on the work of Ranft et al.27 Afterwards,the result-
ing particles are boosted back into the initial frame of
reference and transport continues.

2.4.2 Inelastic nuclear interactions

In particle therapy, inelastic nuclear scattering events
generate the mixed radiation field, that is, photons, pro-
tons, neutrons, deuterons, tritons, 3He particles, helium
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MONTERAY: A FAST HELIUM ION MC ENGINE 2515

a) b)

4He+16O

4He(800 MeV)+16O

(a) (b)

F IGURE 2 Panel (a) Weights of secondary particles produced in MonteRay as a function of projectile energy for inelastic collisions
between 4He and 16O. Panel (b) For an incoming 800 MeV 4He projectile and a 16O target the energy distributions of produced secondaries are
shown. Blue, orange, green, red and violet points/curves represent protons, deuterons, tritons, 3He particles and helium ions, respectively

ions (4He) and heavier fragments (nuclear recoils). For
the handling of proton beams, photons and neutrons
were assumed to be dosimetrically irrelevant and they
were neither transported nor produced.16 To verify that
the same could be applied for helium ion beams,FLUKA
simulations were run for an energy range of 50−220
MeV/u,and it was found that the contribution of photons
and neutrons to the integrated depth dose distribution
in water was smaller than 0.03% and therefore they are
also neglected for helium ion beams.

Like the elastic cross section, the total inelastic cross
sections of helium ions are tabulated from 0.1 MeV/u to
500.1 MeV/u, however they are tabulated for all ten ele-
ments inside MonteRay, and not just for hydrogen. The
tabulated inelastic cross sections are calculated based
on the work by Tripathi et al.,28,29 but with the correc-
tions proposed by Horst et al.,30 which are based on
measurements performed at HIT.

To model the production of secondary particles, a
database of nuclear event probabilities was generated
based on nuclear models used internally by FLUKA.The
database covers a helium ion energy range from 10
MeV/u to 230 MeV/u, in steps of 10 MeV/u. For pro-
jectiles below 10 MeV/u, MonteRay randomly choses
whether a nuclear interaction takes place (using the 10
MeV/u database) or not. For each available element
and product particle, a 100 × 100 large table stores
the production probabilities as a function of the pro-
duced particles solid angle and kinetic energy. While for
protons, both the energy and the angular binning was
linear, for helium a logarithmic binning for the storage of
solid angles was chosen.The resulting 100 angular bins
divide the interval 0 to 4𝜋 such that the ratio of two sub-
sequent angular bins is constant, that is, Ωi+1

Ωi
= 1.139.

This convention is adopted from how FLUKA scores
boundary crossing events.

If an inelastic nuclear event occurs during simulation,
all possible products for the current target nucleus are
created but assigned weights corresponding to the prob-
ability that they would occur in any given interaction. For
example, in Figure 2a these weights are shown for a
16O target as a function of the incoming helium ion’s
energy. Energy and direction of the secondary particles
are chosen according to the probabilities encoded in the
database and in Figure 2b, the energy distributions of
produced secondary particles for 800 MeV helium ions
are shown.

The effect of the resulting mixed radiation field is
shown in Figure 3. Here, MonteRay and FLUKA sim-
ulated doses of 200 MeV/u helium ions incident on
water are shown with the total dose broken up into the
individual contributions of the available ions.

2.5 Benchmarks

2.5.1 Pristine Bragg peaks – depth dose
distributions

To evaluate the accuracy of implemented energy loss
and nuclear interaction models,measured integral depth
dose distributions (IDDD) were compared against Mon-
teRay simulations. Measurements were recorded at HIT
using a PEAKFINDER water column (PTW, Freiburg)
with the measurement setup previously described by
Tessonnier et al.31 For this comparison, 15 recorded
IDDDs with energies ranging from 50 MeV/u to 200
MeV/u were available. Each individual IDDD consisted
of between 90 and 300 individual measurements with
the highest density of measurements around the BP
region (step sizes down to 0.05 mm). The detectors
radius of 4.08 cm was taken into account in MonteRay
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2516 MONTERAY: A FAST HELIUM ION MC ENGINE

F IGURE 3 Comparison of integrated depth-dose distributions (IDDD) of 200 MeV/u 4He ions incident on water computed with FLUKA and
MonteRay. The total IDDDs (blue) are broken down by particle type: 4He (orange), Proton(green), Deuteron(red), Triton(purple) and
3-Helium(brown). FLUKA runs are indicated through symbols while MonteRay runs are displayed as solid lines

when scoring the simulated dose. Particle tracking and
scoring were performed on a 0.1 × 0.1 × 0.1 mm3 grid.
The grids high resolution was necessary to accurately
capture the IDDDs in high gradient regions, especially
for low energies. For each beam, 106 primaries were
simulated.

For the comparisons of measured dose to simulated
dose, the IDDDs were normalized to 1 in the BP and
relative errors calculated according to

𝜖 = 200
||||dsim − dmeas

dsim + dmeas

|||| [%] . (18)

2.5.2 Pristine Bragg peaks – lateral dose
distributions

As the comparison of IDDDs provides very limited
information about the validity of the scattering model
implemented, measured lateral dose distributions in
water were compared against MonteRay simulations.
The measurement process was described by Besug-
low et al.32 in detail. Briefly: A 2D-ionization chamber
array (OCTAVIUS, PTW Freiburg) was used to obtain
2D dose distributions at multiple depths in water.The 2D
detector consists of an array of 977 ionization chambers
with a size of 2.3 × 2.3 × 0.5 mm3. Irradiation was per-
formed with approximately 109 helium ions incident on
a water tank equipped with a PMMA sleave for hous-
ing the detector. Lateral dose distributions obtained at
10 different energies ranging from 82 to 201 MeV/u were
recorded with the number of different positions recorded
per energy ranging from 3 to 42. For comparison with
simulations, 1D dose distributions were extracted from

the measurements and corresponding simulated dose
distributions were scored in MonteRay for comparison,
using 107 primary particles per run.

2.5.3 Spread out Bragg peaks

MonteRay was compared against measured SOBPs in
water, planned doses of 1 Gy were delivered to a cubic
region of 6 × 6 × 6 cm3, centered at depths of 5, 12.5
and 20 cm in water. The energies of the three SOBPs
ranged from 52 MeV/u to 107 MeV/u, 115 MeV/u to 151
MeV/u and 158 MeV/u to 190 MeV/u, respectively. Data
acquisition was carried out using a three-dimensional
array of 24 PinPoint ionization chambers (TM31015,
PTW Freiburg).A detailed description of the array of ion-
ization chambers was given by Karger et al.,33 and the
same measurement setup has previously been used for
verification purposes.16,34

2.5.4 Anthropomorphic phantom

For verification in heterogeneous conditions, an anthro-
pomorphic head phantom (Alderson phantom Radiology
Support Devices, Long Beach, CA, USA) was used.
Generation of the irradiation plan and data collection
has been described by Mein et al.35 In short, the plan
was optimized using a FLUKA-based treatment plan-
ning tool with a target dose of 1 Gy in a 6 × 6 × 6
cm3 cubic volume centered 7 cm behind the phantoms
backplate. The plan included energies ranging from 115
MeV/u to 180 MeV/u.Delivery of the plan was performed
in HITs experimental room. Behind the phantom, PMMA
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MONTERAY: A FAST HELIUM ION MC ENGINE 2517

F IGURE 4 Panel (a) Schematic of experimental setup used for acquiring the data. 2D lateral slices were obtained at the locations marked
(i) and (ii), corresponding to one slice in the middle of the SOBP and one near the distal edge. Panel (b) Comparison of MonteRay simulated
doses against measurements in terms of relative dose difference (top row) and 3D-𝛾 index (bottom row) for slices (i) and (ii). Computed 3D-𝛾
passing rates for the two slices are given below

plates were used to position the OCTAVIUS detector
(see Section 2.5.2) at depths of 7 and 10 cm behind the
phantoms backplate. In Figure 4a, a schematic of the
experimental setup can be seen. MonteRay simulations
were carried out with 2% of the plan’s total particle num-
ber. For comparison with previously reported results,35

global 3D-𝛾 index analysis was performed at 3%/3 mm.

2.5.5 Patient plan

The patient plan was generated using the clinical TPS
RayStation 10A (RaySearch Laboratories, Stockholm,
Sweden) with an anonymized patient dataset repre-
sentative of a meningioma treatment. Optimization was
carried out on the PTV (∼112 cm3) with a target dose of
54 GyRBE.For the initial parameters of the optimization,
two beams and a hexagonal spot pattern with 2.4 mm
spot spacing and an energy spacing of 3.1 mm were
chosen. The minimum number of particles per spot was
set to 150000. The final plan included energies ranging
from 87 to 150 MeV/u. In accordance with Bauer et al.,36

FLUKA simulations were carried out with 1% of the total
number of particles to reach a statistical uncertainty of
around 1%, while MonteRay simulations were run with
2% of the total number of particles, resulting in a similar
dose uncertainty of 1.1%.

For comparison with MonteRay, local 3D-𝛾 analysis
was carried out using the python package pymedphys
(version 0.37.1) with a 2%/2 mm criterion and a low dose
threshold of 5%. Prior to computing the 3D−𝛾 values,

the dose computed by MonteRay was interpolated tri-
linearly to match the reference dose grid of the FLUKA
simulation.

3 RESULTS

3.1 Pristine Bragg peaks – depth dose
distributions

In total, 15 measured IDDDs with energies ranging
from 50 to 200 MeV/u were compared with simulations
performed in MonteRay. Before computing dose differ-
ences, MonteRay computed doses were shifted along
the beam direction to match the measurements in terms
of range (R80). The shifts applied ranged from 0 mm
to 0.12 mm, with a mean of 0.05 mm across all com-
pared energies. For the analysis of relative errors 𝜖

(Equation 18), the high gradient region after the BP was
omitted. In Figure 5a, IDDDs of six exemplary energies
are displayed and in Figure 5b detailed relative error
distributions are given in terms of box plots with indi-
vidual relative dose differences indicated through black
dots. Agreement of simulated to measured dose dis-
tributions was good with errors ranging from +−1% at
lower to +−3% at higher energies. Averaging over all
the measurements, mean relative errors between 0.3%
and 1.4% were observed for the different energies. The
maximum observed relative error was −2.7% at the
highest energy of 201.7 MeV/u.Looking at the displayed
curves in Figure 5a, we see that MonteRay tends to
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2518 MONTERAY: A FAST HELIUM ION MC ENGINE

(a) (b)

F IGURE 5 Panel (a) Normalized IDDDs for six beam energies are shown. Dose simulated by MonteRay is shown as solid lines while
measurements are indicated through circles. Panel (b) The dose difference in percent is quantified using standard box plots. Bottom, middle and
top bars of the boxes represent 25%, 50%, and 75% percentiles. The whiskers extend up to the minimum/maximum values. Dose differences
from individual measurements are indicated through black dots

underestimate the dose in the entrance and rising part
of the BP compared to the peak itself.

3.2 Pristine Bragg peaks – lateral dose
distributions

In total, lateral dose distributions of beams at 10
quasi-monoenergetic energies were compared against
simulations. Prior to comparison, pre-processing steps
were necessary. As shown in Section 3.1, small dif-
ferences in range between MonteRay simulations and
measurements were observed. To allow comparison of
absolute dose in the high gradient BP region despite of
this, alignment of the 2D dose distributions along the
beam axis was necessary. For this, 1D depth dose dis-
tributions were extracted along the central axis, and a
curve fit between measured and simulated dose dis-
tributions was performed, allowing the shift as a free
parameter. The so obtained shifts were between 2 mm
and 3.4 mm. Then, for each energy and for each avail-
able measured profile at that energy, the FWHM was
determined through a gaussian fit for both measure-
ments and simulated doses, making sure to account for
the previously determined shift when selecting dose dis-
tributions at given depths. Here, day-to-day variations
in beam width, ranging from −15 to +25%,34 have to
be considered. To account for this, the FWHM values
were matched at the entrance, ensuring that observed
differences do not stem from the starting conditions.
In Figure 6a, the computed FWHM values are dis-
played for the highest energy of 201.7 MeV/u. For this
energy, the differences in FWHM are between 0 mm
and −0.3 mm. In Figure 6b,c, 1D dose distributions at a
depth of 41.59 mm (first measurement) and 258.39 mm
(measurement at BP) for 201.7 MeV/u are shown. In
Figure 6d the differences in FWHM for all observed ener-
gies and depths are displayed in a box plot. Black dots
indicate individual computed FWHM differences.Across

all comparisons, the maximum differences observed
were +0.2 mm/−0.37 mm.

3.3 Spread out Bragg peaks

After remaining range uncertainties (<0.4 mm) were
corrected for, SOBPs simulated with MonteRay were
compared to measurements.Since the ionization cham-
bers are not arranged in a rectilinear grid, a direct
comparison of extracted 1D dose distributions is not
possible. Instead, the dose obtained by MonteRay was
interpolated on a 3D grid and dose values at exact
3D locations were extracted from the interpolant for
comparison. Measurements located in the high gradient
region of the SOBP and at the distal end were excluded
during analysis. For plotting and comparison, 1D dose
distributions were generated from the measurements by
averaging over all values within the 6 × 6 cm2 central
region at a certain depth. In Figure 7a, depth dose dis-
tributions of the three SOBPs are shown while panels
b), c), and d) show lateral dose distributions extracted
from the central region of the three SOBPs. Consid-
ering each measurement individually, dose differences
between −1%/−2.4%/−1.8% and +1.5%/+1.8%/3.6%
for the SOBPs at 5 cm/12.5 cm/20.0 cm depth were
observed. Averaged over all individual measurements,
mean absolute dose differences were 0.7%, 0.7%, and
1.4%, respectively. Qualitatively, the lateral dose dis-
tributions show good agreement between MonteRay
simulated doses and measured values.

3.4 Anthropomorphic phantom

The two-dimensional dose distributions recorded with
the OCTAVIUS detector are displayed in Figure 4b for
the two depths, mid-SOBP (i) and near the distal edge
of the SOBP (ii). In the upper row of Figure 4b, dose
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F IGURE 6 Top row: For a beam energy of 201.7 MeV/u, FWHM values computed from measurements and from MonteRay simulations are
displayed in panel (a) MonteRay results are shown as solid red circles and measurements are indicated by rings. For orientation, the light grey
line shows the corresponding depth-dose-profile. Blue and green circles indicate the locations of the lateral 1D dose distributions in panels (b)
and (c), respectively. Panel (d) Boxplots show the distribution of FWHM differences between MonteRay and measurements. Boxes indicate
standard 25%, 50%, and 75% percentiles while whiskers indicate minimum/maximum values. Black dots inside boxes indicate FWHM
differences at individual depths

MonteRay Measurements

(a)

(b) (c) (d)

F IGURE 7 Top row: Depth dose distributions averaged over the 6 × 6 cm2 central region of the SOBP are shown for MonteRay simulations
(solid lines) and measurements (circles) for three different SOBP depths of 5 cm, 12.5 and 20 cm. Bottom row: Lateral dose distributions
extracted from the central region of the three SOBPs at depths of 5.6 cm (b), 12.6 cm (c), and 20.6 cm (d) are shown
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F IGURE 8 In panels a–f, 2D dose distributions calculated with MonteRay (top row) and with FLUKA (bottom row) are shown. The left,
center and right columns correspond to axial, coronal and sagittal 2D dose distributions, respectively. In panel g, DVHs computed from FLUKA
and MonteRay for the CTV, the Brainstem and the left/right optical nerves are shown. In panel h, line profiles (lateral and transversal) extracted
from the depth dose distributions at the indicated locations in panel a and d are shown

differences in percent between MonteRay and mea-
surements are shown. In the lower row, computed 3D-𝛾
values are shown with computed passing rates written
below. For the mid-SOBP (distal edge) slice, minimum
dose differences were −4.5% (−4.4%) while maximum
dose differences were 3.4% (4.1%).Averaging the abso-
lute relative error over all voxels, values of 1.2% (1.2%)
were obtained. For both slices, approximately 99% of all
pixels passed the 3%/3 mm 3D-𝛾 criterion.

3.5 Patient plan

In panels a) to f) of Figure 8, resulting simulated doses
for the patient plan are shown.Axial,coronal and sagittal

slices are displayed in the left, center and right col-
umn, respectively. MonteRay doses are given in the top
row (a-c) while FLUKA doses are given in the center
row (d-f). Visual inspection of 2D profiles yielded good
agreement and computed 2%/2 mm 3D-𝛾 passing rates
of 98.6% confirm this. For further analysis, dose vol-
ume histograms (DVH) for several regions of interest
(CTV, brain stem, left optical nerve, right optical nerve)
were computed and are displayed in panel g). The con-
tours of the CTV (orange) and the brainstem (green)
are indicated through solid lines in panels a) to f). Anal-
ysis of the DVHs in terms of D2%/D50%/D98% for the
CTV and in terms of D1%/D2%/D5% for different organs
at risk (OAR) was performed and is summarized in
Table 1.For the CTV,excellent agreements within−0.1%

 24734209, 2023, 4, D
ow

nloaded from
 https://aapm

.onlinelibrary.w
iley.com

/doi/10.1002/m
p.16178 by C

ochrane G
erm

any, W
iley O

nline L
ibrary on [13/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



MONTERAY: A FAST HELIUM ION MC ENGINE 2521

TABLE 1 Comparison of MonteRay and FLUKA patient plan dose calculations in terms of D2%, D50%, and D98% for the CTV and D1%,
D2%, and D5% for the OARs

ROI name

D2 D50 D98
FLUKA [Gy] MR [Gy] Diff. [%] FLUKA [Gy] MR [Gy] Diff. [%] Fluka [Gy] MR [Gy] Diff. [%]

CTV 29.9 29.9 −0.1 27.6 27.7 −0.2 25.3 25.2 0.7

ROI Name

D1 D2 D5
Fluka [Gy] MR [Gy] Diff. [%] FLUKA [Gy] MR [Gy] Diff. [%] FLUKA [Gy] MR [Gy] Diff. [%]

Chiasma 27.3 27.4 −0.2 27.1 27.3 −0.5 27.0 27.2 −0.4

Brainstem 28.0 27.9 0.4 27.6 27.4 0.5 26.4 26.2 0.7

Left optical nerve 25.9 25.7 0.7 25.8 25.7 0.6 25.6 25.0 2.4

Right optical nerve 26.5 26.4 0.4 26.4 26.2 0.9 26.2 25.7 2.0

Brain 27.8 27.8 0.2 27.0 26.9 0.4 20.1 19.7 2.3

TABLE 2 End-to-end runtimes of MonteRay and FLUKA for 106

helium ions incident on a voxelized water geometry. The standard
error of the mean is used as a measure of uncertainty and was
calculated from five samples

Energy
[MeV/u]

FLUKA time
[s]

MonteRay
time [s] Speedup

50 777 ± 2 13.6 ± 0.4 57 ± 2

100 1653 ± 3 50.6 ± 0.5 32.7 ± 0.3

150 2976 ± 5 119.8 ± 0.3 24.9 ± 0.1

200 4730 ± 14 230 ± 1 20.6 ± 0.1

to 0.7% in these metrics was found. For the OARs dif-
ferences in D1%/D2%/D5% were between −0.5% and
2.4%. Finally, in panel h) extracted 1D line profiles (posi-
tion indicated through violet and brown lines in panels
a) and d)) are shown for MonteRay and FLUKA. Again,
good agreement can be observed.

3.6 Runtime comparisons

End-to-end runtimes of MonteRay were compared to
those of FLUKA on a sample problem with 50–200
MeV/u helium ions incident on a voxelized water tank
geometry with a grid-spacing of 1 × 1 × 1 mm3. To
obtain accurate runtimes,five runs with 106 primary par-
ticles each were timed. All runs were performed on a
single core of an otherwise idle Intel i7-9700k proces-
sor. In Table 2, run times of FLUKA and MonteRay and
computed speedups are summarized.The tracking rates
for helium ions varied from 4300 to 74000 primaries
per second for MonteRay with speedups approximately
ranging from 20 to 60.

4 DISCUSSION

In this work, the extension of MonteRay for the sim-
ulation of helium ion beams was presented and the

accuracy and speed of the engine assessed.Dosimetric
comparisons were performed on a variety of scenarios
like pristine Bragg peaks, SOBPs and anthropomor-
phic targets. Measurements and FLUKA computations
served as references and MonteRay achieved good
accuracy on all scenarios.

Comparisons of depth-dose profiles of helium ion
beams in water showed agreement within ± 3% against
measurements. This is comparable to dose-differences
previously reported for FLUKA in similar scenarios.4

In comparison, previously reported results of Mon-
teRay with proton beams revealed errors within −3% to
+1% over the HIT therapeutic range.17 This regression
can possibly be explained by uncertainties in nuclear
interaction cross sections. While recent data on cross
sections of helium ions by Horst et al.31 were taken
into account, the large uncertainties reported could
impact the accuracy of dose distribution predictions,
possibly explaining in part the differences in terms of
dose distributions observed here. Additionally, the lack
of experimental data in terms of double differential sec-
ondary fragment spectra motivates future studies on
interaction cross sections of helium ions.One promising
candidate for this could be the FOOT project.38

Moving on to more complex scenarios,MonteRay cal-
culations were performed on an anthropomorphic head
phantom and an exemplary patient plan. Comparing the
former against measurements and the latter against
FLUKA simulations, excellent agreement was found. On
the anthropomorphic phantom case, 3D-𝛾 passing rates
were ∼99%, matching those previously reported for
FLUKA and exceeding those previously reported for an
in-house analytical dose engine (93%).36 The improved
accuracy of MonteRay may hint at the necessity of
using MC based dose calculation algorithms for helium
ion therapy in highly heterogenous targets compared to
classic analytical dose engine. Also, MC-computations
could improve the dose prediction accuracy compared
to analytical dose engine when beam modifiers such
as range shifters are needed for treatment.16 Regard-
less,extensive analysis will have to be performed to truly
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understand whether a helium ion MC engine is needed
in clinical practice or if an analytical algorithm, like the
one featured in the TPS currently used at the HIT facility
(RayStation), is sufficient.

The FLUKA comparisons for the patient plan have
shown good agreement in terms of 3D-𝛾 passing rates
(>98%) and dose differences, with clinically relevant
metrics like DVHs matching well.

In this work, a new and improved multiple coulomb
scattering model for MonteRay was introduced. It does
not rely on empirically determined constants to deal
with different material, particle types or step sizes.
Instead, Molière’s scattering distribution was approxi-
mated making use of the fact that it is approximately
proportional to 𝜃−4 for large scattering angles 𝜃. Sam-
pling from the so derived distribution can be performed
quickly using inverse transform sampling and all quanti-
ties necessary are computed analytically starting from
basic material properties, like atomic composition or
density. To benchmark the scattering models accu-
racy, comparisons of simulated lateral line profiles with
measurements were carried out. Good agreements in
FWHM within ± 0.4 mm, corresponding to a relative dif-
ference of ± 5%, at all evaluated energies and depths
were observed. A downside of the newly developed
approach is that the evaluation of the equations pre-
sented in Section 2.3.2 is cost intensive. Despite efforts
to accelerate the computation of the necessary quan-
tities 𝜒c and B (see section 2.3.2), for example, by
pre-computing material constants, ∼15%–20% of the
total computational time, is spent in the scattering rou-
tine. This is caused by the need to evaluate expressions
(e.g., Equation 15) which contain computationally costly
transcendental function calls. Future work will focus on
further accelerating these parts, for example by using
suitable approximations to further simplify calculations
of material constants.

Similarly, the energy loss straggling calculations
based on the work of Chibani et al.20 present another
computational bottleneck with another 10%−20% of the
computational time spent there. Consequently, develop-
ment of faster energy loss straggling algorithms would
be of great interest for the future acceleration of MC
simulations.

Finally, general purpose MC simulations are still the
gold standard for dose computation but are limited in
clinical use due to time constraints. To that end, the
development of MonteRay focused not only on accuracy
but also on speed to make it clinically viable. As a result,
MonteRay achieved runtimes 20–60 times faster than
FLUKA on identical hardware. Like other recent fast MC
engines, these speedups are made possible by a simpli-
fied treatment of physics. This includes approximations
for the energy loss based on the work of Chibani et al.,21

the newly developed multiple scattering model and
the use of pre-computed inelastic nuclear interaction
databases. These databases, generated using the pow-

erful and time-tested nuclear models contained within
FLUKA, allow MonteRay to avoid detailed computa-
tion of complex inelastic nuclear interaction processes.
As a bonus, MonteRay will be able to directly make
use of future improvements made to FLUKA’s interac-
tions models.7 In addition to this, the database driven
approach has the advantage to be easily extensible
to other types of particles, and therefore, MonteRay
can potentially be extended towards the simulation of
carbon ion beams.

Qin et al39 have previously shown that accurate car-
bon ion dose calculation based on nuclear interaction
databases extracted from GEANT are possible. Fur-
ther work on MonteRay will intend to see how using
FLUKA databases performs, especially since de Simoni
et al.27 recently reported on their implementation of
carbon ion inelastic nuclear interactions based on a
phenomenological model, also achieving accurate dose
predictions.

5 CONCLUSION & OUTLOOK

The extension of the dose calculation engine MonteRay
to include helium ion beams has shown that fast MC
simulation of 4He-ion treatment plans is possible. Good
accuracy against measurements and FLUKA simula-
tions were achieved with runtimes approximately 20−60
times faster than FLUKA. While these speedups are
good, the goal is to accelerate MonteRay even further
to improve usability. A promising avenue for this is GPU
acceleration, which has proven successful in several
other MC engines.

Having the capability of simulating helium ions, Mon-
teRay can serve as a fast and accessible tool for
ongoing and future research projects, starting with the
upcoming clinical trial using helium ions at HIT as well
as foreseen helium ion FLASH investigation, helium ion
spot-scanning hadron arc therapy39,40 or, with a pos-
sible extension towards carbon ions in mind, multi-ion
therapy.41,42

The inclusion of carbon ions in MonteRay is expected
soon, as the modern C++ codebase and reuse of
the successful database driven approach for modeling
nuclear interactions will speed up the process.

Finally, a clinically viable dose engine for helium ions
will require a variable RBE model and future develop-
ment of MonteRay will focus on implementing LET/RBE
weighting of dose.
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Abstract
Background: Monte Carlo (MC) simulations are considered the gold-standard
for accuracy in radiotherapy dose calculation; so far however, no commercial
treatment planning system (TPS) provides a fast MC for supporting clinical
practice in carbon ion therapy.
Purpose: To extend and validate the in-house developed fast MC dose
engine MonteRay for carbon ion therapy, including physical and biological dose
calculation.
Methods: MonteRay is a CPU MC dose calculation engine written in C++ that
is capable of simulating therapeutic proton, helium and carbon ion beams. In
this work, development steps taken to include carbon ions in MonteRay are
presented. Dose distributions computed with MonteRay are evaluated using
a comprehensive validation dataset, including various measurements (pristine
Bragg peaks, spread out Bragg peaks in water and behind an anthropomorphic
phantom) and simulations of a patient plan.The latter includes both physical and
biological dose comparisons. Runtimes of MonteRay were evaluated against
those of FLUKA MC on a standard benchmark problem.
Results: Dosimetric comparisons between MonteRay and measurements
demonstrated good agreement. In terms of pristine Bragg peaks, mean
errors between simulated and measured integral depth dose distributions
were between −2.3% and +2.7%. Comparing SOBPs at 5, 12.5 and 20 cm
depth, mean absolute relative dose differences were 0.9%, 0.7% and 1.6%

This is an open access article under the terms of the Creative Commons Attribution License,which permits use,distribution and reproduction in any medium,provided
the original work is properly cited.
© 2023 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American Association of Physicists in Medicine.
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respectively. Comparison against measurements behind an anthropomorphic
head phantom revealed mean absolute dose differences of 1.2% ± 1.1 % with
global 3%/3 mm 3D-𝛾 passing rates of 99.3%, comparable to those previously
reached with FLUKA (98.9%).Comparisons against dose predictions computed
with the clinical treatment planning tool RayStation 11B for a meningioma
patient plan revealed excellent local 1%/1 mm 3D-𝛾 passing rates of 98% for
physical and 94% for biological dose. In terms of runtime, MonteRay achieved
speedups against reference FLUKA simulations ranging from 14× to 72×,
depending on the beam’s energy and the step size chosen.
Conclusions: Validations against clinical dosimetric measurements in homoge-
neous and heterogeneous scenarios and clinical TPS calculations have proven
the validity of the physical models implemented in MonteRay.To conclude,Mon-
teRay is viable as a fast secondary MC engine for supporting clinical practice
in proton, helium and carbon ion radiotherapy.

KEYWORDS
carbon ions, dose calculation, fast Monte Carlo, radiotherapy

1 INTRODUCTION

In radiotherapy, carbon ions can offer advantageous
dose distributions for clinics that seek new-age treat-
ments for inoperable diseases with poor prognosis
using conventional radiation therapy or chemotherapy.1

Currently, 14 facilities using carbon ion beams are in
operation and further seven are either under construc-
tion or in planning.2 Treatment planning systems (TPS)
for carbon ions that are used in clinics use analytical
dose calculation algorithms for calculating physical and
biological dose distributions.3–8 These typically rely on
external databases (based on Monte Carlo [MC] simu-
lations or experimental data) to describe the interaction
of carbon ion radiation in water in terms of depth-
dose distributions, lateral dose distributions and nuclear
fragment spectra.6,7 Conventional MC simulations like
FLUKA,9,10 GEANT11 or PHITS12 are the gold standard
when it comes to accuracy but their detailed modeling
of particle interactions with matter comes at the cost of
increased runtime. In two recent works, fast MC dose
engines for carbon ions have been developed.13,14 How-
ever, these have been validated only against predictions
of general-purpose MC codes without any dosimetric
verification in a clinical facility against measurements.
Further,neither of these works have presented any com-
parisons in terms of biological dose, a key quantity in
carbon ion beam radiotherapy.

Recently, the MC engine MonteRay was presented
for the fast calculation of proton and helium ion beam
dose distributions.15,16 In this work, the extension of
MonteRay towards carbon ion beams is presented. The
implemented physical models for electromagnetic and
nuclear interactions will be explained in detail. For verifi-
cation, dosimetric comparisons against measurements
in homogeneous and heterogeneous scenarios were
performed. To evaluate the accuracy of MonteRay in a

clinical scenario, both physical and biological dose dis-
tributions of an exemplary meningioma case were com-
pared with dose predictions computed with the clinically
used TPS RayStation (RaySearch Laboratories).

2 METHODS AND MATERIALS

Some parts of MonteRay, like the implementation of
energy loss straggling or multiple Coulomb scattering,
have already been presented in previous work.15,16

These will only be described briefly here. Besides
changes specific to carbon ion beams, for example the
addition of new inelastic nuclear interactions,some gen-
eral changes to the code will be described below. For
example, this includes the implementation of geometry
handling routines.

2.1 Transport and geometry

During the simulation of carbon ion beams, primary
carbon ions and fragments produced in nuclear inter-
actions are transported. This includes the following
particles: 1H, 2H, 3H, 3He, 4He, 6Li, 7Li, 8Li, 9Li, 11Li, 7Be,
8Be, 9Be, 10Be, 11Be, 8B, 10B, 11B, 12B, 11C and 12C.All of
these undergo energy loss and scattering due to elec-
tromagnetic interactions (Section 2.2) but only a subset
is able to undergo nuclear interactions themselves
(see Section 2.3). For the definition of the simulation
environment, elemental compositions, mass densities
and nuclear interaction cross sections are defined for
42 different compounds following an approach similar
to previous works.16–19 Both inelastic and elastic cross
sections of particles undergoing nuclear interactions
were extracted from FLUKA and tabulated for energies
ranging from 0.1 MeV/u to 500.1 MeV/u. For treatment
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MONTERAY, A FAST MC CARBON DOSE ENGINE 1435

plan recalculations,TPS-specific lookup tables are used
for the conversion of Hounsfield units (HU) to stopping
power ratios (SPR).

Besides nuclear interaction cross sections, per-
element fragmentation spectra are needed for the
simulation of nuclear interactions. For each particle
undergoing nuclear interactions, these were computed
for the following thirteen elements: 1H, 12C, 14N, 16O,
23Na, 24Mg, 31P, 32S, 35Cl, 40Ar, 39K, 40Ca and 48Ti. For
two elements, Nickel and Tungsten, no nuclear interac-
tion cross sections are currently included since they are
only used in modelling the HIT specific beamline and
don’t occur in the human body in significant amounts.

In previous versions of MonteRay, phase-space files
of the beam at the isocenter were used for initializing
primary particles. This had the downside of having to
generate the phase-space in advance. Especially the
inclusion of beam shaping devices like a range shifter
or a ripple filter was problematic as it required multi-
ple sets of phase-spaces to be available at runtime. To
improve flexibility in terms of supported geometries, this
phase-space based approach has been superseded by
a model of the HIT beamline together with a simple
parametrization of the beam before the beamline, con-
sisting of a single gaussian in terms of energy spread
and position.This was made possible through the imple-
mentation of geometry handling routines based on
the principle of constructive solid geometry, similar to
PENGEOM20 or the FLUKA implementation.This makes
it possible to define a simulation environment composed
of simple shapes such as planes,rectangles or cylinders
combined through Boolean expressions to form more
complex shapes. During initialization of the simulation,
the user-provided Boolean expressions that define the
world are read in, transformed into their conjunctive nor-
mal form and from them,a reduced order binary decision
diagram is constructed using the algorithm described by
Andersen.21 During transport, this tree-like structure is
traversed to determine which region a particle is cur-
rently in, and which region the particle’s trajectory will
intersect next.

For performance reasons, the geometry of the
beam monitoring system, whose FLUKA model con-
sists of hundreds of primitive shapes,was approximated
through a single slab of material with equivalent mean
elemental composition and density. Only the tungsten
wires that are part of the multiwire proportional cham-
bers were modeled explicitly as their influence on the
depth dose distribution is visible for low energies, espe-
cially without a ripple filter.6 Similarly, while it is possible
to implement the ripple filter using a combination of tri-
angular prisms and rectangles, this would require the
calculation of many intersections to traverse it. Instead,
the ripple filter was modeled via a set of piecewise lin-
ear functions which define a polygon that is periodic
along the x-axis and infinitely extended along the y-
axis. With this implementation, the traversal of the ripple

filter requires only two intersections for most primary
particles.

The continuous energy loss of charged particles due
to the interaction with atomic electrons is modeled via
the mean stopping power of water which was extracted
from FLUKA assuming an ionization potential of water
of 77 eV. This is in line with the value used by Parodi
et al.6 The stopping power in other materials is assumed
to be equal to that of water besides a constant, particle
independent factor, the so-called SPR.

Now, let Em denote the particle’s kinetic energy
divided by the particles atomic mass ma. As a function
of Em, the stopping power Sw(Em) of a particle in water
is approximately independent of the particle’s atomic
mass, and particles with identical atomic numbers have
similar stopping powers. Consequently, the tabulation of
stopping powers in MonteRay was not done for individ-
ual particles but for atomic numbers one to six, covering
all particle species transported in MonteRay. In addi-
tion to the stopping power, the quantity Rw(Em) was
pre-computed and tabulated

Rw (Em) =

Em

∫
0

dE′
m

Sw
(
E′

m
) . (1)

This can be used as a way of computing the traversed
pathlength Δx of a particle that starts with an energy
Estart

m and ends at with energy Eend
m since:

Δx =

Eend
m

∫
Estart

m

dE′
m

Sw
(
E′

m
) =

(
Rw

(
Eend

m
)
− Rw

(
Estart

m
))
. (2)

As the step size in MonteRay is defined in terms of
energy lost (not distance traveled) this quantity is crucial
in estimating the range of the particle. The advantage
of using Rw over Sw for the estimation of Δx lies in
the fact that the particle loses energy over the step and
Rw allows to take this into account since the integral is
implicitly included as according to Equation (2).Both Rw
and Sw are among the most frequently accessed quanti-
ties in MonteRay (owing to the energy scoring approach
presented below) and as a result, a fast computation of
them is critical. For this purpose, they are approximated
through piecewise 4th order polynomial fits which allow
an accurate tabulation with few bins (40 currently), ergo
few memory accesses. This approach was also used to
tabulate biological data and linear energy transfer (LET)
tables used for the calculation of biological dose and
LET.These quantities, too,are frequently accessed since
they are needed whenever scoring occurs.

During particle transport, the particle takes a
sequence of discrete steps. At the end of each step, the
particle loses energy (Section 2.2.1) and is deflected
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1436 MONTERAY, A FAST MC CARBON DOSE ENGINE

F IGURE 1 (a) Schematic visualization of scoring in MonteRay.
An exemplary 2D scoring grid is shown with a single particle step
(blue arrow). Shades of red indicate the dose deposited (white = low
dose, red = high dose). Black dots show intersections with the
scoring grid. The stopping power is recomputed at every intersection.
(b) Depth dose distribution of 250 MeV/u carbon ions incident on
water with a fractional energy loss of 10% in both MonteRay and
FLUKA. Inside the figure, a zoomed in section is included to better
show the sawtooth pattern observed when one does not recompute
the stopping power in each scoring bin.

(Section 2.2.2) due to electromagnetic interactions. If
a scoring grid is defined at the particle’s location, the
energy lost during the step is recorded in that scorer.
For this, it is distributed across the scorer’s voxels in
proportion to the length of the particles track in each
voxel. For this voxel traversal, an algorithm based on the
work of Amanatides and Woo22 is used. A schematic
of the scoring process is given in (Figure 1a). There,
the arrow indicates the path traveled by a particle in a
single step, that is energy loss, deflection and nuclear
interactions would only be handled at the beginning and
end of the arrow. At each intersection with the scoring
grid, indicated through black dots, the stopping power
is evaluated using the previously described polynomial
interpolator. In principle this will allow MonteRay to
have larger steps without distorting the deposited dose.
Qualitatively, this is demonstrated in (Figure 1b) where
both FLUKA and MonteRay depth dose distributions of
250 MeV/u carbon ions in water with a fractional energy
loss of 10% are shown. A distinct sawtooth pattern
appears in the FLUKA dose but recalculation of the

stopping power in each scoring cell allows to avoid this
pattern while still taking large steps.

In this work, the step-size was chosen as follows.
Firstly, a hard limit in terms of the length of the step is
imposed by:

1. The distance to the boundary of the region the parti-
cle is currently in which is determined using the new
geometry routines.

2. The distance to the next nuclear interaction, sampled
from an exponential distribution using the mean free
path tabulated for each particle and compound.

Next, a limit in terms of the energy that may be lost by
the particle in one step is imposed. For the simulations
presented here, the energy loss fraction f was chosen
such that

1. it is at least 2% (similar to the step size used by
FLUKA when default settings for hadron therapy are
chosen);

2. it is at most 25% (this limit was also chosen by Qin
et al.13);

3. within this range the energy loss fraction is chosen
such that the step length of the particle in water is
approximately equal to the voxel size of the scoring
grid Δxg.

It is then given by the following equation

f = min
(

0.25, max
(

0.02,
ΔxgSw (Em)

E

))
. (3)

The implemented voxel traversal algorithm is able to
detect when a particle has insufficient energy to leave
the voxel in which it is currently in and aborts transport,
depositing all the particle’s energy in that voxel.

Energy deposition is recorded as MeV per Voxel dur-
ing simulation but eventually is converted to Gy when
writing the output to a file. No calibration in terms of
absolute dose was done for the results presented in
this work and dose values reported are a direct con-
sequence of physical interactions by the number of
particles specified in the irradiation plan.

2.2 Electromagnetic interactions

2.2.1 Energy loss straggling

Energy loss straggling is simulated based on the method
described in Chibani23 and applied in Lysakovski et al.15

using the Gaussian, the log-normal and the Landau dis-
tribution. As an example of the reproduction of energy
loss distributions by MonteRay, in (Figure 2a), the energy
loss distribution of 300 MeV/u 12C ions is shown for
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MONTERAY, A FAST MC CARBON DOSE ENGINE 1437

(a) (b)

F IGURE 2 Distributions of (a) the energy loss relative to the mean energy loss and (b) the polar scattering angle Θ are shown for 1 cm of
three materials (Bone-like, Water and Lung-Like). For visual purposes, the curves in panel (a) are offset by 0.1 from another while the maxima of
the curves in panel (b) are normalized to 1, 5 and 25.

MonteRay and FLUKA. Three different materials (water,
bone-like and lung-like) with a thickness of 1 cm with
MonteRay step sizes of 1 mm are shown.

2.2.2 Multiple Coulomb scattering

Broadening of the beam is caused by elastic collisions
of beam particles with atomic electrons. After travers-
ing a certain thickness of matter, the distribution of
polar scattering angles 𝜃 of the particle is approxi-
mately described by a distribution derived by Molière.24

MonteRay’s approximation of Molière’s distribution has
been described in detail in Lysakovski et al.16 No mod-
ifications were required to extend it from protons and
helium ions to carbon ions. This is a clear strength of
the model employed. Briefly, it uses two separate func-
tions to approximate the small angle and asymptotic
large angle parts of Molière’s distribution in terms of the
scaled angle 𝜗 = 𝜃∕(𝜒cB1∕2)

f (𝜗) ≈ fray (𝜗) + fruth (𝜗) (4)

where B is a measure for the average number of colli-
sions occurring along the path Δx and 𝜒c is called the
characteristic angle. The small angle part of Molière’s
distribution can be approximated by a Rayleigh dis-
tribution, corresponding to the first term in Molière’s
expansion

fray (𝜗) = 2𝜗 exp
(
−𝜗2

)
(5)

For the asymptotic large part MonteRay uses

fruth (𝜗) =

⎧⎪⎨⎪⎩
2

B𝜗3
, 𝜗 ≥ √

2

0, 𝜗 <
√

2
. (6)

The angle 𝜗 can be sampled from this distribution
using inverse transform sampling but to convert 𝜗 to
the true polar angle 𝜃, the material, particle and path
length dependent quantities 𝜒c and B must be com-
puted. MonteRay’s computation of these constants is
based on the summary given by Gottschalk et al.25 and
was described in Lysakovski et al.16 This approach is
used for all ions in MonteRay and no particle or energy
dependent scaling factors had to be introduced like it
was done for goCMC13 or FRED14 for carbon ions. In
(Figure 2b), the angular distributions of 300 MeV/u 12C
ions traversing 1 cm of water, a lung-like material and
a bone-like material are shown. The MonteRay simu-
lations were performed with a fixed step size of 1 mm
using 10 million particles histories.

2.3 Nuclear interactions

In MonteRay, carbon ions undergoing inelastic nuclear
interactions create a wide range of secondary particles:
1H (proton), 2H (deuteron), 3H (triton), 3He, 4He, 6Li, 7Li,
8Li, 9Li, 11Li, 7Be, 8Be, 9Be, 10Be, 11Be, 8B, 10B, 11B, 12B,
11C and 12C. For performance reasons, only a subset of
these can undergo nuclear interactions (both elastic and
inelastic) themselves. In the version presented here, this
was: 1H, 2H, 3H, 3He, 4He, 6Li, 7Li, 7Be, 10B, 11B, 12B, 11C
and 12C.

The final list of particles that undergo nuclear interac-
tions in MonteRay was determined in an iterative fashion
by comparing (a) the fragmentation spectrum to FLUKA
simulations (see Figure 3a and b) and by comparing
simulations of pristine Bragg peaks to measurements
and matching their shape (see Section 3.1). Increased
accuracy through the inclusion of more nuclear inter-
actions had to be balanced with a) the requirement
of compute resources to create the pre-computed
databases and (b) the influence on the runtime itself.
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F IGURE 3 In panel (a), integrated depth dose distributions of 280 MeV/u carbon ions incident on water are shown for MonteRay (solid
lines) and FLUKA simulations (dots). Besides the total dose (blue), individual contributions of particles with atomic numbers between one and
six are shown. Similarly in panel (b), lateral distributions shortly before the BP are displayed. Lateral dose scoring was done in a 1 cm slice along
the y-direction, that is perpendicular to the plotted axis. The legend from panel (a) applies. In panel (c), the statistical weights used by MonteRay
during inelastic nuclear particle production are shown as a function of projectile energy for interactions between 12C and 16O. In panel (d), the
distribution of ejectile energies for the interaction of 280 MeV/u 12C ions with 16O is shown. The angular part of the distribution was integrated
over. The color scheme below the figure applies to all panels and indicates the colors used for particle groups with distinct atomic numbers Z.

Regarding the later, Section 3.5 showcases the impact
of nuclear model extent on the runtime. In (Figure 3a
and 3b),depth dose distributions and lateral distributions
of 280 MeV/u carbon ions for MonteRay and FLUKA
simulations are shown with the total dose (blue) bro-
ken down into the contributions of particles with atomic
numbers one to six.

2.3.1 Elastic nuclear interactions

For protons, elastic nuclear interactions with all ten ele-
ments are handled as described previously.15 For the
other particles that undergo nuclear interactions, elastic
nuclear interactions are only considered when the tar-
get element is hydrogen. This approach is in line with
MonteRay’s treatment of helium ions. As presented in

Lysakovski et al,16 elastic nuclear events of particles
with hydrogen are handled by shifting the frame of ref-
erence such that the hydrogen atom can be considered
as the projectile. With this, the interaction process can
use the same formalism as previously presented for
protons,15 based on the work of Ranft et al.26 Afterwards,
the resulting particles are boosted back into the initial
frame of reference and transport continues.

2.3.2 Inelastic nuclear interactions

In particle therapy, inelastic nuclear scattering events
generate the mixed radiation field.High fidelity MC simu-
lations like FLUKA have elaborate models implemented
inside to treat these interactions. To avoid costly cal-
culations, MonteRay instead employs a pre-computed
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MONTERAY, A FAST MC CARBON DOSE ENGINE 1439

TABLE 1 List of all particle types that can undergo nuclear
interactions in MonteRay and the range of projectile energies for
which inelastic interaction tables were computed. In the third column,
the list of possible secondary particles for each projectile type is
given.

Projectile
Name Projectile Energy Range Possible secondaries

1H 10–500 MeV/u 1H, 2H, 3H, 3He, 4He
2H 40, 80, …, 480 MeV/u Same as 1H
3H 40, 80, …, 480 MeV/u Same as 1H
4He 10–500 MeV/u Same as 1H
6Li 40, 80, …, 480 MeV/u Same as 1H + 6Li
7Li 40, 80, …, 480 MeV/u Same as 6Li + 7Li
7Be 40, 80, …, 480 MeV/u Same as 7Li + 7Be
10B 10–500 MeV/u Same as 7Be + 8Li, 9Li,

11Li, 8Be, 9Be, 10Be,
11Be, 8B, 10B

11B 10–500 MeV/u Same as 10B + 11B +
11C

11C 10–500 MeV/u Same as 11B
12C 10–430 MeV/u Same as 11C + 12C

database of nuclear event probabilities. As previously
described for protons15 and helium ions,16 this database
is based on nuclear models used internally by FLUKA.
While for proton and helium ions only the production
of 1H, 2H, 3H, 3He and 4He was necessary, carbon
ions generate a wider set of secondary particles which
in turn themselves can undergo nuclear interactions.
Consequently, the existing database was extended for
the simulation of carbon ions and now consists of
approximately 60000 individual 100 × 100 tables, corre-
sponding to a memory footprint of about 2.4 gigabytes.
This easily fits into main memory, even when MonteRay
is run across multiple threads since the database is
shared between all threads of a CPU.Each of the 60000
tables corresponds to a combination of projectile type,
projectile energy, target element and ejectile type. The
possible elements (1H,12C,14N,16O,23Na,24Mg,31P,32S,
35Cl, 40Ar, 39K and 40Ca) are the same for all interacting
particles, but the projectile energy ranges and possible
ejectile particle types vary. For example, for primary car-
bon ions (12C), the database covers a projectile energy
from 10 to 430 MeV/u (corresponding to the maximum
energy available at HIT) and the production of all avail-
able particle types is possible.Protons on the other hand
cover an energy range from 10 to 500 MeV/u and only
the production of 1H, 2H, 3H, 3He and 4He is possible.
For some infrequent particle types like 7Li, the number
of projectile energies was reduced to reduce the time
necessary to generate these tables. In Table 1, a sum-
mary of all available nuclear interaction tables is given.
For the handling of proton and 4He ion beams, photons
and neutrons were assumed to be dosimetrically irrel-
evant and they were neither transported nor produced.

Like done by Qin et al,13 the production and transport of
neutrons was also ignored in MonteRay for the simula-
tion of carbon ions. As will be discussed later, neutrons
do impact the dose deposition of carbon ions and ignor-
ing them does lead to an underestimation of the dose,
especially at higher energies. As will be shown, Mon-
teRay achieves good agreements nonetheless and the
omission of neutrons is mainly visible through the lack
of Z = 1 particles (compare Figure 3a).

If an inelastic nuclear interaction is determined to take
place during particle transport, the tables correspond-
ing to the current projectile, projectile energy (rounded
to the nearest table’s energy) and target element are
selected. Each selected 100 × 100 table (correspond-
ing to an ejectile particle type) now encodes a probability
distribution in angle and energy from which the ejectile’s
properties can be sampled.The average number of par-
ticles that are produced per inelastic interaction is very
low for some ejectiles and in order to keep the runtime
small, the same approach as described by Qin et al.13

was chosen to determine whether a secondary parti-
cle is actually produced. For this, the particle’s weight
is first split into a fractional and an integer part. If the
integer part is not zero, a secondary with weight equal
to the integer part is spawned. Additionally, a random
number between 0 and 1 is sampled and if the frac-
tional part is larger than this number, another secondary
with weight 1 is sampled. For projectile energies below
the lowest available table’s energy, MonteRay randomly
chooses whether a nuclear interaction takes place or
not. In (Figures 3c and d), examples of the data con-
tained in the nuclear interaction database are presented.
In panel c), the average number of secondary parti-
cles with atomic numbers one to six as a function of
the projectile’s energy is shown for primary carbon ions
impinging on 16O. In (Figure 3d), the energy distribution,
that is, the angular part of the database was integrated,
of secondary particles produced by 300 MeV/u 12C ions
incident on 16O is shown.

2.4 Benchmarks

2.4.1 Pristine Bragg peaks

As an initial clinical benchmark, measured integrated
depth dose distributions (IDDD) were compared against
MonteRay simulations. Measurements were recorded
at HIT using a PEAKFINDER water column (PTW,
Freiburg) with the measurement setup previously
described by Tessonnier et al.27 For this comparison, a
total of 16 recorded IDDDs (6 with a ripple filter, 10 with-
out a ripple filter) with energies ranging from 100 to 430
MeV/u were available. To match the detectors shape in
MonteRay, it was modelled as a water cylinder with a
radius of 4.08 cm. Due to the sharp BP of carbon ions
and the high spatial resolution of the measured data
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1440 MONTERAY, A FAST MC CARBON DOSE ENGINE

(0.05 mm in the BP region), scoring along the beam’s
direction was performed at a resolution of 0.1 mm,
much higher than one would typically use in a patient
plan calculation.The pristine Bragg peak measurements
were used as a benchmark during development. Initial
simulation results were used to adjust the beams ini-
tial momentum spread in a semi-automatic optimization
procedure in which MonteRay simulations with different
momentum spreads were compared against data, simi-
lar how previously momentum spread was adjusted for
FLUKA simulations.6,28

For the comparison of measured doses to simulated
doses,the IDDDs were normalized such that simulations
and measurements match at the first measured depth of
16 mm in water.As a metric of agreement, the symmetric
relative error was computed:

𝜀rel = 200
(

d1 − d2

d1 + d2

)
[%] (7)

2.4.2 Spread out Bragg peaks

MonteRay simulations were compared against mea-
sured SOBPs in water centered at depths of 5,12.5 and
20 cm. For all three depths, irradiation plans were opti-
mized for uniform target doses of 1 Gy covering cubic
volumes of 3 × 3 × 3 cm3 and 6 × 6 × 6 cm3. Across
all plans, the energies of the SOBPs ranged from 98
MeV/u to 362 MeV/u.The data,previously used for com-
parisons with FLUKA simulations by Tessonnier et al,29

was acquired using a three-dimensional array of 24 Pin-
Point ionization chambers (TM31015, PTW Freiburg).
The array of ionization chamber was described in detail
by Karger et al.30

2.4.3 Anthropomorphic phantom

An anthropomorphic head phantom (Alderson phan-
tom Radiology Support Devices,Long Beach,California,
USA) was used to verify MonteRay in heterogeneous
conditions.A detailed description of irradiation plan gen-
eration and data collection was given in Mein et al.31

In summary, a FLUKA-based treatment planning tool
was used to optimize for a 6 × 6 × 6 cm3 cubic
uniform dose of 1 Gy centered 7 cm behind the phan-
toms backplate. The plan included energies ranging
from 215 MeV/u to 346 MeV/u. Two sets of measure-
ments have been performed. One in water, using the
previously mentioned three-dimensional array of 24 Pin-
Point ionization chambers (TM31015, PTW Freiburg),
and one behind a stack of PMMA plates that were used
to position a 2D-ionization chamber array (OCTAVIUS,
PTW Freiburg) covering the distal part of the SOBP
(Figure 6a). The 2D detector consists of an array of

977 ionization chambers with a size of 2.3 × 2.3 × 0.5
mm3. MonteRay simulations were carried out with 2%
of the plan’s total particle number. For comparison with
previously reported results,31 global 3D-𝛾 index analy-
sis against OCTAVIUS data was performed at 3%/3 mm
and 2%/2 mm.

2.4.4 Patient plan

The patient plan was generated using the clinical TPS
RayStation 11B (RaySearch Laboratories, Stockholm,
Sweden) with an anonymized patient dataset represen-
tative of the re-irradiation treatment of a meningioma
tumor with carbon ions. Optimization was carried out
on the PTV (∼105 cm3) with a target dose of 42 Gy
(RBE) in 14 fractions. For the initial parameters of the
optimization, three beams and a hexagonal spot pattern
with 2.4 mm spot spacing and an energy spacing of
3.1 mm (water equivalent depth) were chosen. The min-
imum number of particles per spot was set to 15 000.
The final plan included energies ranging from 88 to
274 MeV/u. The plan was biologically optimized using
the modified microdosimetric kinetic model (mMKM)32

assuming a tissue characterized with (𝛼∕𝛽)ph = 2 Gy
and 𝛽 = 0.025 Gy−2. Final dose calculation in RaySta-
tion and MonteRay was performed on a 1 mm3 grid.
For MonteRay recalculation, the mMKM database was
used for runtime calculations of the mixed radiation
field parameters as described in details in Bauer et al.33

Due to the high dose grid resolution (1 mm), higher than
usually employed in clinical practice (2 mm), MonteRay
calculations were carried out with 30% of the total
number of particles in the plan to reach a mean relative
uncertainty of 2% (a dose threshold of 5% was used
for uncertainty calculation).

For comparison of computed dose distributions
between MonteRay and RayStation, local 3D-𝛾 analy-
sis of both physical and biological dose was carried
out with a 1%/1 mm and 2%/2 mm criterion and a
lower dose threshold of 5% using the pymedphys python
package (version 0.37.1). To ensure convergence and
to estimate the variance of gamma passing rates, the
simulations were repeated ten times in MonteRay (each
simulation having 30% of the plans total number of
particles).

3 RESULTS

3.1 Pristine Bragg peaks

Measured IDDDs with energies ranging from 100
to 430 MeV/u were compared with simulations per-
formed in MonteRay. Prior to dosimetric comparisons,
range differences between MonteRay simulations and
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F IGURE 4 Panel (a): Normalized IDDDs for six quasi monoenergetic beams with a ripple filter in the beamline are shown. Doses simulated
by MonteRay are shown as solid lines while measurements are indicated through circles. Panel b): The dose difference in percent is shown
using standard box plots. The bottom, middle and top bars of the boxes represent 25%, 50% and 75% percentiles. The whiskers extend up to
the minimum/maximum values. Individual dose differences are indicated through black dots. Panel (c): Like in panel (a), IDDDs of individual
pencil beams are shown but now without a ripple filter present. Panel (d): Dose differences in percent for the IDDDs without a ripple filter are
shown. IDDD, depth dose distributions.

measurements were estimated by computing the depth
at which the curves have fallen to 80% of the maximum
dose (the R80 value). Across all 16 compared BPs, the
differences in range were between 0.02 and 0.3 mm,
with a mean of 0.1 mm. Using these values, relative
dose differences (see, Equation 7) were computed after
MonteRay computed doses were shifted to match the
measurements in terms of range. The high gradient
region after the R80 point was excluded for analysis in

terms of relative errors. In (Figure 4a), simulated and
measured IDDDs for the six cases with a ripple filter are
shown and in (Figure 4b) corresponding relative errors
are shown as standard box and whisker plots with indi-
vidual relative errors shown through black dots. With a
ripple filter,excellent agreement across the 6 IDDDs was
seen with errors ranging from −2.3% to 2.7% with aver-
age absolute relative errors between 0.5% and 1.2%.
For the ten cases without a ripple filter (Figure 4c and d),
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F IGURE 5 Top row: depth dose distributions averaged over the 6 × 6 cm2 central region of the SOBP are shown for MonteRay simulations
(solid lines) and measurements (dots) for three different SOBP depths of 5, 12.5 and 20 cm. Error bars indicated the variance of measured
doses for each depth since multiple detectors were located at each depth. Bottom row: lateral dose distributions extracted from the central
region of the three SOBPs at depths of 5.6 cm (b), 12.6 cm (c) and 20.6 cm (d) are shown.

errors ranged between −2.5% and 2.2% with
mean absolute relative errors ranging from 0.5% to
1.4%.

3.2 Spread out Bragg peaks

After correction of remaining range uncertain-
ties (< 0.14 mm),SOBPs simulated with MonteRay were
compared to measurements. For plotting and compari-
son, 1D depth-dose distributions were generated from
the measurements by averaging over all values within
the 6 × 6 cm2 (or 3 × 3 cm2) central region at a certain
depth. In (Figure 5a), depth dose distributions of the
three 6 × 6 × 6 cm3 SOBPs are shown while panels (b),
(c) and (d) show lateral dose distributions extracted from
the central region of the three SOBPs.Considering each
recorded depth individually, dose differences between
−2.8%/−3.3%/−2.5% and +1.3%/+1.0%/−0.7% for
the SOBPs at 5 cm/12.5 cm/20.0 cm depth were
observed. Averaged over all individual measurements,
mean absolute dose differences were 0.9%, 0.7%
and 1.6% respectively. For the 3 cm field size SOBPs,
dose differences between −0.5%/−2.4%/−3.4% to
+2.8%/+1.4%/−0.2% were seen. Mean absolute dose
differences were 1.1%, 1.1% and 1.7% for the three
depths, respectively. Qualitatively, the lateral dose
distributions show good agreement between Mon-
teRay simulated doses and measured values but a
slight underestimation of dose at high depths can be
seen.

3.3 Anthropomorphic phantom

The results of the anthropomorphic phantom simula-
tions are shown in panels (b) and (c) of (Figure 6). In
panel (b), depth dose profiles extracted behind a het-
erogenous region of the phantom are shown.Simulated
data (lines) from three different dose engines (FLUKA:
black, FRoG: red, MonteRay: blue) and measured data
(squares) are displayed. The HU values along the line
profile are also graphed and show the heterogeneity of
the phantom at that line profile location. Good agree-
ment between MonteRay and measurements can be
seen and the agreement of MonteRay to FLUKA is
superior to that of the analytical dose calculation engine
FRoG.

In (Figure 6c), dose differences in percent between
MonteRay and OCTAVIUS measurements are shown
and computed 3D-𝛾 values are shown with computed
passing rates written below. Averaging the absolute rel-
ative error over all voxels, values of (1.2 ± 1.1)% were
obtained. Approximately 99.3% and 96.8% of all pix-
els passed the 3%/3 mm and 2%/2 mm 3D-𝛾 criterion,
respectively. In comparison, previously reported results
with FLUKA showed 3%/3 mm passing rates of 98.9%.

3.4 Patient plan

In Figure 7, the results of the patient computation are
shown. In panels (a) and (b), biological dose distri-
butions in one axial slice are shown for RayStation
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MONTERAY, A FAST MC CARBON DOSE ENGINE 1443

F IGURE 6 Panel (a): Schematic of the experimental setup used for acquiring the data. 2D lateral slices were obtained at the location
marked with dashed line, corresponding to a slice near the distal edge of the SOBP. Panel (b): Depth dose profiles obtained with different dose
calculation engines (FLUKA: black, FRoG: red, MonteRay: blue) are shown together with measurements obtained with an array of ionization
chambers. The HU values along the extracted line profile are shown in light grey. Panel (c): Relative dose differences (top) and 3D-𝛾 index for a
3%/3 mm criterion (bottom) are shown for the comparison of MonteRay simulations with 2D measurements.

F IGURE 7 Comparison of MonteRay and RayStation computed doses for the exemplary meningioma case. In the top row, biological doses
and in the bottom row, physical doses are shown. In panels (a) to (d), 2D dose distributions in an axial slice are shown for MonteRay and
RayStation. Inside these panels, delineated structures of the brainstem (green), clinical target volume (CTV) (orange) and right optical nerve
(yellow) are shown. The arrows mark the locations of extracted 1D line profiles which are visible in panels (e) and (f). In panel (e), line profiles of
biological dose for MonteRay and RayStation are shown while physical dose profiles are shown in panel f).
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F IGURE 8 Dose volume histograms for physical (Panel (a)) and biological (Panel (b)) dose corresponding to the calculated doses
displayed in Figure 7. MonteRay (RayStation) computations indicated through solid (dashed) lines. DVHs for the clinical target volume (CTV),
Brainstem, Chiasma, left optical nerve and right optical nerve are shown. Contours of the CTV, Brainstem and right optical nerve in their
corresponding colors are visible in Figure 7. DVHs, dose volume histograms.

and MonteRay. Likewise in panels (c) and (d), phys-
ical doses are shown. In panels (e) (biological) and
(f) (physical), line profiles extracted from computed 3D
dose distributions are displayed. The locations of the
line profiles are indicated through color coded arrows
in panels (a) to (d). Visual inspection of 2D and 1D
dose profiles yielded good agreement in terms of bio-
logical and physical dose distributions. Using the 3D-𝛾
metric for quantitative analysis and averaging over 10
runs (errors are given as standard deviations), yielded
excellent 1%/1 mm (2%/2 mm) passing rates of 98.36 ±
0.04 % (99.40 ± 0.01 %) for physical and good passing
rates of 93.90 ± 0.03 % (99.22 ± 0.03 %) for biological
dose. Next, dose volume histograms (DVH) were com-
puted for the clinical target volume (CTV), brain stem,
left optical nerve and right optical nerve. They are dis-
played in Figure 8. The contours of the CTV, the brain
stem and the right optical nerve are visible in panels (a)
to (d) of Figure 8.

Qualitatively, Figure 8 shows good agreement
between MonteRay simulations and RayStation pre-
dictions in terms of DVHs with differences more
pronounced for biological dose than for physical dose.
For a quantitative assessment,computed dose statistics
(D1, D2, D50, D98, D99) are presented in Table 2.

3.5 Runtime comparisons

End-to-end runtimes of MonteRay were compared to
those of FLUKA on a sample problem with carbon ions
incident on water with an energy range from 100 to
430 MeV/u. Benchmarks were performed on an Intel i7-
9700k processor. Unless otherwise noted, the numbers
reported are for single-threaded execution.

Besides the computational cost of the physical
models implemented (for example for energy loss
fluctuations or inelastic nuclear interactions), the perfor-
mance of an MC code greatly depends on the step-size
chosen. In MonteRay, the step-size is described by
Equation 3. For the patient, SOBP and anthropomorphic
phantom calculations presented here, the parameter
Δxg was 1 mm while for the pristine Bragg peaks, it
was 0.1 mm. It is not possible to recreate this step
size policy with FLUKA and so a direct comparison
would be somewhat unfair. However, it is possible to run
MonteRay with a step-size equal to that of FLUKA.

When running FLUKA with a certain requested frac-
tional energy loss (either by explicitly setting it through
the FLUKAFIX option or by using the default value of
2% for the hadron therapy option), FLUKA does not
strictly adhere to this value.Instead,the fractional energy
loss is about twice as high at low energies and slowly
decreases with higher energies. For a fair compari-
son, the exact fractional energy loss as a function of
a particle’s energy was extracted from FLUKA with the
default settings for hadron therapy (option HADROTHE)
by using a feature of FLUKA (option USRDUMP) which
allows to extract particle tracks step-by-step. In Figure 9,
the fractional energy loss as a function of a particle
energy per atomic mass is shown for protons, helium
ions and carbon ions. This fractional energy loss, using
a lookup table, was implemented in MonteRay for the
sake of a fair comparison.

In Table 3, the runtimes of FLUKA, MonteRay
with FLUKA step-sizes and MonteRay with step sizes
according to Equation (3) are shown. The speedups
observed were between 13.8 and 55.4 when recreating
the step size of FLUKA and between 41.3 to 72.0 when
using Equation (3) for the step size. As with previous
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MONTERAY, A FAST MC CARBON DOSE ENGINE 1445

TABLE 2 Comparison of MonteRay and RayStation patient plan dose calculations in terms of D2%, D50% and D98% for the clinical target
volume (CTV) and D1%, D2% and D5% for the OARs, both biological and physical dose results are shown.

Roi Name D2 D50 D98

RS [Gy] MR [Gy] Diff. [%] RS [Gy] MR [Gy] Diff. [%] RS [Gy] MR [Gy] Diff. [%]

CTV Phys. 15.2 15.1 0.6 12.9 12.8 0.6 10.0 10.0 −0.2

RS [GyRBE] MR [GyRBE] Diff. [%] RS [GyRBE] MR [GyRBE] Diff. [%] RS [GyRBE] MR [GyRBE] Diff. [%]

CTV Bio. 42.9 43.5 −1.4 42.0 42.0 0.1 41.1 41.0 0.1

D1 D2 D5

RS [Gy] MR [Gy] Diff. [%] RS [Gy] MR [Gy] Diff. [%] RS [Gy] MR [Gy] Diff. [%]

Chiasma
phys.

9.7 9.9 −1.7 9.3 9.4 −1.4 8.6 8.9 −3.8

Brainstem
phys.

7.0 7.1 −1.8 6.2 6.3 −2.9 4.6 4.8 −4.5

Left optical
nerve
phys.

12.5 12.3 1.1 12.3 12.2 0.7 11.9 11.7 1.3

Right optical
nerve
phys.

8.2 8.2 −0.2 7.8 7.7 1.0 7.5 7.4 0.2

Brain phys. 12.4 12.4 0.4 11.1 11.1 −0.4 7.0 7.0 −0.2

RS [GyRBE] MR [GyRBE] Diff. [%] RS [GyRBE] MR [GyRBE] Diff. [%] RS [GyRBE] MR [GyRBE] Diff. [%]

Chiasma bio. 38.5 39.8 −3.2 38.1 38.8 −1.9 35.2 37.1 −5.4

Brainstem
bio.

32.7 34.4 −5.1 30.3 32.0 −5.5 24.6 26.5 −7.4

Left optical
nerve bio.

42.2 42.4 −0.5 42.1 42.3 −0.4 42.0 42.0 −0.1

Right optical
nerve bio.

32.3 33.1 −2.6 30.9 31.7 −2.8 29.7 29.6 0.5

Brain bio. 42.0 41.8 0.3 40.3 40.5 −0.6 24.2 24.5 −0.9

Abbreviations: MR, MonteRay; OARs, organs at risk; RS, RayStation.
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F IGURE 9 Actual step size (in terms of fractional energy loss)
chosen by FLUKA for different primary particles when the defaults for
hadron therapy are activated or the step size is manually set to 0.02
(2%) using the FLUKAFIX option.

versions of MonteRay, speedups increase with higher
energies.

MonteRay transports a high variety of secondary
particles and permits the reinteractions of more par-
ticles than previous fast carbon ion MC engines.13,14

While this allows MonteRay to recreate the fragmenta-
tion spectrum of FLUKA well, it also has a performance
penalty. To judge the impact of including a wide range
of nuclear interactions, the runtime of MonteRay when
only allowing for carbon ions to undergo nuclear interac-
tions was measured. Moderate speedups compared to
the base version (see Section 2.3) of 2, 5 and 16 % at
100 MeV/u, 250 MeV/u and 430 MeV/u were observed.

Finally, to judge the performance in MonteRay in real
world scenarios, runtimes of a brain and a prostate
treatment plan were measured when running MonteRay
on all eight cores of the i7-9700k processor. Scoring
and particle transport was performed on the CT grid
(1 × 1 × 3 mm3) and simulations were run until an aver-
age physical dose uncertainty of 2% in the high dose
region (all voxels with dose>90% of the maximum dose)
was reached. Statistical uncertainties were estimated
using the sample standard deviation over the eight inde-
pendent runs. In Table 4, the two plans are summarized
(number of spots, number of fields, energy range, etc.)
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1446 MONTERAY, A FAST MC CARBON DOSE ENGINE

TABLE 3 Single-threaded end-to-end runtimes of MonteRay and FLUKA for 10 million carbon ions incident on water. MonteRay runtimes
are shown for two different step size policies. For the time in column two and speedup in column three, the step size of the particle was chosen
according to Equation 3 while in columns four and five the step size was chosen to match FLUKA (as in Figure 9).

Energy
[MeV/u]

FLUKA time
[h]

MonteRay
time [s]
(Equation 3
SSP)

Speedup
(Equation 3
SSP)

MonteRay
time [s]
(FLUKA like
SSP)

Speedup
(FLUKA like
SSP)

100 1.8 159 41.3 475 13.8

250 8.5 682 44.8 1037 29.5

430 27.1 1355 72.0 1760 55.4

Abbreviation: SSP, step size policies.

TABLE 4 For benchmarking MonteRay’s runtime in real world
scenarios, two clinical plans were simulated until a statistical
uncertainty of 2% was reached.

Brain Prostate

Number of spots 18806 13718

Number of fields 3 2

Minimum energy [MeV/u] 88.8 283.76

Maximum energy [MeV/u] 273.9 369.6

Total number of primaries
in plan

810 million 1185 million

Primary fraction simulated 8% 3.5%

Number of simulated
primaries

65 million 41 million

Runtime 862 s 1050 s

Note: The brain plan is equivalent to the one described in Section 2.4.4. The
table summarizes the properties of the plans and shows their runtimes.

and their runtimes reported. For the brain case, already
presented in Section 3.4, the simulation time for 65 mil-
lion primaries was 862 s and for the prostate plan the
runtime was 1050 s.

4 DISCUSSION

In this work, the extension of MonteRay for the sim-
ulation of carbon ion beams was presented and the
accuracy and speed of the engine assessed.Dosimetric
comparisons were performed on a variety of scenarios
like pristine Bragg peaks, SOBPs and anthropomor-
phic targets. MonteRay achieved good accuracy in all
scenarios.

Comparisons of depth-dose profiles of carbon ion
beams in water showed good agreement within less
than ± 3% against relative measurements obtained
with a PEAKFINDER water column. When evaluated
against similar data, previously reported results of Mon-
teRay with proton and helium ion beams were at −3%
to +1% and −3% to +3%, respectively,15,16 that is,
according to this metric, the dose calculation with car-
bon ions is similarly accurate as the helium ion dose
calculation.

Moving on to cases including more than one pencil
beam, SOBPs of different sizes (3 × 3 × 3 cm3 and
6 × 6 × 6 cm3) at different depths (5 cm, 12.5 and
20 cm) were simulated and compared to measurements.
Here,MonteRay achieved dose differences ranging from
approximately −3% to +1% with a tendency to underes-
timate the dose at high energies. This underestimation
will be discussed in more detail below as it is related
to an underestimation of dose delivered by particles
with atomic number Z = 1 (see Figure 3a) and pos-
sibly ties into the differences observed with biological
dose.

To benchmark MonteRay in scenarios with hetero-
geneities, calculations were performed on an anthro-
pomorphic head phantom and compared against mea-
surements. Excellent agreement was found with 3D-𝛾
passing rates (3%/3 mm) of 99.3%, similar to the 98.9%
previously reported for FLUKA.31 Computed 2%/2 mm
passing rates on this case were 96.8%, acceptable
considering that measurements are the source of the
reference dose. Comparisons with depth-dose profiles
showed that MonteRay achieves dose prediction with a
similar accuracy to FLUKA even in highly heterogeneous
geometries.

In the future it is planned to use MonteRay as an in-
silico plan verification tool in clinical practice. With this
in mind, a patient case representative of a meningioma
treatment was selected, and dose distributions obtained
with MonteRay were compared to dose distributions
computed by the clinical TPS RayStation.Besides phys-
ical dose distributions,biological dose distributions using
the mMKM biological model were computed. Looking at
physical dose first, comparisons in terms of 3D-𝛾 pass-
ing rates yielded excellent passing rates of 98.36% ±

0.04% and 99.40% ± 0.01% for a 1%/1 mm and 2%/2 mm
passing criterion, respectively. Passing rate for biologi-
cal dose calculation were slightly worse with 93.90% ±

0.03% (1%/1 mm) and 99.22% ± 0.03% (2%/2 mm). Sim-
ilarly, the agreement of DVHs (Figure 8) and dose
statistics (Table 2) were good, with bigger differences
observed for biological than for physical dose. Higher
discrepancy in the biological dose is expected since it
depends not only on the accuracy of the physical dose
but also requires an accurate modeling of the mixed
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MONTERAY, A FAST MC CARBON DOSE ENGINE 1447

radiation field. The latter, as noted by Tessonnier et al.34

when investigating helium ions, is not necessarily repre-
sented accurately in the analytical algorithm of the TPS.
It is possible that the detailed treatment of nuclear frag-
ments in MonteRay allows it to predict biological dose
more accurately. Yet, some discrepancies, mostly for
particles with atomic number Z = 1, remain when con-
tributions of secondary fragments to the total dose are
compared against FLUKA simulations. Indeed, for the
highest clinically used energy (430 MeV/u) the under-
estimation of Z = 1 dose reaches 20% near the BP. In
comparison, the dose of particles with Z = 6 is repli-
cated to within ±1% and the dose of particle with Z = 2
matches to within ±4% up to the BP.

Investigating the origin of this underestimation of par-
ticles with Z = 1, we concluded that is caused by the
lack of neutron production and transport in MonteRay,
similar how it was done by Qin et al.13 If included, the
neutrons could undergo nuclear interactions themselves
to produce other particles, like protons. In principle, the
generation of neutrons would be possible in MonteRay
as their yield in nuclear interactions was tabulated sim-
ilarly to other particles (see Section 2.3). But since
neutrons don’t carry an electrical charge, their trans-
port would differ from that of all other particles currently
included in MonteRay. As a result, they cannot be triv-
ially implemented. Instead, other ways to account for
the missing neutrons could be chosen in the future.
For example, increasing the statistical weight of all pro-
tons produced in nuclear interactions by 15% appeared
promising in increasing the dose of Z = 1 particles to
match that of FLUKA while not influencing the runtime
of the program.In the future, the validity of this approach
will have to be investigated in more detail and it was not
used for this work.

However, one should put these observed differences
into perspective. Even comparisons between traditional
MC engines like FLUKA and GEANT4 show consid-
erable differences in the distributions of secondary
particles. For example, Robert et al.35 investigated
FLUKA and GEANT4 simulations of 260 MeV/u car-
bon ion beams incident on a PMMA target and found
large differences in both yield and energy spectra of
secondary particles. The yields of protons and neu-
trons, in terms of secondaries leaving the target,differed
by 14% and 17%, respectively. Similarly, Böhlen et al.36

investigated FLUKA and GEANT4 simulations for car-
bon ion beams and observed differences in the yield
of secondary fragments of several tens of percent. In
their conclusion, the authors attempt to estimate the rel-
evance of these differences for clinical practice. Only
considering the observed discrepancies in terms of pro-
ton fluences, they estimate an error in biological dose
of approximately 4%. They note, similar to the conclu-
sion reached for helium ion simulations in MonteRay,16

that the available measurements used to derive nuclear
interaction models are few and come with large statisti-

cal uncertainties. To improve dose prediction in hadron
therapy, experiments like FOOT37 are needed. Since
MonteRay uses databases generated from FLUKA, it
could benefit easily from any future improvements made
to the FLUKA interaction models.

By using simpler sampling techniques for energy
loss and multiple coulomb scattering and by using
pre-computed databases to handle inelastic nuclear
interactions, MonteRay was able to achieve speedups
against FLUKA ranging from 14 to 72, depending on the
energy and the way that step sizes are computed. The
runtime comparisons also included two patient plans.
Firstly, the meningioma case presented in Section 2.4.4
and another plan representative of a prostate tumor.
Runtimes, as summarized in Table 4, were 14 and 18
min, respectively. The required runtimes for simulating
10 million primary particles for these two cases were
thus 133 s and 256 s. For comparison, Qin et al.13 report
10 million primary particle runtimes of approximately
219 s and 251 s for similar cases using their GPU
accelerated MC engine, that is MonteRay running on 8
CPU cores achieved similar runtimes. In comparison,De
Simoni et al.14 report higher tracking rates using their
GPU accelerated MC algorithm. For a single beam of
300 MeV/u carbon ions, they achieve runtimes of 0.4 µs
per primary which would correspond to 4 s per 10 mil-
lion primaries. However, they do not report runtimes for
patient plan calculations, so a direct comparison is not
possible.

Finally, besides the run time improvements against
FLUKA, the impact of different nuclear models on the
runtime was studied. It was found that extending the
range of nuclear interactions from only carbon ions (as
was done in FRED and GOCMC) to the wide range
of particles included in MonteRay led to a modest
slow-down of 15% at the highest energy. This seems
acceptable considering that this allows an accurate rep-
resentation of FLUKA’s fragmentation spectrum while
still achieving satisfactory speedups.

5 CONCLUSION AND OUTLOOK

The extension of the dose calculation engine MonteRay
to include carbon ion beams has shown that fast MC
simulation (14 to 72 times faster than FLUKA) of carbon
ion treatment plans is feasible while maintaining good
accuracy in clinical settings. GPU acceleration of Mon-
teRay is planned in order to further gain a substantial
speed-up. MonteRay is the only experimentally verified
fast MC engine that is capable of simulating protons,
helium ions and carbon ions and MonteRay can serve
as a fast and accessible secondary dose engine for in-
silico patient verification33 in a clinical setting and for
future developments in particle therapy,34,35,36 in gen-
eral. Finally, the ability to simulate particle transport in
geometries directly within MonteRay,as opposed to rely-
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ing on a phase-space, will allow an easier adaptation to
other facilities.
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Chapter 4

Discussion

In this work and the accompanying publications, the development and validation

of a fast MC dose calculation engine for protons (section 3.1 [37]), helium ions (sec-

tion 3.2 [38]) and carbon ions (section 3.3 [39]) has been presented. The developed

computer program, named MonteRay, can compute dose distributions of clinical

plans in voxelized geometries based on CT images or in arti�cial geometries, e.g.,

a water tank for QA purposes. As presented in the three publications, this can be

done with a high degree of accuracy and speed when compared to traditional MC

engines like FLUKA. Depending on the particle type and energy, the speedups

achieved by MonteRay over FLUKA ranged from approximately 15x to 70x.

In this section, the individual publications will be discussed brie�y, and in

between, di�erent parts of MonteRay will be discussed in more detail. For example,

the transport of particles in magnetic �elds or the implemented nuclear interaction

model.

Fast Proton Dose Calculation

In the �rst publication, the development and evaluation of MonteRay for protons

was presented, and the ability to perform accurate dose calculation was shown.

The agreement when compared to measurements performed at HIT was excellent

for integrated depth dose distributions, lateral pro�les and SOBPs. For example,

comparisons against SOBPs at depths of 5, 12.5 and 20 cm showed mean (averaged

over all ionization chambers) absolute dose di�erences between 0.7 % and 1.0

%, similar to results reported previously with FLUKA [123]. Relative errors on

measured pristine BPs were below 3.5 % for all energies, similar to the maximum

relative error of 3 % reported in the commissioning of another fast proton MC

engine [124], and to those of full MC codes [125] when evaluated on similar data.

99
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In terms of runtime, using a homogeneous water phantom with a 2 × 2 × 2 mm3

scoring grid resolution and a beam energy of 150 MeV (an identical benchmark

was used by Schiavi et al. [30]), MonteRay achieved tracking rates of ≈ 30000

particles per second, a 30-fold speedup compared to FLUKA simulations.

Dose Calculation in Magnetic Fields

Besides standard dose calculations, comparisons of MonteRay against FLUKA

were also presented when a homogeneous magnetic �eld was present. Comparisons

of MonteRay on a patient case, with and without a magnetic �eld, showed excellent

agreement against FLUKA with local 2 %/2 mm 3D-γ-index pass rates of 99.98 %

and 98.9 %, respectively. At that time, MonteRay was the �rst fast MC engine to

include this capability. By now, another fast MC engine by Li et al. [33] and an

analytical engine by Duetschler et al. [126] have presented fast dose calculation

algorithms capable of taking homogeneous magnetic �elds into account. To the

best of the author's knowledge, no fast MC or analytical engines with the ability

to transport particles in inhomogeneous �elds exist. This shortcoming will need

to be addressed in the future, since fast dose calculation engines will be a key

component of future MRI-guided adaptive radiotherapy work�ows [127].

One particular issue in the simulation of charged particles in magnetic �elds of

a realistic MRI scanner is the large spatial extent of the magnetic �eld, possibly

requiring the simulation to start much further away from the patient CT to take

the e�ect of the fringe �eld into account. For example, Fuchs et al. [128] found

that it was necessary to include the e�ect of the magnetic �eld up to a strength of

50 mT for an accurate prediction of the particle's trajectory. This translated to an

additional extent of 40 cm before the isocenter, e�ectively doubling the distance

particles need to be transported, considering that treatment depths are typically

less than 30 cm. To avoid this, innovative methods will need to be devised to

account for the magnetic �eld's e�ect more time-e�ciently.

Fast Helium Ion Dose Calculation

Shortly after the submission of the �rst publication, a patient at HIT received

the world's �rst treatment with actively scanned helium ion beams [5]. At that

time, no fast MC-based dose calculation algorithm for helium ions existed, and

an analytical dose calculation algorithm was used for treatment planning. But, as

mentioned in the �rst chapter, MC-based algorithms may o�er better dosimetric

accuracy. In particular for helium ions, Fuchs and Georg [11] have argued that
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MC-based algorithms, as a more versatile alternative to analytical algorithms,

will be expected to dominate the �eld in the future, especially when it comes to

exploratory research like FLASH or mini-beam therapy.

Motivated by this and the developments at HIT, the second publication pre-

sented the inclusion of helium ions in MonteRay, making it the �rst fast helium

ion dose engine in the world - achieving speedups up to a factor of 60 over FLUKA

simulations. Dosimetric comparisons proved the accuracy of MonteRay and the

validity of the chosen approach to handle nuclear interactions for helium ions,

namely the use of nuclear databases extracted from FLUKA. In comparisons

against lateral pro�les, pristine BPs and SOBPs, MonteRay showed excellent

agreement against measurements, comparable to FLUKA results in similar sce-

narios [22]. Comparisons in heterogeneous scenarios behind an anthropomorphic

phantom (previously used in [129]) were performed, and with 3D-γ passing rates

of 99 %, MonteRay matched previous results with FLUKA and exceeded those

of an in-house analytical dose engine [129].

A New Approach to Handle Multiple Coulomb Scattering

Additionally, a new approach to handle MCS was introduced in the second pub-

lication, which is able to handle the scattering of di�erent particle types and

energies without relying on tabulated data. Instead, it is a direct approximation

to Moli�ere's theory of multiple scattering (see subsubsection 2.4.1.3). The validity

of this approach was demonstrated in comparisons against measurements of lateral

pro�les, where computed lateral dose distributions were compared against mea-

surements. In terms of the FWHM, maximum disagreements were within -0.37

mm/+0.2 mm for all energies and depths.

The advantage of this approach to MCS is that it models both the small angle

Gaussian core of the distribution and the heavy large angle tail without requiring

any �nely tuned parameters; all quantities are computed from basic physical prop-

erties of the material (density, elemental composition) and the particle (energy,

mass). In contrast, many fast particle therapy MC codes rely on a simple single

Gaussian distribution using either Highland's (Equation 2.36) or Rossi & Greisen's

(Equation 2.37) parametrization. But, a lot of its simplicity is lost since the free

parameter Es has to be �ne-tuned to achieve good agreement against conventional

MC engines [25, 28, 36, 35]. In particular, the authors of the only other two fast

carbon ion engines, FRED [36] and goCMC [35], had to introduce energy (goCMC

and FRED) or particle type (FRED) dependent tuning factors to Highland's ap-
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proximation. While Schiavi et al. [30] have reported the implementation of a large

angle term similar to the one used here, their model also relied on �tted parame-

ters that had to be determined from comparisons to Geant4, and which depended

on the simulation's step size, the target material and the particle's energy. The

downside of MonteRay's MCS model are the computational costs associated with

estimating the parameters of Moli�ere's distribution. In the future, it may be worth

investigating if a simpler computation of the parameters χc and B is possible, for

example by assuming an average Z and A instead of looping over all elements in

the compound.

Fast Carbon Ion Dose Calculation

In the third publication, MonteRay was extended to include carbon ions. This

�nally allowed MonteRay to simulate all three particle types used clinically at HIT:

protons, helium ions and carbon ions. As before, MonteRay achieved excellent

agreement against measurements of physical dose distributions like SOBPs, and

additionally, it was shown that biological dose, a necessity for helium & carbon

ion therapy, could be computed accurately. For this, a patient plan optimized

and computed with the clinical TPS Raystation based on the mMKM biological

model was used. Biological dose comparisons between MonteRay and RayStation

showed local 3D-γ passing rates of 93.90 % ± 0.03 % (1 %/1 mm) and 99.22

% ± 0.03 % (2 %/2 mm). These passing rates were lower than those observed

for physical dose comparisons (98.36 % ± 0.04 % and 99.40 % ± 0.01 %). One

possible explanation for this was already given for a similar case by Tessonnier

et al. [5], where larger di�erences for biological dose than for physical dose were

observed when comparing two analytical dose engines against FLUKA predictions.

They suggested that this might be because the two analytical algorithms did not

account for the lateral variation of the particle spectrum and hence, the biological

e�ect. Indeed, recent results by Bazani et al. [130], where the trichrome model of

Inaniwa et al. [131] was implemented inside the clinical TPS RayStation, showed

better agreement against FLUKA simulations in terms of biological dose. By

modeling the particle spectrum directly, based on FLUKA databases, MonteRay

does not have this limitation. As could be seen in Figure 3 of the third publication,

MonteRay accurately models both depth-dose and lateral dose distributions of the

individual fragments. To establish the exact in�uence of the nuclear model on the

accuracy of biological dose predictions, and to decide what range of secondary

particles is truly necessary, further studies with MonteRay will be necessary.
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MonteRay's Nuclear Interaction Model

Compared to the developments to support helium ions, the inclusion of carbon

ions required a much larger extension of the nuclear interaction databases; in

their �nal version, they consisted of over 60000 individual tables, each encoding

the probability of a certain particle being produced in a certain nuclear interaction

at a certain energy and direction.

The nuclear model in MonteRay is very extensive when compared to the two

other published fast carbon ion engines, FRED [36] and goCMC [35]. In total, 11

di�erent particle types are allowed to undergo inelastic nuclear interactions with

all 13 elements included in MonteRay (see section 2.5). On the other hand, FRED

and goCMC only consider interactions of carbon ions. FRED goes even further

and ignores nuclear interactions of carbon ions that were produced in nuclear

interactions themselves (secondary carbon ions). The range of supported target

elements is also limited to hydrogen, carbon and oxygen. While this, and the

limited particle spectrum, may be a valid approximation for the computation of

physical dose, neither FRED nor goCMC have presented comparisons of biological

dose against established codes in patient geometries. However, Qin et al. have

presented the capability of performing biological dose optimization without direct

comparisons [58], and Simoni [132] has reported (3 %/2 mm) 3D-γ passing rates

of 93.1 % for biological dose comparisons against FLUKA for low energy SOBPs

in water. Additionally, the nuclear interaction model of FRED is limited to 300

MeV/u, well below the maximum energies of facilities like HIT (430 MeV/u) [46],

the Italian National Centre for Oncological Hadron therapy (400 Mev/u) [133] or

the MedAustron facility (400 MeV/u) [134].

During the development of MonteRay, the choice of which particles are al-

lowed to undergo nuclear interactions was made based on comparisons of dose

distributions against FLUKA. In these comparisons, not only the total dose was

considered but also the contributions of particles grouped by their atomic num-

ber Z. Two such comparisons are shown in Figure 4.1, where 430 MeV/u carbon

ions, the highest energy available at HIT, are incident on water. In panel a), rein-

teractions were disabled, and only primary carbon ions were allowed to undergo

nuclear interactions. In panel b), the full MonteRay nuclear interaction model was

enabled. As can be seen, the inclusion of reinteractions has a signi�cant impact

on the contribution of individual fragments to the total dose. Based on these

comparisons, it was found necessary to include inelastic nuclear interactions of a

wide range of particles. For example, the interaction of 11C was deemed to be
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necessary since otherwise, as visible in Figure 4.1, a noticeable bump in the dose

contribution of particles with Z=6 (isotopes of carbon) is present. This bump is

also clearly visible in the total dose, and Qin et al. [35] have also observed this

bump, attributing it to dose deposited by 11C. Curiously, they also observe this

bump on simulations with Geant4, hinting at a possible discrepancy between the

FLUKA and Geant4 nuclear interactions models.

Figure 4.1: Depth-dose distributions of 430 MeV/u carbon ions incident simulated

with MonteRay and FLUKA. In panel a), only primary carbon ions were allowed to

undergo nuclear interactions in MonteRay. In panel b) the full MonteRay nuclear

interaction model was enabled.

While MonteRay did achieve excellent agreements across all three particle

species, some discrepancies remain. For example, as already discussed in [39],

MonteRay underestimates the dose deposition of light fragments (Z = 1) when

simulating carbon ions and when comparing to FLUKA. At 430 MeV/u, this

discrepancy reaches 20 %. At the same time, the contribution of the heaviest

particles (Z = 6) is reproduced to within 1 % when compared to FLUKA. This

underestimation may stem from the omission of neutrons in MonteRay. These

neutrons could undergo nuclear interactions, primarily producing low mass frag-

ments. While this approximation is common in fast MC engines [35, 27, 135, 28,

37], we have observed discrepancies for helium [38] and carbon ions [39]. While

the implementation of neutron transport in MonteRay could be possible, it will

have to be seen whether this is truly necessary for a fast MC engine and if the

gain in accuracy would warrant the penalty in performance. As already discussed

in [39], an approach wherein the proton yield in nuclear interactions is increased

by some factor might be more suitable.
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Nuclear interaction models are an important part of MC engines and as out-

lined in the introduction, they greatly impact the dose distribution. At the same

time, their treatment is challenging both in terms of theory and computational

implementation. In nuclear interactions, a wide range of possible scenarios must

be considered, including elastic collisions, fusion of nuclei or the fragmentation

of the target or projectile. A great deal of work has been put into developing

models that cover these interactions. The FLUKA code, a conventional MC en-

gine, includes nuclear interaction models that have been �nely tuned to match

experimental data. This also includes data of speci�c interest to radiotherapy, for

example in a recent work by Aric�o et al. [102], the nuclear interaction models of

FLUKA for helium ions were tuned to better reproduce data in the therapeutic

energy range.

The main idea behind MonteRay was to make use of existing models, ben-

e�ting from decades of work, done by many people. This is an advantage over

custom models like the one presented by Simoni et al. [36]. Another bene�t is

that MonteRay's nuclear interaction model can easily be extended towards other

projectile types, target types or even energy ranges, if the need arises. One down-

side of MonteRay's approach is that the nuclear interaction model of FLUKA is

not open-source and no outside validation of the model is possible. Another dis-

advantage is the size of the nuclear databases, taking up about 2.4 GB in memory.

In particular, this is an inconvenience when installing MonteRay since this data

has to be somehow transferred or downloaded. Loading the databases into main

memory, on the other hand, is not a problem. On a modern system (e.g. Intel

i7-9700k with an CT1000P1SSD8 SSD) this takes less than two seconds, and the

data can be shared by all threads of a CPU.

One must further point out that the nuclear models inside FLUKA are not

perfect and nuclear interaction modeling is not a solved topic in itself. Even

between traditional MC engines like FLUKA and Geant4, considerable di�erences

can be observed. As discussed in [39], studies by Robert et al. [136] or B�ohlen

et al. [137] show signi�cant di�erences between FLUKA and Geant4 when it

comes to nuclear interaction models. B�ohlen et al. also estimated the impact

of these discrepancies on the biological dose to be at ≈ 5 %. Tying this back

to the earlier discussion on biological dose computation by MonteRay - likely

MonteRay estimates are within the errors due to uncertainties in nuclear models.

This, in part, lies in the fact that no physical models exist that describe nuclear

interactions across the whole energy range relevant for radiotherapy from �rst

principles. Instead, empirical models which are �t to measurements have to be
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used. Where measurements are sparse or missing, interpolation between data

is necessary. To improve nuclear interaction models in the context of light ion

radiotherapy, further studies are needed to reduce uncertainties of macroscopic

cross-sections and fragmentation spectra. One promising candidate is the FOOT

experiment which aims to study, among other things, the fragmentation of helium

and carbon ions [138].

Runtime of MonteRay - Is a GPU Implementation Neces-

sary?

The observed speedups when comparing MonteRay against FLUKA are between

15 and 70, depending on the energy and ion type. Besides runtimes on arti�cial

cases, in the third publication, runtimes for clinically relevant cases, a head and

a prostate case, were reported for carbon ions, which are the most demanding

particle in terms of computational time. Running on 8 cores (Intel i7-9700k), it

took 14 and 18 minutes, respectively, to produce dose estimates with a statistical

uncertainty below 2 % in the high dose region. Considering the number of cores

available in modern systems, and the linear scaling of MonteRay's throughput

with the number of cores [37], one can argue that runtimes well below 5 minutes

are possible on modern many-core systems. For example, systems with 48 cores

have been used for dose calculation by Grevillot et al. [23], and IBA Dosimetry,

a medical technology company, suggests this con�guration for their myQA iON

software [24].

MonteRay's fast runtime and the speedups against FLUKA have been achieved

without the use of additional hardware like Graphics Processing Units (GPUs).

Because of this, MonteRay does have a lower speed when compared to MC engines

that do use a GPU to accelerate simulations. The gain in speed when using GPUs

is mostly a result of their architecture. While modern, high-end CPUs may have

core counts up to 128, modern GPUs typically come with several thousand cores.

While individual GPU cores are weaker than individual CPU cores, the sheer

number of them allows to achieve impressive speedups for certain tasks. However,

one must be careful when comparing CPU algorithms against GPU algorithms in

terms of runtime. This point was also raised by Lee et al. [139] in their work titled

"Debunking the 100X GPU vs. CPU myth: an evaluation of throughput comput-

ing on CPU and GPU" where the authors show that for some algorithms, the

performance gap between CPUs and GPUs is much smaller when both CPU and

GPU code is properly tuned. For example, one must consider CPU multithread-
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ing when comparing CPU and GPU runtimes, since the parallelization of MC

simulations is trivial, owing to the fact that no inter-thread dependencies must be

taken into account. For example, Simoni et al. [36] report that "the observed gain

in processing time, when comparing to the FLUKA full MC, was nearly a factor

2000" while comparing single core CPU execution times against GPU execution

times. Similarly, Franciosini et al. [140], developing a GPU accelerated electron

MC engine, report "observing a gain in processing time from 200 to 5000"1 while

comparing runtimes on a single core of a mid-range CPU (Intel Core i5-10400)

with a high-end GPU (NVIDIA RTX 3090). More reasonable comparisons can be

found in the works of Qin et al. [35] and Fracchiolla et al. [141]. The former,

for their carbon ion MC engine, report GPU vs. CPU runtimes that are closer to

one another. For example, the simulation time of 400 MeV/u carbon ions was ≈
600 seconds on an Intel Xeon E5-2640 CPU and ≈ 50.4 seconds on an NVIDIA

GeForce GTX 1080 GPU, a 12-fold speedup. Similar runtime di�erences can be

found in the work of Fracchiolla et al. [141], where both the CPU and GPU

versions of the RayStation proton MC engine were compared over an extensive

set of 440 patient cases. For their comparison, the authors used2 a dual socket

Intel Xeon E5-2687W v3 CPU [142] with ten physical cores each, and an Nvidia

RTX6000 GPU. The median GPU execution time over all 440 was reported at 7.1

s, while the median CPU execution time was 110 s, a 15-fold speedup.

Despite being slower, a CPU MC engine may o�er several advantages over a

GPU engine. Firstly, software development for GPUs is more challenging than for

CPU codes, and to maximize performance, developers must carefully deal with

GPU speci�c issues like warp divergences, shared memory con�icts and synchro-

nization. An interesting work on this topic was published by van Werkhoven et

al. [143], titled "Lessons Learned in a Decade of Research Software Engineering

GPU Applications". In this work, the authors discuss some downsides of GPU

acceleration, with a focus on research software development. One particular point

the authors raise is software sustainability, which is "the capacity to endure and

preserve the function of a system over an extended period of time" [144]. They

argue, that supporting GPU applications might be at risk after a research col-

laboration ends since they require "advanced technical knowledge and specialized

programming languages". A demotivating fate for a software that may have taken

1For the latter number, the authors likely refer to comparisons to Geant4, which is slower

than FLUKA
2The exact CPU con�guration was not mentioned in the publication [141] but kindly provided

by Dr. Fracchiolla in private E-Mail communication (March 2024)
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years to develop.

Some fast MC programs, e.g. RayStation [140], also maintain both CPU and

GPU versions of their code. This allows thorough testing of the GPU code, where

errors due to the GPU implementation can be clearly distinguished from errors

that come from the MC implementation itself. As such, the CPU version of

MonteRay can be seen as a necessary step for a possible future GPU version.

MonteRay as a Secondary Dose Engine for Quality Assurance

Purposes

One point that has not been discussed yet is the potential bene�t of using Mon-

teRay in a clinical context for dose veri�cation purposes. To ensure that the

correct dose is delivered to the patient, HIT uses a comprehensive QA protocol

that was described by J�akel et al. [145]. Among other things, this protocol cur-

rently includes daily dosimetric measurements of standard plans (e.g. SOBPs)

and patient plans in a water phantom. This amounts to a signi�cant cost, both

in terms of beam time and personnel time. Just the beamtime, i.e. active irra-

diation time, required for the daily measurements for patient plan veri�cation, is

estimated to be over 50 hours per year3. The purpose of these dosimetric mea-

surements is to ensure that the dose calculated by the TPS is correct, at least

when measured in a water phantom. In the future these measurements could be

replaced by a secondary dose calculation engine, provided it is independent from

the primary dose calculation engine. Using MonteRay in this way would allow to

reduce the time spent on QA measurements, freeing up personnel and beam time.

This is also a possible �rst step for the use of MonteRay at other facilities. To

enable this, methods for automatically commissioning MonteRay's particle source

for other facilities are needed, and have recently been under development.

3Estimate from private correspondence with Julian Horn, taking into account the yearly

number of patients (≈ 650), the average number of �elds per plan (≈ 2) and the average beam

time required per �eld (≈ 2.5min

�eld
)
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Conclusion & Outlook

Particle therapy is an important tool in our arsenal of cancer treatment options,

and there is a long list of research topics that have the goal of improving it even

further. For example, MRI guided adaptive radiotherapy, helium ion beam ther-

apy, multi-ion treatments and many more [127, 11, 146]. None of these research

topics can be feasibly addressed without accurate dose calculation, and to allow

researchers and clinicians to be productive in their work, dose calculation should

be fast. In this thesis, the development and veri�cation of MonteRay, a fast dose

calculation engine for protons, helium ions and carbon ions was described and

the capability of MonteRay to achieve fast and accurate dose calculation demon-

strated.

In this �nal section, some current and future work will be presented. This

includes both work under revision, work performed by the author of this thesis

and work that was performed by other researchers with the help of MonteRay.

Electron Dose Calculation

In a master's thesis at the BioPT research group, concurrent to this thesis, the ex-

tension of MonteRay for electron dose calculation was presented [40]. Since then,

this work has been extended to allow for the simulation of electron dose distribu-

tions in heterogeneous scenarios, and a publication detailing this is currently under

review [41]. One example from this publication is shown in Figure 5.1. There, dose

distributions of MonteRay and FLUKA are shown and compared for an 8×8 cm2,

10 MeV electron �eld impinging on an anthropomorphic head phantom (Alderson

phantom Radiology Support Devices, Long Beach, CA, USA). As can be seen,

MonteRay closely matches the dose distribution of FLUKA, with 3 %/2 mm local

109
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Figure 5.1: Dose distributions of MonteRay and FLUKA are shown for an 8 ×
8 cm2, 10 MeV electron �eld impinging on an anthropomorphic phantom. In the

bottom panels, dose pro�les at locations A and B, indicated in the upper panels,

are shown. Figure taken from and to be published in [41].

3D-γ passing rates1 of 99.4 %. For 10 MeV electrons, the dose calculation with

MonteRay was 13 times faster than FLUKA. To tie back to the previous discus-

sion on CPU vs GPU computation, FRED for electrons [140], report a 90-fold

speedup for electrons. Thus one could reason, that MonteRay running on only 8

CPU cores is similarly performant as FRED for 10 MeV electrons.

Dose Optimization and Very High Energy Electron Therapy

A fast MC by itself can already serve as an important research tool, but to be

used in a similar fashion as a TPS, a dose optimizer is needed. This has been

achieved in an ongoing master's thesis by Aaron Osburg [42], in which a GPU based

optimization algorithm was developed and coupled to MonteRay. In the future,

1This criterion was chosen to be consistent with Franciosini et al. [140]
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Figure 5.2: Example of ongoing work of VHEE planning in MonteRay. In the left

panel, the forward dose calculation of an optimized 9 �eld electron plan is shown.

In the right panel, dose volume histograms for this plan are displayed. Figure

courtesy of Prof. Dr. Andrea Mairani.

this capability will be used to investigate the use of very high energy electron

(VHEE) beams, a treatment modality currently under investigation due to the

possibility of achieving healthy tissue sparing through the FLASH e�ect [147].

With the support of protons, helium ions, carbon ions and electrons, MonteRay,

coupled with the optimizer, will allow the comparison of these treatment modalities

in a single framework. An example of this ongoing work is shown in Figure 5.2. For

this �gure, an exemplary prostate patient was optimized with 9 VHHE �elds, and

in the left panel, the resulting dose distribution is shown. In the right panel dose

volume histograms for the PTV, CTV and some organs at risk are shown. As can

be seen, the interplay between MonteRay and the newly developed optimizer is

capable of producing treatment plans for VHEEs that achieve good target coverage

and sparing of organs at risk. Future work will aim to quantify the quality of these

plans and to compare them to ion plans.

Beam Commissioning

For MC dose calculations it is common to use a parametrization of the beam's

properties, e.g. its energy spectrum or its lateral spread, to initialize particles.

With the goal of making MonteRay usable at di�erent facilities, a commissioning

framework has been created that semi-automatically generates a parametrization

of the beam model based on measured data, like depth-dose distributions, lateral

pro�les and absolute dosimetric measurements. In Figure 5.3, the results of �t-

ting depth-dose-distributons of protons at HIT (left column) and at a cyclotron

based facility by IBA (right column) are shown. The later data was already used
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for commissioning in [148]. In the top row, measured and simulated depth-dose

distributions are shown. In the bottom row, comparisons of them in terms of

the relative error are shown as boxplots. The high gradient region after the R80

point was excluded from this analysis. As can be seen, with the new uni�ed beam

parametrization model, consisting of a double gaussian energy spectrum, Mon-

teRay is able to model the shape of depth-dose distributions for both facilities

well, achieving relative errors within less than ±3% for most curves.

Figure 5.3: Result of the commissioning of MonteRay's beam model for the HIT

(left) and a cyclotron based facility by IBA (right). In the top row, measured

depth-dose distributions (circles) are compared to simulated depth-dose distribu-

tions (solid lines). In the bottom row, boxplots showing the relative di�erences

between simulations and measurements, up to the high gradient region (R80),

are shown. For visual purposes, not all depth-dose distributions included in the

bottom row are shown in the top row.

MonteRay - A Future Open Source Dose Engine?

In the realm of particle therapy, there is a lack of fast open source codes. Indeed, a

literature search for open source MC engines only reveals two for proton therapy,

MCsquare [28] and MOQUI [32], and none for helium or carbon ions. The author

of this thesis strongly believes in the importance of open source software and

the bene�ts it brings. As such, MonteRay has been developed with the goal of

eventually making it available to the community as an open source project.

Towards this goal, a python interface for MonteRay is currently under de-
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velopment. This interface will allow users to easily set up and run MonteRay

simulations in a python environment, e.g. Jupyter notebooks. This will make

it easier for users to interact with MonteRay and to analyze the results of their

simulations without having to tediously write MonteRay con�guration �les (see

Figure 2.20). Together with MonteRay's native dicom support and with the semi-

automatic commissioning framework currently under development, this will make

MonteRay a powerful tool for researchers and clinicians alike.
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Ïîñëåäíåå, íî íå ìåíåå âàæíîå: ÿ áëàãîäàðåí ìîèì ðîäèòåëÿì Àíòîíèíà

Ìîðëàíã è Âëàäèìèð Ëûñàêîâñêèé. Ñ òåõ ïîð, êàê ÿ ñåáÿ ïîìíþ, îíè

âñåãäà îòäàâàëè âñå ðàäè ìåíÿ, è â êîíå÷íîì èòîãå èìåííî îíè âåëè ìåíÿ ïî

ýòîìó ïóòè. ß áëàãîäàðåí çà èõ ðèñê è æåðòâó, êîòîðûå îíè ïîíåñëè, ïðèåõàâ

â ýòó ñòðàíó, è çà âñå èõ òðóäû, áëàãîäàðÿ êîòîðûì ÿ ïîëó÷èë âîçìîæíîñòü

ó÷èòüñÿ è äîñòèãàòü ñâîèõ öåëåé.

Âñ¼ ÷òî íe (íè) äåëàåòñÿ, ê ëó÷øåìó.
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